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 Preface This volume is a result of the VIII TH BANFF HIGHER ORDER WORKSHOP held from August 27th to September 3rd, 1994, at the Banff Centre in Banff, Canada. The aim of this annual workshop (of which the VIII TH was the final) was to gather together researchers studying a specific, well-focussed topic, to present and contrast various approaches to the problems in their area. The workshop has been locally organised and hosted in Banff by Graham Birtwistle, at that time Professor of Computer Science at the University of Calgary, but currently Professor of Formal Methods at the University of Leeds. Originally the topics were chosen to reflect some aspect of higher-order reasoning, thus justifying the name of ~he workshop series, but the topics were allowed to diversify more and more as the years passed, so that the higher-order aspect became less and less adhered to. Thus for example, the previous three workshops were subtitled Functional Programming Research (1991, chaired by John Hughes, Glasgow); Advanced Tutorials on Process Algebra (1992, chaired by Faron Moller, Edinburgh); and Advanced Tutorials on Asynchronous Hardware Design (1993, chaired by A1 Davis, HP Labs, Palo Alto). The final workshop, held in 1994, was subtitled Logics for Concurrency: Structure versus Automata and was chaired by Faron Moller, Stockholm. The basic motivation for the workshop was to explore the apparent dichotomy which 9 exists in the area of process logics, particularly in the study of various temporal logics. On the one hand, the traditional approach has exploited automatatheoretic techniques which have been studied for decades; this approach is dominant in research carried out in North America. On the other hand, the "Eurotheory" approach is based more on exploiting structural properties involving aspects such as congruence and decomposability. The relaxed workshop format of having a set of three lectures from each of five speakers spread over eight days allowed this dichotomy to be revealed, dissected, and discussed in detail, providing for a great deal of friendly debate between proponents of each school. The five series of lectures were presented by Samson Abramsky (London); E. Allen Emerson (Austin); Voram Hirshfeld (Tel Aviv) and Faron Moller (Stockholm); Colin Stirling (Edinburgh); and Moshe Vardi (Rice). The proceedings of the workshop series have generally only been available informally; indeed they have usually only been informal documents, sometimes nothing more than photocopies of slides. However, as the final workshop so successfully met its goal of creating an environment for contrasting approaches, it was deemed a worthy exercise by all of the lecturers to provide post-workshop tutorial-style lecture notes, which explored the individual presentations with the benefit of hindsight, so as to provide a record of the presentations and discussions carried out at the workshop.
 
 vI A c k n o w l e d g e m e n t s . The workshop from which this volume emerged was made possible through an operating grant from the Natural Sciences and Engineering Research Council of Canada. The ever-obliging staff of the Banff Centre made sure that everything ran smoothly and to plan. Professor Richard Guy presented an entertaining evening lecture midway through the workshop on Conway's "Game of Life," demonstrating how to construct a computer from components of "Life" such as gliders, ponds, spaceships, and eaters. Professor Przemys!aw Prusinkiewicz ("Dr P") gave an equally delightful after-dinner lecture following the final-evening banquet in which he presented a fascinating range of fractally-generated plants, including fractal reproductions of the works of Monet and Van Gogh. The notes included in this volume were reviewed openly and extensively by the editors and the various authors, as well as the following people, most of whom were attendees of the workshop (more specific acknowledgements are included with the various papers): Howard Barringer, Rick Blute, Robin Cockett, Oystein Haugen, Carton Kirkwood, Orna Kupferman, Phil Scott, David Spooner, Perdita Stevens, and David Walker. Finally, we would like to thank the lecturers themselves for their efforts in producing the following carefully considered lecture notes.
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 Introduction There has been a great deal of effort spent on developing methodologies for specifying and reasoning about the logical properties of systems, be they hardware or software. Of particular concern are issues involving the verification of safety and liveness conditions, which may be of mammoth importance to the safe functioning of a system. While there is a large body of techniques in existence for sequential program verification, current technologies and programming languages permit for ever greater degrees of distributed computation, which make for a substantial increase in both the conceptual complexity of systems, as well as the complexity of the techniques for their analysis. One fruitful line of research has involved the development of process logics. Although I-Ioare-style proof systems have been successful for reasoning about sequential systems, they have only been of minor impact when primitives for expressing concurrent computation are introduced. Of greater importance in this instance are, for example, dynamic, modal, and temporal logics. Such logics express capabilities available to a computation at various points of time during its execution. Two major varieties of such logics exist: linear-time logics express properties of complete runs, whilst branching-time logics permit a finer consideration of when choices within computation paths are made. The study of such logics is now quite broad and detailed. There is, however, a perceived dichotomy which exists in the area of temporal logic research; a divide which appears to be defined to a large extent by geography (though, as with all things, this :division is far from clear-cut). On the one hand, the North American approach has exploited automata-theoretic techniques which have been studied for decades. The benefit of this is the ability to adapt theoretical techniques from traditional automata theory. Hence, for example, to verify that a particular system satisfies a particular property, one would construct an automaton which represents in essence the cartesian product of the system in question with the negation of the property in question, and thus reduce the problem to one of emptiness of the language generated by an automaton. One obvious drawback to this approach is the overhead incurred in constructing such an automaton: even if the system being analysed can be represented by a finite-state automaton, this automaton will typically be of a size which is exponential in its description (due to the so-called state space explosion problem), and hence this approach to the verification problem will be (at least) exponential in the worst case. Of course this approach is inapplicable to infinite-state systems unless you first introduce symbolic techniques for encoding infinite sets of states efficiently. On the other hand, the "Eurotheory" approach to the verification problem is based more on exploiting structural properties. The essence of this approach is to work as far as possible with the syntactic system and property descriptions
 
 rather than their semantic interpretations as automata. Typically this involves the development of tableau-based proof systems which exploit congruence and decomposition properties. This allows more of a so-called "local" model checking technique which feasibly could handle even infinite-state systems, as the overhead of constructing the relevant semantic automata is avoided. Whichever approach is considered, there are common goals which are stressed. Firstly and of utmost importance, the methodology must be faithful to the system descriptions being modelled, as well as to the intended properties being defined. The methodology must be sound with respect to its intended purpose. Of great importance as well is the ability to automate the techniques; as economically- and safety-critical systems being developed become more and more complex, the need for automated support for their verification becomes an imperative of ever greater importance. Mechanical procedures for carrying out the verification of such properties are required due to the sheer magnitude of the systems to be verified. Beyond this, such algorithms must be tractable. There will clearly be trade-offs between the expressivity of a formalism employed to define system properties, and the complexity of the verification of these properties. The verification procedures, beyond being sound, must be effective, as well as of an acceptable level of time- and space-complexity. In this volume are to be found five tutorial-style presentations of various approaches to the verification problem, each of which addresses some or all of the above concerns. Themes which arise repeatedly throughout the presentations are: -
 
 -
 
 What are suitable formalisms for expressing system properties? How expressive are these formalisms?
 
 - How difficult are they to employ, both conceptually and computationally? -
 
 What are the advantages and drawbacks when comparing formalisms?
 
 Three of the five presentations concentrate on linear- and branching-time temporal logics (Emerson, Stirling, Vardi); one on process equivalence with an emphasis on infinite-state systems (I-Iirshfeld & Molier); and the fifth on a novel category-theoretic approach to verification (Abramsky, Gay & Nagarajan). Each contribution can be taken in isolation to form the basis of a short course of study, the length of each being reflected in the length of the contribution. However, the presentations generally contrast and complement each other in often delightful ways, so the ideal approach to studying this volume would be to keep this complementary nature of the presentations in mind. We finish this introduction with a brief synopsis of each of the five contributions appearing in this volume.
 
 The paper by Samson Abramsky, Simon Gay, and Rajagopal Nagarajan, Specification structures and propositions-as-types for concurrency, introduces the reader via "Hoare triples" to specification structures, a framework for combining general notions of logical properties with general methods for verification. These are then employed within the authors' earlier framework of interaction categories for synchronous and asynchronous processes to provide a mechanism for expressing properties. Interaction categories were introduced to unify transformational and reactive programming paradigms, which respectively represent general frameworks underlying functional programming and concurrent computation. The mechanism developed resembles the provision of a type system for process algebras which can be used to support verification. As examples of the application of the approach, the paper details how a specification structure can be provided to permit the expression of deadlock-freedom. In the end, the problem of the dining philosophers is used to great effect to demonstrate the application of the techniques in practice. The paper by E, Allen Emerson, Automated temporal reasoning about reactive systems, presents a wide range of complexity and expressiveness results for a number of linear- and branching-time temporal logics. The paper stresses the trade-offs between the complexity of various algorithms for satisfiability and model-checking, presenting essentially optimal automated algorithms for a number of such problems, and the expressibility of the different temporal logics. The two varieties of algorithms, automata-theoretic and tableau-based, are explored and interestingly contrasted. This in-depth overview is presented with an emphasis on underlying intuition, and includes an extensive bibliography for the reader to follow up the topics discussed in far greater detail. The paper by Yoram Hirshfeld and Faron Moller, Decidability results for automata and process theory, invites the reader to investigate the theory of contextfree grammars in a process-theoretic framework, where composition (juxtaposition of symbols)represents either sequential composition or parallel composition. It is demonstrated how each of these interpretations leads to a familiar process algebra. Many standard results are encountered, for example that regular grammars give rise to finite-state automata. However, surprising and unexpected results are also encountered, particularly regarding the decidability of process equivalence between automata denoted by general context-free grammars; these results contrast strikingly with the well-known undecidability results in language theory for context-free languages. Beyond this, non-trivial sub-classes are identified where tractable algorithms are proven to exist for the process equivalence problem. The paper by Colin Stir!ing, Modal and temporal logics for processes, motivates and presents the modal mu-calculus, a very expressive temporal logic, as
 
 a simple modal logic (Hennessy-Milner logic) equipped with fixed points for expressing safety and liveness properties. The presentation opens with a discussion of processes and transition graphs, the model of concurrent computation over which temporal properties are defined. Modal properties are then introduced in the guise of expressing capabilities, and fixed points are then motivated for defining perpetual properties. A novel feature of the presentation is the use of games as an intuitive framework for explaining satisfiability, as well as for introducing tableau-based algorithms for the model-checking problem. One benefit of this "local" model checking approach is its applicability to the verification of properties of infinite-state processes, a theme which is explored in detail in the presentation. Finally, the paper by Moshe Vardi, An automata-theoretic approach to linear temporal logicl presents the reader with an introduction to the theory of automata on infinite words by way of the more familiar theory of automata on finite words, and demonstrates its use for analysing linear-time temporal properties of infinite computations. Its application to each of program specification, verification, and synthesis is carefully motivated and demonstrated.
 
 Specification Structures and Propositions-as-Types for Concurrency* Samson A b r a m s k y
 
 Simon Gay
 
 Rajagopal Nagarajan
 
 Department of Computing, Imperial College of Science, Technology and Medicine, London, UK. email: {sa, sjg3 ,rn4}@doc. ic. ac.uk.
 
 Abstract. Many different notions of "property of interest" and methods of verifying such properties arise naturally in programming. A general framework of "Specification Structures" is presented for combining different notions and methods in a coherent fashion. This is then applied to concurrency in the setting of Interaction Categories. As an example, we present a type system for concurrent processes strong enough to guarantee deadlock-freedom, and expressive enough to allow the treatment of some standard examples from the literature. This is illustrated using the classic Dining Philosophers problem.
 
 1
 
 Introduction
 
 Type Inference and Verification are two main paradigms for constraining the behaviour of programs in such a way as to guarantee some desirable properties. Although they are generally perceived as rather distinct, on closer inspection it is hard to make any very definite demarcation between them; type inference rules shade into compositional proof rules for a program logic. Indeed, type inference systems, even for the basic case of functional programming languages, span a broad spectrum in terms of expressive power. Thus, ML-style types [31] are relatively weak as regards expressing behavioural constraints, but correspondingly tractable as regards efficient algorithms for "type checking". System F types [21] are considerably more expressive of polymorphic behaviour, and System F typing guarantees Strong Normalization. However, System F cannot express the fact that a program of type list[nat] ~ list[nat] is actually a sorting function. Martin-LSf type theory, with dependent types and equality types, can express complete total correctness specifications. In the richer theories, t y p e checking is undecidable [35]. * This research was supported by EPSRC project "Foundational Structures in Computer Science", and EU projects "CONFER" (ESPRIT BRA 6454) and "COORDINATION" (ESPRIT BRA 9102).
 
 One might try to make a methodological distinction: post-hoc verification vs. constructions with intrinsic properties. However, this is more a distinction between ways in which Type Inference/Verification can be deployed than between these two formal paradigms. We suggest that it is the rule rather t h a n the exception that there are many different notions o f "properties of interest" for a given computational setting. Some examples: -
 
 Even in the most basic form of sequential programming, it has proved fruitful to separate out the aspects of partial correctness and termination, and to use different methods for these two aspects [16].
 
 - In the field of static analysis, and particularly in the systematic framework of abstract interpretation [23], a basic ingredient of the methodology is to use a range of non-standard interpretations to gain information about different properties of interest. -
 
 In concurrency, it is standard to separate out classes of properties such as safety, liveness, and fairness constraints, extending into a whole temporal hierarchy, and to apply different methods for these classes [27].
 
 The upshot of this observation is that no one monolithic type system will serve all our purposes. Moreover, we need a coherent framework for moving around this space of different classes of properties. The basic picture we offer to structure this space is the "tower of categorieS": Co ~"~Cl +-"~Cq +-~-"~"~Ck. The idea behind the picture is that we have a semantic universe (category with structure) Co, suitable for modelling some computational situation, but possibly carrying only a very rudimentary notion of "type" or "behavioural specification". The tower arises by refining Co with richer kinds of property, so that we obtain a progressively richer setting for performing specification and verification 1. We will now proceed to formalize this idea of enriching a s e m a n t i c universe with a refined notion of property in terms of Specification Struc-
 
 tures. a Of course, non-linear patterns of refinement--trees or dags rather than sequences-can also be considered, but the tower suffices to establish the m~n ideas.
 
 2
 
 Specification Structures
 
 The notion of specification structure, at least in its most basic form, is quite anodyne, and indeed no more than a variation on standard notions from category theory. Nevertheless, it provides an alternative view of these standard notions which is highly suggestive, particularly from a Computer Science point of view. Similar notions have been studied, for a variety of purposes, by Burstall and McKinna [28], O'Hearn and Tennent [32], and Pitts [33]. D e f i n i t i o n 1. Let C be a category. A sl~ecification structure S over C is defined by the following data: - a set P A of "properties over A", for each object A of C. - a relation RA,B C_ P A • C(A, B) x P B for each pair of objects A, B of C. We write ~ { f } r for RA,B(Cp, f , r ("Hoare triples"). This relation is required to satisfy the following axioms, for f : A ~ B, g : B --* C, ~ E P A , C E PB and0EPC: ~{idA)~ ~p{f}r162
 
 '.- ~ { f ;g)8
 
 (sl) (s2)
 
 The axioms (sl) and (s2) are typed versions of the standard Hoare logic axioms for "sequentiM composition" and "skip" [16]. Given C and S as above, we can define a new category Cs. The objects are pairs (A,~) with n e 0b(C) and ~ e P A . A morphism f : ( d , ~ ) --* (B, r is a morphism f : A --* B in C such that ~ { f } r Composition and identities are inherited from C; the axioms (sl) and (s2) ensure that Cs is a category. Moreover, there is an evident faithful functor
 
 C~Cs given by A ~ (A,~). In fact, the notion of "specification structure on C" is coextensive with that of "faithful functor into C'. Indeed, given such a functor F : D -+ C, we can define a specification structure by: P A = {~ e Oh(D)I F(~ ) = A}
 
 (by faithfulness, a is unique if it exists). It is easily seen t h a t this passage from faithful functors to specification structures is (up to equivalence) inverse to t h a t from S to C ~-~ C s . A more revealing connection with s t a n d a r d notions is yielded by the observation t h a t specification structures on C correspond exactly to lax functors from C t o T6~l, the category of sets and relations. Indeed, given a specification structure S on C, the object part of the corresponding functor R : C --+ T~el is given by P, while for the arrow part we define
 
 R ( f ) = {(~, r
 
 ~{f}r
 
 T h e n (sl) and (s2) become precisely the s t a t e m e n t t h a t R is a lax functor with respect to the usual order-enrichment o f T & / b y inclusion of relations: idR(A) C R(idA)
 
 R(f) ; R(g) g R(f ;g). Moreover, the functor (2 ~ C s is the lax fibration arising from the Grothendieck construction applied to R. The notion of specification structure acquires more substance when there is additional structure on C which should be rifted to Cs. Suppose for example t h a t C is a monoidal category, i.e. there is a bifunctor | : Ca --+ C, an object I, and natural isomorphisms
 
 assocA,B,C : (A | B) | C ~- A | (B | C) unitlA : unitrA :
 
 I | A-
 
 A
 
 A| I ~ A
 
 satisfying the s t a n d a r d coherence equations [26]. A specification s t r u c t u r e for C must then correspondingly be extended with an action |
 
 : PA • PB ~ P(A | B)
 
 and an element u E P I satisfying, for f : A --+ B, f ' : A' --+ B' and properties ~o, ~#, r r 0 over suitable objects: qo{f)r qo'{f')r ==~ ~o @ ~o'{f | f ' } r @ r
 
 | r | O{a socA,B,c} | (r | O) u| r @ u{unitrA}~. Such an action extends the corresponding lax functor R : C --+ T~el to a lax monoidal functor to Rzl equipped with its s t a n d a r d monoidal structure based on the cartesian product.
 
 Now assume t h a t C is symmetric monoidai closed, with natural isom o r p h i s m symmA, B : A @ B = B | A, and internal h o m --o given by the adjunction C(A @ B , C ) ~ - C ( A , B - o C).
 
 Writing A ( f ) : A ~ B --o C for the m o r p h i s m corresponding to f : A @ B --* C under the adjunction, we require an action ---OA,B: P A
 
 P B ~ P ( A --o B )
 
 •
 
 and axioms
 
 ~P| r162 -o r
 
 7~ | r
 
 |
 
 ~
 
 |
 
 ,{ewlA,B}r ~ { A ( f ) } r ---o ~o.
 
 Going one step further, suppose t h a t C is a . - a u t o n o m o u s category, i.e. a model for the multiplicative fragment of classical linear logic [11], with linear negation ( - ) • where for simplicity we assume t h a t A •177= A. T h e n we require an action (--)A~: P A --* P A • satisfying 7~•177_- ~p --o r = | r177177 Under these circumstances all this structure on C lifts to Cs. For example, we define
 
 (A, 7~) | (B, r = (A | B, ~p|
 
 r
 
 (A, 7~)• = ( A • (A, ~2) --o (B, r = (A --o B, ~ ---OA,S r All the constructions on morphisms in Cs work exactly as t h e y do in C, the above axioms guaranteeing t h a t these constructions are well-defined in Cs. For example, if f : (A, 7~) --* (B, r and g : (A', 7~') --+ (B', r then f| (A | A',7~ | 7~') --* ( B | B ' , r | r Moreover, all this structure is preserved by the faithful functor C *-~ Cs. The above example of structure on C is illustrative. Exactly similar definitions can be given for a range of structures, including:
 
 ]0
 
 - models of Classical (or I n t u i t i o n i s t i c ) L i n e a r Logic including the additives and exponentials [10] - cartesian closed categories [15] - models of polymorphism [15].
 
 2.1
 
 Examples of Specification Structures
 
 In each case we specify the category C, the assignment of properties P to objects and the Hoare triple relation. . C = Set, P X = X , a { f } b =_ f ( a ) = b. In this case, Cs is the category of pointed sets. . C = T~l, P X = P X , S { R } T = Vx E S.{y [ x R y } C_ T. This i s essentially a typed version of dynamic logic [25], with the "Hoare triple relation" specialized to its original setting. If we take S|
 
 sk=x\s then Cs becomes a model of Classical Linear Logic. . C = "r~el, P X = { C c_ x 21 c = C ~ C n idx = ~ } ,
 
 C { R } D ~ x C x t, x R y , x'Ry' ~ y D y ~. C | D =
 
 {((x,x'),(y,y'))lxCy
 
 ^ x'Dy'}
 
 C~. = X 2 \ ( C U i d x ) . CS is the category of coherence spaces and linear maps [20]. . c : s e t , p x = { ~ : ~ -~ x I W e x . 3 ~ s { f } t - 3• ~ w . / o s ~_ t o ~
 
 e ~ . ~ ( ~ ) = ~},
 
 where ~,~ is the n t h partial recursive function in some acceptable numbering [34]. T h e n Cs is the category of modest sets, seen as a full subcategory of w-Set [10].
 
 1]
 
 . C = the category of SFP domains, PD = gY2(D)(the compact-open subsets of D),
 
 U { f } Y =_ U g f - l ( Y ) . This yields (part of) Domain Theory in Logical Form [2], the other part arising from the local lattice-theoretic structure of the sets PD and its interaction with the global type structure. 6. C = games and partial strategies, as in [9], PA = all sets of infinite plays, U{a}V iff a is winning with respect to U, V in the sense Of [7]. Then Cs is the category of games and winning strategies of [7]. These examples show the scope and versatility of these notions. Let us return to our picture of the tower of categories:
 
 Co ~ C 1 ~ C 2 ~ . - .
 
 ~Ck.
 
 Such a tower arises by progressively refining Co by specification structures S ] , . . . , Sk so that
 
 c +1 =
 
 )s,+l.
 
 Each such step adds propositional information to the underlying "raw" computational entities (morphisms of Co). The aim of verification in this framework is to "promote" a morphism from ~ to Ej, i < j. That is, to promote a Co morphism f : A ~ B to a Ck morphism
 
 f : (A, ~ 1 , - . . , ~k) ~ (B, •1,..., ~)k) is precisely to establish the "verification conditions" k
 
 A
 
 i=l
 
 Once this has been done, by whatever means model checking, theorem proving, manual verification, etc. the morphism is now available in Ck to participate in typing judgements there. In this way, a coherent framework for combining methods, including both compositional and non-compositional approaches, begins to open up. We now turn to the specific applications of this framework which i n fact originally suggested it, in the setting of the first author's interaction categories.
 
 ]2
 
 3
 
 Interaction Categories
 
 Interaction Categories [1, 3, 4, 6] are a new paradigm for the semantics of sequential and concurrent computation. This term encompasses certain known categories (the category of concrete data structures and sequential algorithms [12], categories of games [7], geometry of interaction categories [8]) as well as several new categories for concurrency. The fundamental examples of concurrent interaction categories are 8T'roc, the category of synchronous processes, and AbV)roc, the category o f asynchronous processes. These categories will be defined in this section; others will be constructed later by means of specification structures over SProc and .,4S'f)roc. The general picture of these categories is that the objects are types, which we also think of as specifications; the morphisms are concurrent; processes which satisfy these specifications; and composition is interaction, i.e. an ongoing sequence of communications. The dynamic nature of composition in interaction categories is one of the key features, and is in sharp contrast to the functional composition typically found in categories of mathematical structures. There is not yet a definitive axiomatisation of interaction categories, although some possibilities have been considered [18]. The common features of the existing examples are that they have .-autonomous structure, which corresponds to the multiplicative fragment of classical linear logic [20]; products and coproducts, corresponding to the additives of linear logic, and additional temporal structure which enables the dynamics of process evolution to be described. Furthermore, SProc has suitable structure to interpret the exponentials ! and ?, and is thus a model of full classical linear logic. 3.1
 
 T h e I n t e r a c t i o n C a t e g o r y ,S'Proc
 
 In this section we briefly review the definition of SProc, the category of synchronous processes. Because the present paper mainly concerns the use of specification structures for deadlock-freedom, we omit the features of SProc which will not be needed in later sections. More complete definitions c a n be found elsewhere [1, 6, 18]. An object of SProc is a pair A = (~'A, SA) in which "~A is an alphabet (sort) of actions (labels) and SA C_n~pr~/E~ is a safety specification, i.e. a non-empty prefix-closed subset of Z~. If A is an object of 8Proc, a process of type A is a process P with sort ~A such that traces(P) C SA. Our notion of process is labelled transition system, with strong bisimulation
 
 13
 
 as the equivalence. We will usually define processes by means of labelled transition rules. If P is a labelled transition system, traces(P) is the set of sequences labelling finite paths from the root. The set of sequences labelling finite and infinite paths is alltraces(P) and the set of sequences labelling infinite paths is inftraces(P). The following coinductive definition is equivalent to this description.
 
 alltraces(P)
 
 aef {e} U {aa I P
 
 ~' Q, a E
 
 alltraces(Q)}
 
 traces(P) clef { a E alltraces(P) [ a is finite} inftraces(P) de__f{a E alltraces(P)[ a is infinite}. The fact that P is a process of type A is expressed by the notation P : A. The most convenient way of defining the morphisms of SProc is first to define a .-autonomous structure on objects, and then say that the morphisms from A to B are processes of the internal hom type A --o B. This style of definition is typical of interaction categories; definitions of categories of games [7] follow the same pattern. Given objects A and B, the object A | B has
 
 EA| SA|
 
 X ES d~f {a E Z ~ S
 
 I fst*(~) E SA,srld*(o') E ,5'B}.
 
 The duality is trivial on objects: A • a cf A. This means that at the level of types, ,ST)roc makes no distinction between input and output. Because communication in SProc consists of Synchronisation rather than valuepassing, processes do not distinguish between input and output either. The definition of | makes clear the extent to which processes in SProc are synchronous. An action performed by a process of type A @ B consists of a pair of actions, one from the alphabet of A and one from that of B. Thinking of A and B as two ports of the process, synchrony means that at every time step a process must perform an action in every one of its ports. For simplicity, we shall work with .-autonomous categories in which A •177= A, and A --o B d_ef (A @ B• • A ~2 B ~ f (A • | B-L) • In SProc, we have A = A J-, and hence A ~g B = A ---o B = A | B. Not all interaction categories exhibit this degeneracy of structure: in particular the category S7)rocD of deadlock-free pro cesses, which will b e defined in Section 4, gives distinct interpretations to | and ~.
 
 14 A morphism p : A --+ B of ,gl~oc is a process p of type A --r B (so p has to satisfy a certain safety specification). Since A ---o B = A | B in ,b'Proc, this amounts to saying t h a t a morphism from A to B is a process of type A | B. The reason for giving the definition in terms of --r is that it sets the p a t t e r n for all interaction category definitions, including cases in which there is less degeneracy. I f p : A--* B and q : B ~ C t h e n the c o m p o s i t e p ; q : A--* C i s defined by labelled transitions. P (a,b! p,
 
 q (b,c) q,
 
 P ; q (a,c! pl ; ql At each step, the actions in the common type B have to match. The processes being composed constrain each other's behaviour, selecting the possibilities which agree in B. For example, if p and q are as shown:
 
 then p ; q is this tree.
 
 (a, C)
 
 This ongoing communication is the "interaction" of interaction categories. If the processes in the definition terminated after a single step, so that each could be considered simply as a set of pairs, then the labelled transition rule would reduce to precisely the definition of relationM composition. This observation leads to the ~:~oc slogan: processes are relations
 
 extended in time. The identity morphisms are synchronous buffers or wires: whatever is received by ida : A ~ .4 in the left copy of _4 is instantaneously transm i t t e d to the right copy (and vice versa--there is no real directionality). The following auxiliary definition helps to define the identity processes. If P is a process with sort N and S C_'~pr~1 2;* then the process P[S, Mso with sort •, is defined by the transition rule
 
 p
 
 a,.Q
 
 aES
 
 a Qr(S/a)
 
 15
 
 where S/a ~f {a I aa E S}. Note that the condition a E S in the transition rule refers to the singleton sequence a r a t h e r t h a n the action a. We make no notational distinction between these uses of a. The identity morphism idA : A ~ A is defined by ida ~f id [SA---oA where the process id with sort Z A is defined by the transition rule
 
 aESA id
 
 (a,a!
 
 id.
 
 Proposition 2. SProc is a category.
 
 Proof. The proof that composition is associative and that identities work correctly uses a coinductive argument to show that suitable processes are bisimilar. Full details can be found elsewhere [1, 6]. []
 
 ,5~voc a s a . - A u t o n o m o u s Category The definitions of @ and ( - ) • can now be extended to morphisms, making t h e m into functors. If p : A~Candq:B--+Dthenp|174177 :C • • are defined b y transition rules.
 
 P (a,c! p,
 
 q (b,d! q,
 
 P (a,c! p,
 
 P | q ((a,b),(c,d)! ff | q,
 
 p• (c,~! p,•
 
 The tensor unit I is defined by
 
 z~I de--f{*)
 
 SI clef {,n In < W).
 
 The following notation provides a useful way of defining the structural morphisms needed to specify the rest of the , - a u t o n o m o u s structure. If P is a process with sort Z , and f : Z --" Z ~ is a partial function, then P[f] is the process with sort ~ defined by P
 
 ~, Q
 
 a E dora(f)
 
 p[f] .f(a! Q[f]. The canonical isomorphisms unitlA : I | A ~ A, unitrA : A | I ~ A, assocA,B,C : A | (B | C) -~ (A | B) @ C and symmA, B : A @ B - B @ A are defined as follows. Here we are using a pattern-matching notation t o define the partial functions needed for the relabelling operations; for
 
 16
 
 example, (a, a) ~-* ((,, a), a) denotes the partial function which has the indicated effect when its arguments are equal. unitlA unitrA
 
 def
 
 ida[(a, def idA[(a,a) =
 
 def
 
 ((,, a),a)] ((a, ,),a)]
 
 ((a,(b,c)),((a,b),c))] ((a,b),(b,a))].
 
 assoCA,B,C def symmA,B
 
 If f : A | B --+ C then A ( f ) : A ~ (B --o C) is defined b y
 
 A ( f ) def f [ ( ( a , b ) , e ) ~ (a,(b,e))]. The evaluation morphism APA,B : (A --o B) | A --~ B is defined by def
 
 APA, B = idA--oB[((a,b),(a,b))~--~ (((a,b),a),b)]. All of the structural morphisms are essentially formed from identities, and the only difference between f and A ( f ) is a reshuffling of ports. In each of the above uses of relabelling, the partial function on sorts is defined by means of a pattern-matching notation; the function is only defined for arguments which fit the pattern. If P is a process of type A then P[a ~ (.,a)] is a morphism I A which can be identified with P. This agrees with the view of global elements (morphisms from I, in a .-autonomous category) as inhabitants of types. P r o p o s i t i o n 3. SProc is a compact closed category.
 
 Proof. Verifying the coherence conditions for | is straightforward, given the nature of the canonical isomorphisms as relabelled identities. The properties required of A and Ap are equally easy to check. Since ( - ) • is trivial, it is automatically an involution. This gives the ,-autonomous structure; compact closure follows from the coincidence of | and ~g. E] C o m p a c t C l o s u r e a n d M u l t i - C u t As we have already seen the linear type structure of SProc is quite degenerate. Specification structures can be used to enrich the specifications of SProc to stronger behavioural properties. This will have the effect of "sharpening up" the linear type structure so that the degeneracies disappear. Our point here is that the looser type discipline of 6"Proc can actually be useful in that it permits the flexible construction of a large class of processes within a typed framework. In particular, compact closure validates
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 a very useful typing rule which we call the multi-cut. (This is actually Gentzen's MIX rule [19] b u t we avoid the use of this term since Girard has used it for quite a different rule in the context of Linear Logic.) The usual Cut Rule
 
 F F,A
 
 ~ A,A •
 
 ~-F,A allows us to plug two modules together by an interface consisting of a single "port" [5]:
 
 A
 
 A•
 
 This allows us to connect processes in a tree structure
 
 o o o
 
 9
 
 .
 
 .
 
 .
 
 .
 
 .
 
 o o o
 
 b u t not to construct cyclic interconnection networks
 
 t8
 
 ~ 1 7 6 1 7 6
 
 such as the Scheduler described in [30]. The problem with building a cycle is at the last step where we have already connected
 
 To connect
 
 we must plug both a ancl fl simultaneously into the existing network. This could be done if we had the following "binary" version of the cut rule
 
 r,A~,A~
 
 ~ ~,A~,A~
 
 ~F,A or more generally the "multi-cut": F- F, A
 
 F- F', A • f- F, F'
 
 This rule is not admissible in Linear Logic and cannot in general be interpreted in Linear Categories. However it can always be canonically interpreted in a compact closed category (and hence in particular in SProc) as the following construction shows. Let [' = A 1 , . . . A m , F' = B 1 , . . . B , ~ , A = C 1 , . . . C k . We write .4 = A1 |
 
 "" |
 
 A,~,
 
 [~
 
 "~ B1 (~ "'" ~ B n ,
 
 C ~ = (c~ | 1 7 4
 
 C -'- C1 ~ * .. ~ C k
 
 ~ ~- c,* | 1 7 4
 
 ]9 Suppose t h a t the proofs of F F, A and ~- F ~, A r are interpreted by morphisms 1:I , A | C', g : I > /3' | C • respectively. T h e n we can construct the required m o r p h i s m I as follows:
 
 ~ .4 @/~
 
 I l"
 
 (unit)
 
 I@I f|
 
 (4 | ~) | ([~ | ~L) (canonical isos)
 
 |
 
 | Cl~) | ...| (Ck | C t )) | JB (evaluation)
 
 A|174174174 1
 
 (unit)
 
 A| (Note t h a t in a compact closed category I = _l_ so A • = A - o I.) In the case where k = 1 this construction is the internalization of composition in the category (using the a u t o n o m o u s s t r u c t u r e ) s o it properly generalizes the s t a n d a r d interpretation of Cut. For some related notions which have arisen in work on coherence in compact closed categories, see [13, 24].
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 ,5"Proc as a L i n e a r C a t e g o r y ,57)roc also has structure corresponding to the linear logic exponentials ! and ?. We will not need this structure in the present paper; details can be found elsewhere [1, 6, 18].
 
 Non-determinism We can define the non-deterministic s u m exactly as in CCS. If p, q : A --+ B then p + q is defined by P (~,b! p,
 
 q (a,b! q,
 
 P + q (~,b! p,
 
 P + q (a,b! q,
 
 For any objects A and B, there is a m o r p h i s m nil : A --* B which has no transitions. The non-deterministic sum and the nil morphisms exist for quite general reasons: SProc has biproducts, and it is standard t h a t this yields a commutative monoid structure on every homset [26]. In the present p a per, we have defined + directly as we will not make any other use of the products, and coproducts. T i m e So far, none of the constructions in SProc have m a d e use of the fact t h a t morphisms are processes with dynamic behaviour. Everything t h a t has been discussed applies equally well to the category of sets and relations. T h e next step is to justify the claim t h a t 579roc looks like "relations extended in time" by defining some structure which allows the temporal aspects of the category to be manipulated. The basic construction dealing with time is the unit delay functor O. It is defined on objects by
 
 %f {*} + SOA
 
 {E} u
 
 I e SA}.
 
 It is notationally convenient to write , instead of inl(.), assuming t h a t * r ZA. Given f : A --* B, O f : OA ~ O B is defined by the single transition O f ~ f. It is straightforward to check t h a t O is indeed a functor. In fact it is a strict monoidal functor. P r o p o s i t i o n 4. There are isomorphisms monA,S: (OA) | (OB) --* O(A | B) (natural in A and B ) and monun[t : I --* 0 I .
 
 21 Proof. monunit : I ~ O I is defined by
 
 monunit ("*! id/ where
 
 ~'I =
 
 {o}. monA, B : (OA) | (OB) ~ O(A | B) is defined by monA,B ((*'*)"2 idA|
 
 In both cases the inverse is obtMned by considering the process as a morphism in the opposite direction. It is easy to check that these are isomorphisms and that mon is natural. [] The most important feature of O is that it has the u n i q u e f i x e d p o i n t p r o p e r t y ( U F P P ) [6]: for any objects A and B, and any morphisms f : A ~ 9 that
 
 and g : OB --+ B there is a unique morphism h : A ~ B such
 
 A
 
 B 9
 
 f
 
 g
 
 , 9
 
 OB
 
 commutes. We will not go into the applications of this property in the present paper, except to mention that it supports guarded recursive definitions [1, 6, 18] and is an important part of a proposed axiomatisation of interaction categories [18]. Apart from 9 there are two other delay functors: the initial delay and the propagated delay A. These are the same as the operators used by Milner [29, 30] to construct CCS from SCCS, and they can also b e used to construct asynchronous processes in the synchronous framework of S P r o c . However, when analysing asynchronous problems it is much more convenient to work in a different category, AS7)roc, which we will define shortly. For this reason, we will give only the basic definitions of the delay functors here, and not dwell on their properties. The functors ~ and A are defined on objects by
 
 26Ade=fl + ~A S,bA d=ef {.r~O. ] (?Z < 0)) A (or E SA)) 2AA a_--ef1 + ZA S,aa d__ef{e} O {al ,n, a2 ,n2 a3 . . . [ ( n i < w ) A ( a l a 2 a 3 . . . E SA)}
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 and on morphisms by transition rules.
 
 f (.,.! ~f
 
 f (o,b! f,
 
 f (a,b! f,
 
 ~ f (a,b! f,
 
 A f (a,b! ~ A f'
 
 Both of these functors are monads. Full details can be found elsewhere [1, 6, 18]. 3.2
 
 The Interaction C a t e g o r y .A~Vroc
 
 The theory of interaction categories is not restricted to the synchronous model of concurrency which underliew the category SProc. There is also a category of asynchronous processes, ~ r o c , which we will now define. In this context, asynchrony means the capacity to delay; in particular, an asynchronous process can delay in some of its ports while performing observable actions in others. Because we do not wish to distinguish between processes which differ only in the amount by which they delay at certain points, we now consider processes to be labelled transition systems modulo observation equivalence (weak bisimulation) [30] rather than strong bisimulation. In CCS there is a single silent action, v, which is used by all processes to represent delay. In the typed framework of interaction categories we no longer have a global set of actions, so it is necessary to specify a silent action rA in each type A. Thus an object of JtYProc contains an extra piece of information compared to an object of SProc. This enables observation equivalence classes of typed processes to be defined: when considering processes of type A, the action 7"A is used as the silent action in the standard definition o f observation equivalence. The approach we will take to defining operations on asynchronous processes is to define them by labelled transition rules, and then check that they are well-defined on observation equivalence classes. The definition of JtSProc in this section is slightly different from the original definition [4], where an action was taken to be a set of labels and the silent action was ~. The definition used here emphasises the essential difference between r and SProc, namely the introduction of rA and the use of observation equivalence. 3.3
 
 .ASProc as a C a t e g o r y
 
 An object of .A~qProc is a triple A = (,~A, TA, SA), in which ZA is a set of actions, rA E ZA is the silent action, SA C_~pr~10bAct(A)* is a safety
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 specification, and 0bAct(A) acf SA -- {rA} is the set of observable actions of A. A process with sort Z and silent action r E Z is un observation equivalence class of synchronisation trees with label set Z. A process P of type A, written P : A, is a process P with sort ZA and silent action rA such t h a t obtraces(P) C SA, where allobtraces(P) dCf {~} U {aa I P:=~Q, a E allobtraces(Q)}
 
 obtraces(P) infobtraces(P)
 
 de=f{o" E allobtraces(P) l a is finite} de=f{a E allobtraces(P)I cr is infinite}
 
 Just as in SProc the morphisms are defined via the object part of the , - a u t o n o m o u s structure. Given objects A and B, the object A | B has SAGB
 
 def z~A • ~E,B def
 
 TAGB = (TA, TB)
 
 SAGS dr {a E 05Act(ZAGS)* l a[A E SA, arB E S s } where, for a E 0bAct(ZAGB), ~[A def { ~ st((~) if otherwise fst((~) # vA and for a E 0bAct(ZAGB)*, a[A is obtained by concatenating the individual (~ [A. T h e projection a [B is defined similarly. Notice t h a t taking rAGs = (TA, 7-B) means t h a t a process with several ports delays by simultaneously delaying in its individual ports. The duality is trivial on objects: A • de=fA. A m o r p h i s m p : A --* B of AS"Proc is a process p such t h a t p : A --o B. I f p : A--* B and q : B--+ C, then the c o m p o s i t e p ; q : A ~ C i s defined by labelled transitions.
 
 P (~,~'.! p,
 
 q (~'B,c! q,
 
 P ; q (~,~c! p,; q
 
 P ; q ('~A,c!P ; q,
 
 P (~,b! p,
 
 q (b,c) q,
 
 P ; q (~,c! pl ; ql The first two rules allow either process to make a transition independently, if no communication is required. The third rule allows the processes to
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 communicate by performing the same action in the port B. Any of the actions a, b, c can be r; if b = r s in the third rule, then two simultaneous independent transitions are made. It is necessary to prove that composition is weU-defined on observation equivalence classes, but we will not give the details here. As in 5"Proc, it is straightforward to prove t h a t if f : A - . B and g : B --~ C, then f ; g satisfies the safety specification necessary to be a morphism A --+ C. Although .AS'Proc is a category of asynchronous processes, the identity morphisms are still synchronous buffers. As a candidate identity morphism, a synchronous buffer seems likely to work, given the definition of composition; of course, once it has been shown to be an identity, no other choice is possible. The identity morphism idA : A --, A is defined as in 3Proc: idA def id ISA--oA where the process id with sort ZA is defined by
 
 aEEA id (a'a! id. Just as in 5"~oc, if P is a process with sort ,U and S C n~pr~s ,U* then the process P[S, also with sort Z , is defined by the transition rule
 
 P
 
 t%
 
 ,Q
 
 PrS 3.4
 
 aES
 
 a Qr(S/a).
 
 .AS"Proc as a , - A u t o n o m o u s
 
 Category
 
 I f p : A --* C and q : B --+ D then p @ q : A | -~ C | andpX : C • --* A • are defined by transition rules. The rules for | illustrate the asynchronous n a t u r e of JISProc; the two processes can make transitions either independently or simultaneously.
 
 q (b,d! q,
 
 P (~,c! p,
 
 P | q ((~,~B),(c,~n)! p, | q P (a,c! p,
 
 q (b,d! q,
 
 P @ q ((a,b),(c,d)! p, | q,
 
 P|
 
 ((~-A,b),(~'c,d)! P | q, P (~,c! p,
 
 pX (c,~! p,•
 
 The tensor unit I is defined by
 
 ae=f{ri}
 
 S1 aef
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 The morphisms expressing the symmetric monoidal closed structure are defined as in SProc, by combining identities.
 
 P r o p o s i t i o n 5..ASProc is a compact closed category. N o n - d e t e r m i n i s m It turns out that dLVProc has only weak biproducts. The construction of an addition on the homsets can still be carried out, but it yields r.P + r.Q. This is not surprising, as the CCS operation + is not well-defined on observation equivalence classes. In later sections we will often construct processes by means of guarded sums such as a.P+b.Q, which can be given direct definitions in terms of labelled transitions.
 
 3.5
 
 Time
 
 In AVProc, t h e delay monads $ and A are less meaningful than in SProc, since delay is built into all the definitions. But the unit delay functor 9 is still important. On objects it is defined by
 
 def 7- 9
 
 = rA
 
 So A dJ
 
 V
 
 [
 
 SA}.
 
 If f : A --~ B then O f : OA -~ OB is defined by the transition O f (*'*! f .
 
 P r o p o s i t i o n 6. O is a functor, and has the UFPP. Proof. As in SProc. 4
 
 Specification Structures
 
 4.1
 
 [] for Deadlock-Freedom
 
 T h e S y n c h r o n o u s Case
 
 We shall now describe a specification structure D for SProc such that b-TProcD will be a category of deadlock-free processes, closed under all the type constructions described above (and several more omitted in this introductory account). This specification structure has a number of remarkable features: - The typing rule for composition in ~ 0 ~i(si,ai+l) D. {Si+l}. Note that Vi > ] AtomicPropositions(si) -" hi. The automaton ,4 accepts input x iff there is a run r on x that satisfies the acceptance condition ~. Several different types of acceptance conditions ~ may be used. For Muller acceptance, we are given a family ~- of sets of states. Letting I n r denote the set of states in Q that appear infinitely often along r, we say that run r meets the Muller condition provided that I n r E Y:. For a pairs automaton (cf. [McN66], [Ra69]) acceptance is defined in terms of a finite list ((m~D1, GREEN1),..., (REDk,GREENk))of pairs of sets of automaton states (which may be thought of as pairs of colored lights where ,4 flashes the red light of the first pair upon entering any state of the set RED1, etc.): r satisfies the pairs condition iff there exists a pair i E [1..k] such that REDi flashes finitely often and GREEN/ flashes infinitely often. It is often convenient to assume the pairs acceptance condition is given formally by a temporal logic formula 4} =
 
 Vifi[1..k] (~ GREEN/A - ~ RED/). Similarly,
 
 a complemented pairs ( cf. [St81] ) automaton has the negation of the pairs condition as its acceptance condition; i.e., for all pairs i E [1..k], infinitely often CrtEEN/ flashes implies that REDi flashes infinitely often too. The complemented pairs acceptance condition can oo
 
 oo
 
 given formally by a temporal logic formula 4~ = A/ell:k] FGREENI =~ FRED/. A special case of both pairs and complemented pair conditions is the Buchi [Bu62]
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 acceptance condition. Here there is a single GREEN light and r = FGrtEEN. A final acceptance condition that we mention is the parity acceptance condition [Mo84] (cf. [EJ9]]). Here we are given a finite list ( C 1 , . . . , Ck) of sets of states which we think of as colored lights. The condition is that the highest index color Ci which flashes infinitely often should be of even parity. Any run of `4 would correspond to a model of P0, in that Vi >_ 1, x / A{ formulae p : p E si}, except that eventualities might not be fulfilled. To check fulfillment, we can easily define acceptance in terms of complemented pairs. If eel(po) has m eventualities (plVql), ..., (PrnUqm), we let .4 have m pairs (RED/,GREEN/)of lights. Each time a state containing (p/Uq/) is entered, flash REDi; each time a state containing qi is entered flash GREEN/. A run r is accepted iff for each i E [l:m], there are infinitely many RED/ flashes implies there are infinitely many GREEN/ flashes iff every eventuality is fulfilled iff the input string z is a model of P0. We can convert .4 into an equivalent nondeterministic Buchi a u t o m a t o n .41, where acceptance is defined simply in terms of a single GREEN light flashing infinitely often. We need some terminology. We say that the eventuality (pUq) is pending at state s of run r provided that (pUq) E s and q ~ s. Observe that run r of.4 on input z corresponds to a model of p0 iffnot(3 eventuality (pUq) e eel(po), (pUq) is pending almost everywhere along r) iff V eventuality (pUq) E ecl(po), (pUq) is not pending infinitely often along r. The Buchi automaton .41 is then obtained from .4 augmenting the state with an m + 1 valued counter. The counter is incremented from i to i + 1 mod (m + 1) when the ith eventuality, (piUqi) is next seen to be not pending along the run r. When the counter is reset to 0, flash GrtEEN and set the counter to 1. (If m = 0, flash GREEN in every state.) Now observe that there are infinitely many GREEN flashes iff Vi E [1 :m] (piUqi) is not pending infinitely often iff every pending eventuality is eventuality fulfilled iff the input string z defines a model of p0. Moreover, .4a still has ezp([ Po D'O([ p0 1) = ezP(I Po [) states.
 
 5.2
 
 Branching Time and Tree Automata
 
 Similarly, the tableau construction for a branching time logic with relatively simple modal/ties such as CTL can be viewed as defining a Buchi tree a u t o m a t o n that, in essence, accepts all models of a candidate formula P0. (More precisely, every tree accepted by the automaton is a model of P0, and if P0 is satisfiable there is some tree accepted by the automaton.) General automata-theoretic techniques for reasoning about a number of relatively simple logics, including CTL, using Buchi tree a u t o m a t a have been described by Vardi and Wolper [VW84]. However, it is for richer logics such as CTL* that the use of tree a u t o m a t a become essential.
 
 66 Tree Automata We describe finite a u t o m a t a on labeled, infinite binary trees (cf. [Ra69]). s The set {0, 1}* m a y be viewed as an infinite binary tree, where the e m p t y string A is the root node and each node u has two successors: the 0-successor u0 and the 1-successor ul. A finite (infinite) path through the tree is a finite (resp., infinite) sequence x = u0, Ul, u 2 , . . , such t h a t each node ui+l is a successor of node ui. If E is a n alphabet of symbols, an infinite binary Z-tree is a labeling L which m a p s {0, 1}* ~ Z, i.e., a binary tree where each node is labeled with a symbol from Z. A finite automaton A on infinite binary Z-trees is a tuple (Z, Q, J, q0, ~) where Z is the finite, n o n e m p t y input alphabet for the input tree, Q is the finite, n o n e m p t y set of states of the a u t o m a t o n , J : Q x E --+ 2 Q• is the nondeterministic transition function, q0 E Q is the start state of the automaton, and is an acceptance condition as described previously. A run of .A on the input Z-tree L is, intuitively, an annotation of the input tree with a u t o m a t o n states consistent with the transition function J. FormMly, a run is a function p : {0, 1}* --+ Q such that for all v 9 {0, 1}*, (p(vO), p(vl)) 9 $(p(v),L(v)) and p(A) = q0. We say that .4 accepts input tree L iff there exists a run p of ,4 on L such that for all infinite paths x starting at the root of L if r = p o x is the sequence of states `4 goes through along p a t h x, then the acceptance condition ~ holds along r.
 
 Tree A u t o m a t a R u n n i n g on Graphs N o t e that an infinite binary tree L' m a y be viewed as a "binary" structure M = ( S , R , L ) where S = {0,1}*, R = R0 U R1 with R0 = {(s, s0) : s E S} and R1 = {(s, sl) : s E S}, and L = L'. We could alternatively write M = (S, n0, n l , L). We can also define a notion of a tree a u t o m a t o n running on an appropriately labeled "binary" directed graphs, t h a t are not trees. Such graphs, if accepted, serve as witnesses to the nonemptiness of tree a u t o m a t a . We make the following definitions.
 
 8 CTL* and the other logics we study, have the property that their models can be unwound into an infinite tree. In particular, in [ESi84] it was shown that a CTL* formula of length k is satisfiable iff it has an infinite tree model with finite branching bounded by k, i.e. iff it is satisfiable over a k-cry tree. Our exposition of tree automata can be easily generalized k-cry trees. We consider only binary trees to simplify the exposition, and for consistency with the classical theory of tree automata.
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 A binary structure M = (S, Ro, R1, L) consists of a state set S and labeling L as before, plus a transition relation R0 (9 R1 decomposed into two functions: R0 : S ) S, where Ro(s) specifies the 0-successor of s, and R1 : S ) S, where Rl(S) specifies the 1-successor of s. A run of automaton .4 on binary structure M = (S, R0, R1, L) starting at so E S i s a m a p p i n g p : S - + Q s u c h that Vs E S, (p(Ro(s)), p(Rl(s))) E 5(p(s), i(s)) and p(so) = qo. Intuitively, a run is a labeling of U with states of .4 consistent with the local structure of .4's "transition diagram". T h e Transition D i a g r a m of a Tree A u t o m a t o n The transition function J of a tree automaton ,4 as above can be viewed in a n a t ural way as defining a transition diagram T, which facilitates the development of algorithms for testing nonemptiness. The transition diagram T of,4 is a bipartite AND/OR-graph where the set Q of states o f , 4 comprises the set of OR-nodes, while the AND-nodes define the allowable moves of the automaton. Intuitively, OPt-nodes indicate that a nondeterministic choice has to be made (depending on the input label), while the AND=nodes force the automaton along all directions. For example, suppose that for automaton .4, (f(s, a) = {(tl, U l ) , . . . , (tin, Urn)} and (f(s, b) = {(Vl, w l ) , . . . , (vn, wn)} then the transition diagram contains the portion shown in Figure 2. R e m a r k : The resemblance of the transition diagram of a tree automaton to a CTL tableau is striking. In fact, they are really the same except that in CTL the models are built out of AND-nodes, while for tree automata the models are built out of OR-nodes as we shall see below. In fact, an alternative, equivalent formulation of tree automata [GH82] has the transition function information presented by a left transition function 50 : Q x S ) 2 q giving the possible left successor states together with an independent right transition function (fl : Q• ~ ) 2Q giving the possible right successor states. For this dual formulation of tree automaton the transition diagram is just as for CTL with models built out of OR-nodes. One Symbol Alphabets For purposes of testing nonemptiness, without loss of generality, we can restrict our attention to tree automata over a single letter alphabet, and, thereby, subsequently ignore the input alphabet. Let `4 = (Q, E,5, q0,~) be a tree automaton over input alphabet Z. Let `41 = (Q, E~, (i~,q0, r be the tree automaton over one letter input alphabet ~ = (c} obtained from ,4 by, intuitively, taking the same transition diagram but now making all transitions on symbol c. Formally, `4~ is identical to `4 except that the input alphabet is E ~ and the transition function (i' is defined by ~'(q, c) = U a ~ (i(q, a). Then ,4 is nonempty iff`4' is nonempty.
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 @@@| 9
 
 = OR-nodes (states of .A)
 
 = AND-nodes (transitions on a)
 
 Fig. 2. Portion of tree automaton transition diagram
 
 Henceforth, we therefore assume that we are dealing with tree automata over a one symbol alphabet.
 
 Generation and Containment It is helpful to reconsider the notion of run to take advantage of the organization of the transition diagram of an automaton. Intuitively, there is a run of tree automaton `4 on binary structure M starting at so in M provided M is generated from .4 by unwinding .4's transition diagram so that (a) So in M corresponds to q0 in .4, and (b) each state of M is a copy of an OR-node of .4, and, moreover, each state's successors are consistent with the transition diagram. We say that a binary structure M is contained in .4 provided M is generated by unwinding .4 starting starting at So E M and q0 E .4 and, moreover, (a copy of) M is a subgraph of T. L i n e a r Size M o d e l T h e o r e m The following theorem is from [Em85] (cf. [VS85]). Its significance is that it provides the basis for our method of testing nonemptiness of pairs automata;
 
 69 it shows the existence of a small binary structure accepted by the a u t o m a t o n contained in its transition diagram, provided the a u t o m a t o n is nonempty. T h e o r e m 5.1 ( L i n e a r Size M o d e l T h e o r e m ) . Let A be a ~ree aut o m a t o n over a one symbol alphabet with pairs acceptance condition r = Then a u t o m a t o n .A accepts some tree T if[ ,4 accepts some binary model M , of size linear in the size of ,4, which is a structure contained in the transition diagram of A. P r o o f . (=*-) For r a pairs condition, [HR72] shows that, if.A accepts some tree M0, then it accepts some finite binary model M1 starting at some state so E/1//1. We will explain, roughly, how M1 is obtained in the case of 9 involving a single pair. Along every p a t h z of M0 there is a first node u with these properties: (i) u is labeled with a u t o m a t o n state q, (ii) there is a first node v along x strictly before u also labeled with a u t o m a t o n state q, and (iii) the set of a u t o m a t o n states in the interval along z from v to u coincides with the set of states t h a t appear infinitely often along z. The set of all such nodes u forms the frontier of a finite subtree of M0. M1 is formed from this finite subtree by identifying each u with its v (i.e., redirecting the predecessor of each u into its v). M1 is a structure generated by ,4. In the case of one pair, it follows t h a t M1, so ~ A~. 9 Given any such finite structure M1 of A ~ generated by .A we can obtain a (necessarily finite) structure M contained in .A. If two distinct nodes s and t of M1 have the same labeling with states of ,4, then we can eliminate one of t h e m as follows. A t t e m p t to delete s by redirecting all its predecessors u to have t as a successor instead. More precisely, delete all edges of the form (u, s) and replace t h e m by edges of the form (u, t). If the resulting structure, call it M t, is a model of Ar we have reduced the number of "duplicates", such as s and t by one. If not, try replacing t by s instead. If M s, the resulting structure is a model of A4~ we are done. However, if b o t h these replacements fail to yield a model of A ~ , each m u s t yield a model of E - ~ , i.e. each introduces a bad cycle. In M t the bad cycle is of the form (where u is a predecessor of s in M1) u-+t--+...--+u, where except for the first transition (u,t) the suffix p a t h from t to u is in the original MI: In M s the bad cycle is of the form (where v is a predecessor of t in M1) v--+s-+...-+v, where except for the first transition (v, s) the suffix p a t h from s to v is in the original M1. But, these two suffix paths in M1 together with the edges (u, s), and (v, t) in M1 form a bad cycle in MI: u--+s--+...-+v--+t--+...--4u. This contradicts t h a t M1 was a model of A~. 9 The technical fine point is that cycles satisfying the one pair condition are closed under union. This is not so for multiple pairs. However, a slightly more subtle construction can be used to get M1 in the case of multiple pairs (cf. [HR72]).
 
 70 By repeatedly eliminating duplicates in this way we eventually get the desired model M contained in ,4. ( ~ ) Any model M contained in A such that M, so ~ A ~ can plainly be unwound into a tree that is accepted by `4. [] We can now use the Linear Size Model Theorem to establish the following result (cf. [EJ88]). T h e o r e m 5.2. The problem of testing nonemptiness of pairs tree automata is NP-complete. p r o o f sketch: Membership in NP (cf. [Em85], [VS85]): Given a pairs tree automaton, if it accepts some tree, then a linear size modelexists contained within its transition diagram. Guess that model. Use the (efficient FairCTL) model checking algorithm of [EL87] to verify in deterministic polynomial time oo
 
 oo
 
 that A(Vi (FGREENi A G-~REDi)) holds. NP-hardness is established by reduction from 3-SAT (cf. [SJ88]). [] Our overall approach to testing nonemptiness is formulated in terms of "pseudo-model checking". We write ,4, q0[[- f to indicate that `4 is a pseudomodel of f at qo; the technical definition is that there is a binary model M contained in `4 such that M, q0 ~ f. Observe that for pairs automaton ,4 with acceptance condition 4, ,4 is nonempty iff ,4, q0[[ - A~. For simplicity, we illustrate how pseudo-model checking can be performed in a very rudimentary case. Suppose that 4~ = FGREEN, so that we are dealing with a finitary acceptance condition where along each path the GREEN light should flash (at least) once. We wish to pseudo- model check ,4, q0[[- AFGREEN. We will reduce this here to ordinary model checking by fixpoint calculation. We start with the fixpoint characterization AFGREEN _----#Z.GREEN V A X Z . But notice that we cannot directly use this fixpoint characterization, on account of the presence of both OR-nodes and intervening AND-nodes in the diagram of ,4. Instead, we use lAY.GREENV E X A X Y . The inserted " E X " skips over the intervening ANDnodes appropriately. Now, A, qo[[ - AFGREEN iff `4, q0 ~ lAY.GREENV E X A X Y . This simple idea can be generalized considerably to handle pairs acceptance oo oo (cf [EJ88]). Let r be the pairs condition VieI(~FREDi A FGREENi) where I ---[l:n] is the index set for the pairs and I - i denotes I \ (i). We pseudo-model check Ar based on a fixpoint characterization in terms of simple formulae A F and A G and by induction on the number of pairs. A ~ = IAY.r(Y) where
 
 r(Y) = V AFAG(('.I~ED~V.Y) A A(FGREENIV O-i)) iE1
 
 The pseudo-model checking algorithm of the transition diagram of ,4 must simultaneously search for a graph contained within ,4 and check that it defines a
 
 7] model of the pairs condition Ar It successively calculates the set of states where r i (false) is "satisfiable" in the transition diagram using Tarski-Knaster approximation. The effective size of the above fixpoint characterization is exponential in the number of pairs. The pseudo-model checking algorithm runs in time proportional to the size of the fixpoint characterization and polynomial in the size of the transition diagram. It is shown in [EJ88] that this yields a complexity of (mn) ~ for an automaton with transition diagram of size m and n pairs. This bound is thus polynomial in the number of automaton states, with the degree of the polynomial proportional to the number of pairs. This polynomial complexity in the size of the state diagram turns out to be significant in applications to testing satisfiability as explained below. Related results on the complexity of testing nonemptiness of tree automata may be found in [EJ88], [PR89], [SJ91].
 
 Decision P r o c e d u r e for CTL* For branching time logics with richer modalities such as CTL*, the tableau construction is not directly applicable. Instead, the problem reduces to constructing a tree automaton that accepts some tree iff the formula is satisfiable. This tree automaton will in general involve a more complicated acceptance condition such as pairs or complemented pairs, rather than the simple Buchi condition. Somewhat surprisingly, the only known way to build the tree automaton involves difficult combinatoriM arguments and/or appeals to delicate automata-theoretic results such as McNaughton's construction ([McN66]) for determinizing automata on infinite strings, or subsequent improvements [ESS3], [SaS8], [EJ89]. The original CTL* formula f0 can be converted, by the introduction of auxiliary propositions, into a normal form fl that is satisfiable iff the original formula is, but where path quantifiers are nested to depth at most 2. For example,
 
 EFAFEGP EFAFQ1 A AG(Q1 =_EGP) ,~ EFQ2 A AG(Q2 -- AFQ1) A AG(Qi - EGP) Here g ~ h means that g is satisfiable iff h is satisfiable. By using propositional reasoning, we can further the simplify our task of testing satisfiability of fl to testing satisfiability of boolean combinations of subformulae of the form Apo, Epo, and AGEpo where P0 is a pure linear time formula. More precisely, we build tree automata for each of these three forms. A composite product automaton can then be readily obtained for fl and tested for satisfiability. It turns out that it is easy to build tree automata for Epo and AGEpo. Rather surprisingly, the crucial and difficult step is building the tree automaton the
 
 72 branching time modalities of the form Apo, in terms of the w-string automaton for the corresponding linear time formula p. We explain the difficulty that manifests itself with just the simple modality
 
 Apo. The naive approach to get a tree automaton for Apo would be to simply build the w-string automaton for P0 and then run it it down all paths of the input tree. However, while this seems very natural, it does not, in fact, work. To see this, consider two infinite paths zy and zz in the input tree which start off with the same common finite prefix x but eventually separate to follow two different infinite suffixes y or z. It is possible that p0 holds along both paths xy and zz, but in order for the nondeterministic automaton to accept, it might have to "guess" while reading a particular symbol of the finite prefix x whether it will eventually read the suffix y or the suffix z. The state the string automaton guesses for y is in general different from the state it guesses for z. Consequently, no single run of a tree automaton based on a nondeterministic string automaton can lead to acceptance along all paths. Of course, if the string automaton is deterministic the above difficulty vanishes. We should therefore ensure that the string automaton for p0 is determinized before constructing the tree automaton. The drawback is that determinization is an expensive operation. However, it appears to be unavoidable. For a linear temporal logic formula P0 of length n we can construct an equivalent Buchi nondeterministic finite state automaton on w-strings of size ezp(n). We can then get tree automata for Epo and AGEpo of size ezp(n). However, for Apo, use of classical automata-theoretic results yields a tree automaton of size triple exponential in n. (Note: by triple exponential we mean exp(exp(ezp(n))), etc.) The large size reflects the exponential cost to build the string automaton as described above for a linear time formula P0 plus the double exponential cost of McNaughton's construction to determinize it. For a CTL* formula of length n, nonemptiness of the composite tree a u t o m a t o n can be tested in exponential time to give a decision procedure of deterministic time complexity quadruple exponential in n. An improvement in the determinization process makes an exponential improvement possible. In [ES83] it was shown that, due to the special structure of the string a u t o m a t a derived from linear temporal logic formulae, such string a u t o m a t a could be determinized with only single exponential blowup. This reduced the complexity of the CTL* decision procedure to triple exponential. Further improvement is possible as described below. The size of a tree automaton is measured in terms of two parameters: the number of states and the number of pairs in the acceptance condition. A careful analysis of the tree automaton constructions in temporal decision procedures shows that the number of pairs is logarithmic in the number of states, and for CTL* we get an automaton with a double exponential number of states and
 
 73 a single exponential number of pairs. 10 As described in the previous section, an algorithm of [EJ88] shows how to test nonemptiness in time polynomial in the number of states, while exponential in the number of pairs. For CTL* this yields a decision procedure of deterministic double exponential time complexity, matching the lower bound of [VS85]. For the Mu-calculus (and PDL-A (cf. [St81])) similar techniques techniques can be applied to get a single exponential decision procedure (cf. [EJ88], [SE84]). Other Comments
 
 on Automata
 
 There are distinct advantages to thinking automata-theoretically. First, for obtaining decision procedures, automata-theoretic techniques provide the only known methods of obtaining elementary time decision procedures for some very expressive logics such as CTL* and the Mu-calculus. The techniques are general and uniform. For example, the techniques above can be combined to yield a single exponeritiM decision procedure for the Mu-calculus [EJ88]. This was a problem which again was not obviously in elementary, much less exponential time (cf. [KP83], [SE84]). Secondly, automata can provide a general, uniform framework encompassing essentially all aspects temporal reasoning about reactive systems (cf. [VW84]], [VW86], [Va87], [AKS83], [Ku94]). Automata themselves have been proposed as a potentially useful specification language. Automata, moreover, bear an obvious relation to temporal structures, the state transition graphs of concurrent programs, etc. This makes it possible to account for various types of temporal reasoning applications such as program synthesis [PR89] and model checking in a conceptuMly uniform fashion [VW86]. Verification systems based on automata have also been developed ( cf. [Ku86]). Thus, temporal reasoning has benefited from automata. But the converse holds as well, with much work on automata inspired by and/or using ideas from temporal and modal logics. The more improved nonemptiness algorithm for pairs tree automata discussed above uses the notion of transition diagram for a tree automaton and exploits the relationship to a CTL tableau. New types of automata on infinite objects have also been proposed to facilitate reasoning in temporal logic (cf. [St81], [VS85], [MP87a], [EL87]). Exponential improvements (down to single exponential) in the complexity of determinization of w-string automata appeared in .a special case in [ES83] and in the general case in [Sa88]. Exponential improvements (again down to single exponential) in the cost of complementation of such automata have appeared in [SVW87] (cf. [EJ89]). Not only 10 Some intuition for this phenomenon can be gained by considering the case of CTL. In a naive formulation, a tree automaton for a CTL formula would use one complemented pair of lights for each eventuality to check its fulfillment. The number of lights is thus linear in the formula length while the tableau/transition diagram size is exponential in the formula length.
 
 74 do determinization and complementation of string automata have fundamental applications to decision procedures for temporal and modal logics, but they are basic problems to the theory of automata on infinite objects in their own right.
 
 6
 
 Expressiveness
 
 versus
 
 Complexity
 
 Two of the most important characteristics of a temporal or modal logic intended for reasoning about programs are (i) its expressiveness, referring to which correctness properties it can and cannot express; and (ii) its complexity, referring to the computational cost of performing various types of mechanical reasoning operations such as model checking and satisfiability/validity testing in the logic. Expressiveness can be characterized in several ways. Theoretical results can be established to show that, e.g., logic L1 is strictly subsumed in expressive power by logic L2. Accordingly, let us write L1 < L2 to mean that every property expressible by a formula of L1 is Mso expressible by a formula of L2 but that there is at least one property expressible by a formula of L2 that is not expressible by any formula of L1. We analogously write L1 - L2 and L1 < L2. It is then possible to establish various hierarchies and other relations of expressive power among logics. Thus, it is possible to characterize expressiveness of one logic relative to another. Another possibility is to take a particular logic or formalism as a reference standard providing, in an sense, an absolute yardstick against which other logics are compared. We will see some examples of both relative and absolute expressiveness subsequently. In practice, we may be more concerned with what specific correctness properties can and cannot be expressed within a formalism. While in general the more expressive the better, it is often sufficient to just be able to express invariance AGp, leads-to/temporal implication AG(p ==~ AFq), and a few other simple properties. A significant practical issue is how conveniently can we capture a desired property. A related theoretical issue concerns succinctness of specifications. This refers to the economy of descriptive power of a formalism: how long a formula is required to a capture a property? Two formalisms can be of equivalent raw expressive power, yet differ radically in succinctness. For example, P L T L and FOLLO (the First Order Language of Linear Order) n are equivalent in expressive power, but FOLLO can be nonelementarily more succinct, meaning that the translation of FOLLO into PLTL may cause a blowup in length not bounded by any fixed composition of exponential functions. We may ask if this means that FOLLO is better suited than PLTL for specification and reasoning about reactive programs? Probably not. Even though FOLLO can be astronomically more succinct, 11 FOLLO is essentially a formalization of the right hand side of the definition of the temporal operators; e.g., FP corresponds to 3t(t > 0 A P(t)).
 
 75 it is quite possible that it is too succinct. Certainly, it is known that the complexity of mechanical reasoning in it would be nonelementary. PLTL, on the other hand, seems to provide a good combination of expressive power, succinctness, and complexity of mechanical reasoning (as does C T L in the branching time framework). 12 6.1
 
 Tradeoffs
 
 In general, the goals of work in this area are (a) to formulate the most expressive logic possible with the lowest complexity decision problem relevant to the application at hand; and (b) to understand the tradeoffs between complexity and expressiveness. In connection with point (b), it is worth noting that there is some relationship between the syntactic complexity of temporal logic formula and the computational complexity of their decision procedures. This appears related to the size and structure of the a u t o m a t o n (that would be) constructed for the formula. However, the relationship is somewhat intricate.
 
 6.2
 
 Expressiveness Hierarchy
 
 The hierarchy shown below illustrates some of the key points regarding expressiveness that we would like to emphasize.
 
 CTL =- CTL + < C T F < CTL* < PDL-A < L# -- Tree A u t o m a t a
 
 The first thing to note is that (finite state, pairs) tree a u t o m a t a coincide in expressive power with the Mu-calculus. Since virtually all mechanical reasoning operations can be performed in terms of tree a u t o m a t a and all branching time logics can, it turns out, be translated into tree automata, it is reasonable to take tree automata as a reference standard for branching time expressibility. 13 12 Actually, rather little research effort has gone into work on succinctness. Particularly valuable topics might include: identification of tractable and useful fragments of FOLLO (or equivalently S1S), use of w-regular expressions as a specification language, and general efforts to gain a deeper understanding of the relation between syntactic Complexity of a formula and the cost of mechanical reasoning w.r.t, the formula. 13 In this connection, there is one minor technical caveat about comparing apples and oranges in the context of expressiveness: tree automata as originally defined run on infinite binary trees and can distinguish "left" from "right". In contrast, logics such as CTL* (or the the Mu-calculus with A X , E X as opposed to , [0], , [1]) are interpreted over models of arbitrary arity but cannot distinguish "left" from "right". There are a variety of ways to formulate a uniform, compatible framework permitting
 
 76 We next note that the logic PDL-A is strictly subsumed in expressive power by the Mu-calculus. PDL-A is the Propositional Dynamic Logic with infinite repetition operator; in essence, it permits assertions whose basic modalities are of the form E~ where ~ is an w-regular expression (cf. [St81]). PDL-A can be translated into the Mu-calculus essentially because w-regulai expressions can be translated into the "linear time" Mu-calculus (cf. [EL86]). For example, P*Q pZ.Q v (P A X Z) and P~ =_ v Y . P A X Z. Similarly, E P* Q - # Z . Q v ( P A E X Z) and E P ~ =_ u Y . P A E X Z . The general translation can be conducted along these lines. It can be shown, however, that vY. YA Y is not expressible in PDL-A, over ternary structures with directions/arc labels 0, 1, 2 (cf. [Niw84]). We also have that CTL* is strictiy subsumed in expressive power by PDL-A. CTL* can be translated into PDL-A through use of tl~e following main idea: each linear time formula h defines; using the tableau construction, an equivalent Buchi automaton (cf. [ES83]) which can be translated into an equivalent wregular expression a. Thus, the basic modMity E h of CTL* maps to E a in PDL-A. Because w-regular expressions are strictly more expressive than PLTL (cf. [MP71], [Wo83]), there are properties expressible in PDL-A that cannot be captured by any CTL* formula. E ( P ; true) ~ is perhaps the classic example of such a property. It is worth noting that CTL* syntax can be described in a sort of shorthand: B(F, G, X, U, A, -~, o). This means that the basic modalities of CTL* are of the form A or E (for a Branching time logic) followed by a pure linear time formula built up from the linear time operators F, G, X, U, the boolean connectives A,-~, with nestings/compositions allowed as indicated by o. Then we have the expressiveness results below (cf. [EH86]). We next compare CTL* with CTF, which is the precursor to CTL and CTL*, oo
 
 going back to [ECS0]. CTF may be described as the logic B(F, G, X, U, F, A, -~): Plainly, any CTF formula is a CTL* formula. The difference, syntactically, is that CTF does not permit arbitrary nesting of linear time formulas in its basic co
 
 modalities, although it does permit the special infinitary operator(s) F (and in effect its dual ~) to support reasoning about fairness. However, the CTL* basic modality A ( F ( P A X P ) ) is not a CTF formula and, moreover, can be shown to be inequivalent to any CTF formula. Thus, CTL* is strictly more expressive than CTF. The logic CTL + is given as B(F, G, X, U, A, -~), permitting basic modalities with linear time components that are boolean combinations of the linear time operators F, G, X, U. Thus, CTL + is a sublanguage of CTF, omitting the infinimeaningful comparisons. One way is to compare "symmetric" tree automata, which do not distinguish left from right, interpreted over binary trees with branching time logics. See also the amorphous tree automata of [BG93]. The Mu-calculus would be equivalent to tree automata in any such reasonable common framework.
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 tary operator F and its dual G. It can be shown that, for example, E F P is not expressible in CTL +. Thus, CTL + is strictly subsumed in expressive power by CTF. The last logic shown, CTL, is B(F, G, X, U), whose basic modalities permit just a single linear temporal operator F, G, X, U following A or E. Plainly CTL is a sublanguage of CTL +. Conversely, every formula of CTL + can be translated into an equivalent CTL formula9 The essence of the translation is that the CTL + formula E(FP1 A FP2) is equivalent to the CTL formula EF(P1 A EFP2) V
 
 EF(P~ ^ EFP1). Finally, we comment again that comparisons of raw expressive power do not necessarily hold in like kind for succinctness. For example, even though CTL is equivalent in raw expressive power to CTL +, the translation of CTL + into CTL can be effected with an exponential blowup. The CTL + formula E(FP1 A FP2 A 9 A FPn) is translated into the following equivalent but long CTL formula:
 
 V il,i2,...,i,t
 
 is a p e r m u t a t i o n
 
 EF(PI1 A EF(Pi 2 ^ . . . ^ EFPI,~)) o f [l:rt]
 
 Furthermore, while CTL* is less expressive than P D L - A it can be exponentially more succinct. 6.3
 
 C o m p l e x i t y Summary
 
 The table below summarizes key complexity results for automated temporal reasoning. The left column indicates the logic under consideration, the associated entry in the middle column characterizes the complexity of the logic's model checking problem, while the associated right column entry describes the complexity of the satisfiability problem. Each row describes a particular logic: PLTL, CTL, CTL*, and the Mu-calculus.
 
 Logic PLTL CTL CTL* L/~(k)
 
 Model Satisfiability Checking Testing PSPACE-complete PSPACE-complete O(IM I 9exp(IpoD) time P-complete EXPTIME-complete O(]M[-IP01) time PSPACE-complete 2EXPTIME-complete O([M[- exp([poD) time NP N co-NP EXPTIME-complete ([M[. [p0[)~ time
 
 78 The first row deals with PLTL, whose complexity was first analyzed in [SC85]. (cf. [Va9?]). PLTL model checking can be polynomially transformed to PLTL satisfiability testing. The essential point is that the "structure" of a structure M can be described by a PLTL formula where the nexttime operator and extra propositions are used to characterize what states are present what are the successors of each state. The satisfiability problem of PLTL is PSPACE-complete. In practice, this bound amounts to a decision procedure of complexity exp(n) for an input formula h of length n. The decision procedure is a speciMization of that for CTL: build the exponential sized tableau for the formula, which may be viewed as a Buchi nfa on infinite strings and tested for nonemptiness in time polynomial in the size of of the automaton. It is possible,in fact, to build the automaton on-the-fly, keeping track of only an individual node and a successor node at any given time, guessing an accepting path in nondeterministic polynomial space34 This serves to show membership in PSPACE for satisfiability testing of PLTL and for model checking of PLTL by virtue of the above-mentioned reduction. By a generic reduction from PSPACE-bounded Turing machines, PLTL model checking can be shown to be PSPACE-hard; it then follows that PLTL satisfiability testing is also PSPACE-hard. An important multi-parameter analysis of PLTL model checking was performed by Lichtenstein and Pnueli [LP85], yielding a bound of O(IM I 9exp(Ihl) ) for an input structure M and input formula h. The associated algorithm is simple and elegant. We wish to check whether there is a path starting at a given state so in M satisfying the PLTL formula h. (We clarify why we have formulated the PLTL model checking problem in just this way below.) To do that, first build the tableau 7- for h. Then form essentially the product graph M x 7-, view it as a tableau, and test it for satisfiability. This amounts to looking for a path through the product graph whose projection onto the second coordinate defines a model of h that, by virtue of the projection onto its first coordinate, must also be a path in M. Vardi and Wolper [VW86] made the important recognition that this construction could be described still more cleanly and uniformly in purely automata-theoretic terms. Use 7- to define an associated Buchi nfa ,4. Then define a Buchi automaton B that is the product of M and .A, and simply test B for nonemptiness. Along with the above algorithm and its complexity analysis, the following "Lichtenstein-Pnueli thesis" was formulated: despite the potentially daunting exponential growth of the complexity of PLTL model checking in the size of the specification h formula, it is the linear complexity in the size of the input structure M which matters most for applications, since specifications tend to 14 See the very interesting work by Barringer et. al [BFGGO89] on executable temporal logics extending this idea.
 
 79 be quite short while structures tend to be very large. Thus, the argument goes, the exponential growth is tolerable for small specifications, and we are fortunate that the cost grows linearly in the structure size. Our main point of concern thus should be simply the structure size. There appearsto be a good deal of empirical, anecdotal evidence that the Lichtenstein-Pnueli thesis is often valid in actual applications. As further noted in a forthcoming section, very simple assertions expressible in a fragment of CTL are often useful. On the other hand, it is also possible to find instances where the Lichtenstein-Pnueli thesis is less applicable. We remark that we have formulated the PLTL model checking problem to test, in effect, M, so ~ Eh. However, in applications using the linear time framework, we want to know whether all computations of a program satisfy a specification h'. This amounts to checking M, so ~ Ah ~. It is, of course, enough to check M, so ~: E('~h ~) which the Lichtenstein-Pnueli formulation handles. Since PLTL is trivially closed under complementation we thus have a workable, efficient solution to the "all paths" problem in terms of of the Lichtenstein-Pnueli formulation. (cf. [EL87]). The next row concerns CTL. CTL model checking is P-complete. Membership in P was established in ICE81] by a simple algorithm based on the Tarski-Knaster theorem. This was improved to the bound O([M]]f] ) for input structure M and CTL formula f in [CES86]. Satisfiability testing for CTL is complete for deterministic exponential time [EH85]. The upper bound established using the tableau method was discussed previously. The lower bound follows by a generic reduction from alternating polynomial space Tm's (cf. [FL79]). We next consider CTL*. Its model checking problem is of the same complexity as for PLTL. It is PSPACE-complete with a multi-parameter bound of O([M[. ezp([f])). The lower bound follows because the PLTL model checking problem is a special case of the CTL* model checking problem. The upper bound follows because, as noted above,. Ah = ~E~h, and by using recursive descent to handle boolean connectives and nested path quantifiers. In particular, to check the formula E ( F A G P A GAFQ), first check A G P and label all states where it holds with auxiliary proposition P~ ; next check A F Q and label all states where it holds with auxiliary proposition Q~ ; finally, check E ( F P ~A GQ/). Of course, in practice it is not really necessary to introduce the auxiliary propositions. It is simply enough to observe that subformulas A G P and A F Q are state formulas that can be used to first label the states where they are found to hold before evaluating the top level formula. CTL* satisfiability can be tested in deterministic double exponential time by building a tree automaton of essentially double exponential size and then testing it for nonemptiness as discussed previously. The lower bound follows by a generic reduction from alternating exponential space Tm's [VS85].
 
 80 Finally, we come to the complexity of the Mu-calculus, L#. There are a number of interesting open questions concerning model checking in the Mucalculus. First, a "tight" bound is not known. We do know that it is in NP N co-NP [EJS93]. There are not too many such problems known. It suggests that we ought to be able to show that it is in P, but it has so far resisted all efforts to do so by a number of researchers. On the other hand, were it, say, shown to be NP-complete then we would get that NP = co-NP, which seems highly unlikely. The argument establishing membership in NP follows from observing that, given a structure M and a Mu-calculus formula f , a nondeterministic T m can guess a "threaded" annotation of the states and edges in M with "ranked" subformulas. The ranks indicate how many times a #-formula can be unwound and the threads indicate whether subformula f at state s generates subformula g at a successor state t. It is then only necessary to check that this annotation is propositionally consistent at each state and well-founded. Membership in co-NP follows because the Mu-calculus is trivially closed under negation. However, we can say more about useful fragments of the Mu-calculus. Recall the notion of alternation depth of a Mu-calculus formula referring to the depth of "significant" nestings of alternating least and greatest fixpoints. We use Lpk to indicate the Mu-calculus fragment where formulas are restricted to alternation depth k. Using the Tarski-Knaster theorem and basic monotonicity considerations, a time bound of O((IM I 9Ill) k+l) can be shown (cf. [EL86]). Subsequent work has addressed improving the degree of the polynomial to simply k (cf. [An93], [CS93]). In fact, this can be improved to about O((tM I 9 Ill) k/2) (cf. [Lo§ by a technique that trades time for space and stores, roughly, all intermediate results. However, this method also uses space about O((IM ] 9 Ill)k~2). In contrast, the straightforward algorithm only uses about O(IM 19Ifl) space. Of course, all known "practical" properties including all those expressible in PDL-A are in L/~2 and can be model checked in low order polynomial time. Finally, satisfiability testing for the Mu-calculus is in deterministic exponential time [EJ88], as shown by building a tree automaton essentially equivalent to the Mu-calculus formula and testing it for nonemptiness. The lower bound of being deterministic exponential time hard again follows by simulating alternating polynomial space Wm's. 15
 
 6.4
 
 A u t o m a t o n Ineffable P r o p e r t i e s
 
 While finite state a u t o m a t a on infinite trees seem a good reference standard for logics of the sort we have been considering, it is worth noting that there are some types of reasonably properties correctness properties which are not expressible by any finite state tree automaton. One such property we refer to as "uniform inevitability". 15 or by succinctly encoding CTL.
 
 8] The property of (ordinary) inevitability of P is expressed by the CTL formula
 
 A F P . This is of the general form Y computation 3 time P; note that the time i a which P occurs along a given computation path depends on the specific path. The property of uniform inevitability is of the general form 3 time Y computation P. That is, there is a single, uniform time i such that along all computation paths P holds at exactly time i. Interestingly, it can be shown that uniform inevitability is not definable by any finite state automaton on infinite trees [Em87]. The argument is akin to that used to establish the pumping lemma for ordinary context free languages. However, uniform inevitability is definable by a type of pushdown tree automata. 6.5
 
 M u - c a l c u l u s is E q u i v a l e n t t o T r e e A u t o m a t a
 
 The Mu-calculus is equivalent in expressive power to tree automata. This result was first given in [EJ91]. We will discuss t h a t argument and the information that Can be extracted from it. But first we note that the result can be rather easily obtained by using translation through SnS concatenated with other known results. In [KP83] it was established that the Mu-calculus can be translated into SnS: Lp < SnS. Earlier, IRa69] established the basic result that tree automata are equivalent to SnS: ta --__SnS. Later, [Niw88] showed that for a restricted Mu-calculus, call it R/z, we have ta = R#. By definition, Rju < L/~. Putting it all together, Lp _< SnS-- ta = R# < Lp We conclude that Lp --- ta. The limitation of the above argument is t h a t many appeals to the Complementation Lemma are made in the proof of the step SnS -=- ta in IRa69]. The Complementation Lemma asserts that if tree language L is accepted by a finite state pairs automaton on infinite trees, the complement language L is also accepted by some finite state pairs tree automaton on infinite trees. The original proof of Rabin IRa69] was extraordinarily difficult and intricate, and the Lemma remains one of the technically most challdnging results in the field. Because of its technically formidable nature as well as its importance to applications involving decidability of logical theories 16, a number of authors have attempted to give simpler proofs of the Complementation Lemma (cf. [RAT1], [GH82], [Mu84]). Arguments were given in [EJ91] (a) to prove directly that ta -= Lp ; and showing how to use that to (b) give a simplified proof of the Complementation Lemma by translation through the Mu-calculus. The equivalence (a) is established by showing Lp < ata < ta-=- R# < Lp 18 We emphasize that CTL* and Lp satisfiability seem to require string automaton determinization or tree automaton complementation.
 
 82 where ata denotes the class of alternating tree a u t o m a t a (which are defined technically below). All of these translations from left-to-right are direct. None involves the Complementation Lemma. We can then accomplish the simplified proof (b) of the Complementation L e m m a based on the following simple idea: given a a tree automaton ,4 there is an equivalent Lp formula f . The negation of f , -~f, is certainly also a f o r m u l a o f Lp since Lp is trivially closed under syntactic negation. Therefore, -~f can then be translated into an equivalent tree automaton which recognizes precisely the complement of the set of trees recognized by A. R e m a r k : The restricted Mu-calculus, Rp, of [Niw88] consists of formulas f, g, ... built up from constructs of these forms: atomic proposition constants and their negations P, Q, -~P, -~Q..., atomic proposition variables Y, Z , . . . , restricted conjunctions of the form P A EXoY A EX1Z, disjunctions f V g, and least and greatest fixpoint operators i.tY.f(Y), ~,Y.f(Y). Since it is not syntactically closed under complementation, nor obviously semantically closed (as the general A is missing) 17, we cannot use it directly to establish the Complementation Lemma.
 
 L/~ into ata The idea underlying the translation of Lp into ata is simple: a Mu-calculus formula is an alternating tree automaton. In more detail, the syntax diagram of a Mu-calculus formula may be viewed as (a particular formulation of) the transition diagram of an alternating tree automaton that checks the local structure of the input tree to ensure that it has the organization required by the formula. As the alternating automaton runs down the input tree, "threads" from the syntax diagram are unwound down each path; in general, there may be multiple threads going down the same path of the tree due to conjunctions in the formula. We remark that it is these conjunctions and associated multiple threads which make the automaton an alternating one. For example, the syntax diagram of pY.P V ( < 0 > YA < 1 > Y) is shown in Figure 3. As indicated, there is a node in the syntax diagram for each subformula and an edge from each formula to its immediate subformulae. In addition, there is an edge from each occurrence of Y back to #Y. The transition diagram consists of AND-nodes and OR-nodes. All nodes are OR-nodes except those corresponding to connective A. is Each node has an input symbol, usually an implicit r indicating, as usual, that no input is consumed. The automaton starts in state pY, from which it does an ~ move into state V. In state V it makes a nondeterministic choice. The automaton may enter state 17 It is semantically closed but the proof requires an appeal to the Complementation Lemma. is Matters are simplified by noting that over a binary tree 0,1 are functions, not just relations.
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 P. In this case it checks the input symbol labeling the current node to see if it matches P, in which case it accepts; otherwise, it rejects. Alternatively, the automaton may enter state A, which is an AND-node and from which it will exercise universal nondeterminism. From A the automaton launches two new threads of control: < 0 > down the left branch and < l > down the right branch. Then state < 0 > does an e move to ensure that at the left successor node the automaton is in state Y from which does an e move into pY, Similarly, state < 1 > does an ~ move to ensure that at the right successor node the automaton is in state Y and then I.tY. Etc. Acceptance is handled by colored lights placed to ensure that p-regeneration 19 is well-founded. One way to do this is to associate a pair of lights (REDi, GrtEEN~) with each eventuality # ~ . f . Whenever the eventuality # ~ .f is regenerated along along a thread, indicated in the syntax diagram by traversing the edge re-entering the node for/tY/from within the scope of/~Y~, flash GREENi. Whenever the scope of #Y~ is exited, flash RED~. Thus, /~Y~.f is regenerated infinitely often along a 19 Informally, this refers to recursive unfolding of p- formulae.
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 thread iff F GrtEENi A ~FREDi holds along it. Call a thread meeting the associated pairs condition bad. Then the Mu-calculus formula is true of the input tree iff the associated ata accepts the tree by virtue of the existence of a run on the tree such t h a t all threads of all paths of the run are good (i.e., not bad). This amounts to acceptance by the complemented pairs condition Ai(FGREENi ::~ FRED/)
 
 Nondeterminization Next, we must discuss the "nondeterminization" of an alternating tree automaton needed to show ata _< ta. First, however, we make precise the notion of such an alternating tree automaton. An a t a `4 is just like an ordinary, nondeterministic ta except that it has both existential and universal nondeterminism. This is reflected in its transition function which permits transitions of the form 6(q, a) = {({r~,...,r~l},{s~,...,s~}),...,({r~,...,rklk},{s~,...,skmk})}. The meaning is that when a u t o m a t o n .4 is in state q at current node v of the input tree which is labeled with symbol a, then .4 first uses existential nondeterminism to choose among k alternative next moves. Each possible existential next move is specified by a pair of the form ({r~,.. . , r iti ) , { s l , . . . , s ~ n ' } ) , with 1 < i < k. Then the a u t o m a t o n exercises universal nondeterminism to go into all of the states r l , . . . , r ili on the left successor node v0 and into all of the states s ii, . . . , sm' on the right successor node vl. As usual, the a u t o m a t o n .4 starts out in a designated start state q0 on the root node A of the input tree. By applying the above transitions a run of .4 on the input tree is constructed. This run is not just a labeling of the nodes of the input tree with a u t o m a t o n states, but a superposition of a tree of threads (sequences of a u t o m a t o n states) on the input tree. If q is the tip of a thread z a node v, which is labeled by symbol a, and (i(q, a) is of the form above, then z branches into extending threads of the form z r ~ , . . . , zrel i corresponding to the left successor v0, and z s ~ , . . . , zs i"~ , corresponding to the right successor vl. Any infinite tree comprised of threads in this way constitutes a run o f . 4 on the input tree. The a u t o m a t o n ,4 accepts the input tree provided there exists a run on the input tree such t h a t along every p a t h every thread meets the acceptance condition of the a u t o m a t o n (Buchi, pairs, etc.). Note that a run p of.4 on an input tree m a y be viewed as a tree superimposed on the input tree. Thee m a y be two or more copies of the same a u t o m a t o n state q as the tip of two different finite threads corresponding to a particular tree node. These copies of q m a y make different existential moves. One therefore cannot merge such different copies of q as the "threads" t h a t would result would in general be different from those in the original run. However, for a history free alternating tree automaton, if it has an accepting run, it has an accepting run in which the existential choices depend only on the
 
 85 current state and position in the tree (and not the thread of which it is a tip). Thus, such a history free run will not necessarily be a tree superimposed on the input tree, but a dag, with intuitively threads intertwined down each tree branch, such that there is only a single copy of each automaton state at each tree node. Along a path through the input tree, the coSafra construction (cf. [EJ89], [Sa92]) can be used to bundle together the collection of infinitely many threads along the path, which are choked through a finite number of states at each node. Finally, it turns out that the alternating tree automaton corresponding to a Mu-calculus formula is history free. The intuitive justification is that at each existential choice node, one can take the choice of least rank, ensuring that p's are fulfilled as soon as possible. Remark: An alternative method of nondeterminization is to essentially construct the tree automaton for testing satisfiability of a Mu-calculus formula as in [SE84]. A sharpening of this construction builds a tree automaton equivalent to the Mu-calculus formula. Basically, perform a tableau construction to get a local automaton checking the invariance properties inherent in the formula. Conjoin it with a global automaton that checks well-foundedness of p-regenerations. The global automaton is obtained as follows: Build an w-string automaton that guesses a bad thread through the tableau along which some p-formula is regenerated infinitely often, in violation of the requirement that it should be wellfounded. Then use the coSafra construction to simultaneously determinize and complement that string automaton, The tree automaton that runs the resulting string automaton down all paths of the tree is the desired global automaton that checks the liveness properties associated with p-formulas.
 
 6.6
 
 Restricted Temporal Logics
 
 If one considers longstanding previous trends in the work on decision procedures for (propositional) temporM and modal logics of programs, one observes the following characteristics: - There has been a continual emphasis toward logics of increasingly greater expressive power. - Most work has sought the most expressive temporal logic decidable in single exponential time deterministically; this is a consequence of the fact that the temporal logic subsumes ordinary propositional logic and the reasonable presumption that P r NP, strongly suggesting that we can not do better in general. - A quest for increasing generality and richness of of expressive power. We now discuss a possibly promising counter-trend (cf. [ESS89]) toward more limited logics with these characteristics:
 
 86 - The limited logics exhibit greater specificity; they are tailored for particular applications. - The limited logics are of restricted expressive power. The restrictions may limit both raw expressive power and economy of descriptive power. - They are intended to support efficient, polynomial time decision procedures. We will focus on the restricted logics from [ESSS9] and lEES90]. It can be quite delicate to obtain a logic that is restricted, efficiently decidable, and at the same time useful. Some of the implications of these requirements are: We must give up propositional logic in its full generality, since obviously any logic subsuming propositional logic must be at least NP-hard. - The atomic propositions should be disjoint and exhaustive. Otherwise, if we allow overlapping propositions, there can be as many as 2 n subsets of n propositions, yielding an immediate combinatorial explosion. (In practice, this restriction may not be that onerous in our applications. For example, we may wish to describe a program which may be in any of n locations. This may be described using propositions at-locl,...,at-lOCn. - The overall syntax should be simplified. One simplification is to restrict formulas to be of the form: A assertion; t h a t is, to be a conjunction of simpler assertions. Note that for purposes of program specification A is more fundamental than V- One typically wants a program that meets a conjunction of criteria. Another simplification is to limit the depth of nesting of temporal operators. Deeply nested temporal modalities are rarely used in practice anyway.
 
 -
 
 Simplified
 
 C T L
 
 We first consider Simplified CTL (SCTL). It turns out that SCTL corresponds precisely to the fragment of CTL actually used in program synthesis in [EC82]. The formulae of SCTL are conjunctions of assertions of the following forms: P V . . . V P~ -initial assertions AG(Q V . . . Ol) - invariance assertions AG(P ~ A F ( R V . . . V R)) - leads-to assertions A G ( P ~ A((Q V . . . V Q')Us(R V . . . R ' ) ) - assurance assertions - AG(P ~ AX(Q, V . . . v Q~)A - successor assertions E X ( R V . . . V R') A . . . A E X ( S V. . . V S~))
 
 -
 
 -
 
 -
 
 -
 
 over an alphabet of disjoint, exhaustive propositions P, P~, Q, Q~, R, R~,..., etc., subject to the following Euclidean Syntactic Constraint (ESC): If an SCTL formula has conjuncts of the form A G ( P =~ AFQ) and AG(P ~ A X ( . . . R V . . . ) . . . ) then AG(R ~ AFQ) must also be a conjunct of the formula.
 
 87 The ESC ensures that eventualities are recoverable from propositions alone. The significance in practice of the ESC is that, while it is a restriction, it permits the specification of "history-free" processes. This means that the eventualities pending at each state S of a process are the same irrespective of t h e path taken by the process from its initial state to S. The restricted syntax of S C T L permits the decision procedure of CTL to be simplified yielding a polynomial time decision procedure for formulas of SCTL. To understand in broad terms why this is possible in it helpful to think automata-theoretically [VW84]. The a u t o m a t o n / t a b l e a u for a CTL formula m a y be thought of as the product of the local automaton (the nexttime tableau) with the global automaton, which is itself the product of an eventuality a u t o m a t o n for each eventuality such as AFP. The size of the whole a u t o m a t o n is thus the size of the the nexttime tableau times the product of the sizes of each eventuality automaton. An eventuality automaton for, say, A F P has 2 states, one for A F P being pending, one for it it being fulfilled (or not required to be satisfied). Thus, the size of the whole automaton is exponential in the number of eventualities. However, if the set of pending eventualities can be determined from set of atomic propositions, as is the case with SCTL owing to the ESC, then the local automaton can serve as the entire automaton. The SCTL decision procedure then amounts to:
 
 -
 
 Construct the nexttime tableau for the input formula f0 using the nexttime assertions. Each atomic proposition P is an AND-node of the tableau. Each such AND-node P gets sets of successor AND-nodes, intermediated by ORnodes, based on the nexttime assertion 2~ associated with P . For example, AG(P ~ AX(Q1 v Q2 v R1 V R2) A EXQ1 A EX(R1 V R2)) would have two OR-node successors, one with AND-node Q1 as a successor, the other with AND-nodes R1, R2 as successors. This is the local automaton .4io. By virtue of the ESC it is also the entire automaton. The initial assertions determine the "start state".
 
 - Check .410 for "nonemptiness". Repeatedly delete "bad" nodes from its transition diagrams. There is associated with every node a set eventualities e that must be fulfiliable. The key step is to ensure that e a c h such e is fulfillable by finding the appropriate DAG[Q,e]'s as for ordinary CTL.
 
 Example: Consider the SCTL formula comprised of the conjunction of the following assertions: 20 Without loss of generality we may assume there is only one.
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 (P V Tt) AG(P V R V S V T) AG(P ~ A X S A EXS) AG(R ~ A X ( R Y T) A EXT) AG(S ::~ A X ( P V R) A E X P A EXR) AG(T :::vA X ( P Y T) A E X ( P Y T) AG(P :=~AFT) AG(S ~ AFT) We get the initial tableau shown in Figure 4 (i). Since A F T is not fulfillable at node P, delete P . Propagate the deletion to any incident edges as well as OR-nodes whose only successors were P. The resulting tableau is shown in Figure 4 (ii). Node S violates its successor assertion because it no longer has a P successor. Thus, S is deleted and its now spurious successor OR-node, In Figure 4 (iii) the final pruned tableau is shown. It induces the model shown in Figure 4 (iv).
 
 Restricted Linear Temporal Logic We now consider another logic that turns out to be efficiently decidable: Restricted Linear Temporal Logic (RLTL). It is presented, for the sake of uniformity, in CTL-like syntax. But the path quantifiers are all A's; hence, any satisfiable formula has a linear model, and it may be viewed as a linear time logic. Alternatively, the path quantifiers may all be elided to get formulae that are literally within the syntax of PLTL. Formulae are now conjunctions of assertions of the following forms:
 
 AG(Q V . . . Q') - AG(P =~ A F ( R Y . . . V R~)) AG(P =~ AX(Q V . . . V Q')) -
 
 -
 
 - invariance assertions - leads-to assertions - successor assertions
 
 where again propositions are disjoint and exhaustive. There is no Euclidean Syntactic Constraint or related restriction. Nonetheless, we can establish the following T h e o r e m Satisfiability of RLTL can be tested in deterministic polynomial time. P r o o f i d e a . The basic idea is simple: Build the nexttime tableau. The input formula is satisfiable iff the tableau has a total, self-fulfilling strongly connected
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 (i)
 
 57) (fi)
 
 (iii)
 
 (iv)
 
 Fig. 4. SCTL decision procedure example
 
 subgraph C. The latter means that if any AF(Q V V Q') appears in C, then one of Q , . . . , Q' also appears in C. Thus it suffices to build the initial tableau, split into SCC's, delete non-self-fulfilling SCC's, until stabilization.
 
 Example: Consider the RLTL formula comprised of the conjunction of the following assertions:
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 AG(P V Q V R V S V T ) AG(P ~ AXQ) AG(R =~ A X P ) AG(T ~ A X ( P V R)) AG(Q ::~ A X ( R Y S)) AG(S ~ A X ( R V S)) AG(Q :* AFP) AG(S ::~ AFT) The initial nexttime tableau is shown in Figure 5 (a). It is partitioned into SCC's: {{T},{P,Q,R,S}}. The SCC {T} is deleted because it is not total. The node S is deleted from SCC {P, Q, R, S}. because AFh is not fulfillable. See Figure 5 (b) Then the remainder of this SCC is split into SCC's yielding {{P, Q, R}}. The sole remaining SCC of this collection, {P, Q, R}, is total and self-fulfilling. Hence, any infinite path through it defines a model of the original specification as in Figure 5 (c).
 
 Restricted
 
 Initialized
 
 Linear
 
 Temporal
 
 Logic.
 
 We now illustrate that the boundary between efficient decidability and worst case intractability can be quite delicate. Certainly, RLTL is highly restricted. While useful specifications can be formulated in RLTL, many properties cannot be expressed. One very basic type of assertion that was omitted was an initial assertion. Let us define Restricted Initialized Linear temporal logic (RILTL) to be the logic permitting formulas which are conjunctions of assertions of the form: -
 
 P V ... V P ' - initial assertions
 
 - AG(Q v...Q')
 
 - AG(P ::~ A F ( R V . . . V R~)) - AG(P ::v AX(Q v . . . v Q~))
 
 -
 
 invariance assertions - leads-to assertions - successor assertions
 
 where one again propositions are disjoint and exhaustive, and there is no Euclidean Syntactic Constraint or related restriction. In other words, RILTL equals RLTL plus an initial assertion. Most surprisingly, this small change increases the complexity: T h e o r e m The satisfiability problem for RILTL is NP-hard. The idea behind the proof is as follows. Given a state graph M, such as that shown in Figure 6, we can capture its structure by a formula fM that is a simple
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 92 conjunction of RILTL successor assertions, such as
 
 AG(I ~ AXB)A AG(B ~ AX(C V D))A AG(C ~ AXH)A AG(D :v AXH)A AG(H ~ AXH) (Here we assume, for ease of exposition, that a unique proposition labels each node.) We thereby reduce model checking over M to RILTL satisfiability: M, I
 
 E(FBAFCAFH) iff fMAIAAG(I ~ AFB)AAG(I ~ AFC)AAG(I ::v AFH) is satisfiable. We can generalize this argument to reduce arbitrary model checking problems of the form M, so ~ E(FP1 A... FPn) to RILTL satisfiability. This restricted form of the PLTL model checking problem is known to be NP-hard as established by Sistla and Clarke [SC85]. (The intuition is that it is necessary to consider all possible permutations that the Pi can occur in.) 7
 
 Conclusion
 
 Due to the proliferation of computer microelectronics and associated safety critical software, there is an undeniable and growing need to find effective methods of constructing correct reactive systems. One factor these systems have in common beyond their nondeterministic, ongoing, reactive nature is that they are complex. While it is conceivable that it is easy to describe in general terms what such a system is supposed to do (e.g., provide an air traffic control system), it appears quite difficult to "get the details straight". Temporal logic appears to to provide a good handle on precisely stating just what behavior is to occur when at a variety of levels of detail. Automation of temporal reasoning appears to offer a good handle on actually keeping track of the myriad of associated points of fine detail. A c k n o w l e d g e m e n t s This work was supported in part by NSF grant CCR9415496 and by SRC contract 95-DP-388. We also thank Howard Barringer, Colin Stirling, and Moshe Vardi for most helpful comments on a preliminary version of this paper. References [An93]
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 Preface The study of Process Algebra has received a great deal of attention since the pioneering work in the 1970s of the likes of R. Milner and C.A.R. Hoare. This attention has been merited as the formalism provides a natural framework for describing and analysing systems: concurrent systems are described naturally using constructs which have intuitive interpretations, such as notions of abstractions and sequential and parallel composition. The goal of such a formalism is to provide techniques for verifying the correctness of a system. Typically this verification takes the form of demonstrating the equivalence of two systems expressed within the formalism, respectively representing an abstract specification of the system in question and its implementation. However, any reasonable process algebra allows the description of any computable function, and the equivalence problem--regardless of what reasonable notion of equivalence you consider--is readily seen to be undecidable in general. Much can be accomplished by restricting attention to (communicating) finite-state systems where the equivalence problem is just as quickly seen to be decidable. However, realistic applications, which typically involve infinite entities such as counters or timing aspects, can only be approximated by finite-state systems. Much interest therefore lies in the problem of identifying classes of infinite-state systems in which the equivalence problem is decidable. Such questions are not new in the field of theoretical computer science. Since the proof by Moore [50] in 1956 of the decidability of language equivalence for finite-state automata, language theorists have been studying the decidability problem over classes of automata which express languages which are more expressive than the class of regular languages generated by finite-state automata. Bar-Hillel, Perles and Shamir [3] were the first to demonstrate in 1961 that the class of languages defined by context-free grammars was too wide to permit a
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 decidable theory for language equivalence. The search for a more precise dividing line is still active, with the most outstanding open problem concerning the decidability of language equivalence between deterministic push-down automata. W h e n exploring the decidability of the equivalence checking problem, the first point to settle is the notion of equivalence which you wish to consider. In these notes we shall be particularly interested not in language equivalence but in bisimulation equivalence as defined by Park and used to great effect by Milner. Apart from being the fundamental notion of equivalence for several process algebraic formalisms, this behavioural equivalence has several pleasing mathematical properties, not least of which being that--as we shall discover--it is decidable over process classes for which all other common equivalences remain undecidable, in particular over the class of processes defined by context-free grammars. Furthermore in a particularly interesting class of processes--namely the normed deterministic processes--all of the standard equivalences coincide, so it is sensible to concentrate on the most mathematically tractable equivalence when analysing properties of another equivalence. In particular, by studying bisimulation equivalence we shall rediscover old theorems about the decidability of language equivalence, as well as provide more efficient algorithms for these decidability results than have previously been presented. We expect that the techniques which can be exploited in the study of bisimulation equivalence will prove to be useful in tackling other language theoretic problems, notably the problem of deterministic push-down automata. A c k n o w l e d g e m e n t s These notes were first produced for a series of lectures at the VIII Banff Higher Order Workshop "Theories of Concurrency: Structure vs Automata". We would like to thank the organiser of the workshop series Graham Birtwistle for allowing us the opportunity and the motivation for producing the notes, as well as a forum in which to present the material. We would also like to thank all of our colleagues with whom we have worked on or discussed the results presented in these notes, which themselves contain little of novelty except in their presentation. Notably we would like to acknowledge Didier Caucal, S0ren Christensen, Hans Hiittel, Petr Jan6ar, Mark Jerrum, Robin Milner and Colin Stirling.
 
 1
 
 Grammars
 
 and Processes
 
 In these notes we consider infinite-state processes defined by context-free grammars. The purpose of such a study is to provide results in both process theory, where one is interested in the behaviour of systems, as well as classical automata theory, where one is interested in the languages defined by automata. In each case we are interested in deciding properties, notably equivalences between pro-
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 cesses or automata. It is a classical result that the equivalence problem for context-free grammars is undecidable. However we shall demonstrate that the analogous problem--as we define i t - - i n the process theoretic framework is in fact decidable. This does not just feed positively into process theory; by taking such a non-standard process-theoretic approach to the classical theory we open up new techniques for tackling classical problems. For example, we shall demonstrate that our techniques for process theory naturally apply to problems in automata theory regarding deterministic automata. 1.1
 
 Context-Free
 
 Grammars
 
 A context-free grammar (CFG) is a 4,tuple G = (V, T, P, S), where 9 V is a finite set of variables; 9 T is a finite set of terminals which is disjoint from V; C_ V • (V U T)* is a finite set of production rules, written X --~ c~ for (X, c~) E P . We shall assume that some rule X --~ a exists in P for each variable X E V; and
 
 9 P
 
 9 S E V is the start symbol. The production rules are extended to be defined over the domain (V OT)* by allowing 7Xfl --* 7c~)3 for each 7, fl E (V U T)* whenever X --* a is a production rule of the grammar. A word w E T* (that is, a string of terminals) is generated by a string a E (V U T)* iff a --** w. The (context-free) language defined by the grammar, denoted L(G), is the set of words which can be generated from the start symbol S. More generally, the language L ( a ) generated by a string a is the set of words which it can generate, and hence L(G) = L(S). The norm of a string of symbols (~ E (V U T)*, written norm(a), is the length of a shortest word which can be generated from a via productions in P. In particular, the norm of the empty string e is 0; the norm of a terminal symbol a E T is 1; and the norm is additive, that is, norm(a/~) = norm(a) + norm(fl). A grammar is normed iff all of its variable have finite norm. Notice that the language defined by a grammar is nonempty exactly when its start symbol has finite norm. A grammar is guarded iff each of its production rules is of the form X --+ ac~ where a E T. If moreover each c~ E V* then the grammar is in Greibach normal form (GNF). If furthermore each such c~ is of length at most k, then it is in kGreibach normal form (k-GNF). A 1-GNF grammar is called a regular grammar as such grammars generate precisely the regular languages which do not contain the empty string e. Finally, if within a guarded grammar we have that a = fl whenever X --~ ac~ and X --+ aj3 are both production rules of the grammar for
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 some X E V and some a E T, then the g r a m m a r is deterministic, and simple if the g r a m m a r is in Greibach n o r m a l form. /
 
 Example
 
 \
 
 1 Consider the grammar G = ( { X , Y } , { a , b } , P , X ) %
 
 where P
 
 con-
 
 /
 
 sists of the rules X ~ aY This guarded The norm of generates the normal f o r m
 
 Y --* aYb
 
 Y --~ b
 
 grammar generates the (context-free) language { akb k : k > 0 }. Y is 1 and the norm of X is 2, as Y generates the word b and X word ab. Hence the grammar is normed. A grammar in Greibach which generates the same language is given by the rules X --* a Y
 
 Y --+ a Y Z
 
 Y --* b
 
 Z --* b
 
 Notice t h a t an u n n o r m e d variable cannot generate any finite words. T h u s any u n n o r m e d variables m a y be removed f r o m a g r a m m a r , along with any rules involving them, w i t h o u t affecting the language generated by the g r a m m a r . 1.2
 
 Processes
 
 We shall define a process as an extension of the usual n o t i o n of a nondeterministic finite-state a u t o m a t a where we m a y now allow an infinite set of states and where we generally do not consider final states. We m a y consider a state to be final if there are no transitions evolving f r o m it. However, the intention of a process is to allow an analysis of its r u n t i m e behaviour rather t h a n simply the sequences of transitions which lead to a final state. A process is thus a labelled transition system (LTS), a 4-tuple P = (S, A, , c~0) where 9 S is a set of states; 9 A is some set of actions which is disjoint f r o m S; 9
 
 S • A x S is a transition relation, written c~ a ~ j3 for (c~, a, fl) E ~. We shall extend this definition by reflexivity and transitivity to allow c~ s ~ fl for s E A * ; and ~ C_
 
 9 c~0 E S is the initial state. T h e norm of a process state a E S, written n o r m ( a ) , is the length of the shortest transition sequence f r o m t h a t state to a t e r m i n a l state, t h a t is, a state f r o m which no transitions evolve. A process is normed iff all of its states have finite norm.
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 A process is image-finite if for each c~ E S and each a E A the set {;3 " c~ a f~ } is finite. We also refer to states of a process as being image-finite if the r process itself is image-finite. Finally, if we have t h a t / 3 = 3' whenever ~ ) ;3 a and c~ ) "y are b o t h transitions of the process for some ~ E S and some a E A, then the process is deterministic. We also refer to states of a process as being deterministic if the process itself is deterministic. We m a y abstract away from the behaviour of a process P and define the language L(c~) which is defined by a state ~ of the process as the set of strings s E A* such that c~ -s ) I~ where/3 is a terminated state, that is, where there are no transitions evolving from ;3. The language generated by the process P is then given as L(P) = L(c~o). 1.3
 
 Context-Free
 
 Processes
 
 In the theory of formal languages one generally associates a context-free g r a m m a r with a push-down a u t o m a t a , a finite-state a u t o m a t a with a single push-down stack. Such devices are known to characterise the expressive power of contextfree grammars; that is, they generate exactly the class of context-free languages. In these notes, we take a different automata-theoretic view of g r a m m a r s by embedding the stack into the states, so as to make the infinite-states explicit. The loss of the stack and burden of an infinite-state control is more than balanced by the gain in having a uniform treatment of state. T h e reader m a y equally interpret our a u t o m a t a as stateless (that is, single-state) push-down a u t o m a t a where the contents of the missing push-down stack are now represented within the state. This interpretation can be gleaned from Example 2. However, we do not pursue this aspect in these notes. To a given CFG G = (V, T, P, S) we associate the process 8 ( G ) = ( ( Y U T)*, T,
 
 ), S ) where
 
 %
 
 , is defined to be the least relation satisfying ac~
 
 ~ ~~
 
 a
 
 and X~' a ) ~ , whenever X ~ ~ is a rule of the g r a m m a r and o~ , ;3. Such a process will be termed a conte~t-free process. The intuition behind context-free processes is t h a t terminals and variables represent basic processes capable of exhibiting behaviour (performing transitions), while the composition of variables and terminals represents a sequential composition of the component processes. As such the leftmost symbol in the composition provides the transitions of the process. In terms of g r a m m a r derivations, this in effect corresponds to a leftmost derivation.
 
 E x a m p l e 2 The grammar of Example 1 which generates the language { akb k
 
 k > 0 } defines the following process.
 
 "
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 ,
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 9
 
 ,
 
 a
 
 ,
 
 ,f a
 
 9 9 9
 
 ,
 
 ...
 
 Behaviourally, this process represents a simple form of counter: it performs precisely as many b transitions as a transitions.
 
 From this example it is clear to see that the definition of n o r m in the process sense is consistent with the definition of n o r m in the g r a m m a r sense. In particular, a normed g r a m m a r will give rise to a normed process. Furthermore the language defined by the process associated with a g r a m m a r is the same as the language defined by the g r a m m a r itself. Notice that in the case of a CFG in Greibach normal form the state set of the associated context-free process need only be V* as any sequence of transitions from any element of V* (in particular from the start state S) must lead to a state given by another element of V*. For the same reason the state set of the process associated with a regular g r a m m a r need only be the finite set V, which coincides with an expectation that the regular processes (those given by g r a m m a r s generating regular languages) are finite-state processes. 1.4
 
 Concurrent
 
 Context-Free
 
 Processes
 
 To a given C F G G = ( V , T , P , S ) we associate the process C(G) = T)*, T,
 
 ),
 
 S) where
 
 /(Y U
 
 ~ is defined to be the least relation satisfying c~ag a
 
 )
 
 ~/3 and c~X/3 a ~ ~Tfl whenever either X ~ a 7 is a rule of the g r a m m a r or X --* b is a rule of the g r a m m a r with b E V ( V U T ) * and b a ~ 7. Such a process will be termed a concurrent context-free process. The intuition behind concurrent context-free processes is that the composition of variables and terminals represents a parallel composition of the component processes, and as such any symbol in the composition can contribute the next transition rather than simply the leftmost symbol. In terms of g r a m m a r derivations, this in effect corresponds to an arbitrary derivation rather t h a n the leftmost derivation scheme adopted in context-free processes. T h e exception to this rule is the basic transition steps defined by the guarded production rules. Notice that a corollary of the concurrent nature of such processes is that the composition of symbols representing the states is commutative, so t h a t for ex-
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 ample the concurrent context-free process generated by X Y is the same as that generated by Y X , where X and Y are variables of a CFG. E x a m p l e 3 Consider the guarded grammar consisting of the production rules X --* a X b
 
 X --~ c X d
 
 This grammar defines the following concurrent context-free process (modulo commutativity of symbols). a___r --U--
 
 a
 
 d
 
 ---U-
 
 a a
 
 i
 
 -'--b----
 
 This process represents a form of two.counter, or more properly a multiset or bag: two types of tokens can be inserted into and removed from the bag, the first being inserted with an a transition and removed with a b transition, and the second being inserted with a c transition and removed with a d transition. Hence at any moment during the execution of this process there will have been at least as many a transitions as b transitions and at least as many c transitions as d transitions.
 
 Again it is clear that the n6rm of a concurrent context-free process is consistent with the norm of the corresponding grammar. In particular, the grammar and process in the above example are unnormed as the start symbol X is unnormed. As noted above a corollary of this is that the language generated by the grammar (equivalently the process) is empty. Note though that this process still exhibits an interesting behaviour; abstracting away from a process all but the language which it generates is generally too coarse an interpretation for the study of processes. One final point to note is that the class of languages generated by concurrent context-free processes is incomparable to the class of context-free languages
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 generated by context-free processes. One direction of this claim is almost immediate from Example 3: although this process generates the empty language, it can be easily modified by adding the production rules X --* ab and X -* cd to the defining grammar to generate the language of all strings over the alphabet {a, b, c, d} in which the number of as is the same as the number ofbs, the number of cs is the same as the number of ds, and any prefix contains no more bs than as and no more ds than cs. This language is quickly seen not to be a context-free .language. For the reverse implication, Christensen [12] demonstrates that the context-free language { anb n : n > 0 } generated by the context-free process of Example 2 cannot be given by any concurrent context-free process. However, the class of languages generated by concurrent context-free processes is contained within the class of context-sensitive languages, as they are easily seen to be given by grammars which include context-sensitive rules of the form X Y --~ Y X for commuting variables. 1.5
 
 The
 
 Process
 
 Algebras
 
 BPA
 
 and
 
 BPP
 
 We have defined context-free and concurrent context-free processes as particular semantic interpretations of context-free grammars. However their history is more truthfully given in the process algebra framework. In particular there are two well-studied process algebras which give rise to these two classes. We briefly outline here the process algebraic framework by describing these two process algebras. B P A : Basic P r o c e s s A l g e b r a A process algebra is defined by some term algebra along with a particular transitional semantic interpretation assigned to the constructs of the algebra. A process is then given by a finite set of process equations Xi = Ei
 
 " lG E+F a+G
 
 E
 
 EF
 
 "'G
 
 a~GF
 
 (Note that we absorb the symbol e into terms, so as to read ~E as E.) It is not difficult to recognise the correspondence between context-free processes and BPA processes. Roughly speaking, the variables and terminals of a CFG correspond to the variables and actions of a BPA process, with sequencing of symbols being naturally carried across both formalisms and a choice of production rules in a grammar corresponding to the choice operator in the algebra.' Thus for example, the context-free process of Example 2 can be given as the BPA process {
 
 def
 
 Z
 
 -~. a Y ,
 
 Y
 
 def
 
 = aYb + b }.
 
 More formally, given a CFG G = (V, T, P, S) we can define the equivalent BPA process BPA(G) =
 
 X
 
 =
 
 ~{E
 
 " X--*E6P}
 
 " X6V
 
 For the reverse direction a bit of care is needed to handle summation. Given a BPA process
 
 P=
 
 { Xi =,=
 
 ~_,{E~j
 
 " l 0, c~ "~k+l fl iff we have that 9 ifo~od 9 iffl
 
 then~
 
 a,fl'then~
 
 a,fllforsomefll
 
 witha'..~k/31;
 
 and
 
 a , a' f o r some cd with a' "~k fl'.
 
 L e m m a 14 I f c~ ~. fl then a "~k fl f o r all k > O. Conversely, f o r image-finite o~, if ~ ~ k fl f o r all k > 0 then c~ ,~ #. P r o o f The first implication requires a simple induction on k, whereas the second implication requires that we demonstrate that the relation { (a, fl) : a " k fl for all k > 0 and a image-finite } is a bisimulation. Each of these obligations is straightforward. []
 
 E x a m p l e 15 Consider the following image-infinite context-free process. X---~ X a X---*a
 
 Y ---~Y a Y---~a
 
 a-...L\- I / a
 
 Y---m Z Z---~aZ
 
 ...
 
 116
 
 The states X and Y are clearly not bisimilar, as the state Z cannot be bisimilar to a k f o r any k >_ O. H o w e v e r X "~k Y f o r each k >_ 0 as Z ~ k a k.
 
 We shall generally be restricting our attention to guarded grammars, which we can easily verify generate image-finit e processes. This will allow us a useful technique for demonstrating bisimilarity, namely inductively showing that each "~k relation holds. Furthermore, as shall be seen in Subsection 2.2, any guarded grammar can be transformed into a bisimilar one which is in Greibach normal form (with respect to either interpretation of composition), and hence we shall eventually consider only Greibach normal form context-free processes, ie, those processes given by a grammar in Greibach normal form. 2.1
 
 Composition
 
 and
 
 Decomposition
 
 An important property of bisimulation equivalence which we shall exploit is the following congruency result, which is valid under either interpretation of composition. L e m m a 16 Given a C F G G = (V, T, P, S) and ~, ~', fl, fl' e ( V U T)*, if ~ ..~ fi and (~ ,,~ /~' then ~ 1 ,~ flfll, regardless of whether we interpret this g r a m m a r as a context-firee process or a concurrent context-free process. P r o o f In either case, we can demonstrate that the relation ~ ( ~ ,
 
 flfl~) "
 
 %
 
 fl and ~ ,-* fl~ } is a bisimulation, from which the result follows.
 
 O
 
 Complementing our congruency property we have an obvious potential technique for the analysis of a process built up as a composition, namely decomposing the process into simpler components. In general this notion is not suitably provided for, but for the class of normed processes we get a unique factorisation result regardless of whether we interpret composition as sequential or parallel composition. We say that an elementary process X E V is p r i m e (with respect to bisimilarity ,,~ as well as the particular interpretation of composition which we are considering) i f f X ~ (~/? entails c~ = e or fl = e. We shall demonstrate our two results here separately, namely that normed Greibach normal form context-free processes and normed concurrent Greibach normal form context-free processes can be decomposed in a unique fashion into such prime components. For the sequential case, we start with the following cancellation lemma. L e m m a 17 I f a, ~ and 7 are Greibach normal f o r m context-free processes and i f 7 is normed then ~'/ ..~ f17 implies c~ .~ ft. P r o o f We can demonstrate that the relation
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 "1
 
 (a, fl)
 
 " there exists 7 such that norm(7 ) < c~ and a 7 "~ f17
 
 is a bisimulation, from which the result follows.
 
 []
 
 The assumption in this lemma that 7 is normed cannot be dropped, as can be readily seen by considering the following counterexample. Consider the processes X and Y whose only transitions are X a ~ r and Y a ~ Y; then X Y ,,~ Y, but clearly X 7~ T h e o r e m 18 Normed Greibach normal form context-free processes admit unique
 
 (up to bisimilarity) prime decompositions. P r o o f Existence may be established by induction on the norm. For uniqueness, suppose that a = X 1 . . . X p ,~ Y1...Yq = fl are prime decompositions of bisimilar processes a and fl, and that we have established the uniqueness of prime decompositions for all a ' E V* with n o r m ( a ' ) < norm(a). If p = 1 or q = 1 then uniqueness is immediate. Otherwise suppose that X1 a ~ 7 is a norm-reducing transition that is matched by ]I1 a, 8, so that 7X2 ... Xp ,~ ~Y2... Yq. By the inductive hypothesis, the prime decompositions of these two processes are equal (up to ,,,), entailing Xp ,,, Yq. Hence, by Lemmas 16 and 17, X 1 . . . X p - 1 ~ Y1...Yq-1, and uniqueness then follows from a second application of the inductive hypothesis. [] Notice that this theorem fails for unnormed processes. The reason for failure is immediately apparent from the observation that a ,-~ aft for any unnormed a and, any ft. T h e o r e m 19 Normed concurrent Greibach normal form context-free processes
 
 admit unique (up to bisimilarity) prime decompositions. P r o o f Again, existence may be established by induction on the norm. For uniqueness, suppose that a = P1klP~2---Pmk'~ ,~ p ~ l p ~ 2 . . . p ~ = .6 represents a counterexample of smallest norm; that is, all 7 with norm(7 ) < norm(a) ( = norm(fl)) have unique prime decompositions, the Pis are primes, but i exists such that ki # li. We may assume that the Pis are ordered by nondecreasing norms, and then we may choose this i so that kj = lj whenever j > i. We shall furthermore assume without loss of generality that ks > Ii. We distinguish three cases, and in each case show that process a may perform a norm-reducing transition a a, al that cannot be matched by any transition fl a ~ fl, with a ' ~ fl' (or vice versa with the roles of a and /? reversed), which will supply our desired contradiction'. Observe that by minimality of the counterexample if a ' and fl' are to be bisimilar then their prime decompositions must be identical.
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 C a s e I . If kj > 0 for some j < i, then we may let c~ perform some normreducing transition via process Pj. Process fl cannot match this transition, as it cannot increase the exponent Ii without decreasing the exponent of some prime with norm greater than that of Pi. C a s e II. If kj > 0 for some j > i,' then we may let a perform a norm-reducing transition via process Pj that maximises (after reduction into primes) the increase in the exponent ki. Again the process fl is unable to match this transition. C a s e I I I . If the process a = p/k~ is a prime power, then note that lj 0 for all j > i by choice of i, and that ki > 2 by the definition of "prime." If li > 0, then we may let j3 perform a norm-reducing transition via Pi; this transition cannot be matched by c~, since it would require the exponent ki to decrease by at least two. If li = 0 on the other hand, then we may let c~ perform a norm-reducing transition via Pi; this transition cannot be matched by fl, since fl is unable to increase the exponent li. These cases are inclusive, so the theorem is proved.
 
 D
 
 C o r o l l a r y 20 I f c~, fl and 7 are normed concurrent Greibach normal form
 
 context-free processes then ~7 ~ f17 implies o~ .~ ft. P r o o f Immediate.
 
 O
 
 Notice that for concurrent Greibach normal form context-free processes, unique decomposition and cancellation again each fail, for similar reasons to the sequential case. 2.2
 
 Equivalence-Preserving
 
 Transformations
 
 In this section we demonstrate how to transform an arbitrary guarded CFG into a bisimilar (and hence also language equivalent) CFG in Greibach normal form. This transformation will be valid for interpreting grammars either as context-free processes or concurrent context-free processes. Furthermore these transformations only involve a linear increase in the size of the grammar (that is, the number of symbols appearing in the production rules of the grammar), more precisely, an increase of only twice the size of the terminal alphabet. Combining this with the usual technique (from [33]) for transforming an arbitrary CFG not generating the empty word ~ into guarded form gives an alternative proof of the usual Greibach normal form theorem. Let G = (V, T, P, S) then be an arbitrary guarded CFG. We can define a new grammar G = (V,T, JB, S) as follows. Firstly we let V = {Ya
 
 " ~r E V U T }
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 and S = Ys. The production rules of P are defined by Ya "* a for each a E T, and Yx --* aEa for each X E V and each rule X --~ a a in P , where Ee = r and Eaa = YaEa for ~r E V U T. L e m m a 21 G ... G. That is, S(G) ,.~ S(G). Proof
 
 Let T~ = ~ (a, Ea)
 
 " a E (V U T)* ~. We shall demonstrate t h a t
 
 %
 
 is a bisimulation relation, from which we shall conclude t h a t S .-. E s = S. To do this it suffices to demonstrate t h a t a " > /3 if and only if E~ ~, EZ for all a E (V U T)* . .Certainly this is true for a = ~. It is equally true for a = a/3 with a E T as each of a/3 and E,# = YaE# has only one transition, namely aft ~,/3 and E~a a ~ EZ respectively. Finally it is true for a = X/3 with X E V as Xfl ~ ' 7 if and only if X ~ a6 is a rule of P and 7 = 6/3, which is true if and only if Y x ~ aE~ is a rule o f / ~ (and still 7 = 6/3), which in turn is true if and only if E x ~ = Y x E # ~, E6E~ = E~. []
 
 L e m m a 22 C(G) ,~ C(G). f
 
 P r o o f As for the previous case we can demonstrate t h a t T~ = ~ (a, Ea) (V U T)* } is a bisimulation relation by demonstrating t h a t a
 
 "
 
 E
 
 a ~/3 if and only
 
 ifEa a, E~ for a l l a E ( V U T ) * . Suppose then t h a t a a~ /3. This can occur in one of two ways: either c~ = 7a6 a n d / 3 = 76, in which case we have ~a = ~'rYa~t a , E.rE t = E#; or else a = 7X6 and 13 = 7y6 where X ~ ay is a rule of P , in which case we have E~ = ETYxE~ a ~ ETEnE6 = E#. Similarly we can show t h a t i f E ~ a , E ~ t h e n a a~/3. [] Extending these transformations to the process algebras BPA and B P P using the transformations given in Subsection 1.5 provides us with an efficient transformation into standard form processes analogous to Greibach normal form. However this w o r k s only for guarded processes. For example, the unguarded g r a m m a r given in Example 15 clearly cannot be transformed into a bisimilar g r a m m a r in Greibach normal form. This stands in contrast to the classical result stating t h a t any g r a m m a r can be transformed into a language equivalent Greibach normal form grammar; this transformation can in fact be carried out so that the size of the resulting g r a m m a r is at most the square of the size of the original g r a m m a r . We can weaken the definition of guarded, saying t h a t a g r a m m a r is weakly guarded if we cannot rewrite any variable X using a positive number of rewrites into a string Xc~ for some a. Equivalently if we define an ordering between variables by X > Y whenever X --* Y a for some a, then the g r a m m a r is weakly guarded if this ordering is well-founded. The above transformations are
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 then valid, though the resulting grammars may be exponentially larger than the original grammars. We leave it to the reader to verify these facts, in particular by considering the transformation of the weakly guarded grammar given by X1 ~ a, X1 ~ b, and for each 0 < k < n, Xk+l ~ X k a and Xk+l "* Xkb. A (bisimulation) equivalent grammar in Greibach normal form is necessarily exponentially larger than this original grammar.
 
 3
 
 Decidability Results
 
 If we consider the class of regular (finite-state) processes, theh bisimulation equivalence is readily seen to be decidable: To check if ~ ,~/~ we simply need to enumerate all binary relations over the finite-state space of ~ and/~ which include the pair ((~,/~) and check if any of these is by definition a bisimulation relation. Language equivalence is similarly known to be decidable for finite-state automata. This can be seen by noting that regular grammars can be transformed easily into normed deterministic grammars; the decidability of language equivalence then follows from the decidability of bisimilarity along with Corollary 10 and Lemma 12. As soon as we move to a class of infinite-state processes, the decision problem for bisimulation equivalence becomes nontrivial. For image-finite processes, the nonequivalence problem is quickly seen to be semi-decidable--given the computability of the transition relation--using L e m m a 14, noting that the relations ~k are all trivially computable. However there would appear to be potentially infinitely many pairs of states to check individually in order to verify the bisimilarity of a pair of states. We may also be led to believe that the equivalence problem for bisimulation checking is undecidable given the classic result concerning the undecidability of language equivalence. However it turns out that bisimulation equivalence is in fact decidable for both context-free processes and concurrent context-free processes. In this section we shall concentrate on presenting these two results. The result concerning context-free processes is due to Christensen, Hiittel and Stirling [18], while that concerning concurrent context-free processes is due to Christen'sen, Hirshfeld and Moller [15]. One immediate corollary of the former result is the result of Korenjak and Hoperoft [44] that language equivalence is decidable for simple grammars. We shall henceforth simplify our study, using the results of the previous section, by assuming that our grammars are in Greibach normal form. Let us then fix some Greibach normal form grammar G = (V, T, P, S). Our problem is to decide a -,~ fl for ~, fl E V*, first in the case where we interpret the grammar as a context-free process, and then in the case where we interpret the grammar as a concurrent context-free process. Notice that such processes are image-finite,
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 so we may use the fact that bisimilarity is characterised by the intersection of our stratified bisimulation relations. Also, as nonequivMence is semi-decidable, we only need demonstrate semi-decidability of the equivalence problem. 3.1
 
 Context-Free
 
 Processes
 
 Based on the congruency result of L e m m a 16 for context-free processes, we define the following notion. Let T~ be some binary relation over V*. We define ~ to be the least congruence with respect to composition which contains 7~. T h a t is, - is the least equivalence relation which contains 7~ and contains the pair (as',/3/31) whenever it contains each of (c~, 13) and (a', 13'). Our technique will rely on the following definition due to Caucal [10]. D e f i n i t i o n 23 A relation Tl C_ V* x V* is a Caucal base iff whenever (a, 13) E T~ we have that * ifce
 
 a)e~ I then13
 
 * if13~t3'
 
 thena
 
 a)131forsome131 w i t h a 1~131; a a'forsomea
 
 and
 
 I witha'~13'.
 
 Hence the definition of a Caucal base differs from that of a bisimulation only in how the derivative states a ~ and 13~are related; in defining T~ to be a bisimulation, we would need these derivative states to be related by 7~ itself and not just by T~
 
 the (typically much larger) congruence -- . A Caucal base then is in some sense a basis for a bisimulation. The importance of this idea is encompassed in the following theorem. 7~
 
 T h e o r e m 24 ( C a u c a l ) I f T~ is a Caucal base, then -- is a bisimulation. In T~
 
 particular, -- C ,,~. P r o o f We demonstrate that if a ~ fl then the two clauses given by the definition 7r
 
 of - being a bisimulation hold true, thus demonstrating Te -- to be a bisimulation. The proof of this we carry out by induction on the depth of inference of 7r or _---- 13. 7~
 
 If a -- 13 follows from (a, 13) E T~ then the result follows from T~ being a Caucal base. R If a _---/3follows from one of the congruence closure conditions, then the result easily follows by induction, using the above congruency lemma. []
 
 C o r o l l a r y 25 a -~/3 iff (a,/3) E T~ for some Caucal base T~.
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 P r o o f Immediate.
 
 []
 
 It now becomes apparent that in order to demonstrate bisimilarity between terms, we needn't produce a complete (infinite) bisimulation relation which contains the pair; rather it suffices simply to produce a Caucal base which contains the pair. W h a t we shM1 demonstrate is that this corollary can be strengthened to a finite characterisation of bisimulation, in that we shall describe a finiie Tr
 
 relation 7~ satisfying -- = ..~. This relation Tr will clearly be a CaucM base, and our semi-decidability result (and hence the decidability result itself) will be established, taking into account the following. L e m m a 26 It is semi-decidable w h e t h e r a given finite binary relation Tr over V* is a Caucal base.
 
 P r o o f We need simply check that each pair (a, ;3) of the finite relation Tr satisfies the two clauses of the definition of a Caucal base, which requires testing (in parallel) if each transition for o n e of a and fl has a matching transition from the other. This matching t e s t - - t h a t is, checking if the derivative states Tr
 
 Tr
 
 are related by - --is itself semi-decidable, as the relation -- is semi-decidable. [] Our semi-decision procedure for checking a ,~ ;3 then consists of enumerating all finite binary relations over V* containing the pair (c~, fl) and checking (in parallel) if any one of them is a Caucal base. We thus concentrate on defining Tr
 
 the finite relation T~ satisfying = = ~*. We first present some technical results, starting with the following unique solutions lemma. L e m m a 27 I f (~ ~ 7o~ and ;3 ~, "7;3 f o r s o m e "7 r E then o~ ,,, ;3. P r o o f Let 7~ { (~a, 6;3) " o~ ,,~ "Ta and fl ,-, "7;3 for some "7 ~ r }. We may demonstrate straightforwardly that -~7r is a bisimulation, from which we may deduce our desired result. [] An important finiteness result on which our argument hangs is given by the following. L e m m a 28 I f c~'7 ,~ /37 f o r infinitely m a n y n o n - b i s i m i l a r 7, then ~ ..,/3. Proof
 
 We shall
 
 show
 
 that 7~ = { (a, ;3) " a 7 "~ ;37 for infinitely many non-
 
 bisimilar 7 } is a bisimulation, from which our result will follow. Let (c~,;3) E 7~, and suppose that c~ a ~ a,. Since c~ r e, by Lemma 27 there can only be one 7 (up to bisimilarity) such that a 7 ,-~ 7, so we must have that
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 r ~. Thus for infinitely many non-bisimilar 7 we must have fl a ) fir such that a~'y N fl-~7- Since ~ is image-finite, we must have that fl a , ~ such that at-/,,~ fit7 for infinitely many non-bisimilar 7- Hence we must have (a t, fit) E TO. Similarly if (a, fl) E Tr and fl a) fit then a ~) a t such that (a t, fit) E TO. [] We may split the set of variables into two disjoint sets V = N O U with the variables in N being normed and those in U being unnormed. Our motive in this is based on the following lemma. L e m m a 29 If X is unnormed then X a ,,~ X for all a, P r o o f We can immediately verify that { (X, X a ) bisimulation.
 
 " X is unnormed [ is
 
 a
 
 []
 
 Hence we need only ever consider states a E N* U N ' U , the others being immediately rewritable into such a bisimilar state by erasing all symbols following the first unnormed variable. The argument relies on recognising when a term may be broken down into a composition of somehow simpler terms. To formalise this concept we start with the following definition. D e f i n i t i o n 30 A pair ( X a , Yfl) satisfying X a ,,, Y fl is decomposable if X and Y are normed, and for some 7, 9 X ,,~ Y 7 and 7or ,,~ fl; or . yNX7
 
 andTfl,~a.
 
 The situation would be clear if all bisimilar pairs were decomposable; indeed we shall exploit this very property of normed processes--which follows there from our unique decomposability result--in in Section 4. However we can demonstrate that there is in some sense only a finite number of ways that decomposability Can fail. This crucial point in our argument is formalised in the following lemma. We consider two pairs ( X a , Yfl) and ( X a ' , Yfl') to be distinct if a r ~t or fl 7L fit. L e m m a 31 For any X , Y E V, any set of the form 7~ = { ( X a , Y ~ )
 
 " X a , Y ~ E N* U N * U , X a , ~ Yfl, and ( X a , Yfl) not decomposable }
 
 which contains only distinct paws must be finite. P r o o f If X, Y E U then clearly ~ can contain at most the single pair (X, Y).
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 IfX EUandY
 
 W)r
 
 " iEI}thenforeachiEIwe
 
 must have that X _w ) ai such that ai "~/3/. But then by image-finiteness there can be only a finite number of non-bisimilar such/3/. Suppose then that X , Y
 
 E N and t h a t 7~
 
 { (Xai,Y/3i)
 
 " i E I ~ is
 
 infinite. Without loss of generality, assume t h a t norm(Y) < n o r m ( X ) , and t h a t y w) r with length(w) = norm(Y). Then for each i E I we must have t h a t X ~ ) "/i such t h a t ~fiai "~/3i. By image-finiteness, we can have only finitely m a n y such ~'i, so we must have that X w, 7 for some 3~ such t h a t ~/cq ,-~/3i holds for infinitely m a n y i E I; by distinctness these ~is must all be non-bisimilar. For these i E I we must then have that X a i ,~ YT~i, But then by L e m m a 28 we must have that X --~ YT, contradicting non-decomposability. [] We are now ready to demonstrate our m a i n result, t h a t there is a finite
 
 7r
 
 relation 7~ satisfying =__ -- N. This will be done by induction using the following well-founded ordering _ft.
 
 Definition 32 Define the measure s on N* UN*U as follows. For a E N* and X E U, let s(a) = s ( a X ) = n o r m ( a ) . Then
 
 let(OL1,Ot2)__E (/31,/32) ij~ ma~x(s(a,), s(a2) ) _~ max(8(/31), 8(/32)).
 
 Lemma33
 
 Let T~o be the largest set { ( X , a )
 
 letT~l be the largest set { (Xc~,Y/3)
 
 " X E N and X - a }, and
 
 " X a , Y/3 E N * U U N*, X a .~ Y/3, and
 
 (Xc~, Y/3) not decomposable } which contains only distinct pairs, and containing minimal elements with respect lo C_. Then R = 7~o U T~I is a finite relation 7r satisfying =_ = ..~. Proof
 
 T~
 
 Firstly, 7~0 and T~1 must both be finite. Also we must have _-- _ ~.
 
 7r
 
 We will demonstrate by induction on E_ that X a ~ Yfl implies X a - Yfl If (Xa, Yfl) is decomposable, then X, Y E N and (without loss of generality) assume that X ,~ Y~/ and 7 a ,,~ ft. Then s(Ta ) < s(Y^/a) = s(Xa) and
 
 7~
 
 s(fl) < s(Yfl), so (7c~,/3) if_ (Xa, Yfl). Hence by induction 7c~ _~/3. Then from
 
 T~
 
 (x,
 
 n o we get x a = Y/3. Suppose then that (Xa, Yfl) is not decomposable. Then ( X a ~, Y/3~) E T~I for some a ~ ,~ a and/3~ ,-~/3 with (a',/3~) E_ (a,/3). 9 If X, Y E N, then (a, fl), (a', fl') r- ( X a , Yfl), so (a, a ' ) , (/3,/3') E (Xa, Y/3). Thus by induction a -_9 IfX
 
 a n d / 3 -/3~, so X a -- Xa~TIY/3 ~ =_ Y/3.
 
 E N and Y E U, then fl = fl' = r and X a ,~ Y.
 
 s(a) < s(Xa), so ( a , a ~) r- (Xa, Y).
 
 Also s ( a ' ) 
E'andaEK}.F~ iffSFE{E' : E a)E, andaEK}.F~
 
 The meanings of modalized formulas appeal to the transition behaviour of a process. To reduce the number of brackets in modalities we write [ a l , . . . , a~] and ( a l , . . . , a~) instead of [ { a l , . . . , a,}l and ({a~,..., a=}). The simple modal formula ( t i c k ) t t expresses a capability for performing the action t i c k , E ~ ( t i c k ) t t iff 3 F E {E' : E ,ir E'}. The clock Cl from section 1.1 has this property. In contrast, [ t i c k ] f f expresses an inability to perform t i c k , E ~ [ t i c k ] f f iff {E' : E ~ir E'} 0. So Ven has this property but Cl fails to have it. Such basic properties can be embedded within modal operators and between boolean connectives. For instance E can perform the trace a l . . . a, just in case it has the corresponding property ( a l ) . . . (an)tt.
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 The formula [ t i c k ] ( ( t i e k ) t t A [ t o c k ] f f ) 7 expresses the property that after any t i c k action it is possible to perform t i c k again but not possible to perform rock. [ K ] f f expresses an inability to initially perform an action in K. In the case of the vending machine Ven a button can not be depressed (before money is deposited), so Ven ~ [big, l i t t l e ] f f . Other interesting properties of Ven are:
 
 - Ven ~ [ 2 p ] ( [ l i t t l e ] f f A ( b i g ) t t ) : after 2p is deposited the little button cannot be depressed whereas the big one can. - Ven ~ [1p, 2p][1p, 2 p i l l : after a coin is entrusted no other coin (2p or lp) may be deposited. - Ven ~ [lp, 2p][big, l i t t l e ] ( c o l l e c t b , c o l l e c t / ) t t : after a coin is deposited and a button is depressed, an item can be collected. Verifying that Ven has these properties is undemanding. Their proofs merely appeal to the inductive definition of the satisfaction relation between processes and formulas. For instance Ven ~ [1p, 2p][1p, 2p]ff iff Venb ~ [1p, 2p]ff and Venz ~ [lp, 2 p i l l , and clearly both of these hold. Similarly establishing that Ven lacks a property, such as (lp)(lp, b i g ) t t , is equally routine. Notice that it is not necessary to construct the transition graph of a process when showing that it has, or fails to have, a property. Actions in the modalities may contain values. For instance the register Reg 5 from section 1.1 has the property (r---e~(5))tt h [{r-'-e-~(k) : k # 5}]ff. Assume that ,4 is a universal set of actions including r: so ,4 = O U {r} where O is described in section 1.3. We let - K abbreviate the set .4 - K, and within modaiities we write - h i , . . . , a , for - { a l , . . . , an}. Moreover we assume that - abbreviates the set - $ (which is just .A). Consequently a process E has the property [ - ] ~ w h e n each F in the set {E' : E a E ' a n d a E , 4 } has the feature 4~. The modal formula [ - ] f f expresses deadlock or termination. Within this modal logic we can also express immediate necessity or inevitability. The property that only a can be performed, that it must be the next action, is given by the formula ( - ) t t A [ - a ] f f . The conjunct ( - ) t t affirms that some act i o n is possible while [ - a ] f f states that every action except a is impossible. After 2p is deposited Ven must perform big, and so Ven ~ [ 2 p ] ( ( - ) t t h [ - b i g ] f f ) .
 
 2.2
 
 M o r e m o d a l logics
 
 Process activity is delineated by the two kinds of transition relation distinguished by the thickness of their arrows ~ and ~ . The latter captures the performance of observable transitions as ~ permits silent activity before and after a happens: the relation =:~ was defined (see section 1.3) in terms of a ~ and the relation ==~ indicating zero or more silent actions. 7 We assume that A and V have wider scope than the modalities [K], (K/, and that brackets are introduced to resolve any further ambiguities as to the structure of a formula: consequently, A is the main connective of the subformula (t ick)ttA[tock]ff.
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 The modal logic of the previous section does not express observable capabilities of processes as silent actions are not accorded a special status. To overcome this it suffices to introduce two new modalities [ ] and (()):
 
 ]
 
 i f f V F E {E' : E ~ E ' } . F ~ 4 ~ E ~ (( ))q~iff 3F e {E' : E ~ E'}. F ~ ~ E~[I~
 
 These operators are not definable within the modal logic of the previous section. Using them, supplementary mo~lalities [K] and ((K)) are definable when K is a subset of observable actions O.
 
 [K] 9 de~ [ ] [K] [ ] ~)
 
 ((K>>Ode__f (( >>(K}(()>~
 
 The derived meaningsof these modalitiesappeal to the observable transition relations ~ in the same way that their counterparts [K] and (K} appeal to a,. We write [ a l , . . . , a , ] and ((al,...,an)) instead of [{al, .... ,an}] and ( 0}, where Cl = t i c k . C / and C//+1 def t i c k . C// for every i > 0. W h a t distinguishes C1 from the rest of :P is its long term capability for ticking endlessly. Each Cl i ticks exactly i times before stopping. This property divides P into the two subsets {Cl} and P - { Cl}. But this feature can not be captured by any single modal formula 15 of the modal logics in sections 2.1 and 2.2. P r o p o s i t i o n 3 For any modal q~, if Cl 9 ~[[~' then there is a j >_ 0 such that for all k > j, el k 9 ~]]~. 3.2
 
 Processes and their runs
 
 Proposition 3 of the previous section shows that modal formulas are not very expressive. Although able to describe immediate capabilities and necessities, they cannot capture more global or long term features of processes. We can contrast the local capability for ticking with the enduring capability for ticking forever, and the urgent inevitability that tick must happen next with the lingering inevitability that tick eventually happens. Another abstraction from behaviour, which throws light on this contrast between immediate and long term, is that of a run of a process E0 which is a finite or infinite length sequence of transitions of the form E0 a l E1 a2 .... When a run has finite length its final process is then unable to perform a transition. So a run from E0 can be viewed as a computation from E0, a maximal performance of actions. Game or bisimulation equivalence, as defined in section 2.4, "preserves" runs as stated by the next Proposition. P r o p o s i t i o n 1 Suppose that Eo "~ Fo, 15 Of course, for each CP there is the formula ( t i c k ) i + l t t which it fails and which holds of Cl.
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 1. i f Eo al ) E i a2 ~ . . . is a run Fo al) F1 i : O < i < n, and 2. if Eo a, ) E i a2 ) . . . infinite length run Fo
 
 -a, ' ~ En is a finite length run f r o m Eo then there a2 ) . . . a, ) Fn f r o m Fo such that El ", Fi f o r all is an infinite length run f r o m Eo then there is an al ' F1 a2 , .. . f r o m Fo such that Ei "~ Fi f o r all i.
 
 Because E0 ,,, F0 implies F0 "~ E0, each run from F0 also has to be matched with a run from E0. A simple consequence is t h a t the clock C! is not bisimilar to any clock Cl i because Cl has a run which cannot be emulated by Cl i. Clearly observable bisimulation equivalence, ~ , from section 2.6 does not preserve runs in the sense of Proposition 1. A simple example is t h a t the infinite run Div r ~ Div r ) . . . has no correlate from r.0 although Div ~ 7".0 when def
 
 Div = v.Div. We m a y try and weaken the matching requirement. For any run
 
 from E0 there is a corresponding run from F0 such t h a t there is a finite or infinite partition across these runs containing equivalent processes. However this induces a finer equivalence than observable bisimulation, called branching bisimulation [33]. It should also be compared with "stuttering" equivalence as proposed within
 
 [19]. Observable bisimilarity does preserve observable runs whose transitions are given by the thicker arrows - - ~ and 3 . B u t there is a drawback because of =:~ transitions. The process C l de f t i c k . C / has the observable inactive run Cl ~ Cl ~ . . . which means t h a t it fails to have the observable property that t i c k must eventually happen. Many significant properties of systems can be understood as features of all their runs. Especially i m p o r t a n t is a classification of properties into safety and liveness, originally due to L a m p o r t [43]. A safety property states that nothing bad ever happens whereas a liveness property expresses that something good does eventually happen. A process has a safety property just in case no run from it contains the bad feature, and it has a liveness property when each of its runs contains the good trait. E x a m p l e 1 A property distinguishing each clock Cl i from Cl is eventual termination. The good characteristic is expressed by the formula [ - ] f f . On the other hand this can also be viewed as defective, as exhaustion of the clock. In which case Cl has the safety property of absence of deadlock, which each Cl i fails. [] E x a m p l e 2 The level crossing of figure 7 should have the crucial safety property that it is never possible for a train and a car to cross at the same time. In terms Of runs this means that no run of Crossing passes through a process that can perform b o t h t c r o s s and c c r o s s as next actions, and so the bad feature is
 
 Liveness and safety properties of a process concern all its runs. We can weaken t h e m to features of some runs. A weak safety property states that something bad does not h a p p e n in some run, and a weak liveness property asserts t h a t
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 something good may eventually happen, that it eventually happens in some run. E x a m p l e 3 A weak liveness property of the slot machine S M , of figure 10 is that it may eventually pay out a windfall: the good thing is given by the formula
 
 (w--i-n(lO6))tt.
 
 []
 
 There is considerable middle ground between all and some runs, Often we are only interested in liveness and safety in the case of a subset of runs that obey a particular condition. E x a m p l e 4 A desirable property of the level crossing is that whenever a car approaches eventually it crosses: any run containing the action caz also contains the later action c c r o s s . [] Sometimes these conditions are complex and depend on assumptions outwith the possible behaviour of the process itself. For example the protocol of figure 9 fails to have the property that whenever a message is input eventually it is output because of runs where a message is forever retransmitted. However we may make the assumption that the medium must eventually pass to the receiver a repeatedly retransmitted message, and that therefore these deficient runs are thereby precluded. Other properties are important such as cyclic properties: The clock Cll earlier performs t i c k immediately followed by t o e k cyclically starting with t i c k . E x a m p l e 5 The scheduler of section 1.4 ensures that the sequence of actions al . . . an is performed cyclically starting with al. In this example other actions (silent actions and the task termination actions bj) may be interspersed before and after each ai. [] Modal logic expresses properties of processes as their behaviour unfolds through transitions. Temporal logic, on the other hand, ascribes properties to processes by expressing features of some or all of their runs. (For surveys of temporal logic see [31, 49, 64].) In fact there is not a clear demarcation because modal operators can also be viewed as temporal operators, which express "next" : E0~[g]4~ iffforallE0runsE0 E0 ~ ( g ) ~ i f f f o r s o m e E 0 r u n E 0
 
 a , E1 a2 . . . , i f a l E K t h e n E l ~ 4 ~ . a l E1 a2 . . . , al e K a n d E 1 ~45.
 
 In this work we do not base temporal logic upon the notion of a run. It is of course a very useful abstraction. A run is simply a subset of a transition closed set. Although the properties described in the examPles above are not expressible in modal logic of section 2 we shall find appropriate closure conditions on sets of processes which define them, by appealing to inductive definitions built out of modal logic. The idea is, for instance, that a long term capability is just a particular closure of an immediate capability.
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 3.3
 
 Modal equations and fixed points 9
 
 .
 
 9
 
 def
 
 Defimtlonal equahty, - , is indispensable for describing perpetual processes, as in the simple case of the uncluttered clock CI that ticks forever. Imagine adding this facility to modal logic, following Larsen [44]. For instance the modal equation Z dej ( t i c k ) t t stipulates that Z expresses the same property, an ability to perform t i c k , as ( t i c k ) t t . On any transition closed set 7) this characteristic is given by the set ~( t i c k ) t t lilY. def
 
 A more intricate modal equation is Z = ( t i c k ) Z where both occurrences def
 
 of Z select the same trait. Unlike the use of = in the definition of a process, a recursive modal equation may express various properties on a set P, each of which is a subset s of processes obeying the condition E - ~(tick)[[9 s Any such solution E is a fixed point of the function f = AX C :P. [I ( t i c k ) [[9 X, as f(E) = E. The equality can be bisected: E is a prefixed point of f , that is f(s C E, and it is a postfixed point of f which is the other half, s C f(g). These halves can be viewed as closure conditions on any potential solution set E: PRE i f F E E a n d E E T ) andE~iCkFthenEEs POST if E E E then E ~ick F for some F E s One solution is the empty set as it trivially fulfills both conditions. When 7) is { Cl}, the other subset { Cl} also obeys both conditions because of the transition Cl tick Cl. In this instance both candidate solutions are successful fixed points, and they can be ordered by subset, 0 C {Cl}. In the case that 7) is generated by the more sonorous clock Cll deg t i c k . r o c k . Cll that alternately ticks and tocks, there are more candidates for solutions but besides 0 all the rest fail PRE or fail POST 9 With respect to any transition closed set the equation Z de__f( t i c k / Z has both a least and a greatest solution (which m a y coincide) relative to the subset ordering9 The general result guaranteeing this is due to Tarski and Knaster. It shows that the least solution is the intersection of all prefixed points, of all those subsets obeying PRE, and that the greatest solution is the union of all post' fixed points, of all those subsets fulfilling POST. The result applies to arbitrary monotonic functions from subsets of 7) to subsets of P. The set 29 is the set of all subsets of 7), and the function g : 2~' --~ 2~' is monotonic with respect to C if s C .T' implies g(s C g(J=)9 P r o p o s i t i o n 1 If g : 29 --~ 29 is monotonic with respect to C_ then g i. has a least fixed point with respect to C given by N{E c 7) : g(s C s ii. has a greatest fixed point with respect to C given by U{s C_7) : s C_g(E)}. Proposition 1 applies to any modal equation' Z dej ~ when ~P is built from modal operators, boolean connectives, the constants t t and f f , and Z: this follows directly from Proposition 2 of section 3.1, which shows that all these operators induce semantically monotonic functions. Relinquishing the equational
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 format we let pZ. kh express the property given by the least solution of Z de f ~ , and we let uZ. ~P express the property determined by its largest solution. For the equation earlier, the least solution/~Z. ( t i c k ) Z expresses the same property as r irrespective of P, the empty set obeys condition PRE. Much more stimulating is that uZ. ( t i c k ) Z expresses the long-standing capability for performing the action t i c k forever. Let E C :P consist of all those processes E0 that have an infinite length run of the form E0 tick E1 ,ick .... It is clear that E obeys POST, and that it is the largest such set. As shown in section 3.1 this capability is nol expressible within modal logic. More generally, uZ. ( K ) Z expresses a capability for performing K actions forever. Two special cases are striking, uZ. ( - ) Z expresses a capacity for never-ending behaviour and uZ. ( r ) Z captures divergence, the ability to engage in infinite internal chatter. A more composite equation schema is Z def 45 V ( K ) Z where 9 does not contain Z. Any solution 8 C "P divides into the following two closure conditions: PRE ifEEPand(E~4~orE POST i f E E E t h e n E ~ r
 
 a,FforsomeaEKandFEE) a,FforsomeaEKandFEs
 
 thenEEg
 
 Every subset E fulfilling PRE must contain those processes in P with the property 4~, and also includes those processes that fail 4~, but are able to perform a K action and become a process having ~, and so on. Therefore a process E0 has the property #Z. r V ( K ) Z if it has a finite or infinite length run of the form E0 4 0 ... a._~ En ~"~ ... with En ~ 4~ for some n and where each action aj, j < n, belongs to K: that is, E0 is able to perform K actions until 9 holds. The maximal solution, uZ. q~V (K)Z, also includes the extra possibility of performing K actions forever without r ever becoming true. Two general case s of/~Z. ~V ( K ) Z are worth noting. When K is the complete set of actions it expresses weak liveness, that 4~ is eventually true in some run, and when K is the singleton set {r} it expresses that after some silent activity r is true, that is (())4~. Recall that the modality (()) is not definable within the modal logic of section 2.1. Another useful composite schema (assuming again that 45 does not contain Z) is Z d___ef4~A (K)Z. The least solution is of no interest as it is expressed by f f . The maximal solution over ~' is the union of all subsets g obeying the following condition POST POST i f E E E t h e n E ~ 4 ~ a n d E
 
 a,F
 
 for s o m e F E . g a n d a E K
 
 which requires there to be a perpetual run involving only K actions and with 4~ true throughout. A slight weakening is that 9 holds throughout a maximal performance of K actions, as expressed by uZ. q~A ( { K ) Z V [K]ff), and when K is the set of all actions it expresses a weak safety property. The complement of weak liveness is safety. A process fails /JZ.4~ V ( - ) Z if 4~ never becomes true in any run. Similarly the complement of weak safety is liveness. A process lacks uZ. 45 A ( ( - ) Z V [-]~f) if in every run eventually is false. Complements are expressible when negation is freely admitted into
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 formulas with its intended meaning, [I--4~ ~7, is the set of processes • - ~~ II7". But then not every modal equation has extremal solutions, a simple instance is zd--ef --Z. It fails the monotonicity requirement of Proposition 1' However, if def
 
 we restrict the form of an equation Z = 4~ so that every free occurrence of Z in 9 lies within the scope of an even number of negations then mon0tonicity is guaranteed. However, the complement of a formula is also in the logic without the explicit presence of negation. Let ~c be the complement of ~, which is defined inductively as follows (assuming that Z c = Z): ttc
 
 : ff
 
 ffc
 
 : tt
 
 r
 
 ([K]4~) r
 
 -
 
 (K)r
 
 c
 
 =
 
 It follows that ~
 
 ((K)r r = [K]r c =
 
 ~' = : P - [[~[I~'.
 
 If a property is an extremal solution to the equation Z d=ef~ then its comdef ~ c .
 
 plement is the dual solution to Z = Consider convergence which holds of a process when it cannot perform silent actions for ever. The formula vZ. (r)Z expresses its complement, divergence, and so convergence is captured by pZ. [r]Z. More generally pZ. [ - ] Z expresses that all behaviour is finite, that there are no infinite length runs. A strong invariance property is that 9 holds throughout every ongoing performance of K actions. This fails precisely when a process may perform K actions continuously until 4~c holds. Failure here is given by the formula pZ. 4~c V (KIZ whose complement is therefore vZ.~)A [K]Z. A particular case is that [ ] 9 is expressed as vZ. ~ A [r]Z. Safety properties, that nothing bad ever happens, fall under this format. A strong until property is that every continuous performance of K actions eventually leads to the holding of r This is therefore the complement of the formula vZ. g'c A ((K)Z V [ g ] f f ) which is pZ. 9 V ([K]Z A ( g ) t t ) . Liveness properties, that something good must eventually happen, have this form (when K is replaced by - ) . An example is that the slot machine must eventually output (winnings or an indication of loss). A better description is that whenever a coin is input the slot machine must eventually output, a property expressed using both fixed point operators. However embedding fixed point operators within each other goes beyond the simple equational format which motivated their introduction. 3.4
 
 M o d a l mu-calculus
 
 Instead of appealing to modal equations to express temporal properties, we add to modal logic propositional variables ranged over by Z, and the extremal fixed point operators vZ and pZ. As before assume that K ranges over subsets of ,4. The formulas of the logic, modal mu-calculus, are:
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 I 9 ::= z I 4 1 ^ ~ 2
 
 I ,~1v,#2
 
 I[KI41(K)41vZ.41gZ.~ I
 
 The constant formulas t t and f f are definable as vZ. Z and/~Z. Z. However when describing properties we will freely use these constants. In the sequel we let a range over the set {~u,v}. A fixed point formula has the form a Z . 4 in which crZ binds free occurrences of Z in 4~, and an occurrence of Z is free if it is not within the scope of a binder ~Z. We assume that ~rZ has wider scope than the boolean connectives V and A. Formulas m a y contain multiple occurrences of fixed point operators, as in vZ. #Y. vX. [a](((b)X A Z) V [K]Y). Also a Z may bind more than one occurrence of Z, as in vZ. ( t i c k ) g h ( t o c k ) Z . Assume a fixed transition closed set of processes 7). We wish to inductively define when the process E E 7) has a temporal property. Semantic clauses for when a process satisfies a fixed point formula ~rZ.~ are needed. However such clauses depend on interpreting subformulas of 9 with possible free occurrences of variables with respect to subfamilies of 7). The satisfaction relation, ~ , is therefore defined indirectly in terms of n 4 n~, the set of all processes in 7) with the property +. Subformulas containing free propositional variables are dealt with using valuations, functions ranged over by ]2 which assign to each variable Z a subset I;(Z) of processes in 7). A customary updating notation is also assumed: I;[C/Z] is the valuation Y' which agrees with 12 on all variables except Z, when 12'(Z) = C.. The subset of processes in 7) satisfying an arbitrary formula ~ relative to the valuation 1? is inductively defined as the set [[# n~, where for ease of notation we drop 'the superscript 7) which is assumed fixed throughout:
 
 IIz Hv H+^ a~llv H~ v ~'llv H[K]~ IIv II(K)411v IlvZ.+lv Ill, Z.~nv
 
 = = = =
 
 v(z) II+Hv n Ila~llv II~llv u H~Hv II[K]H 114 IIv H(K)I11141Iv = U{~ c_ 7) : E c_ll+llvte/z]} -- f l { c c_ 7) : 114llvt~/zlC_ E}
 
 The subset of 7) with the property Z is that stipulated by the function i;. The semantic clauses for the boolean operators are as in section 3.1, except for the additional valuation component for understanding free variables. The meanings of the modal operators appeal to the transformers [[[K] [[~' and [[( g ) ~ defined in section 3.1. (The derived clauses for the boolean constants are [[t t IIv = 7) and nf f Ilv = 0.) It is straightforward to show that any formula 4 determines the monotonic function ~g C_7). 114IlWte/z] with respect to the variable Z, the valuation 12, and the transition closed set 7). Hence the meanings of the fixed point formulas are instances of Proposition 1 of section 3.3: the greatest fixed point is given as the union of all postfixed points whereas the least fixed point is the intersection of
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 all prefixed points. One consequence is that the meaning of ~Z. ~ is the same as its unfolding r Formulas of the logic without free variables are closed under complement: this follows from the observations in the previous section. In particular (uZ. ~)r is /~Z. ~c and (/~Z. 4~)e is uZ. Ce: for instance (uZ. I~Y. uX. [a](((b)XA Z) V [K]Y)) r is the formula #Z. uY. I~X. (a)(([b]X V Z) A (K)Y). This is not true for open formulas containing free variables. For example the formula Z does not have an explicit complement. However as we employ valuations we are free to introduce the understanding that a free variable Y has the meaning of the complement of a different free variable Z. Modal mu-calculus was originally proposed by Kozen [42] (and also see Pratt [60]) but not for its use here 16. Its roots lie with more general program logics employing extremal fixed points, developed by Park, De Bakker and De Roever, especially when formulated as relational calculi [8, 9, 56]. Kozen developed this logic as a natural extension of propositional dynamic logic. Larsen proposed that Hennessy-Milner logic with fixed points is useful for describing properties of processes [44]. Previously Clarke and Emerson used extremal fixed points on top of a temporal logic for expressing properties of concurrent systems [28]. In the case of a closed formula~ (one without free variables), the subset [1~ [Iv is independent of the particular valuation Y, and so is the same as [[~ ~v, for any other valuation I / . Therefore when 9 is closed we let [[9 ]~' be the subset of processes of P with the temporal property 9 relative to an arbitrary valuation, and we also use the notation E ~ 9 to mean that E E[I r [[~'. More generally when 9 may contain free variables we write E ~ v 4~ whenever E E [[~b ~v. E x a m p l e 1 Entangled fixed point formulas are the most difficult to understand. def D ~ def Assume that D and D ~ are the two processes D = a.D ~ and = b.O + a.D, and that 7' is {D, D ~, 0}. Let r and ~P be the following similar formulas: = uZ. pY. [a](((b)tt A Z) V r ) = #Y. uz. [a](((b)tt V Y) A Z) The formula 9 expresses that b is possible infinitely often throughout any infinite length run consisting wholly of a actions, and so all the processes in P have this property. The set U{E c 7" : E C 1[/~Y.[a](((b)tt A Z) V Y)Uv[e/z]} is 7". To show this we establish that 7" C_ [[#Y. [a](((b)tt A Z ) V Y)[[v[Wz]. This depends on proving that 7, =
 
 I'l{.r c
 
 : II [a](((b)'l;t A Z,) V Y)II(v[~,/z])p:/r]c :r}
 
 Both 0 and D belong to II [a](((b)tt A Z) V Y ) to perform a, and D --~ D' and D' D' a'D.
 
 Ikvtwzj)tz/r]
 
 because 0 is unable
 
 a ~ 0. Therefore :T must also contain D' as
 
 is The modalities here slightly extend those of Kozen's logic as sets of labels may appear within them instead of single labels, and on the other hand Kozen has explicit negation. Kozen calls the logic "propositional mu-calculus" which would be more appropriate for boolean logic with fixed points.
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 In contrast r expresses that the action b is almost always possible throughout any infinite length run consisting only of a actions. This means that ~~ II is the singleton set {0} because 0 has no infinite length runs. First 0 belongs to the intersection ~{:T C P : ~ uZ. [a]((/b)tt V Y) A Z) ~v[~/y]C ~'}. So we show that {0} = U{E c 7~ : E c u [a](((b)tt V Y) A Z) ~(v[{o}/r])[~/z]}.Note t h a t D i r ~ [a](((b)tt V y ) A Z) ]~v[{o}/r])[e/z] as D does not have the property Y under this valuation. So D can not belong to any $ which is a subset of II[a](((b)tt V Y) A Z)[l(v[{o}/r])[e/z]. This means that D is also excluded as its presence in $ would require D ~ to have the property Z under this valuation. [] In section 2.2 we introduced other modal operators which are not definable in the modal logic of section 2.1, namely (()), [ 1, and [11. In the presence of fixed points these modalities are definable as follows (where we assume that Z is not free in ~):
 
 %f . z . 9 v (r)z
 
 []4 [11 v %f . z . 9 ^ [r]z Therefore the derived modalities ((K)), [ K ] , [1 K] are also definable. For instance, [[K] ~ was defined as 11 [ K ] [ ] ~ which is the fixed point formula PZ. [K](vY. 9 ^ [r]Y) ^ [r]Z. Observable modal mu-calculus is the sublogic when the modalities are restricted to the subset {[ 1, (()), [ K ] , ((K))}, when r ~ K. This fixed point logic is suited for expressing observable properties of processes. An important feature of modal mu-calculus is that it has the finite model property: i f a closed formula holds of some process then there is a fiaite state process satisfying it. A proof of this can be found in [67].
 
 3.5
 
 Approximants
 
 At first sight there is a chasm between the meaning of an extremal fixed point and techniques (other than exhaustive analysis) for actuMly finding the set it defines. There is however a more mechanical method, an iterative technique, due to Tatski and others, for discovering least and greatest fixed points: Let pg be the least and vg the greatest fixed point of the monotonic function g mapping subsets of ~' to subsets of 7~. Suppose we wish to determine the set ug, which is the union of all subsets E that obey E C_ g(E). Let v~ be the full set •, and let v~+lg be the set g(u~g). Clearly g(u~ C. u~ that is ulg C u~ and by monotonicity of g this implies tha~i g(ulg) C g(u~ that is v2g C ulg. Consequently by repeated application of g it follows that g(uSg) C u~g for each i, and so there is a possibly decreasing sequence of sets, P 0 g _D v 1 g_D . . . D P'g D_.... The required set Pg is a subset of each member of this sequence. By definition vg C u~ and therefore g~(Pg) C g~(p0g) for any n where g"(x) is the application of g to x n times. As Pg is a fixed point gn(pg) = pg, and gn(pOg) is the set P"g. If pig is equal to pi+lg then pig is the set Pg, and therefore also pig is Pg for every j > i.
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 These observations suggest a strategy for discovering vg. Iteratively construct the sets rig starting from i = 0, until vZg is the same as its successor vi+Zg. When :P is a finite set containing n processes this iteration must terminate at, or before, the case i = n, and therefore vg is equal to vng. E x a m p l e I Let 7~ be { Cl, t i c k . 0 , 0}, and let g be hE C 7~. II( t i c k ) Z ~v[~/z].
 
 v~ g = P = vlg = n (r, ick)Zllvt,,oa/z] = v2 g = ~ (tiek)Z]lvtv,a/z ] = = II ( t i c k ) z ]vt,../z] =
 
 {Cl, t i e k . 0 , 0 } {el, tick.O} {C/}
 
 {Cl}
 
 Stabilization occurs at the stage vZg as this set is the same as v3g, and consequently is the same a s png for all n > 2. Consequently vg is the singleton set
 
 {o}.
 
 []
 
 When 7~ is not a finite set of processes, we can still guarantee that vg is reachable iteratively by invoking ordinals as indices. Ordinals can be ordered as follows:
 
 O, 1 , . . . , w , w + 1 , . . . , w + w , w + w + I , . . . Here w is the initial limit ordinal (one without an immediate predecessor) while w + 1 is its successor 17. Assume that c~, fl and ~ range over ordinals. The set va+lg is defined as g(vag) and rag when ~ is a limit ordinal is N{v~g : c~ < ~}. Therefore there is the possibly decreasing sequence
 
 v~
 
 D_ ... D_ uCOg D__v~
 
 D__ ...
 
 The set vg is not only a subset of each member of this sequence, but also appears somewhere within it is, and the first such point is not when the ordinal is a limit. E x a m p l e 2 Let 7~ be the set {C, Bi : / > 0} when C is the cell C ~ f • with ~ : N, and B , + I dej down.Bn for each n. Let g be )~s C ~P. ]1( - ) Z ~v[E/z]. The fixed point vg is the empty set. (The formula vZ. ( - ) Z expresses a capability for infinite behaviour which every member of P lacks.) v~
 
 =P
 
 vlg
 
 = ~(-)Z]lv[~,og/z ] = {C, Bi : i > 1}
 
 = { C , Bi : i > 0 }
 
 vJ+l g = ~ (->Z ~v[,Ja/z] = {C, Bi : i >_ j + 1} The set v~ defined as ~ { u i g : i < w}, is the singleton set {C} as each Bj fails to belong to it. The next iterate is the fixed point, vW+lg is ~( - ) Z Ilv[v~a/z] which is ~1. Here stabilization occurs at vW+Zg with 0 as the fixed point vg. [] lr All the processes considered in this work belong to a countable transition closed set :P, and so we only need to consider those ordinals whose cardinality is at most that of N. a8 The proof is similar to that described for the finite state case eaxlier.
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 The situation for the least fixed point #g is dual. The required set is the intersection of all prefixed points, of all subsets g C_ 79 with the feature that g(g) C g. Assume that/~0g is the empty set, and that i~i+lg is the set g(p~g). Therefore there is the possibly increasing sequence of sets/~0g C pig C . . . C pig C_ ... and #g is a superset of each of the sets i~ig. Again if pig is equal to its successor #i+lg then/~ig is the required fixed point ttg. An iterative method for finding/~g is to construct the sets ju'g starting with p0g until it is the same as its successor. When 79 is finite and consists of n processes this iteration has to terminate at, or before, l~ng.
 
 Example 3 example 1.
 
 Let g be Ag C_ 79.
 
 II [tiek]ee V (-)Z ~VtelZ] when 79 is as in
 
 /~0g = I~
 
 ~ag = II[tick]f~ V ( - ) Z Ilvt~og/z] = {0} ~2g = II[ t i c k ] ~ V ( - ) Z Ilvt..~/z] = {tick.O, O} ~3g = [ [ t i c k ] ~ v ( - ) Z nvt..~lZl = {tick,O, o} Stabilization occurs at ju2g which is the required fixed point. Notice that if we consider ug instead then we obtain the following different set.
 
 u~g =
 
 79
 
 = { Cl, t i c k . 0 , 0}
 
 ~lg = ~ [ t i c k ] ~ v ( - ) Z Ilvt.o~/z] = 79 This stabilizes at the initial point.
 
 []
 
 If 79 is not a finite set then again we may need to invoke larger ordinals as indices. The set / ~ + l g is g(p~g), and #Xg is the union set U{pC'g : o~ < ~} when $ is a limit ordinal. Therefore there is the possibly increasing sequence 0g
 
 C_ ... c_ p~g C_ ~ + l g c _ . . .
 
 The set/~g is a superset of each member of this sequence, and also occurs within it, and the first such time is not when the ordinal is a limit. E x a m p l e 4 Consider the following clock Cl'
 
 el'
 
 def
 
 =~{cd:i>_o}
 
 def
 
 CI i+1 = t i c k . C l / CI' describes an arbitrary new clock, which will eventually break down. Let 7) be the set {Cl', Cl i : i > 0}. As all behaviour is finite each process in 79 has the property #Z. [tiek]Z. Let g be the function hE C_79. ~[tiek]Z~v[e/z]. /~0g
 
 = 0
 
 ~,Xg
 
 = ~[tick]Zllv[..g/z] = {Cd : j < 1}
 
 p~+lg = B[tick]Z~v[z,g/zl = {C/~ : j < i + 1}
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 So the initial limit point/2~ is U{p~g : i < w} which is {CI j : j > 0}. At the next iteration the required fixed point is reached as/jW+lg is H[t• IIv[g+g/z] which is P, and moreover #~g = P for all oL> w + 1. [] The sets cr"g are approzimants for trg in that they converge towards it. Each v~g approximates vg from above, whereas each p"g approximates/tg from below. In this way an extremal fixed point is the limit of a sequence of approximants. We now provide a more syntactic characterization of these fixed point sets in the extended modal logic Mr of section 2.5. I f g is ,~s C_ :P. 11+ Ilvt~/z] then vg is IIvZ. 4~ IIv and ~tg is IIp Z . + Ilv (both with respect to P). The initial approximant v~ is just 1[t t Ilv and #0g is ]1ff ]Iv. Therefore via is ]]9 ]]v[btvlZ] which is the set 11q~{t,t,/Z} [[v: similarly r is ][~ { f f / Z } ]]v. For each ordinal (~ we define a Z a.~ as a formula of M ~ . As before let $ be a limit ordinal:
 
 v Z O. ~b = 1;1; ~,z~+L ~, = +{~,z ~. + / z } ~,z ~.+ = h ( ~ Z " . + : ~ < ~)
 
 pZ ~ ~ = ff. ~ z "+~. r = + { ~ z ~, ~ , / z } ~,z ~.+ = V ( ~ Z " . + : ~ < ~}
 
 Proposition 1 If g is AE C_ P. IIr Ilv[e/z] then ~"g ordinals a.
 
 = ~ ~Z ~. + IIv/or all
 
 A simple consequence is that we can now give a more direct definition of E ~ v 4~ when r is a fixed point formula: E ~ v vZ. r iff E ~ vZ ". 4~ for all a. E ~ v / ~ Z . 4~ iff E ~ p Z ". 4~ for some a. E x a m p l e 5 In the previous section we contrasted the definitions of [ ] 9 and Ill 4~ in modal mu-calculus. Let vZ. ~P be the formula vZ. 4~A [r]Z (expressing [ ] ~ ) and let pZ. ~ be ~tZ.r A [r]Z (expressing [~]q~)~o. Consider the different approximants these formulas generate: vZ ~ ~0 = t t vZ 1. ~ = (~ A [r]tt v Z 2. g~ = ~ ^ [r]~
 
 =
 
 r
 
 /zZ O. ~ = ff ~ Z ~. ~ = ~ A [r]~ ~z 2.~ = + ^ N ( + ^ [d~)
 
 ~ z ~. + = + ^ [ d ( + ^ [ d ( + A . . . [ d + - - . ) ) pZ ~. ~ = + ^ [ d ( + A [ d ( + ^ . . . [ d ( + A [ d ~ ) . . . ) )
 
 The approximant juZi. !/r carries the extra demand that there can not be a sequence of silent actions of length i. Hence [~] ~ requires all immediate v behaviour to eventually peter out. [] 19 It is assumed that Z is not free in r
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 3.6
 
 Embedded approximants
 
 Approximants provide an iterative technique for discovering fixed point sets. All the examples in the previous section involved a single fixed point. In this section we examine the technique in the presence of multiple fixed points, and comment on entanglement of approximants. E x a m p l e 1 The vending machine Ven has the property vZ. [2p, Ip]~P A [-]Z, when r is/zY. ( - ) t t A [--{collectb, co 92 Let 7" be the transition closed set { Ven, Venb, Vent, c o l l e c t b . Ven, c o l l e c t t . Ven}. First using approximants we evaluate the embedded fixed point #, and we abbreviate its ith approximant to #Y~: /,yO : 0 #y1 = II i. Each such edge j ~ i when j > i is changed to j ~ il. And the vertex il has an edge to i, and to I-sink if i is labelled I or to II-sink otherwise. With suitable rational probabilities on the edges, player II has a winning strategy for the graph game iff she has one for the simple stochastic game. 4.5
 
 Generalizing tableaux
 
 We have presented characterizations of when a process has a temporal property using games. We also developed tableau proof systems for verifying that processes have properties. However, a successful proof is only guaranteed in the case that a property holds of a finite state process. We would like a more general proof technique that also allows us to show properties of processes that are infinite state. Even in the finite state case a more general proof m e t h o d may be useful, as a tableau proof may become too unwieldy because of its size. There are various classes of infinite state system. Process definitions may involve explicit parameterization: examples include the counter Cti and register Reg~ of section 1.1, and the slot machine SMn of section 1.2. Each iristantiation of these processes is itself infinite state and contains the other family members within its transition graph. However the parameterization is very useful as it reveals straightforward structural similarities within these families of processes. Another class of processes that is infinite state is entirely due to the presence of data values. The protocol of section 1.2 is a paradigm example. However there are different degrees of involvement of data within these processes, depending on the extent to which data determines future behaviour. At one extreme are
 
 222 examples such as the Protocol which pass data items through the system oblivious of their particular values. A number of authors has identified classes of processes which are in this sense data independent. At the other extreme are systems such as T(i) of section 1.1 where future behaviour strongly depends on the value i. In between are systems such as the register where particular values are essential to change of state. A third class of processes is infinite state independently of parameterization. An instance is the counter Count of section 1.5. Here the system evolves its structure as it performs actions. In certain cases processes that are infinite state in that they determine an infinite state transition graph are in fact bisimulation equivalent to a finite state process. A simple example is that C de f a.C I b.C is bisimilar to C' ~ f a.C' + b.C'. Another interesting subclass of infinite state processes are those for which bisimulation equivalence is decidable. Two examples are the context free processes and the basic parallel processes [23, 22]. A final class of systems is also parameterized. However for each instance of the parameter the system is finite state. Two paradigm examples are the buffer B u f f , and the scheduler Sched,, both from section 1.4. Although the techniques for verification of temporal properties apply to instances they do not apply to the general families. In such cases we would like to prove properties generally, to show for instance that for each n > 1 Sched, is free from deadlock: T h e proof of this requires exposing structure that is common to this whole family. In this section we present a simple generalization of satisfaction, and examine how it can be used to provide a tableau proof system. The full story of this proof system (presented with Julian Bradfield in [18]) continues into the next section. A straightforward generalization of satisfaction is as a relation between a set of processes and a formula. We use the same relation ~ v for this extension. If 79 is a transition closed set with g C 79 then I s ~v r
 
 iff g C II4~ IIv ~
 
 I
 
 As before we write g ~ r when there is no valuation, or when the valuation can be understood from the context. E x a m p l e 1 The family of counters of figure 4, {Cti : i > 0}, has the property [up]([round]ff A [up] (do,n)(down)tt). The following proof uses the expected inductive definition of s ~ 4~ (which is discussed below):
 
 {Ct.i : i >
 
 O} ~ [up]([round]ffA [up](do.n)(down)it)
 
 i} ~ [round]:ffA [up](down)(do.n)tt l} ~ [round]ffand {Ctl : i _> l) ~ [up](doun)(doun)tt i >_ 1} ~ [up](do.n>(down)tt i >__2} ~ (do.n)(down)tt i > 1} ~ (do.n)tt i > 0} ~ tt
 
 iff {Cti : i > iff { Cti : i >
 
 iff iff iff iff
 
 { Cti { Cti { Cti { Cli
 
 : : : :
 
 This proof is more direct than appealing to induction on process indices.
 
 []
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 Example 1 utilizes some obvious properties of satisfaction between sets of processes and formulas. Below are necessary and sufficient conditions for all the connectives using a little notation which we shall explain.
 
 E~v~IA~2iffE~vr andE~v~2 E ~V ~1 V ~2 iff 3El, E2. E1 U E2 = E and ~1 ~ E ~ v (K)~
 
 iff there is a choice function f : E
 
 E
 
 ifr E
 
 r
 
 and E2 ~v 4~2 , K(E) and f(E) ~ v
 
 The case of conjunction is the most straightforward. Disjunction is more complex. When E ~ v ~1 V ~2 the set C can be spit into two subsets E1 and E~ with Ei ~ ~i: note that one of these sets could be empty 24. For the modal cases we utilise notation. If E is a set of processes and K is a set of actions then K ( E ) is the set { F : 3 E E E.3a E K. E ._L. F}, which is the set of processes reachable by K transitions from members of E. In example 1 { u p } ( { C t l : i > 0}) = { C t i : i > 1}. The set E has the property [K]~ iff K(E) satisfies 4~. For the diamond modality we appeal to functions. A function f : E > K(E) is a choice function provided that for each E E E there is an a E K with the feature that E a ~ f ( E ) . When f is such a function we let f ( E ) = { f ( E ) : E e E}. The set E satisfies (K)4~ just in case there is a choice function f : E , K ( E ) where f ( E ) satisfies 4~. In example 1 there is the function f : { C t i ; i > 2} , { d o w n } ( { C t i ; i > 2}) given by f ( C t i + l ) = Cti, which justifies one of the proof steps. This leaves the difficult cases of the fixed points. We shall make use of the principles developed in previous sections which appeal to games. Note however that the fixed point unfolding principle holds for the generalized satisfaction relation. We wish to extend the tableau proof system of section 4.2 to encompass sets of processes having a property. Therefore we extend the basic sequent E [-v to E t-v ~, and as usual we drop the index ]) wherever possible. Each proof rule has one of two forms:
 
 possibly with side conditions. As in section 4.2 the premise sequent E F- ~ is the goal to be achieved (that every process in E has the property ~) while the consequents are the subgoals. The tableau proof rules are presented in figure 24. As 9 we are generalizing the proof system of section 4.2 new constants are introduced as fixed point formulas are met: this makes termination less complex than if we generalized the proof system of section 4.3 where constants are reintroduced. There is one new kind of rule, a structural rule Thin, which allows the set of processes in a goal sequent to be expanded. Clearly, the rules are backwards sound. To show that all the processes in E have the property 4~ relative to 13, one tries to achieve the goal E Fv r by building a successful tableau. As before a successful
 
 24 By definition 0 ~ v ~ for any ~.
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 A
 
 v
 
 C=E~
 
 u82
 
 (K) Ef ( FE )(K)# .P r~ f : E -~ K(E) is a choice function
 
 [K] K ( e ) P a'Z.
 
 g l - aZ.q~ U ~f aZ. ~ and U is new EFU
 
 U g F O{U/Z}
 
 o'Z. ~
 
 Thin ~
 
 e C -~"
 
 Fig. 24. Tableaux rules
 
 tableau is a finite proof tree whose root is labelled with this initial sequent, and where all the leaves are labelled by sequents that are successful. Sequents labelling the immediate successors of a node labelled :~ F ~ are determined by an application of one of the rules, either by Thin or by the rule for the main connective of k~. The crucial missing ingredient is when a node counts as a terminal node. The definition of a leaf in a tableau is, as we shall see in the next section, underpinned by the game theoretic characterization of satisfaction. A tableau now captures a whole family of games. For each process in the set of processes on the left hand side of a sequent determines a play from it and the property on the right hand side. A node n labelled by the sequent ~ F !P is terminal in the circumstances described in figure 25. Clearly a node labelled with a sequent
 
 Successful terminal
 
 Unsuccessful t e r m i n a l
 
 I. ~ = tt or
 
 1'. k ~ = f f o r
 
 k~ = Z and Y C_ l;(Z)
 
 = Z and ?" ~ / 2 ( Z )
 
 2. ~ ' = 0
 
 2'. ~P = (K)~ and for some F ~ 7 . K({F}) = 0
 
 3. ~ = U and U ~ f vZ. ~ and there is a node above n
 
 3.' k~ = U and U d___cf#Z. 9 and there is a node above n labelled s F U with ~" _.DE
 
 labelled 8 ~ U with E D ~r
 
 Fig. 25. Tableau terminals
 
 fulfilling 1 or 2 is successful, and similarly any node labelled with 1' or 2' is not
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 true. The other two conditions are generalizations of those for the proof system
 
 :
 
 U~uZ.4
 
 :
 
 C~_F
 
 ,
 
 def
 
 :
 
 U = #Z.O
 
 :
 
 ~_C
 
 EFU
 
 E.I--U
 
 OrFU
 
 ~FU
 
 Successful
 
 Unsuccessful
 
 Fig. 26. "Repeat" termination conditions of section 4.2, and are pictured in figure 26. The justification for the success of condition 3 can be seen by considering any infinite length game play from a process in E with respect to the property U which cycles through the leaf ~" t- U. As :T C ,~ the play continues from this companion node. Such an infinite play must pass through U infinitely often, and is therefore a win for player II. A successful tableau for E ~-v 4i is a finite proof tree all of whose leaves are successful. A successful tableau only contains true leaves. P r o p o s i t i o n 1 I f E b'v q~ has a successful tableau then E ~ v O. However as the proof system stands, the converse is not true. A further termination condition is needed for least fixed point constants. However this condition is a little complex and so we delay its discussion until the next section. Instead we present various examples that can be proved without it. In the following we write E ~- 4~ instead of {E} ~- q~. E x a m p l e 2 It is not possible to show that Cnt has the property uZ. (up)Z using the tableau proof system of section 4.2, when Cnt is the infinite state process, Cnt ~ f u p . ( C n t [ down.0). There is a very simple proof within this more general proof system. Let Cnto be Cnt and let Cnti+l be Cnti I down.0 for any i > 0. Cnt F uZ.
 
 {Cnt
 
 (up)Z
 
 : i _> 0}
 
 . z . (up)Z
 
 { Cnt~ : i > O} ~- U {Cnt
 
 : i >_ 0}
 
 (up)U
 
 { Cnti : i >_ l } l- U Notice here the essential use of the Thin rule, and the simple condition for termination. The choice function which we have left implicit maps each Cntl to Cnti§ l . []
 
 226
 
 E x a m p l e 3 The slot machine in figure 10 is infinite state. The safety property, that the machine never pays out more than it has in its bank as described in example 2 of section 3.8, has the following tableau where the falsity of Q indicates that the slot machine owes money:
 
 { S M . : n >_ O} t- vZ.Q A [ - ] Z c F ~,Z.Q ^ [-]z ~F-U r
 
 QA[-]U
 
 ~Q
 
 ~
 
 [-Iv g~-u
 
 Here the Thin rule is used to enlarge the set of slot machines to the set ~ which is 7)( SM,~ ). [] The proof system is also applicable to finite state examples, providing a much more succinct presentation of player II's winning strategy for a game. E x a m p l e 4 Recall the level crossing of figure 7. Its safety property is expressed as v Z . ( ~ f f V [cc--5~5~]ff) A [ - ] Z . Let 9 be this formula. We employ the abbreviations in figure 8, and we let E be the full set { E 0 , . . . E l l } . Below is a successful tableau showing that the crossing has this property:
 
 Crossing t-
 
 E~U E F ([~]~
 
 ~~ ~ s - {Es, ET} e [ ~ - ~ - ~ 0 ~ f~
 
 v
 
 v [~]~f)
 
 ^ [-]u
 
 [~]~f
 
 c ~ [-]u
 
 ~ - {E4, E6} e [ ~ ] ~
 
 ~ e U
 
 0F ~
 
 Again notice the essential use of the Thin rule at the first step.
 
 []
 
 E x a m p l e 5 In example 2 of section 4.2 we noted how similar the two subtableaux T1 and T2 are. These can be amalgamated as follows (where the same abbreviations are used):
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 { Venb, Vent} b U
 
 { venb, Vent} ~- [2fie ^ [-]u
 
 { Venb, Vent} t- [2p]~
 
 (genb, genl} ~- [-IV { Venb, Yen,} ~- [-W {cb. Ven, ct. Ven} ~- U
 
 {r Yen, ~t. Ven} F [:p]~ ^ [-]U {r Ven, r Ven} e [2p]r {r Ven, et. Ven} F [-]U Ot"~
 
 0
 
 The terminals have changed slightly. 4.6
 
 Venb U
 
 Well f o u n d e d n e s s
 
 The proof system of the previous section is not complete. An example for which there is not a successful tableau is given by the following cell, C d=ef in(x).Bx when x : N and Bn+l def down.Bn. This cell has the property of eventual termination, I-tZ. [-]Z, The only possible tableau for C b pZ. [ - ] Z up to renaming the constant, and inessential applications of Thin is:
 
 c ~- ~z. [-]z CbU
 
 c ~ [-]u (1) {Bi : i _ > O } b U (2) {Bi : i >_ O} I-- [-]U
 
 (3) {Bi : i > 0 } [ - U The final node (3) is terminal because of the node labelled (1) above it, and it is unsuccessful because U is a least fixed point constant. However any play of the game (C,/~Z. I-]Z) is won by player IL One solution to the problem is to permit induction on top of the current proof system by showing that each Bi has the property U. However we would like to avoid explicit induction principles. Instead we shall present criteria for success which captures player II's winning strategy. This requires one more condition for termination. The additional circumstance for being a leaf node of a proof tree concerns least fixed point constants. A node n labelled by the sequent 2" b U is also a terminal if it obeys the (almost repeat) condition of figure 27. This circumstance is very similar to condition 3 of the previous section except it is with respect
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 def
 
 :
 
 U -- # Z . ~ ~c_E
 
 CFU ~'FU
 
 Fig. 27. New terminal
 
 to a least fixed point constant, and it is also similar to 3' except that the set of processes ~" at the leaf is a subset of C. Not all nodes that obey this new condition are successful. The definition of success (taken from [18]) is intricate, and requires some notation. A leaf which obeys condition 3 of being a terminal from the previous section or the new terminal condition above is called a (r-terminal, where ~r m a y be instantiated by a v or p depending on the kind of constant involved. Suppose node n ' is an immediate successor of n, and n is labelled by E F ~ and n ~ is labelled E ~ h ~ . n:
 
 s
 
 A game play proceeding through (E, ~) where E E E can have as its next configuration (E~,~ ') where E ~ E C' provided the rule applied at n is not Thin. Which possible processes E ~ E C~ can be in this next configuration depend on the structure of ~. This motivates the following notion 9 We say that E ' E E' at n ~ is a dependant of E E E at n if - the rule applied to n is A, V, U, a Z , or Thin, and E - E ~, or - the rule i s [ K ] a n d E a ) E ~ for some a E K, or - the rule is (K), and E ' = f(E) where f is the choice function. All the possibilities are covered here. An example is that each Bi at node (2) in the tableau earlier is a dependant of the same Bi at node (1), and each Bi at (1) is a dependant of C at the node directly above it. Assume t h a t the companion of a cr-terminal is the most recent node above it which makes it a terminal. (There may be more than one node above a aterminal which makes it a leaf, hence we take the lowest one.) Next we define the notion of a trail. D e f i n i t i o n 1 Assume that node nk is a p-terminal and node na is its companion. A trail from process E1 at n l to Ek at nk is a sequence of pairs of nodes and processes (nl, E l ) . . . . , (nk, Ek) such that for all i with 1 _< i < k either
 
 1. Ei+l at ni+l is a dependant of Ei at nl, or
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 2. ni is the immediate predecessor of a #-terminal node n ' (where n I ~ nk) whose companion is nj for some j : 1 < j < i, and ni+l = nj and Ei+l at n ~ is a dependant of El at nl. ((1), B2)((2), B2) ((3), B1) is a simple trail from B~ at (1) to B1 at (3) in the tableau earlier. In this case B2 at (2) is a dependant of B2 at (1), and B1 at (3) is a dependant of B2 at (2). Condition 2 of Definition 1 is needed to take account of the possibility of embedded fixed points as pictured in figure 28. A trail from (n~, E l ) to (nk, E~) may pass through node nj repeatedly before
 
 9 nl
 
 EFU
 
 n3 C~)-V
 
 nk
 
 ~'t-U
 
 n'
 
 2-1 t- V
 
 Fig. 28. Embedded terminals: ~" C g and ~'1 C gl.
 
 continuing to nk. In this case nk is a p-terminal but n ~ may be either a p or a u-terminal. In fact node nj here could be na with nk and n ' both sharing the same companion. This can be further iterated when there is another #-companion along the path from nj to n| and a further leaf n ' , and so on. Note that there is an intimate relationship between the sequence of processes in a trail and a sequence of processes in part of a game play from from the companion node to the terminal. Each companion node n of a p-terminal induces a relation Dn: D e f i n i t i o n 2 E t > n F if there is a trail from E at n to F at a p-terminal whose companion is n. We now come to the definition of a successful p-terminal. D e f i n i t i o n 3 A p-terminal whose companion node is n is successful if there is no infinite "descending" chain E0 Dn E1 I>n .... Success means that the relation (a) B~. Suppose we amend the definition of Bi+l to Bi+l d_efdown.Bi +up.Bi+2. Each Bi+l has the extra capability for performing up. An attempt to prove that C eventually terminates yields the same tableau as at the beginning of the section. However this tableau is now unsuccessful. There are two two trails from Bi+l at (1) to (3): ((1), Bi+I) ((2), Bi+I) ((3), Bi) and ((1), Bi+I) ((2), Bi+l) ((3), Bi+2). Hence, both Bi+l t>(a) Bi and Bi+l t>(a) Bi+2. Consequently there is a variety of infinite decreasing sequences from Bi+l such as Bi+l t>(a) Bi+2 t>(a) Bi+l .... [] E x a m p l e 2 The liveness property of the crossing subject to the assumption of fairness of the signal, as we saw in example 3 of section 3.8, is expressed by the following open formula vY.[car]@l A [-]Y, where ~q is
 
 I~X.vYl.(O V [-r162
 
 V X) A [-r
 
 A [--r162
 
 and where Q holds when the crossing is in any state where Rail can by itself perform green and R holds in any state where Road can by itself perform up. We employ the abbreviations in figure 8, and we let g be the full set {E0, ..., Ell}. The states that Q holds at are E~, E3, E6 and El0 and R holds at El, Ea, ET, and Ell. A proof that the crossing has this property is given in stages in figure 29. In this tableau there is one/~-terminal, labelled (1) whose companion is (c). The relation E>r is well founded as we only have: E1 t>c E4, E4 t>r Es and E3 I:>e E6. Therefore the tableau is successful. [] E x a m p l e 3 The verification that the slot machine has the weak liveness property that a million pounds can be won infinitely often is given by the following successful tableau:
 
 {SMn : n >_O} b vY.I~Z.(~'~(IO6)}Y V ( - ) Z g b vY.#Z.(~"~(IO6))Y Y ( - ) Z s g ~- #Z.(~-n(lO6)>V V ( - ) Z
 
 (x)
 
 v
 
 (2) s t- (w-~(lO6))U V ( - ) V E1 F- (u-~(lO6))U
 
 el
 
 u
 
 (3) s b ( - ) V
 
 (4)
 
 v
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 { Cros~,,g} F ~Y.[r
 
 A FlY
 
 g }- .Y.[car]~l ^ [-]Y g'F U
 
 E l- [r
 
 ^ [-iU
 
 E F [car]~l
 
 c ~- [ - W
 
 {EI,E3,ET,Ell } t- q/1
 
 CI-U
 
 T1 ~1 "~ { E l , E 3 , E 4 , E 6 , E T , E l l }
 
 T1
 
 (e) E~ e v C1 F ~,Y~.(Q v [-r162
 
 v V) ^ [-r162
 
 ^ [ - r162
 
 ~'1 I- U1
 
 ~r I- Q v [ - ~ ] ( l p Y 2 . ( R E, F Q v [-~r
 
 A [-cc-"~ro'-~]Ui
 
 v V) A [ - ~ ] Y 2 )
 
 v V) ^ [-r162 {E3,E~} F Q
 
 c~ e [ - ~ ] v ,
 
 T2
 
 E~ t- UI
 
 T2 {El, E~, E~ , Ell} ~- [ - c c ~ ] ( v Y 2 . ( R v V) A [-cc--SVS-~]Y2)
 
 {E,,E3,E4,E6,Ell} F .Y2.(R v V) ^ [ - ~ ] 8 9 {E,,E3,E4,E6,E~,E~I} ~- . 8 9
 
 v V) ^ [ - ~ ] 8 9
 
 {E1,E3,E~,E6,E~,E.} F U2 {E1,Ez,E,,E6,Er,E. } F ( R v V ) A [ - ~ ] U ~ { EI, E3, E4, E6, ET , Ell } I- R V V {E~,Ea,ET,EI~} I- R
 
 (1) {E4,E~} I- V
 
 Fig. 29. Liveness proof for the Crossing
 
 { E~ , Ea, E4, E6, ET , E ~ } I- [ - ~ ] U 2 {E~,Ez,E4, E6,ET,E~I} t- U2
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 E is the set of all derivatives. The vital rules in this tableau are the disjunction at node (1), where El is exactly those processes capable of performing a ~in(106) action, and E2 is the remainder; and the (K) rule at node (3), where J" is defined to ensure that s is eventually reached: for a process with less than 10 s in the bank, f chooses events leading towards loss, so as to increase the amount in the bank; and for processes with more than 106, f chooses to release(106). The formal proof requires partitioning s into several classes, each parametrized by an integer n, and showing that while n < 106, n is strictly increasing over a cycle through the classes; then when n = 106, f selects a successor that is not in E2, and so a Chain from E0 through nodes (1), (2), (3), (4) terminates. [] E x a m p l e 4 Consider the following family of processes for i > i from section 1.1:
 
 T(i) dej if even(i)
 
 then
 
 5-~(i).T(i/2)
 
 else
 
 -6~(i):T((3i + 1)/2)
 
 If T(i) for all i _> 1 stabilizes into the cycle T(2) *-'~'(~)T(1) ,-~(1)) T(2) then the following tableau is successful, and otherwise it is not. But which of these holds is not known! {T(i) : i >_ 1} [-/tY. (o--ff[(2))tt V [-]Y {T(i) : i > 1 } F U {T(i) : i > 1} F (o---ff~(2))tt V [-]U
 
 T(2)
 
 {T(i) : i > 1 ^ i # 2} e [ - ] u
 
 T(1) [- tt
 
 {T(i) : i > l } [ - U
 
 The problem is that we dont know if the relation induced by the companion of this leaf is well-founded. [] 5
 
 Concluding
 
 Comments
 
 In previous sections we used modal logic and modal mu-calculus for analysing properties of processes. We also noted the close relationship between bisimilarity and having the same properties. Some of the techniques mentioned, especially in the case of finite state processes, are implemented in the Edinburgh Concurrency Workbench 25. Another tool is the infinite state model checker for Petri nets based on tableaux, described in [16]. An important topic which we have not discussed is to what extent verification can be guided by the theory of processes. Game playing and the tableau proof rules are directed by the logical structure of the property. A simple case of where the theory of processes m a y impinge is the following proof rule that can be added to the tableaux proof systems of sections 4.2 and 4.3 when r is a closed formula. 25 Which is freely available by emailing [email protected], or from the WWW, http://www.dcs.ed.ac.uk/packages/cwb/index.html.
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 EF~
 
 F,,,E
 
 Fh~
 
 This is justified because as we saw in section 3.7 bisimulation equivalence preserves temporal properties. Moreover if r belongs to weak modal mu-calculus then we only need the subgoal F ~ E. Use of this rule could appeal to the theory of bisimulation, and techniques for minimizing process descriptions. Alternatively it could appeal to the equational theory of processes. 9Process behaviour is chronicled through transitions. But processes also have structure, defined as they are from combinators. To what extent can process properties be defined without appealing to transition behaviour, but instead to this algebraic structure? The ascription of boolean combinations of properties to processes does not directly depend on their behaviour: for instance, E satisfies Y kP provided it satisfies one of the disjuncts. Consequently it is the modal (and fixed point) operators that we need to concern ourselves with, how algebraic structure relates to them. Some simple cases are captured in the following lemma. L e m m a 1 i. if a ~ K
 
 then a.E ~ [K]4~ and a.E ~ From Propositions 7, 19 and 20.
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 it follows that alternating Biichi automata are closed under complement, but the precise complexity of complementation in this case is not known. Finally, by combining Propositions 13 and 20, we can obtain a nonemptiness test for alternating Biichi automata. Proposition 21. 1. The nonemptiness problem for alternating Bachi automata is decidable in exponential time. 2. The nonemptiness problem for alternating Bachi automata is PSPACE-complete.
 
 Proof: All that remains to be shown is the PSPACE-hardness of nonemptiness. We show that the nonemptiness problem for alternating automata is reducible to the nonemptiness problem for alternating Biichi automata. Let A = ( S , S, s ~ p, F ) be an alternating automaton. Consider the alternating Biichi automaton A' = ( S , S, s ~ p', 0), where p'(s, a) = p(s, a) for s E S - F and a E S , and p'(s, a) = true for s E F and a E S . We claim that L ( A ) # 0 iff Lw(A') # 0. Suppose first that w E L ( A ) for some w E S*. Then there is an accepting run r of A on w. But then r is also an accepting run of A' on wu for all u E LTM,because p~(s,a) = true for s E F and a E S , so wu E Lw(A'). Suppose, on the other hand, that w E Lo~(A) for some w E L~ . Then there is an accepting run r of A' on w. Since A' has no accepting state, r cannot have infinite branches, so by K6nig's Lemma it must be finite. Thus, there is a finite prefix u of w such that r is an accepting run of A on u, so u E L(A). 1
 
 3
 
 Linear Temporal Logic and Automata on Infinite Words
 
 Formulas of linear-time propositional temporal logic (LTL) are b u t t from a set Prop of atomic propositions and are closed under the application of Boolean connectives, the unary temporal connective X (next), and the binary temporal connective U (until) [Pnu77, GPSS80]. LTL is interpreted over computations. A computation is a function ~ 7r : N --~ 2 Pr~ which assigns truth values to the elements of Prop at each time instant (natural number). For a computation ~r and a point i E ~v, we have that: - ~r, i ~ p for p E Prop i f f p E ~r(i).
 
 - ~r,i~Ar162 - ~r,i ~ -~9 iffnot 7r, i ~ 9
 
 - ~r,i~X~iff~r,i+l~9. - ~r, i ~ ~ U r ifffor some j _> i, wehave ~r,j ~ ~ and for allk, i < k < j, we have Thus, the formula t r u e U 9, abbreviated as F g , says that 9 holds eventually, and the formula -~F~9, abbreviated G 9, says that 9 holds henceforth. For example, the formula G(~request V (requestUgrant)) says that whenever a request is made it holds continuously until it is eventually granted. We will say that 7r satisfies a formula 9, denoted 7r ~ 9, iff ~', 0 ~ 9. Computations can also be viewed as infinite words over the alphabet 2 pr~ . We shall see that the set of computations satisfying a given formula are exactly those accepted
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 by some finite automaton on infinite words. This fact was proven first in [SPH84]. The proof there is by induction on structure of formulas, Unfortunately, certain inductive steps involve an exponential blow-up (e.g., negation corresponds to complementation, which we have seen to be exponential). As a result, the complexity of that translation is nonelementary, i.e., it may involve an unbounded stack of exponentials (that is, the complexity bound is of the form 2n ""
 
 1
 
 where the height of the stack is n.) The following theorem establishes a very simple translation between LTL and alternating Btichi automata. Theorem22. [MSS88, Var94] Given an LTL formula T, one can build an alternating Bachi automaton A~ = ( S, S, s ~ p, F), where Z = 2 Pr~ at/z/IS[ is in O([TI), such that L~ ( A~ ) is exactly the set of computations satisfying the formula T. Proof.- The set S of states consists of all subformulas o f t and their negation (we identify the formula -~mb with r The initial state s o is T itself. The set F of accepting states consists of all formulas in S of the form --,(~Ur It remains to define the transition function p. In this construction, we use a variation of the notion of dual that we used in Section 2.5. Here, the dual 0 of a formula is obtained from 0 by switching V and A, by switching true and false, and, in addition, by negating subformulas in S, e.g., -~p V (q A Xq) is p A (-~q V -~Xq). More formally,. - ~ = --,~, for ~ E S, - true = false, - false = true,
 
 - (,~ A ~) = (~ v ~), and - ( ~ v/~) = ( ~ ^ ~). We can now define p:
 
 p(p, a) = true ifp E a, p(p, a) = false ifp ~ a, - ,o(,~ A r a) = p(,~, a) ^ ,o(r a), - p(-~r a) = p(r ~), -
 
 -
 
 p(Xe,
 
 -
 
 p(~Ur
 
 a ) ---- r
 
 a) : p ( r a) V (p(~, a) A ~ U r
 
 Note that p(r a) is defined by induction on the structure of r Consider now a run r of A~. It is easy to see that r can have two types of infinite branches. Each infinite branch is labeled from some point on by a formula of the form ~Vr or by a formula o f th e form --,(~Ur Since p(-~(~Vr a) = p(r a) A (p(~, a) V --,(~Ur an infinite branch labeled from some point by --,(~Ur ensures that ~Ur indeed falls at that point, since r fails from that point on. On the other hand, an infinite branch labeled from some point by ~Ur does not ensure that ~Ur holds at that point, since it does not ensure that r eventually holds. Thus, while we should allow infinite
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 branches labeled by --,((U~b), we should not allow infinite branches labeled by (UV. This is why we defined F to consists of all formulas in S of the form --,(~U!b). |
 
 Example1. Consider the formula ~ = (X-,p)Uq. The alternating Biichi automaton associated with ~ is A~, = (20',q}, {~, -,to, X-,p, -,X-,p, -~p,p, q, -,q}, ~o, p, {--,~o}), where p is described in the following table. liP(s, {p,q})[p(s, {p})[p(s, true --,p A ~o true -~ false p V ",la false X~p ~p ~p --,p -,X-,pl p p p --,p false false true p true true false q true false true -~q false true false s
 
 9
 
 {q})lp(s,r --,p A 9a p V "!a
 
 ~p p true false false true
 
 In the state ~o, if q does not hold in the present state, then A~ requires both X-~p to be satisfied in the present state (that is, --,p has to be satisfied in next state), and it to be satisfied in the next state. As ~ ~ F, A~, should eventually reach a state that satisfies q. Note that many of the states, e.g., the subformulas X - , p and q, are not reachable; i.e., they do not appear in any run of A~,. | By applying Proposition 20, we now get: Coronary23. [VW941 Given an LTL formula ~, one can build a Bachi automaton A~, = (S, S, S ~ p, F), where S = 2 P~~ and ISI is in 2 ~ such that L~(A~,) is exactly the set of computations satisfying the formula ~. The proof of Corollary 23 in [VW94] is direct and does not go through alternating Btichi automata. The advantage of the proof here is that it separates the logic from the combinatorics. Theorem 22 handles the logic, while Proposition 20 handles the combinatorics.
 
 Example2. Consider the formula to = FGp, which requires p to hold from some point on. The Biichi automaton associated with ~ is A~o = (2 {p) , {0, 1}, {0}, p, { 1}), where p is described inthe following table.
 
 slip(s, {p})lp(s, 0)1 90 {0,1} 1 {1}
 
 ~0} [
 
 The automaton A~, can stay forever in the state 0. Upon reading p, however, A~, can choose to go to the state 1. Once A~, has made that transition, it has to keep reading p, otherwise it rejects. Note that A~, has to make the transition to the state 1 at some point, since the state 0 is not accepting. Thus, A~o accepts precisely when p holds from some point on. |
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 4 4.1
 
 Applications Satisfiability
 
 An LTL formula ~ is satisfiable if there is some computation ~r such that 7r ~ ~. An unsatisfiable formula is uninteresting as a specification, so unsatisfiability most likely indicates an erroneous specification. The satisfiability problem for LTL is to decide, given an LTL formula ~, whether ~ is satisfiable. Theorem24. [SC85] The satisfiability problem for LTL is PSPACE-complete. Proof: By Corollary 23, given an LTL formula ~, we can construct a Btichi automaton A~,, whose size is exponential in the length of ~, that accepts precisely the computations that satisfy ~. Thus, ~ is satisfiable iff A~ is nonempty. This reduces the satisfiability problem to the nonemptiness problem. Since nonempljness of Btichi automata can be tested in nondeterministic logarithmic space (Proposition 13) and since A~ is of exponential size, we get a polynomial-space algorithm (again, the algorithm constructs A~ "on-the-fly"). To prove PSPACE-hardness, it can be shown that any PSPACE-hard problem can be reduc~l to the satisfiability problem. That is, there is a logarithmic-space algorithm that given a polynomial-space-bounded Turing machine M and a word w outputs an LTL formula ~g,w such that M accepts w iff ~M,w is satisfiable. 1 An LTL formula ~ is valid if for every computation 7r we have that 7r ~ ~. A valid formula is also uninteresting as a specification. The validity problem for LTL is to decide, given an LTL formula ~, whether ~ is valid. It is easy to see that ~o is valid iff - ~ is not satisfiable. Thus, the validity problem for LTL is also PSPACE-complete.
 
 4.2 Verification We focus here onfinite-state programs, i.e., programs in which the variables range over finite domains. The significance of this class follows from the fact that a significant number of the communication and synchronization protocols studied in the literature are in essence finite-state programs [Liu89, Rud87]. Since each state is characterized by a finite amount of information, this information can be described by certain atomic propositions. This means that a finite-state program can be specified using propositional temporal logic. Thus, we assume that we are given a finite-state program and an LTL formula that specifies the legal computations of the program. The problem is to check whether all computations of the program are legal. Before going further, let us define these notions more precisely. A finite-state program over a set Prop of atomic propositions is a structure of the form P = (IV, w0, R, V), where W is a finite set of states, w0 E W is the initial state, R C_ W 2 is a total accessibility relation, and V : W ~ 2 Pr~ assigns truth values to propositions in Prop for each state in W. The intuition is that W describes all the states that the program could be in (where a state includes the content of the memory, registers, buffers, location counter, etc.), R describes all the possible transitions between states (allowing for nondeterminism), and V relates the states to the propositions (e.g., it tells us in what states the proposition request is true). The assumption that R is total
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 (i.e., that every state has a child) is for technical convenience. We can view a terminated execution as repeating forever its last state. Let u be an infinite sequence u0, u l . . . of states in W such that u0 = w0, and uiRui+l for all i > 0. Then the sequence V(uo), V ( u l ) . . . is a computation of P. We say that P satisfies an LTL formula 9 if all computations of P satisfy 9. The verification problem is to check whether P satisfies 9. The complexity of the verification problem can be measured in three different ways. First, one can fix the specification 9 and measure the complexity with respect to the size of the program. We call this measure the program-complexity measure. More precisely, the program complexity of the verification problem is the complexity of the sets {P [ P satisfies 9} for a fixed 9. Secondly, one can fix the program P and measure the complexity with respect to the size of the specification. We call this measure the specification-complexity measure. More precisely, the specification complexity of the verification problem is the complexity of the sets {9 [ P satisfies 9} for a fixed P. Finally, the complexity in the combined size of the program and the specification is the combined complexity. Let C be a complexity class. We say that the'program complexity of the verification problem is in C if {P [ P satisfies 9} E C for any formula 9. We say that the program complexity of the verification problem is hard for C if {P I P satisfies 9} is hard for C for some formula 9. We say that the program complexity of the verification problem is complete for C if it is in C and is hard for C. Similarly, we say that the specification complexity of the verification problem is in C if {9 1P satisfies 9} E C for any program P, we say that the specification complexity of the verification problem is hard for C if {9 1P satisfies 9} is hard for C for some program P, and we say that the specification complexity of the verification problem is complete for C if it is in C and is hard for C. We now describe the automata-theoretic approach to the verification problem. A finite-state program P = (W, w0, R, V) can be viewed as a Biichi automaton A p = (S, W, {w0}, p, W), where 2? = 2 P~~ and s' E p( s , a) iff ( s , s' ) E R and a = V ( s ) . As this automaton has a set of accepting states equal to the whole set of states, any infinite run of the automaton is accepting. Thus, Lo~(Ap) is the set of computations of P. Hence, for a finite-state program P and an LTL formula 9, the verification problem is to verify that all infinite words accepted by the automaton Ap satisfy the formula 9. By Corollary 23, we know that we can build a Btichi automaton A~ that accepts exactly the computations satisfying the formula 9. The verification problem thus reduces to the automata-theoretic problem of checking that all computations accepted by the automaton Ap are also accepted by the automaton A~, that is L~ (Ap) C__Lo~(A~). Equivalently, we need to check that the automaton that accepts Lo~ ( A p ) N L~ (A~) is empty, where L,~('A-7) = L ~ ( A ~ ) = L ~ - Lo~(A~).
 
 First, note that, b y Corollary 23, Lo~(A~) = Lo~(A-,~) and the automaton A-~ has 2~ states. (A straightforward approach, starting with the automaton A~ and then using Proposition 7 to complement it, would result in a doubly exponential blow-up,) To get the intersection of the two automata, we use Proposition 6. Consequently, we can build an automaton for L,~ ( A p ) CI L , z ( A . ~ ) having I W I , 2 ~ states. We need to check this automaton for emptiness. Using Proposition 13, we get the following results.
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 Theorem25. [LP85, SC85, VW861
 
 1. The program complexity of the verification problem is complete for NLOGSPACE. 2. The specification complexity of the verification problem is complete for PSPACE. 3. Checking whether a finite-state program P satisfies an LTL formula ~ocan be done in time O(IPI 92 ~ or in space 0((1~,[ + log IpD2). We note that a time upper bound that is polynomial in the size of the program and exponential in the size of the specification is considered here to be reasonable, since the specification is usually rather short [LP85]. For a practical verification algorithm that is based on the automata-theoretic approach see [CVWY92].
 
 4.3
 
 Synthesis
 
 In the previous section we dealt with verification: we are given a finite-state program and an LTL specification and we have to verify that the program meets the specification. A frequent criticism against this approach, however, is that verification is done after significant resources have already been invested in the development of the program. Since programs invariably contain errors, verification simply becomes part of the debugging process. The critics argue that the desired goal is to use the specification in the program development process in order to guarantee the design of correct programs. This is called program synthesis. It turns out that to solve the program-synthesis problem we need to use automata on infinite trees.
 
 Rabin Tree Automata Rabin tree automatarun on infinitelabeled trees with a uniform branching degree (recall the definition of labeled trees in Section 2.5). The (infinite) kary tree ~-k is the set { 1 , . . . , k}*, i.e., the set of all finite sequences over { 1 , . . . , k}. The elements of rk are the nodes of the tree. If x and xi are nodes of rk, then there is an edge from x to xi, i.e., z is the parent of zi and xi is the child of z. The empty sequence e is the root o f r k . A branch/3 = x0, z l , . . , of rk is an infinite sequence of nodes such that z0 = e, and xi is the parent of zi+l for all i _> 0. A S-labeled k-ary tree T , for a finite alphabet S , is a mapping 7 : 7-k ~ Z that assigns to every node a label. We often refer to labeled trees as trees; the intention will be clear from the context. A branch /3 = a:0, z l , . . , of T defines an infinite word 7(/3) = T(z0), 7-(Xl),... consisting of the sequence of labels along the branch. A k-ary Rabin tree automaton A is a tuple ( S , S, S ~ p, G), where 2 is a finite alphabet, S is a finite set of states, SO C_ S is a set of initial states, G C_ 2 s x 2 s is a Rabin condition, and p : S x S -~ 2 sk is a transition function. The automaton A takes as input Z-labeled k-ary trees. Note that p(s, a) is a set of k-tuples for each state s and symbol a. Intuitively, when the automaton is in state s and it is reading a node x, it nondeterministically chooses a k-tuple ( s l , . . . , sk) in p(s, T ( x ) ) and then makes k copies of itself and moves to the node zi in the state si for i = 1 , . . . , k. A run r : "ok ~ S of A on a Z-labeled k-ary tree 7- is an S-labeled k-ary tree such that the root is labeled by an initial state and the transitions obey the transition function p; that is, r(e) E S ~ and for each node x we have ( r ( x l ) , . . . , r ( z k ) ) E p(r(z), 7-(x)). The run is accepting if r(/3) satisfies G for every branch/3 = z0, x l , . . , of ~-k. That is,
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 for every branch/~ = ~0, xl, .... there is some pair (L, U) E G such that r(xi) E L for infinitely many i's, but r(xi) E U for only finitely many i's. Note that different branches might be satisfied by different pairs in G. The language of A, denoted Lo~(A), is the set of trees accepted by A. It is easy to see that Rabin automata on infinite words are essentially 1-ary Rabin tree automata. The nonemptiness problem for Rabin tree automata is to decide, given a Rabin tree automaton A, whether Lw (A) is nonempty. Unlike the nonemptiness problem for automata on finite and infinite words, the nonemptiness problem for tree automata is highly nontrivial. It was shown to be decidable in [Rab69], but the algorithm there had nonelementary time complexity; i.e., its time complexity could not be bounded by any fixed stack of exponential functions. Later on, elementary algorithms were described in [HR72, Rab72]. The algorithm in [HR72] runs in doubly exponential time and the algorithm in [Rab72] runs in exponential time. Several years later, in [Eme85, VS85], it was shown that the nonemptiness problem for Rabin tree automata is in NP. Finally, in [EJ88], it was shown that the problem is NP-complete. There are two relevant size parameters for Rabin tree automata. The first is the transition size, which is size of the transition function (i.e., the sum of the sizes of the sets Ip(s, a)] for s E S and a E S); the transition size clearly takes into account the the number of states in S. The second is the number of pairs in the acceptance condition G. For our application here we need a complexity analysis of the nonemptiness problem that takes into account separately the two parameters.
 
 Proposition 26. [EJ88, PR89] For Rabin tree automata with transition size m and n pairs, the nonemptiness problem can be solved in time (ran) ~ In other words, the nonemptiness problem for Rabin tree automata can be solved in time that is exponential in the number of pairs but polynomial in the transition size. As we will see, this distinction is quite significant. Realizability The classical approach to program synthesis is to extract a program from a proof that the specification is satisfiable. In [EC82, MW841, it is shown how to extract programs from (finite representations of) models of the specification. In the late 1980s, several researchers realized that the classical approach is well suited to closed systems, but not to open systems [Di189, PR89, ALW89]. In open systems the program interacts with the environment; such programs are called reactive programs [HP85]. A correct reactive program should be able to handle arbitrary actions of the environment. If one applies the techniques of [EC82, MW84] to reactive programs, one obtains programs that can handle only certain actions of the environment. In [PR89, ALW89, Di189], it is argued that the fight way to approach synthesis of reactive programs is to consider the situation as an infinite game between the environment and the program. We are given a finite set W of states and a valuation V : W ~ 2 P r ~ . The intuition is that W describes all the observable states that the system can be in. (We will see later why the emphasis here on observability.) A behavior r over W is an infinite word over the alphabet W. The intended meaning is that the behavior w0, w l , . . , describes a sequence of states that the system goes through, where the transition from wi_ l to wi was caused by the environment when i is odd and by the program when i is even. That is,
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 the program makes the first move (into the first state), the environment responds with the second move, the program counters with the third move, and so on. We associate with r the computation V(r) = V(wo), V(wl), ., and say that r satisfies an LTL formula if V(r) satisfies 9. The goal of the program is to satisfy the specification 9 in the face of every possible move by the environment. The program has no control over the environment moves; it only controls its own moves. Thus, the situation can be viewed as an infinite game between the environment and the program, where the goal of the program is to satisfy the specification 9. Infinite games were introduced in [GS53] and they are of fundamental importance in descriptive set theory [Mos80]. Histories are finite words in W*. The history of a run r = w0, w l , . . , at the even point i > 0, denoted hist(r, i), is the finite word wl, w 3 , . . . , wi-1 consisting of all states moved to by the environment; the history is the empty sequence e for i = 0. A program is a function f : W* ~ W from histories to states. The idea is that if the program is scheduled at a point at which the history is h, then the program will cause a change into the state f(h). This captures the intuition that the program acts in reaction to the environment's actions. A behavior r over W is a run of the program f if si = f(hist(r, i)) for all even i. That is, all the state transitions caused by the program are consistent with the program f . A program f satisfies the specification ~ if every run of f over W satisfies 9. Thus, a correct program can be then viewed as a winning strategy in the game against the environment. We say that ~ is realizable with respect to W and V if there is a program f that satisfies 9, in which case we say that f realizes 9. (In the sequel, we often omit explicit mention of W and V when it is clear from the context.) It turns out that satisfiability of 9 is not sufficient to guarantee realizability of 9.
 
 Example3. Consider the case where Prop = {p}, W = {0, 1}, V(0) = 0, and V(1) = {p}. Consider the formula Gp. This formula requires that p always be true, and it is clearly satisfiable. There is no way, however, for the program to enforce this requirement, since the environment can always moves to the state 0, making p false. Thus, Gp is not realizable. On the other hand, the formula GFp, which requires p to hold infinitely often, is realizable; in fact, it is realized by the simple program that maps every history to the state 1. This shows that realizability is a stronger requirement than satisfiability. | Consider now the specification 9. By Corollary 23, we can build a Btichi automaton A~ = (S, S, S ~ p, F), where S = 2Pr~ and ISI is in 2 ~ such that L~(A~) is exactly the set of computations satisfying the formula ~o. Thus, given a state set W and a valuation V : W ~ 2 Pr~ we can also construct a Biichi automaton A~ = (W, S, S O, p', F ) such that L~ (A~) is exactly the set of behaviors satisfying the formula 9, by simply taking p~(s, w) = p(s, V(w)). It follows that we can assume without loss of generality that the winning condition for the game between the environment and the program is expressed by a Btichi automaton A: the program f wins the game if every run of f is accepted by A. We thus say that the program f realizes a Btichi automaton A if all its runs are accepted by A . We also say then that A is realizable. It turns out that the realizability problem for Btichi automata is essentially the solvability problem described in [Chu63]. (The winning condition in [Chu63] is expressed
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 in S1S, the monadic second-order theory of one successor function, but it is known [Btic62] that S 1S sentences can be translated to Biichi automata.) The solvability problem was studied in [BL69, Rab72]. It is shown in [Rab721 that this problem can be solved by using Rabin tree automata. Consider a program f : W* ---. W. Suppose without loss of generality that W = { 1 , . . . , k}, for some k > 0. The program f can be represented by a W-labeled k-ary tree 7-I. Consider a node z = ioil ... i,,~, where 1 < ii < k for j = 0 . . . . , m. We note that x is a history in W*, and define T / ( x ) = f ( z ) . Conversely, a W-labeled k-ary tree 7- defines a program fT-. Consider a history h = ioil . . . ira, where 1 < ii < k for j = 0 , . . . , m. We note that h is a node of rk, and define fT-(h) = 7-(h). Thus, W-labeled k-ary trees can b e viewed as programs. It is not hard to see that the runs of f correspond to the branches of Ty. Let /~ = z0, 2:1,... be a branch, where x0 = e and ~:j = ~ j - l i j - 1 for j > 0. Then r = 7-(z0), i0, 7-(zl), il, 7-(x2), 999 is a run of f , denoted r(/~). Conversely, if r = i0, i l , . . , is a run of f , then 7-I contains a branch/~(r) = z0, ~:1, 99-, where z0 = e, :ej = xi_li2j+l, and 7-(xj) = i2j f o r j >__0. O n e w a y to visualize thisis to thinkof the edge from the parent z to its child xi as labeled by i. Thus, the run r(fl) is the sequence of edge and node labels along ft. We thus refer to the behaviors r(fl) for branches j3 of a W-labeled k-ary tree 7- as the runs o f T , and we say that 7" realizes a Biichi automaton A if all the runs of 7" are accepted by A. We have thus obtained the following:
 
 Proposition27. A program f realizes a Bachi automaton A iff the tree 7-f realizes A. We have thus reduced the realizability problem for LTL specifications to an automatatheoretic problem: given a Biichi automaton A, decide if there is a tree 7- that realizes A. Our next step is to reduce this problem to the nonemptiness problem for Rabin tree automata. We will construct a Rabin automaton/3 that accepts precisely the trees that realize A. Thus, Lo~(/3) ~ 0 iffthere is atree that realizes A. Theorem28. Given a Bfichi automaton A with n states over an alphabet W = { 1 , . . . , k}, we can construct a k-ary Rabin tree automaton B with transition size k 2O( n logn) and O ( n ) pairs such that Loj ( B ) is precisely the set of trees that realize A. Proof: Consider an input tree T . The Rabin tree automaton B needs to verify that for every branch/3 of T we have that r(/~) E L~ (A). Thus, B needs to "run A in parallel" on all branches of 7-. We first need to deal with the fact that the labels in 7- contain information only about the actions of f (while the information on the actions of the environment is implicit in the edges). Suppose that A = (W, S, S o , p, F ). We first define a Btichi automaton A' that emulates A by reading pairs of input symbols at a time. Let A' = (W 2, S x {0, 1}, S O x {0}, p', S x {1}), where
 
 p'(s, (a, b)) = {(t, O) It ~ p(s', b)
 
 F for some s' E p(s, a) - F } U
 
 { (t, 1) It ~ p(s', b) for some s' e p(s, a) n F } U {(t, 1) It E p ( J , b) O F for some s' E p(s, a)}.
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 Intuitively, p' applies two transitions of A while remembering whether either transition visited F. Note that this construction doubles the number of states. It is easy to prove the following claim: Claim: A' accepts the infinite word (w0, wl), (w2, w3), 999over the alphabet W 2 iffA accepts the infinite word w0, wl, w2, w3,.., over W. In order to be able to run A' in parallel on all branches, we apply Proposition 10 to A' and obtain a deterministic Rabin automaton Ad such that Lo~(Ad) = L~(A'). As commented in Section 2.2, Ad has 2~ log,~) states and O(n) pairs. Let Aa = (W 2, Q, {q0}, 6, G). We can now construct a Rabin tree automaton that "runs Ad in parallel" on all branches o f T . Let B = (W, Q, {q0}, 6~, G), where 6~is defined as follows: 6'(q,a) - 6(q, (a, 1)) x . - - 6 ( q , (a,k)). Intuitively, B emulates Ad by feeding it pairs consisting of a node label and an edge label. Note that if 6(q, (a, i)) = 0 for some 1 < i < k, then 6~(q, a) = O. Claim: L~,(B) is precisely the set of trees that realize A. It remains to analyze the size of A. It is clear that it has 2 ~ logn)states and O(n) pairs. Since it is deterministic, its transition size is k2 ~ logn). 1 We can now apply Proposition 25 to solve the realizability problem. Theorem29. [ALW89, PR89] The realizability problem for Bfichi automata can be
 
 solved in exponential time. Proof: By Theorem 28, given a Btichi automaton A with n states over an alphabet W = { 1 , . . . , k}, we can construct a k-ary Rabin tree automaton B with transition size k2O(n logn) and and O(n) pairs such that L,~(B) is precisely the set of trees that realize A. By Proposition 26, we can test the nonemptiness of B in time k~176 "=loan). 1 Corollary 30. [PR89] The realizability problem for LTL can be solved in doubly expo-
 
 nential time. Proof: By Corollary 23, given an LTL formula 9, one can build a Biichi automaton A~ with 20(1~1) states such that L~(A~) is exactly the set of computations satisfying the formula 9. By combining this with the bound of Theorem 29, we get a time bound of k 2~(!~'I). 1 In [PR89], it is shown that the doubly exponential time bound of Corollary 30 is essentially optimal. Thus, while the realizability problem for LTL is decidable, in the worst case it can be highly intractable.
 
 Example4. Consider again the situation where Prop = {p}, W = {0, 1}, V(0) = 0, and V(1) = {p}. Let ~ be the formula Gp. We have A~ = (W, {1}, {1}, p, W), where p(1, 1) = {1}, and all other transitions are empty (e.g., p(1,0) = 0, etc.). Note that A~ is deterministic. We can emulate A~, by an automaton that reads pairs of symbols: A~ = (W 2, W x {0, 1}, {(1,0)},p', W x {1}), where p((1,0), (1, 1)) = {(1, 1)}, and all other transitions are empty. Finally, we construct the Rabin tree automaton
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 B = (W, W x {0, 1 }, (1, 0), 6', (L, U)), where 6' (s, a) is empty for all states s and symbol a. Clearly, L~ (B) = 0, which implies that Gp is not realizable. | We note that Corollary 30 only tells us how to decide whether an LTL formula is realizable or not. It is shown in [PR89], however, that the algorithm of Proposition 26 can provide more than just a "yes/no" answer. When the Rabin automaton B is nonempty, the algorithm returns a finite representation of an infinite tree accepted by B. It turns out that this representation can be converted into a program f that realizes the specification. It even turns out that this program is afinite-state program. This means that there are a finite set N , a function g : W* ~ N, a function a l : N x W --~ N, and a function c~2 : N ---, W such that for all h E W* and w E W we have: - f ( h ) = c~2(g(h)) - g(hw) = cq(g(h), w)
 
 Thus, instead of remembering the history h (which requires an unbounded memory), the program needs only to remember g(h). It performs its action a l ( h ) and, when it sees the environment's action w, it updates its memory to a2(g(h), w). Note that this "memory" is internal to the program and is not pertinent to the specification. This is in contrast to the observable states in W that are pertinent to the specification.
 
 Acknowledgements I am grateful to Oystein Haugen, Orna Kupferman, and Faron Moiler for their many comments on earlier drafts of this paper.
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