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 Preface
 
 Computational logistics comprises the planning and implementation of large/complex logistics tasks using computations and advanced decision support. It is applied in various areas, such as the ﬂow and storage of goods or services as well as related information from their source to their destination. Typically, optimization models and algorithms are developed, veriﬁed and applied for planning and executing complex logistics tasks, e.g., ﬁnding the most eﬃcient scheduling/plan for the transport of passengers or goods. These models and algorithms are integrated with advanced computer technology to get satisfactory results in appropriate time even for large-scale problem instances and to provide interactivity, visualization etc. for a better understanding and problem solution. Furthermore, computational logistics involves the use of information systems and modern communication and information technology (IT) for the design, planning and control of logistics networks as well as the complex tasks within them. The International Conference on Computational Logistics (ICCL) provides an opportunity for researchers and practitioners in the ﬁeld of computational logistics to present their latest results and ﬁndings in a fruitful and open-minded environment. This volume of the Lecture Notes in Computer Science consists of selected papers presented at the Second International Conference on Computational Logistics, held at the University of Hamburg, Germany, during September 19–22. ICCL 2011 was the second of its kind, the ﬁrst was held in 2010 in Shanghai, China. ICCL 2011 was located in the most beautiful city in Germany, Hamburg. Hamburg is part of one of the most important logistics networks. Among others, the city features two airports within the premises of the city, one of the three biggest container ports in Europe belonging to the largest container ports worldwide. As a metropolitan region, numerous trade activities involving multitudes of companies take place every day providing great challenges for optimization upand downstream along the value chain. This makes Hamburg the perfect place to inspire new ideas in the ﬁeld of computational logistics as well as information and communication sciences. On top of this, the year 2011 also marked two speciﬁc events making Hamburg the perfect place for hosting this conference. First, Hamburg was awarded as the Green Capital of Europe 2011, making The Challenge of Sustainability a special focus of the conference. Moreover, the joint eﬀort between Shanghai, host of the ﬁrst ICCL, and Hamburg, being the host of this one, reveals the good collaboration between these two cities, marking the 25th anniversary of the partnership between the two cities.
 
 VI
 
 Preface
 
 The contributions presented at the conference as well as the selected papers in these proceedings highlight recent developments in computational logistics. We grouped the contributions in three parts as follows: – Part I: Transport Services – Part II: Logistics Systems and Production – Part III: Maritime Shipping and Container Terminals Organizing a conference and publishing the proceedings is of course an endeavor involving many people in numerous activities. We ﬁrst want to thank all authors and presenters for their contributions. Moreover, we greatly appreciate the valuable help and cooperation from the members of the international Program Committee as well as the referees. September 2011
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 Combinatorial Auctions in Freight Logistics Heiner Ackermann1 , Hendrik Ewe1, , Herbert Kopfer2, and Karl-Heinz K¨ ufer1 1 2
 
 Fraunhofer ITWM, Kaiserslautern, Germany [email protected] Chair of Logistics, University Bremen, Germany
 
 Abstract. Freight business is a huge market with strong competition. In many companies, planning and routing software has been introduced, and optimization potentials have been widely exploited. To further improve eﬃciency, especially the small and medium sized carriers have to cooperate beyond enterprise boundaries. A promising approach to exchange transportation requests between freight carriers is provided by combinatorial auctions and exchanges. They allow bundles of items to be traded, thereby allowing participants to express complex synergies. In this paper we discuss various goals for a combinatorial request exchange in freight logistics and provide the reasoning for our design decisions. All goals aim to improve usefulness in a practical environment of less-than-truckload (LTL) carriers. We provide experimental results for both generated and real-life data that show signiﬁcant savings and are often close to a heuristic solution for the global optimization problem. We study how bundling and restricting the number of submitted bids aﬀect the solution quality.
 
 1
 
 Introduction
 
 Freight business has become a huge market, having a volume of 76.1 bn. A C alone in Germany in 2008, for example (all numbers taken from [8]). Competition is tough and freight carriers in recent years have introduced routing and planning software to improve eﬃciency within their companies. But the market is quite scattered, with many small and medium sized companies. Although average business sizes have increased recently, in Germany 60% of the surveyed 2600 businesses employ less than 50 people. As a consequence, it is crucial for further optimization to aim at eﬃcient cooperation between companies, as an additional approach for enhancing the competitiveness. But there are not only economic reasons, of course, that argue for a stronger cooperation: also from an ecological point of view it is desirable to decrease driving distances, and to especially avoid deadheads, i.e., parts of tours driven without any load. Currently, a freight carrier’s planning process is often organized as follows: In the course of the day, new requests for transportation are acquired, and the planned tours for the own ﬂeet of trucks are constantly updated. A request  
 
 Part of this work was funded by Stiftung Rheinland-Pfalz f¨ ur Innovation research grant 961 - 386261/864. Corresponding author.
 
 J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 1–17, 2011. Springer-Verlag Berlin Heidelberg 2011
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 consists of a pickup and a delivery location, a pickup and a delivery date and possibly time windows, and a further description of the goods to be transported (like, e.g., the weight and the loading meters). The requests are typically scheduled a few days in advance, the very next day mostly being the earliest pickup date possible. Because of these short-term aspects, the problem has a certain online-ﬂavor to it, and the human dispatcher has to decide quickly, which requests to accept and which not, and how to set prices. For this reason he will sometimes accept something in the ﬁrst place, but then be able to acquire something ﬁtting even better just a couple of hours later. To be more ﬂexible in the planning process, carriers often have a (small, ﬁxed) set of subcontractors. All requests that were initially accepted for servicing, but in the end still not ﬁt in the scheduled tours, are forwarded to them. Using a subcontractor is typically more costly than including the request into a carrier’s own tour, because chances are high that the subcontractor can also not include an arbitrary request in any of his routes very well. At this point, cooperation with other freight carriers seems especially promising: If some of them can ﬁt undesirable requests into their routes, eﬃciency can increase substantially. Of course there are already various mechanisms and platforms for freight exchanges available on the Internet. Most of them are open to everybody and work more or less like a bulletin board. A big problem is quality of service. If a carrier oﬀers a request on these platforms, he does not really know who is going to acquire it and therefore will be responsible for executing his request. But most carriers would like to provide a constantly high level of service and quality to their customers, which they can then no longer guarantee. Personal conversation with a major German freight carrier conﬁrm that this is indeed a big concern and a serious reason for not using existing systems. Secondly, most of the systems do not account for the highly synergetic character of freight business. In many situations, carriers will only want to accept a certain request if they do also get a speciﬁc second one, which is complementary to the ﬁrst one in their respective situation. Bidding on both requests separately exposes them to the risk of getting just one. What they need to express instead is what we call a “bundle bid” on both items: They either want all requests in the bundle (for the stated price), or none of them. Similarly, one can easily imagine situations where just one arbitrary out of a number of requests is wanted. Bidding on one speciﬁc item may leave the carrier losing, whereas bidding on multiple requests involves the risk of winning more than one of them. The basic idea to solve these issues and to still exploit the synergies of collaboration is to create a closed computer system that enables carriers to trade requests by means of a combinatorial exchange. While this idea is generally straight-forward, the details of composing such a system are not. Especially the underlying mathematical model needs to be designed carefully to provide a suitable framework that addresses the carriers’ needs. We will discuss the requirements on such a system in detail in the next section, where we introduce our approach for a combinatorial exchange platform for collaborating freight carriers. We describe our use case and motivate our design decisions, also by contrasting
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 them with the mathematical models currently available in literature. In Section 3 we give a brief overview on challenges in proﬁt sharing, and in Section 4 we show how the users of the system are supported in their decisions by our system. The practical application of the presented model is studied in Section 5. We conclude in Section 6.
 
 2
 
 Modeling Combinatorial Exchanges
 
 In this section we describe our main objectives when modeling the combinatorial exchange, and present the resulting design decisions. With all goals we aim to improve usefulness of the system in a practical freight carrier environment. Nevertheless, many ideas and results are transferable to similar settings. 2.1
 
 Modeling Goals
 
 Our design goals are directly derived from practical considerations and serve to increase acceptance for the system amongst freight carriers. One of their main concerns certainly is data privacy protection. Since many competing carriers participate in the collaboration platform, sensitive data may under no circumstances leak or be derived from other information published to the system. While the former is more of a technical challenge and requires a solid software design, the later must be faced by designing an auction that only requires minimal information from all participants. A second issue freight carriers are concerned about is losing their decision competence to a (black box) software they do not fully understand. The measures we propose to address these worries are, on one hand, leaving as much authority at the carriers’ side as possible. On the other hand, we aim to create an easy way to understand and transparent auctioning system, particularly on the part of the bidding language and the proﬁt sharing. Closely related to this is the predictability of the auction outcome. Of course the participants cannot anticipate whether their bids will win or not, but they must be enabled to express which scenarios they can imagine for their ﬂeet and which they can not. They must never be surprised by an auction outcome that contradicts their planning. Key to this is the design of a suitable bidding language and a proper allocation algorithm. The auction platform strongly depends on suﬃcient participation, especially as synergies amongst carriers are often superlinear, and bigger auctions promise larger beneﬁts. Therefore, it is a crucial point to provide eﬀective incentives, for example by oﬀering free participation and by designing a system that is guaranteed to only improve the carriers’ situations. One more goal is the smooth integration of the auction platform into the carriers’ existing planning processes without causing much overhead. On the technical side this involves building interfaces to access the company data, which will not be discussed here. On the organizational side it requires to establish the new process within the company. To overcome this barrier we carefully analyze the use case in the next section and derive our auction model from it.
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 Use Case
 
 We would like to design an auction that allows freight carriers to frequently exchange requests for transportation, based on their current state of planning. A typical use case would be to hold an auction one to three times per day. As our goal is to integrate into the existing workﬂow, we do not want a complete rescheduling. Instead we would like to complement pre-planned tours by new requests to increase eﬃciency and improve proﬁt, and forward requests, which are currently candidates for subcontracting, to other carriers at a lower price. The requirements from practice have the nice side eﬀect that they also reduce complexity compared to a complete rescheduling of requests. Generally the auctioning system should require as little additional time and eﬀort from the dispatcher as possible. Therefore, we suggest strong decision support modules to enable (semi-)automation for the tedious and non-critical tasks. For the same reason we do not consider iterative auctions with multiple turns of oﬀering and bidding: Applying such a procedure several times per day seems unsuitable. Consequently, we end up with the almost classical chronology of an auction-based cooperative freight exchange: 1. Oﬀering phase, where requests are placed on the platform to have them fulﬁlled by other participants, 2. Bidding phase, where bids on the oﬀered requests are placed, 3. Assignment phase, where the Winner Determination Problem (WDP) is solved to determine the redistribution of requests amongst participants, 4. Proﬁt sharing phase, where the generated proﬁt is shared according to a previously selected proﬁt sharing scheme. Dividing up the user interaction into steps 1 and 2 is not critical, as long as participants do not regret decisions from phase one in phase two, when they receive additional information. The split of oﬀering and bidding into two separate steps is again also a means to reduce complexity of the system. It helps the users to focus on the current task, since they can work through both phases consecutively and independently from each other. Throughout the auction, all coalition partners participate both as an oﬀering and a bidding party. However, there is no constraint to both oﬀer and bid on bundles, every participant can just as well take one of the both roles. All stages are synchronized between carriers, such that each of them is always in the same stage. Oﬀering Phase. Participants may formulate both bids and oﬀers as bundles of requests, attached with a price. For an oﬀering bundle, one or more executing carriers are sought and the price indicates the maximum amount the oﬀering carrier is willing to pay, if all the requests in the bundle are executed. Oﬀering requests as a bundle instead of oﬀering them each individually not only allows to express synergies between requests (e.g., if they have similar origins and/or destinations), but also guarantees that either all or none of the request within the bundles are sold.
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 Bidding Phase. In the second phase, all requests that have been submitted to the exchange platform are revealed to the participants. To meet the data privacy requirement, only the very basic request information are given. Participants do neither know the oﬀering party nor the oﬀering price, and do not have to worry about potential constraints arising from bundle oﬀers. This is taken care of by the platform automatically. The carriers now check the tours in the preliminary transportation plan and decide, whether some of the oﬀered requests make a good supplement to the planned routes. They then submit bundles of requests to the platform and thereby express their willingness to fulﬁll a set of requests for a certain monetary reward. In contrast to oﬀering, the price set for a bidding bundle tells the minimum amount of money asked by the bidder to fulﬁll the complete set of requests contained in the bundle. We do not require any additional information from the carriers, be it valuations for bundles they are not bidding on, for subsets of their bundles, or for single requests. As a technical aspect, for bidding bundles we furthermore transmit a label identifying all other bundles this bundle conﬂicts with. This implements the XOR functionality described in Section 2.3. Assignment Phase. After everybody has placed their bids, we reassign requests to carriers to minimize total fulﬁllment costs. In Combinatorial Auction literature this is commonly referred to as the Winner Determination Problem (WDP). To simplify further treatment, we consider each oﬀering bundle also as a bidding bundle of the very same carrier on the same set of requests for the same price. That way we do not have to take care of the special case of requests not being sold. Solving the WDP requires solving a weighted Set Packing Problem (SPP), which is known to be computationally hard [9]. The result is a partition of the set of bidding bundles into winning and losing ones. This determines the actual transfer of requests from one company to another, and is the basic input data for the subsequent proﬁt sharing phase. For the bidding bundles we can easily relax the bundling by removing some requests while keeping the price the same. This is a valid modiﬁcation because no carrier will object driving less for the same money. This feature can solve overlaps of big bundles, which all contain some common request. In such a case, only one of the bundles is assigned the request, which can sometimes lead to better revenues. Mathematically this means solving a weighted Set Covering Problem (SCP) instead of a SPP. Proﬁt Sharing Phase. The total amount of proﬁt generated by the reassignment of requests among the participants of the auction can be simply determined as the sum of the oﬀering bundles prices minus the sum of the winning bidding bundles prices. The goal now is to distribute it in a way considered fair by all participants. Important ingredients for a proﬁt sharing scheme can be found in literature (see, e.g., [16]), but generally it is not possible to achieve all desired properties together. More details on this can be found in Section 3.
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 Expressing Evaluations
 
 Each carrier has to evaluate the savings when giving away certain requests, or determine the additional expenses when acquiring new requests from the auctioning platform. One way to do so is a before-after comparison: The carrier optimally allocates all requests to his own trucks and subcontractors as a baseline scenario and compares the costs to the new setting (with the new requests included or with the requests given away, respectively). The diﬀerence, called Δ-price, can be used by the carrier as the bundle price. Calculating the Δ-price is easy when oﬀering requests allotted for subcontracting. When giving them away, all tours of own trucks remain untouched and the only diﬀerence is the subcontracting costs, which can be typically just summed up for all oﬀered requests. Determining the Δ-price is a lot more complicated when integrating new requests into existing tours. One has to solve a Pickup and Delivery Problem (PDP) for potentially each possible bundle to be evaluated, whose number may be exponential in the number of oﬀered requests. Clearly, this is infeasible to solve optimally in general. But also the user himself is a limiting factor, since nobody is able to merely inspect 210 or even 220 bundles, even when they are generated automatically in the ﬁrst place. For these reasons we have to reduce complexity, especially of the bidding process, by a considerable amount. Our model tackles this problem by the following measures: Fixed initial tours to decouple oﬀering and bidding. We connect to a state of planning where a subset of the own requests is assigned to the own ﬂeet, and tours for the individual trucks have been planned. By ﬁxing this assignment of requests to trucks (but not the actual tours, of course), we avoid the complexity of redistribution. Instead we trust the assignment which has been planned by the dispatcher in a previous planning step, probably with the help of software tools and his rich experiences. Keeping the current assignment as stable as possible is, of course, also appreciated by the carriers, as it simpliﬁes integration into their organizational processes. The requests that are candidates for subcontracting can now be blindly oﬀered to the other carriers, using the assumed subcontracting costs as a price. With this strategy, the participant either forwards a request to another carrier at a lower price, or does not sell it and sticks to his initial subcontracting plans. In both cases there is no loss for the carrier compared to his status quo. This decouples oﬀering from the subsequent bidding activities. The user can focus on the single steps and does not have to oversee any complex dependencies. Independence of trucks among each other. As there is no rearrangement of requests between own tours in the course of the auction, there are also no interdependencies between vehicles. For any request, of course, one has to consider that in the end it may only be assigned to one truck. In our model, this is taken care of automatically by the auctioneering software. Hence the user can freely plan bundles for a certain truck without having to care about overlaps with other
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 bundles already submitted in the context of a diﬀerent vehicle. In terms of the bidding language, bundles from diﬀerent trucks can be connected by OR-bids if they do not contain a common requests, and by XOR-bids otherwise. XOR bids within vehicles. When considering a set of requests that could potentially extend a truck’s tour, only very few of the requests can be evaluated independently of each other in terms of Δ-costs: In some cases integrating one request leads to exclusion of other requests because of weight, loading meters, or time constraints. In other cases the modiﬁcation of the route, caused by integrating a certain request, changes the Δ-costs of other requests. Therefore, the requests’ valuations are not simply additive, and connecting them by ORbids is not reasonable. In our model we use XOR-bids instead, such that at most one of the bids for each vehicle is realized. The user can simply imagine to build diﬀerent scenarios for the vehicle from which at most one is chosen. That way he can work on the creation of each single scenario (i.e., bundle) without having to worry about other scenarios he created before. Altogether we end up with an OR-of-XOR bidding language: For each vehicle we connect bundle oﬀers by XOR-bids, while the bundles of diﬀerent vehicles can be linked by OR, since they are independent of each other (provided the auctioneer ensures that each requests is just assigned once). We know from auction theory that this bidding language can express any user valuation, although some valuations may require an exponential number of bundles. But these worst-case examples (see [19], p.219), do not seem relevant for practical purposes in freight logistics. Furthermore, in our scenario we are concerned with rather big loads and long loading times, so we typically see not more than 2 to 5 requests per truck and the number of relevant bundles is limited. Nevertheless, we have to assume that the set of submitted bundles is not always complete, and there might be no submitted bundle for a set of requests that is yet relevant for the carrier. To easy that problem we use automated subbundling. This actually has already been described in Section 2.2 as a relaxation of the set packing constraints. Seen from the bidders point of view, every bid (S, v(S)) on a subset S of the available requests, with a price v(S), implies a set of bids with the same price on all subsets T of S, i.e. a set of bids {(T, v(S)) | T ⊂ S}. As stated before, the justiﬁcation for this is that the oﬀering carrier will not mind driving less requests for the same amount of money. This concept is often referred to as ’free disposal’ for regular auctions. The term does not quite ﬁt in reverse (procurement) auctions, as participants do not get more but less than they asked for. We propose the term ’free omission’ instead. A question yet to be answered is, of course, how to determine the bundles that are automatically reduced. We propose a randomized procedure that is balanced between participants in the long run. 2.4
 
 Existing Approaches
 
 Both the slightly older survey by de Vries and Vohra [28] and the more recent one by Abrache et al. [1] give a great overview on the current literature on
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 combinatorial auctions. Also, there is the excellent book “Combinatorial auctions” [6] which covers a broad range of aspects, starting from the game theoretic fundamentals and ending at examples of practical applications. From a game-theoretic point of view, designing the rules for an auction falls into the ﬁeld of mechanism design. Here, one of the historical corner stones certainly is Vickrey’s paper from 1961 [27]. His ideas on auction theory where later generalized by Clarke [4], Groves [11]. Combinatorial Auctions where ﬁrst described by Rassenti [23] and quickly emerged into an active ﬁeld of research. Myerson and Satterthwaite introduce the dilemma of mechanism design and show that trade-oﬀs with respect to the desired properties of mechanisms are inevitable. We will come back to that in the section about proﬁt sharing. Closely related to the design of a combinatorial auction is the choice of the bidding language. The paper by Nisan [18] and the corresponding chapter in [6] provide a comprehensive overview. Many authors try to ﬁnd domain speciﬁc languages, that are simple enough to be understood by practitioners and yet able to express most meaningful valuations [3,26]. Conen et al. [5] try to narrow down the number of bids by iteratively asking the participants for their preferred bundles. This does not seems applicable to our multi-vehicle scenario, where bundles from diﬀerent trucks interdepend. Krajewska and Kopfer [14] propose an OR-bidding language. [7] and [10] propose a special kind of matrix-form bidding, which allows to solve the WDP in polynomial time. Generally, the choice of bidding languages needs to ﬁt the practical problem, because otherwise bundling is rarely used by participants [22,3]. This is of course a strong point for decision support during bundling. A couple of papers propose tools to deal with that: Hsieh [13] reveals multipliers of Lagrangian Relaxation to determine the most promising single items in a reverse iterative combinatorial auction. Lee et al. [15] propose a non-linear mixed integer formulation for the carrier’s bid generation problem and solve it by a decomposition method. Wang et al. [29] give a heuristic for generating bids, that is founded on the assumption that all bids are equally likely to win in the auction, which seems too restrictive for our scenario. There are few suggestion on how to actually share the proﬁt between participants of an exchange. In practical applications, using VCG-payments is mostly out of question, as this leads to a mechanism that is not budget-balanced. Parkes et al. [21] investigate how to modify VCG-payments to achieve budget-balance while keeping individual rationality and as much incentive compatibility as possible. They propose a threshold rule to prevent agents with large incentives from manipulation. Krajewska and Kopfer [14] propose to distribute the proﬁt between both the sellers and the buyers. They require all participants to price all single items that are for sale, to be able to distribute bundle proﬁt on a single item basis. Pan et al. [20] apply the well-known Shapley Value to distribute proﬁt in a spectrum auction. ComEx [12,24] is the integrated system we found most related to our approach. It features a combinatorial auction to exchange delivery services between proﬁt centers by means of an OR-of-XOR bidding language. Their model assumes
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 a strong geographical relationship between customers and proﬁt centers, and tries to reassign those that lie in the boundary regions of two or more centers. Customers too far away from a proﬁt center are clustered into groups by a greedy heuristic and oﬀered to the other centers. In the bidding phase, sets of these clusters have to be integrated into the bidders’ existing tours. This seems a bit inﬂexible, as the clusters are built from the oﬀering party’s point of view and there is no possibility to break up clusters during bidding.
 
 3
 
 Profit Sharing
 
 After having determined the sold oﬀers and the winning bundles in the WDP, the realized proﬁt now has to be distributed amongst the participants. Generally, we would like to relate the amount of money disbursed to a participant to the value he adds to the grand coalition. There are two possible ways to assess that: On a per bundle basis, or per participant. As it should not matter in terms of proﬁt share by which carrier a certain bundle is oﬀered (i.e., in which context), we distribute the proﬁt on a “neutral” per bundle basis which does not take into account the owner of the bundle at all. As a nice side eﬀect, this prevents pseudonymous bidding1 . 3.1
 
 Game Theoretic Properties
 
 We would like to frame certain properties for our proﬁt sharing scheme. As we already speak of “proﬁt sharing” and not just generally of “pricing”, we anticipate that we would like to set prices in a way that achieves so-called budget balance (BB): The total amount paid by the oﬀering carriers should exactly match the amount received by the winning bidders, since we would like to cover all carrier payments from within the platform. Secondly, we necessarily have to respect the given bundle prices: Oﬀering carriers should not pay more than they indicated, and bidders should receive at least as much as they asked for. Mostly this is referred to as individual rationality (IR), sometimes also as voluntary participation. Unfortunately, the famous theorem of Myerson and Satterthwaite [17] states that requiring BB and IR already prohibits any mechanism from being eﬃcient2 . Following Parkes et al. [21], we choose to implement a mechanism that is not incentive-compatible (IC) (so participants will have an incentive to misreport their valuations), but in exchange computes an optimal reallocation based on the reported bundle values. This is of great value in a practical implementation, since participants can retrace the decisions of the mechanism and the ex-post allocation can be easily justiﬁed.
 
 1 2
 
 For an overview on pseudonymous bidding in combinatorial auctions see the corresponding chapter in [6]. An eﬃcient mechanism maximizes total increase in value over all participants.
 
 10
 
 3.2
 
 H. Ackermann et al.
 
 Fairness
 
 In addition to the two properties BB and IR, we would like to distribute proﬁt in a way that is considered “fair” by all participants. One ingredient is the so-called CORE property. It states that every subcoalition of agents is awarded at least as much proﬁt as they could have generated amongst themselves. Therefore it is a certain stability criterion for the chosen proﬁt distribution. The decision that is left to be made is, whether all submitted bundles or just the ones that actually contribute to the trade should be considered in the proﬁt sharing process. If we take into account all submitted bundles and not only sold oﬀers and successful bids, we introduce an extra level of competitiveness to the proﬁt sharing. A bundle’s value is then not only determined by how much money it saves the coalition, but also by how replaceable it is. As a result, oﬀering bundles (asks) are typically valued much higher than bids, as they are not replaceable at all. The diﬀerences may grow extreme in highly competitive markets, where any bid can be substituted by a diﬀerent bid with an only slightly higher price. As a second disadvantage, such a proﬁt sharing model would reward participants for solely oﬀering services to the other participants, which leaves the door wide open for manipulative bidding. We therefore think of winner determination and proﬁt sharing as two separate processes: First we determine the best allocation, afterwards we share the proﬁt amongst the trading parties. Consequently we should then drop all information about competition and rather try to determine a bundle’s value solely by its contribution to the total proﬁt. The three properties BB, IR, and CORE, applied to the set of trading bundles, set the framework for a class of proﬁt sharings that can be represented by a monetary ﬂow network. We refer to [2] for details on this and just propose to use the Shapley Value [25] at this point. For extremely large instances, the computational burden might be too large and an approximation scheme, like the one described in [2], must be used.
 
 4
 
 Decision Support
 
 Participating in the exchange process is a complex task for all users. It is particularly challenging to select bundles of requests in the bidding phase, as there are exponentially many possible bundles for each of the user’s vehicles. For example, if just 20 requests were oﬀered to the exchange and one carrier has 5 trucks, he theoretically has to assess over 5 million diﬀerent bundles and select the most promising ones. We provide the user with a special decision support module called the bidding agent, to help solving this task. For each vehicle, a ranking of bundle proposals is generated. Each bundle is ranked by the diﬀerence of a “market price” and its Δ-price (cf. Section 2.3): The bigger this diﬀerence is, the more costs can probably be saved by integrating this request into the respective tour. To generate the bundle suggestions, our algorithm randomly tries to include the pickup and
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 the delivery location of a new request into the existing route, while respecting the given side constraints. The most promising solutions are kept and the procedure is iterated. We do not only keep the “best” solutions in terms of the costs diﬀerence just explained above, but we also try to keep variety high: A bundle is allowed to be worse than another if it contains a diﬀerent set of requests. That way we broaden our bids and cover more of the oﬀered requests. Of course, the number of bundles generated by this procedure can sometimes still be too high to be evaluated by the user. In Section 5.1 we report on how only submitting a small fraction of the generated bids aﬀects total savings.
 
 5
 
 Results
 
 We tested our implementation of the freight exchange on both real world data and generated scenarios. The real world data was obtained by a major German logistics company and represents an extract of one week of their business data. The company is organized as three proﬁt centers, which play the role of individual participants in the exchange. The artiﬁcial scenarios were generated by our own software tool and vary in some parameters to reﬂect diﬀerent use cases for the freight exchange. Some scenarios were designed to have similar characteristics as the practical data we obtained, others were intentionally created to deviate. This allows us to study for which real world scenarios our exchange model is especially suited. Table 1. The generated and the practical test data used in the experiments load/unload #requests #requests avrg. avrg. tour scenario #carriers #tours times per req. in tours subcontr. #req./tour duration gen5a gen5b gen5c gen5d gen5e gen5f gen5g gen5h gen15a gen15b gen15c gen15d day day day day day
 
 1 2 3 4 5
 
 10 10 10 10 10 30 30 30 3 3 3 10
 
 50 50 50 50 50 150 150 150 45 45 45 150
 
 1:00h 1:00h 1:00h 0:45h 0:30h 1:00h 0:30h 0:30h 0:30h 0:45h 1:00h 1:00h
 
 98 120 116 134 147 378 389 579 149 132 149 401
 
 100 100 100 100 100 300 300 300 90 90 90 300
 
 1.96 2.40 2.32 2.68 2.94 2.52 2.59 3.86 3.31 2.93 2.42 2.67
 
 9:13 10:03 9:59 10:06 9:38 10:49 10:27 11:36 10:17 10:32 10:14 11:06
 
 3 3 3 3 3
 
 55 49 51 56 43
 
 1:00h 1:00h 1:00h 1:00h 1:00h
 
 91 75 71 85 70
 
 218 203 190 195 210
 
 1.65 1.53 1.39 1.52 1.63
 
 8:20 7:55 7:31 7:30 7:44
 
 All problem instances, both practical and generated, are listed in Table 1 together with some characteristic indicators. Before we turn our attention to the actual results, we should shortly discuss how to measure improvements. We take a practical approach and measure the decrease in total costs (i.e., the sum of all tour costs and subcontracting costs for all participants) achieved by the redistribution of requests. Our model takes as input parameters the costs for
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 the own ﬂeet and for the subcontractors. For the own ﬂeet, we account 100A C+ A C + 0.10 A C . Please A C , while for subcontractors we charge 100A C + 1.20 km 1.00 km t·km note that this measure is very manipulable, since increasing subcontracting costs would result in bigger savings. Nevertheless, we think we took a well-balanced and practical choice, and especially the comparison to the global optimization problem that we describe in the next paragraph provides a meaningful measure. Probably the most interesting question to answer is by how much our exchange model is able to improve the participants’ situations. This, of course, strongly depends on the input data: The better the planning already is, and the fewer the tours overlap geographically, the less the savings can actually be. To get a feeling for each scenario’s room for improvement, we would like to compare our solution to the global optimum, that is, to a complete re-scheduling of all requests to vehicles, across all participants. We will refer to this as the global optimization problem. Solving the global optimization problem includes solving a Pickup-andDelivery Problem, which is known to be computationally hard to solve optimally, so we can only try to ﬁnd a good solution using heuristics. We use the commercial product Ilog Dispatcher, which includes various tabu-search variants and other sophisticated heuristics to model and solve the global optimization problem. Unfortunately, some restrictions from practice seemed impossible to model with Ilog Dispatcher, so we were not able to calculate the global problem solution for the practical data. Table 2. Total savings, relative to the pre-auction situation, using bundling and submitting all bundles suggested by the decision support tool. In three cases, no solution could be found by the global heuristic.
 
 scenario auction gen5a gen5b gen5c gen5d gen5e gen5f gen5g gen5h gen15a gen15b gen15c gen15d day day day day day
 
 1 2 3 4 5
 
 localOpt LO→aucglobal LO→auc(LO) tion→LO heurist. auctionExt tionExt→LO
 
 11.1% 8.4% 7.4% 11.2% 16.0% 3.6% 5.1% 1.4% 8.9% 6.1% 2.1% 1.3%
 
 5.2% 5.5% 6.2% 10.5% 10.7% 3.5% 2.5% 5.9% 5.9% 5.4% 9.5% 6.6%
 
 10.9% 10.9% 12.7% 15.6% 20.4% 6.4% 6.4% 7.9% 18.6% 17.3% 10.7% 8.5%
 
 20.5% 21.2% 23.0% 30.9% 38.9% 18.3% 29.0% 27.1% 18.2% -
 
 19.0% 18.0% 16.8% 23.0% 29.4% 17.2% 16.8% 18.0% 17.1% 17.0% 13.6% 14.0%
 
 18.6% 18.5% 19.1% 25.2% 27.6% 18.8% 15.7% 18.7% 22.5% 21.1% 16.5% 17.0%
 
 1.5% 1.1% 3.1% 2.7% 1.6%
 
 -
 
 -
 
 -
 
 2.4% 2.5% 4.3% 2.8% 2.5%
 
 -
 
 To test our exchange model, we let all carriers of a scenario oﬀer all of their subcontracted requests, and then use the bidding agent described in Section 4 and submit all proposed bundles. The results are given in Table 2. Savings for the pure auction range from 1.1% to 16%, with tentatively larger savings for scenarios with more requests per truck. The results can be improved
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 substantially with a “local” pre- and post-optimization: If every carrier tries to redistribute requests between trucks optimally both before and after the auction, savings increase to 6.4% to 20.4%. For this optimization we also use Ilog Dispatcher. Our model is very ﬂexible in the amount of requests that are oﬀered by the carriers: They can freely decide whether to only oﬀer selected requests that do not ﬁt in, to oﬀer all requests that are currently scheduled for subcontracting, or to even oﬀer requests that are currently pre-planned for tours of own vehicles. They can then simply bid on their own requests and either get them back (without worsening their situation), or sell them to some other carrier, participating in the generated surplus. To explore this aspect, we simulated the following scenario: For every truck with at least two scheduled requests, the carrier oﬀers the one request which ﬁts worst, i.e., for which the eﬀort of including it into the tour is highest compared to some “market price”. The results for this simulation can be found in the column “auctionExt” of Table 2. The savings increase to 13.6% to 29.4% for the generated scenarios, and even further when we combine“auctionExt”with the local pre- and post-optimization described above. The eﬀect is a lot smaller for the practical data in absolute numbers, but the increase is up to 60% relatively (for“day 1”from 1.5% savings up to 2.4% savings), which is still a considerable amount. One reason for smaller savings is that in the practical data around 55% of the trucks just have a single scheduled request and therefore do not oﬀer any additional request at all (compared to the regular auction). 5.1
 
 Reduced Number of Submitted Bids
 
 In a daily practical use, no user will like to blindly submit the bundles proposed by the bidding agent. At least he or she will verify the bundles and probably also set the price for each of them. This requires a very strict ﬁltering of the proposed bundles, such that not more than a handful per truck need to be inspected. Especially in the “auctionExt” scenarios, this means a drastic reduction. We tested by how much the total proﬁt decreases, if we only submit at most 3 bundles per truck. We simply chose those bundles that promised the largest total savings, compared to a given market price. The results are given in Figure 1. Despite the huge decrease in the number of submitted bids (by a factor of up to 30), the results are still very good and most of the proﬁt can still be realized in all scenarios. We also tested a more elaborate heuristics for the selection of the 3 bundles, which tries to avoid that all trucks submit bundles for the same requests, but results did not substantially change. 5.2
 
 Set Covering vs. Set Partitioning
 
 To verify the eﬀects of using the Set Covering Problem (SCP) formulation as described in Section 2.2, we have also solved the SPP as a comparison for selected instances. To achieve as much of an eﬀect as possible, we have chosen “auctionExt” scenarios with a reduced number of bids, as described in the previous
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 30%
 
 all bundles max 3 per truck
 
 20% 10%
 
 day 5
 
 day 4
 
 day 3
 
 day 2
 
 day 1
 
 gen15c
 
 gen15d
 
 gen15b
 
 gen5h
 
 gen15a
 
 gen5f
 
 gen5g
 
 gen5e
 
 gen5d
 
 gen5c
 
 gen5a
 
 gen5b
 
 0%
 
 10,000 5,000 0
 
 Fig. 1. Top: Percental savings when submitting all bids or a maximum of 3 per truck in the “auctionExt” scenarios (numbers are with respect to pre-auction costs). Bottom: Reduction in the number of submitted bundles.
 
 section. In these cases, typically a lot of large bundles are submitted and more overlaps occur than in regular scenarios. Nevertheless, the diﬀerences between using SCP and SPP were not very big and costs savings never exceeded 1% of the original costs. We still recommend using the SCP formulation, as in some cases it might save some money and we are not aware of any disadvantages. 5.3
 
 Eﬀect of Bundling
 
 One major advantage of a combinatorial auction is that users may express synergies between items by forming bundles. We tested for all of our scenarios, how much of the achieved savings can be attributed to bundling. We simply restricted the bundle size to 1 in the bidding agent for comparison. Especially for the “auctionExt” settings, a major amount of proﬁt is then lost, as it can only be realized by bundeling. The detailed results can be found in Figure 2. 30%
 
 bundles singletons
 
 20% 10%
 
 day 5
 
 day 4
 
 day 3
 
 day 2
 
 day 1
 
 gen15d
 
 gen15c
 
 gen15a
 
 gen15b
 
 gen5g
 
 gen5h
 
 gen5f
 
 gen5e
 
 gen5d
 
 gen5c
 
 gen5b
 
 gen5a
 
 0%
 
 Fig. 2. Percental savings with singleton bids and with bundles bids in the “auctionExt” scenarios (numbers are with respect to pre-auction costs).
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 Conclusion and Further Research
 
 In this paper we presented a complete modeling proposal for a combinatorial auction for transportation requests. We showed up the crucial points when designing such a complex system and gave reasons for our decisions. Our four-stage approach aims at reducing complexity for the user while keeping expressiveness of the bidding language and predictability of the auction outcome. It is meant to be integrated into a freight carrier’s daily planning process. The experiments suggest that our design scales well, in the sense that oﬀering more requests promises higher monetary gains. A decrease of total execution costs of up to 27.6% for the generated scenarios and 4.3% for the real-life data shows signiﬁcant savings. Maybe the fact that in many cases the auction result is close to the solution of the global optimization problem found by Ilog Dispatcher is even more meaningful. The auction performs especially well for scenarios with an average of at least 2 or 3 requests per truck. This also explains the lower revenues on the practical data and some generated scenarios. Our experiments show that bundling can be indeed a major contributor to the savings achieved. Especially in the well-performing scenarios with more requests per truck, bundling more than doubles the savings. This strongly supports using a combinatorial auction instead of a simple bilateral trade mechanism. Formulating the Winner Determination Problem as a Set Covering Problem, on the other hand, barely improves the result. Nevertheless, this might be diﬀerent in scenarios where requests are located in a speciﬁc way geographically. With our generated scenarios and our test data, it seems as if all participants compose similar bundles, which prevents overlaps to occur. Reducing the number of bundles proposed by the decision support systems is a big topic for further research. While our achieved results are a good starting point, it is desirable to further identify promising bundles that are likely to win. One way to improve on that is to include information about the competitors into the selection process.
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 Abstract. Combinatorial reverse auctions can be used by shippers in order to procure transportation services from carriers. After carriers have submitted their bids, a shipper has to decide about the allocation of transport services to carriers, i. e., a shipper has to solve the winner determination problem of the auction. This paper focuses on a bicriteria winner determination problem in which a shipper has to select a subset of the set of bids and simultaneously decide about the desired trade-oﬀ between total transportation costs and the quality of the entire transportation services. To solve this bicriteria optimization problem a metaheuristic is developed that computes a set of non-dominated solutions based on the concepts of multi-start, large neighborhood search and a bicriteria branch-and-bound procedure. Compared to previous results in the literature, the proposed algorithm is able to improve the set of non-dominated solutions for 14 out of 30 benchmark instances.
 
 1
 
 Introduction and Literature Review
 
 Shippers often tender their required transport services via reverse auctions. Freight carriers oﬀer a price for which they would agree to take over a certain transport contract. In this context, a transport contract is a framework contract with a duration of about one to three years. A transport contract deﬁnes, which volume and which kind of transport requests should be fulﬁlled at which level of service. Usually, in a single transport procurement auction, many heterogenous transport contracts are tendered and allocated to many carries. For these reasons, transport procurement auctions are often designed as combinatorial auctions [3,4,12]. In practice, those auctions often represent large-scale procurement events. Caplice and Sheﬃ report about combinatorial transport auctions from practice with an annual procurement volume of up to 700 million USD and up to 5,000 tendered transport contracts [4] . In a combinatorial auction, carriers are allowed to submit an arbitrary number of bundle bids. A bundle bid is a bid on any subset of the tendered transport contracts. Moreover, bundle bids are all-or-nothing bids, i. e., either a carrier is J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 18–28, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 awarded all transport contracts which are combined in a bundle bid or none of them. Bundle bids oﬀer the advantage, that carriers can express their preferences for any combination of transport contracts, which are often non-additive [9,10,12]. Therefore, a carrier can combine those contracts which oﬀer high synergies and can be executed in a well-balanced tour, for example. Furthermore, with a bundle bid carriers avoid the risk of winning only some of the transport contracts and losing those which enable the construction of a cost eﬃcient tour. Generally, transport auctions proceed in three stages: pre-bidding stage, bidding stage, and post-bidding or allocation stage. This paper is concerned with a winner determination problem which has to be solved by the shipper within the allocation stage after all bundle bids have been submitted. The problem is called Bicriteria Winner Determination Problem based on the Set Covering Problem (2WDP-SC). In the 2WDP-SC, the shipper has to decide, which of the submitted bids he should accept while simultaneously minimizing the total procurement cost and maximizing the total service level of the transport contracts. The problem was introduced by [2] and is modeled as a bi-objective combinatorial optimization problem. The attainable transport quality is included as an additional objective function. This allows a shipper to ﬁnd out the realizable trade-oﬀ between transport cost an transport quality. In practice, shippers usually do not exploit their full potential for cost savings in order to improve service quality of the procured transport contracts [12]. Other winner determination problems of combinatorial auctions that try to integrate quality aspects in the decision making process are described in [3,4,5,6]. Primarily, these approaches try to integrate quality aspects as some kind of side constraint or they use penalty costs to disadvantage low quality carriers or bundle bids, respectively. None of these approaches uses an additional optimization criterion. However, a multi criteria approach could be beneﬁcial especially if the desired trade-oﬀ between transport costs and handling of the transport quality is a priori unknown to the shipper. Note that for a shipper, identifying the desired trade-oﬀ is one of the most challenging tasks in the procurement of transport contracts [4]. In the next section we present the studied bi-objective winner determination problem for combinatorial transport procurement auctions. Section 3 describes the developed solution approach which computes a set of non-dominated solutions based on the metaheuristic concepts of multi-start and large neighborhood search, as well as a bicriteria branch-and-bound procedure. The heuristic is evaluated in Section 4 by means of a benchmark test. Section 5 concludes the paper.
 
 2
 
 Bi-objective Winner Determination Problem
 
 The bi-objective winner determination problem of a combinatorial transport procurement auction based on a set covering formulation (2WDP-SC) asks for the subset of submitted bundle bids which covers each transport contract at least once and simultaneously minimizes the sum of the prices of the bundle bids and maximizes the total transport service quality [1,2]. We are given a set of oﬀered transport contracts T , a set of bundle bids B, and a set of carriers C (m = |T |, n = |B|). The carrier that submitted
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 bundle bid b ∈ B is indicated by cb , cb ∈ C. To each bundle bid b ∈ B a price pb ∈ R+ is attributed. Let Am×n be a 0–1 matrix, the m rows represent transport contracts and the n columns represent bundle bids. If bid b ∈ B contains transport contract t ∈ T , then at,b = 1, otherwise at,b = 0. If at,b = 1, then we say b covers t. Furthermore, for all t ∈ T, c ∈ C the parameter qt,c ∈ N indicates at which level of service quality the transport contract t is executed by carrier c. A shipper prefers higher values of qt,c . In practice however, the range of values of qt,c that are really used will probably be rather limited. The decision maker is represented by the shipper. He has to decide, which of the bundle bids should be accepted as winning bids, i. e., a solution X is a subset of the submitted bundled bids B. The binary decision variable xb indicates, wether bundle bid b ∈ B is accepted as winning bid (xb = 1 ⇔ b ∈ X) or not (xb = 0 ⇔ b ∈ X). The 2WDP-SC is deﬁned by the expressions (1) – (4).  pb xb , (1) min f1 (X) = b∈B
 
 max f 2 (X) =
 
  t∈T
 
 s. t.
 
 
 
 max{qt,cb at,b xb },
 
 (2)
 
 b∈B
 
 at,b xb ≥ 1,
 
 ∀t ∈ T,
 
 (3)
 
 ∀b ∈ B.
 
 (4)
 
 b∈B
 
 xb ∈ {0, 1},
 
 The ﬁrst objective function (1) minimizes the total procurement costs of the shipper. The second objective function (2) maximizes the total service quality of all procured transport contracts. Constraint (3) guarantees, that each transport contract is covered by at least one bundle bid. As a contract can be procured more than once but has to be executed only once, only the highest attainable service quality per transport contract is added in f 2 . Please note that using the strict equal sign in (3) would avoid this issue, however, in that case the total procurement cost would never be lower and probably even higher compared to the greater-or-equal variant. Finally, expression (4) ensures, that each bundle bid is an all-or-nothing bid, i. e., a bundle bid can be either accepted as winning bid or not. Partial acceptance of bundle bids is prohibited. The expressions (1), (3), and (4) deﬁne the well-known NP-hard set covering problem. For ease of presentation, the 2WDP-SC is treated as a pure minimization problem, i. e., we set f2 (X) := (−1)f 2 (X) and replace (2) by min f2 (X).
 
 3
 
 Hybrid Pareto Search Metaheuristic
 
 The proposed solution approach is called Hybrid Pareto Neighborhood Search (HPNS). HPNS is consisting of a construction phase and an improvement phase. In the construction phase, a number of non-dominated solutions are iteratively constructed. In the improvement phase, non-dominated solutions are repeatedly destroyed and reconstructed. The reconstruction process is based on a greedy and as well on a branch-and-bound approach. That is, the reconstruction process is
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 hybridized with the bi-objective Epsilon-Lookahead-Branch-and-Bound (LBB) that was introduced in [2]. As a consequence, a single destroyed solution usually leads to several new non-dominated solutions. We ﬁrst introduce some notation. Let k be the number of objective functions and let X 1 , X 2 be two feasible solutions. X 1 weakly dominates X 2 , written X 1  X 2 , if fi (X 1 ) ≤ fi (X 2 ), i = 1, . . . , k. X 1 dominates X 2 , written X 1 ≺ X 2 , if fi (X 1 ) ≤ fi (X 2 ), i = 1, . . . , k and fi (X 1 ) < fi (X 2 ) holds at least for one k. An approximation set is a set of feasible solutions which do not ≺-dominate each other. The approximation set which contains those feasible solutions which are not weakly dominated by any other feasible solution is called Pareto-optimal set. Finally, we introduce the operator which joins two approximation sets and removes all dominated solutions from the set union. Let A1 and A2 be two approximation sets, then A1 A2 = A1 ∪ A2 \ {X ∈ A1 ∪ A2 | ∃X  ∈ A1 ∪ A2 ∧ X  ≺ X} . 3.1
 
 (5)
 
 Multi-start Construction Phase
 
 Algorithm 1 repeatedly constructs a number of feasible solutions until a termination criterion is met. The termination criterion is conﬁgured in Section 4.2. To construct a single feasible solution, the following steps are executed. Every bundle bid b is rated with respect to the current infeasible solution X by the two rating operators P (b, X) and Q(b, X) as introduced below. P (b, X) and Q(b, X) assign lower values to better bundle bids. If b neither contains a transport contract which is not covered by the current solution X, nor does b improve the objective function value of f2 , then both rating operators return the value ∞. Adding further bundle bids to a solution will not change the rating of bid b and therefore we do not need to rate b again. Rated bundle bids are managed by the so called Restricted Candidate List (CL) which is known from the metaheuristic Greedy Randomized Adaptive Search Procedure (GRASP, [8]). Here, the CL holds all non-dominated bundle bids according to the evaluation given by the two rating criteria P (b, X) and Q(b, X). Therefore, the size of the CL is implicitly given by the cardinality of the set of non-dominated bundle bids and is not controlled by a parameter. After every bundle bid has been rated, a bundle bid is drawn randomly from CL and added to the current solution X. These steps are repeated, until X becomes feasible. The bundle rating operators P (b, X) and Q(b, X) were also used in [1], note that P (b, X) was already introduced by Chv´ atal [7]. Lower values represent better bundle bids. The set of transport contracts which are covered by b is denoted by τ (b), i. e., τ (b) ⊆ T . Likewise, τ (X) denotes the set of transport contracts that are covered by solution X, i. e., τ (X) ⊆ T . The rating operators are deﬁned as follows:  ∞ if | τ (b) \ τ (X) |= 0 , (6) P (b, X) = pb else. |τ (b)\τ (X)|
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 ⎧ ⎪ ⎨∞ f2 (X ∪ {b}) − f2 (X) Q(b, X) = ⎪ ⎩−   | τ (b ) |
 
 if f2 (X ∪ {b}) − f2 (X) = 0 , else.
 
 (7)
 
 b ∈X∪{b}
 
 The rating operator P (b, X), deﬁned in (6), divides the price pb of bundle bid b by the number of transport contracts that are not yet covered by the current solution X. The rating operator Q(b, X), deﬁned in (7), considers the potential increase of the total service quality by adding bundle bid b. The increase in service quality is divided by the total number of covered transport contracts of the resulting solution X ∪ {b}. Hence, an increase in service quality which is simply achieved by unnecessarily covering transport contracts multiple times is penalized.
 
 Algorithm 1. Construction phase Input: instance data, i. e., a set of bundle bids B A←∅ while termination criterion not met do X←∅ B ← B while X infeasible do CL ← ∅ foreach b ∈ B \ X do if P (b, X) = ∞ and Q(b, X) = ∞ then B ← B \ {b} // do not rate b in further iterations else CL ← CL  {b} end end select b randomly from CL X ← X ∪ {b } end B ← B A ← A  {X} end return approximation set A
 
 3.2
 
 Improvement Phase
 
 After an approximation set A has been constructed during the multi-start construction phase the algorithm HPNS tries to improve each solution in A. As shown in Algorithm 2, a solution X is drawn randomly from A. The procedure is based on the ideas of large neighborhood search [11]. At ﬁrst, the procedure destroySolution uses a destroy rate of 20 percent to destroy a feasible solution X. For that purpose, for each bundle bid b in X a uniformly distributed random
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 number between 1 and 100 is drawn. If the random number is less or equal to 20, then b is removed from X. During preliminary testing, static destroy rates between 15 and 40 percent were evaluated. Furthermore, from this interval different destroy rates were randomly applied to solutions during the improvement phase. In the end, no signiﬁcant improvements compared to a simple static destroy rate of 20 percent were observed. The procedure destroySolution returns the solution X d , which is most likely infeasible. In the second step, a greedy reconstruction strategy (cf. Algorithm 3) is applied to the infeasible solution X d . The evaluation of bundle bids within this strategy depends on the value of an iteration counter iter which is initialized at ﬁrst and incremented in each iteration of Algorithm 2. In Alg. 3, each bundle bid is rated by P (b, X d ), if iter is an even number, otherwise it is rated by Q(b, X d). The best rated bundle bid is added to X d . These steps are repeated until a certain cover quote is attained. The parameter cover quote is deﬁned as the number of transport contracts covered by solution X d divided by the total number of transport contracts m. After that, the greedy reconstruction heuristic terminates. The reconstructed but infeasible solution is called X r . To continue, an exact bi-objective branch-and-bound procedure is applied the solution X r . The used procedure is called Epsilon-Lookahead-Branch-andBound (LBB) and is described in [2]. LBB starts with X r as initial solution and exactly explores the decision space based on X r . By doing this, only those bundle bids covering contracts which are not covered by X r are considered during the branch-and-bound search. When LBB terminates, it returns an approximation set A . The solutions of the best approximation set found so far are joined with the solutions of A according to the operator (5). After that, the iteration counter iter is incremented and the steps are repeated again. As termination criterion for the improvement phase a time duration is used which is conﬁgured in Section 4.2.
 
 4
 
 Evaluation
 
 The performance of the proposed heuristic HPNS is evaluated by means of a computational experiment with thirty instances of the 2WDP-SC. We focus on the quality of the obtained solutions and therefore introduce the hypervolume indicator in Section 4.1 as a quality measure for an approximation set. Numerical results are given in Section 4.2 and compared to the results computed by three other heuristics for the 2WDP-SC described in [1] and [2]. 4.1
 
 The Hypervolume-Indicator as a Quality Measure for Approximation Sets
 
 The comparison of heuristics for single objective optimization problems is often done by comparing the objective function values of the best found solutions. In multi objective optimization, the heuristics compute an approximation set. Even for a single run on a single instance we have to compare sets of solutions which
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 Algorithm 2. Improvement phase Input: approximation set A iter ← 0 while termination criterion not met do select a solution X from A X d ← destroySolution(X) X r ← greedyReconstructionHeuristic(X d , iter) A ← LBB(X r ) A ← A  A iter ← iter + 1 end return approximation set A
 
 Algorithm 3. greedyReconstructionHeuristic Input: infeasible solution X d , iteration counter iter γ ← |τ {X d }|/m while γ ≤ cover quote do g ∗ ← +∞ foreach b ∈ B \ X d do if iter is even then gb ← P (b, X d ) else gb ← Q(b, X d ) if gb < g ∗ then g ∗ ← gb b∗ ← b end end X d ← X d ∪ {b∗ } γ ← |τ {X d }|/m end return X d
 
 introduces additional complexity. A discussion of challenges and suggestions for the comparison of approximation sets is given by Zitzler et al. [13]. To compare the computed approximation sets, we use the hypervolume indicator introduced by Zitzler and Thiele [15]. The hypervolume indicator IHV (A) assigns a positive real number to an approximation set A. Approximation sets with higher indicator values are considered to be better. To calculate the hypervolume of an approximation set A, a reference point r has to be established. The reference point has to be chosen in such a way that each objective function vector of a solution in A weakly dominates r (cf. Figure 1a). The hypervolume of the approximation set A is the volume of the set of points in the objective function space which are weakly dominated by the solutions in A and bounded by r. In Figure 1a the hypervolume of A is marked light grey and the hypervolume of another approximation set B is marked dark grey. Note that the dark grey area partly overlaps the light grey area. As Figure 1b illustrates, the
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 hypervolume of an approximation set A increases, if a new solution is found which is non-dominated by any existing solution in A. In Figure 1b two nondominated solutions are added to the approximation set A, which results in an increase of IHV (A) by the shaded area.
 
 f2
 
 ×
 
 r
 
 f2
 
 ×
 
 r
 
    
 
 A B
 
 X1
 
 X2
 
 f1 (a) Approximation sets A and B with marked hypervolume
 
 f1 1
 
 2
 
 (b) X and X increase IHV (A)
 
 Fig. 1. Hypervolume indicator IHV 4.2
 
 Numerical Results and Discussion
 
 The computational experiments were executed on an Intel Pentium Dual Core CPU T3200 with 2.0 GHz. The algorithm HPNS has been implemented without parallelization in Java 1.6, so the algorithm uses only a single CPU core. For the study at hand, we use the benchmark instances introduced in [2] which are available in the electronic appendix of [1]. As in previous studies of the 2WDPSC, the reference point r was set to (f1 (B), 0) for each instance. That is, r is weakly dominated by every feasible solution. Furthermore, we normalize r and each objective function vector of a solution, cf. page 204 of [1]. This seems necessary, as for the used instances, the domains of both objective functions diﬀerentiate in some order of magnitude. The heuristic HPNS was parameterized as follows. The total runtime was set to three minutes. The termination criterion of the construction phase (cf. Algorithm 1) was set to 30 consecutive iterations without an improvement of the approximation set, i. e., no new non-dominated solution was constructed. Preliminary tests suggested, that this termination criterion outperforms a termination criterion based on the available runtime as used in [1]. The termination criterion of the improvement phase (cf. Algorithm 2) was set to a total runtime of three minutes minus the time required for the construction phase. The probability to remove a bundle bid was set to 20 percent. The cover quote as termination criterion for the greedy reconstruction heuristic was set to 98 percent. During preliminary testing, it has been observed that the heuristic HPNS is rather sensitive to changes of the parameter cover quote. Smaller values led to instance sizes which could sometimes not be solved by LBB in reasonable time, while higher cover quotes left very few decision possibilities.
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 Table 1. Comparison of the IHV values obtained by four heuristics IHV No.
 
 |B|
 
 |T |
 
 |C|
 
 ρ
 
 HPNS
 
 GSP R
 
 GSQR
 
 EA
 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 
 500
 
 125
 
 25
 
 1000
 
 125
 
 25
 
 250
 
 25
 
 25 50 75 25 50 75 25 50 75 25 50 75 25 50 75 25 50 75 25 50 75 25 50 75 25 50 75 25 50 75
 
 0.9002 0.9108 0.9063 0.9435 0.9439 0.9604 0.9068 0.9061 0.9032 0.8832 0.8924 0.8983 0.9666 0.9722 0.9805 0.9536 0.9576 0.9557 0.9416 0.9448 0.9432 0.9064 0.9007 0.8968 0.8939 0.9001 0.8982 0.8605 0.8746 0.8902
 
 0.8992 0.9114 0.9036 0.9513 0.9566 0.9587 0.9037 0.9038 0.9010 0.9064 0.8984 0.9004 0.9694 0.9807 0.9756 0.9552 0.9546 0.9531 0.9461 0.9573 0.9532 0.9067 0.8997 0.8962 0.8928 0.8979 0.8925 0.8893 0.8855 0.8942
 
 0.8923 0.9053 0.8958 0.9498 0.9531 0.9544 0.8993 0.8972 0.8970 0.8995 0.8944 0.8962 0.9771 0.9789 0.9783 0.9534 0.9530 0.9528 0.9523 0.9534 0.9503 0.9046 0.8965 0.8949 0.8897 0.8917 0.8922 0.8883 0.8959 0.8927
 
 0.8914 0.9038 0.8983 0.9479 0.9508 0.9535 0.9021 0.9001 0.8961 0.8927 0.8943 0.8937 0.9720 0.9786 0.9746 0.9531 0.9532 0.9510 0.9337 0.9530 0.9508 0.9022 0.8942 0.8944 0.8902 0.8947 0.8887 0.8708 0.8827 0.8939
 
 0.9064 0.9197 0.0315
 
 0.9051 0.9232 0.0306
 
 0.8994 0.9210 0.0319
 
 0.9011 0.9186 0.0321
 
 50
 
 2000
 
 125
 
 25
 
 250
 
 25
 
 50
 
 500
 
 median mean standard deviation
 
 25
 
 50
 
 100
 
 Each of the thirty instances has been solved by HPNS exactly once. The obtained values of the hypervolume indicator IHV are given in Table 1. The size of each instance is characterized by columns two to ﬁve. At this, the value of ρ in column ﬁve indicates the degree of synergy between transport contracts. Higher synergies between transport contracts tend to result in bundle bids which cover a greater number of transport contracts. The results are compared to three other algorithms called GSP R , GSQR , and EA. The approaches GSP R and GSQR are both introduced in [1] and are based on a GRASP that applies Path Relinking
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 as a post optimization procedure. The heuristic is an evolutionary algorithm (EA) based on the improved Strength Pareto Evolutionary Algorithm (SPEA2, [14,2]). In terms of the hypervolume indicator IHV , the two heuristics HPNS and GSP R perform best. For 14 instances, HPNS is able to compute new best-known approximation sets. Accordingly, HPNS computes the highest hypervolume for an instance 14 times. GSP R computes the highest hypervolume 12 times, GSQR achieves the best value 3 times, and the EA reaches the best value only once. Concerning the median IHV the heuristic HPNS outperforms the three other heuristics GSP R , GSP R , and EA, which underlines the competitiveness of HPNS. However, considering the IHV mean over all thirty instances, the heuristics HPNS ranks only third. The lower mean value of HPNS can be explained with a lower robustness of HPNS compared to GSP R (compare standard deviations in Table 1). In particular, for some instances HPNS obtains signiﬁcantly worse hypervolume values than GSP R , e. g., for the instances 4, 5, 10, 20, 21, 27, and 28.
 
 5
 
 Conclusion and Outlook
 
 In this paper, we have proposed a new metaheuristic algorithm called HPNS to solve the bi-objective winner determination problem 2WDP-SC. The 2WDPSC has to be solved by a shipper during the procurement of transport services after all carriers have submitted their bundle bids. The developed algorithm HPNS combines the ideas of GRASP and large neighborhood search with an exact branch-and-bound procedure. The performance of the algorithm HPNS has been evaluated by means of thirty benchmark instances from the literature. To compare the solution quality to three other heuristics, the quality of the found non-dominated solutions has been measured by the hypervolume indicator. According to this measure, HPNS has been able to compute 14 new best values. Over all thirty instances, the obtained mean hypervolume of HPNS ranks third. However, HPNS obtains the best median hypervolume among all approaches. Future improvements of HPNS should deal with the question, how to better integrate the metaheuristic and the exact solution approach. The present approach seems to be critically aﬀected by the parameter cover quote which has a strong impact on the size of the decision space that is explored by branch-andbound. Furthermore, some preference information from the shipper could be collected in an interactive manner during search and used to guide the heuristic in order to improve decision support. Acknowledgments. This research was supported in part by the German Research Foundation (DFG) as part of the project ”Kooperative Rundreiseplanung bei rollierender Planung”.
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 Abstract. For freight transport (and in particular road freight transport) the availability of a suitable (intra- and inter-organizational) information management is of decisive significance. Therefore, the technical (and organizational) framework as well as the essential instruments will be presented and analyzed. This will be followed by an examination of the operational planning and the operations of the road freight transport where economic factors influence the discussion as well as ecological aspects. It will be illustrated that an intelligent linkage between different elements of the information and communication technology and the automotive engineering as well as with the transport infrastructure leads to a significant improvement regarding the operational processes in road freight transport. This does not only refer to the costs of transport operations but also reflects positive ecological effects and improvements of transport security.
 
 1 Information Management in Transport Logistics The (logistical) information management becomes an increasingly crucial element in the field of planning and controlling the production processes based on division of labor that occur in the view of (cross-company) supply chains. However, even in reference to such production structures the management of the resource information that is understood as an (independent) factor of production (see, e.g., [19]: 19pp) cannot be restricted to the range of one separate company. Next to the internal (incompany) information management there is also the need of an external (processoriented) information management (see, e.g., [7]). These represent a mandatory precondition for an efficient planning, controlling and monitoring of (increasingly globalized) provision of service processes, there is a need for finding an adequate structural and technical arrangement. At first it is to define the operational functions that need to be integrated whereat external specifications resulting from interoperational activities in cross-linked structures has to be considered as they might restrain the room for maneuvers of the company enormously. The information management is process-oriented in its basic approach and therefore a focus on activities regarding the operational and dispatching level in the intraand inter-organizational area occurs. As a result, according to the classical definition of the term logistics, we can assume a space- and time-oriented basic structure. These J.W. Böse et al. (Eds.): ICCL 2011, LNCS 6971, pp. 29–43, 2011. © Springer-Verlag Berlin Heidelberg 2011
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 include the functional activities of procurement and transformation as well as the allocation and distribution of information under the consideration of qualitative and quantitative user requirements, especially regarding cost aspects as an essential part to be considered. In particular, the last aspect includes a high potential for conflicts while on one hand the permanent system availability with a maximal dimensioning of technical systems implies a low default risk, but it is on the other hand associated to higher costs. However, interruptions in the flow of information can include extensive consequences for the processes and is under certain circumstances furthermore related to extra borrowing costs. Therefore the effort of providing information has to be in a reasonable relation to the situational benefit due to the fact that the profitability of the application of the systems has to be in the focus. Based on the underlying tasks three issues are being defined that should still not be observed as isolated from one another (see e.g. [7]), due to the fact that functional inter-relations and interdependencies exist. • Company-related or as with limited participants defined (operational) application systems, also including the field of operational planning. • Company-related or as with limited participants defined telematic systems. • Cross-company information and communication systems in the context of a computer-aided logistics management, i.a. for the management of logistical facilities. Another part of (macro-logistic) information management is constituted by different publicly-operated systems that can indirectly influence logistics processes. In general this refers to applications that primarily serve for the (collective) monitoring and control of traffic flows and road pricing systems. In the following the functional aspects of a capable information management in road freight transport will be observed not only in regard of (micro-)economic effects but also considering macro-economic and ecological aspects. First of all, the technical basics of transport monitoring and control will be analyzed. The next section includes operation-related applications that affect the road freight transport processes. An outlook of expected developments is given at the end of the remarks.
 
 2 Technical Framework The technical framework analyzed here, generally cover the field of macro-logistical (i.e., externally provided) systems that have to be linked to the internal information and communication structures as well as the (technical) vehicle equipment. The focus of the observation lies on the (collective) recording and provision of traffic data, the (individual) detecting and visualization of positioning data and also the usage of the data within the navigation systems. Vehicle-to-infrastructure communication (V2I) and vehicle-to-vehicle communication (V2V) are being included here as well. In order to use the full range of the given opportunities a suitable information and communication system structure is required for data collecting, demand-related processing and user-oriented provision of necessary data. In the following sections some of the major (technical) basics and also possibilities of use of a capable information management will be presented.
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 2.1 Traffic Data Detecting The detecting of data largely occurs automatically along (selected) routes (with a relevant traffic volume) whereat different technical systems are being applied. The objective of data collecting is an illustration of the actual traffic situation based on the elemental parameters of driving speed and traffic density. Besides the data about traffic flows further information (e.g. weather, road conditions) can be recorded that provides additional information about external (traffic volume-related) factors. The most important methods of data detection are the following (see e.g. [33]): • Stationary measuring points: Applied techniques are inductive loop vehicle detectors, passive infrared sensors, radar and microwave sensors, and optoelectronic sensor networks. • Recording and evaluation of video camera pictures at selected traffic junctions for traffic monitoring. • Evaluation of airborne traffic flow recordings associated with vehicle detection and traffic census: Data collection by satellites, aircrafts, helicopters and unmanned aerial vehicles (UAV) applying optoelectronic scanner as well as infrared- and radar systems. • Floating car data (FCD): Data collection on the basis of stationary beacon systems or in combination with satellite-based location techniques. • Fleet generated FCD: Data collection by recording the movements of a (sufficient) number of vehicles (GPS-captured taxi-fleets, etc.) in big cities and congested urban areas, e.g., in order to recognize traffic disruptions. • Acquisition of FCD-related data via mobile communication systems: Data recording by means of flows along a stated cell structure. • Extended floating car data (xFCD): Incorporating (technical) vehicle behavior and the state of activity of vehicle-internal systems. The data processing is determined on one hand by the formulation of forecasts concerning the actual processes and on the other hand by the development of recommendations for action or control instructions. The approach is based on (macroscopic) traffic flow models (see, e.g., [26]), that help to pursue three essential objectives, failure detection, completion of traffic data, and traffic jam length and dead time estimations. The captured results have to be provided to road users according to their individual needs, whereas it can take place in different ways. However, a situational timing regarding the design of the information flows is essential that also offers the possibility for users to react towards certain traffic situations in time. 2.2 Communication and Location A capable (logistic) information management needs sufficient communication structures for necessary intra- und inter-organizational cooperation as well as for the integration into macro-logistic systems and its application, respectively. In addition location systems are required which allow a sufficiently exact detecting of the movement of (mobile) objects (vehicles, load units, etc.) in traffic networks and logistics facilities. To visualize efficiently the location data, spatial views in the form of digital maps are needed based on geographic information systems (GIS). In the following these three complexes are presented with its essential structures.
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 Communication systems To attain an integrated and high-productive information management a permanent available (and failure-free) communication infrastructure with corresponding interconnections is necessary, allowing real-time data flows if required. Only in this way the information flows connected with the operational processes can be handled efficiently. The required techniques are available, as, e.g., telephone networks, internet, wireless local area networks (WLAN), trunked radio networks, satellite communication networks as well as cellular networks. Which of these options will be applied, primarily depends on the (operational) requirements and the technical performance and suitability. Location systems In location processes the position of objects are determined (in the 2D- and 3Dspace). Here different process principles are underlying, which in part can be used in combined versions. These are the beacon-based location, the (vehicle on board) location based on route calculation by, e.g., deduced reckoning, map matching and pattern recognition (see, e.g., [9]: 369pp) as well as wave-based and mobile radio systems. If the use of vehicle on board location systems is not forced by specific requirements, the satellite-based (radio) location is in the foreground. This has its origin in the global positioning system (GPS) developed in USA for military applications (see, e.g., [9]: 177pp; [23]: 107pp). Nearly parallel in the former Soviet Union the Globalnya Navigatsionnaya Sputnikovaya Sistema (GLONASS) system was designed (see, e.g., [9]: 245pp; [23]: 255pp), whose importance is currently very low for applications in logistics. Independent from these two developments which had been characterized by the political situation at that time, also commercially operated systems are build as for example the EutelTRACS system in the European area (see, e.g., [23]: 100pp). Besides these existing location systems the Galileo project must be seen which has been initiated within a European Community (EC) program (see, e.g., [9]: 257pp) (availability expected in 2014). Due to the worldwide importance for monitoring and control of logistic processes in the following the GPS system is presented as well as its extended version, the differential GPS.
 
  Global Positioning System The basic concept of the GPS system is to attain an accurate location of objects in real-time, which will be available worldwide. The applications have been intended for (at first for military) land-based vehicles, vessels and aircrafts, In recent years the system becomes opened for private user, as, e.g., for monitoring logistic processes. The GPS system mainly consist of three segments (see [23]: 110pp): space segment, control segment and user segment (see Figure 1). • The space segment is formed by minimum 24 (and up to 30) satellites, which allow (in the height of 20.230 km) a widely worldwide complete coverage. • The control segment is formed by in all five facilities (see, e.g., [23]: 114pp) which different functions, a main control (and monitoring) station and four monitoring station, while three of them operate also as a ground antenna stations. • The user segment covers all occurring objects in this field (for example in logistics the deployed vehicles), which are located with a guaranteed accuracy. For determining a (more) accurate position a connection to at least four satellites are necessary, whereas these (in a global average) amount to 10 m with a availability of
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 70% (see, e.g., [9]: 218). If a higher accuracy is required, improvements are made by system extensions, so, e.g., with the differential GPS (DGPS).
 
 Fig. 1. Basic structure of the GPS system segments
 
  Differential Global Positioning System With the DGPS (see, e.g., [8]: 221p; [9]: 218pp) a higher accuracy is attained by applying locally fixed reference stations (see Figure 2). Based on a suitable terrestrial infrastructure it is currently possible to get an accuracy up to 1 cm for certain applications.
 
 Fig. 2. Basic structure of the DGPS system
 
 Visualization of detected data To operationalize the data attained from location procedures a visualizable transformation layer is necessarily, that means, only by transferring the detected data to such a layer they will be usable information. For such transformation standardized GIS
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 systems are of great importance. In this context the standards of the United States National Digital Cartographic Data Standards Task Force (US DCDSTF) for spatial database systems are an important basis, which contains a defined number of spatially referenced data (see, e.g., [30]: 40pp). The (formal) structuring is based on four basic element (geo objects), nodes, lines, areas and volumes (see, e.g., [8]: 159pp), which are normally not statically determined but underlying changes over time. The stored data are available in functional differentiated layers (see, e.g., [16]), that means, thematic subsets are created, which can be structured based on different aspects, e.g., depending on the responsibility for data detecting and processing as well as user-oriented. An additional aspect is that only those data should be shown which are needed by a user. Based on these reflections it is appropriate to realize (referring to transport specific applications) a reduced (slim) GIS (see, e.g., [10]) or a GIS-T (see, e.g., [29]: 32pp), respectively, that based on publicly available GIS data (see, e.g., [16]). 2.3 Vehicle Navigation The application of navigation systems for an individual guidance (see, e.g., [17]: 144pp: [26]) offers the opportunity to quickly adapt transport operations to the current situation and to attain a reduction of errors. For the most part the framework therefore is a (satellite-based) tracking process as well as a sufficient precise electronic map. According to the available data it can be differentiated between two forms, the usage of static and dynamic (continuously updated) network information. Another aspect is the data supply, based on decentralized (vehicle-internal) and centralized (vehicleexternal) data bases (see, e.g., [17]: 145), whereas the following differentiation occurs: •
 
 •
 
 Onboard systems: In this type of system, the technical equipment necessary for routing processes and the network information is located in the (internal) device. As a result the available data is statically and does not reflect the current traffic conditions. Offboard systems: In this case the system intelligence is located in an external control center. From there the vehicles integrated into a navigation service are being provided with the necessary information based on continually updated (network) data.
 
 The (technical) procedure regarding the navigation is generally based on a combination of satellite-based and vehicle-onboard location. This applies to the usage of GPS elements as well as to the integration of dead reckoning and the map matching techniques (see, e.g., [9]: 369pp). Further developments in the field of (3D-) visualization are based on, e.g., the usage of Google Earth and methods of the (3D-) geo visualization. 2.4 Vehicle-Related Technical Support and Automation On one hand this refers to advanced driver assistance systems (ADAS) that support the user in his activities (automated to a large extent) but without replacing him (not even partially), i.e., the freedom of individual decision-making is generally not limited but if only in a subarea. In this context it is related to autonomous systems, comfort systems, driver information systems and efficiency-enhancing systems (see, e.g.,
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 [21]). On the other hand we find (fully) automated systems that do not require a driver from the technological point of view. From the perspective of logistics, the systems of interest are specifically those that contribute to improvements of the transport processes, help to reduce search efforts of the drivers, and enable an increase in capacity regarding the road network and in security (see, e.g., [27]). In the foreground are applications in the 3F-parameter space as well as in V2V and V2I communication (based on ad-hoc-networks) (see, e.g., [32, 34]). In the concept of platooning (see, e.g., [18, 22]) to reduce the (minimum) distances between the vehicles of a convoy (e.g. of larger commercial trucks), many of these techniques are being represented. The technical capabilities allow a defined number of vehicles (until a maximum of seven trucks) to form such a convoy (see, e.g., [14]: 8pp), whereat besides the improved utilization of the infrastructure fuel savings of about 10% for the following vehicles evolve. Using ADAS security aspects have to be considered first, also concerning physical and mentally discharge of the driver (see, e.g., [24]). Nevertheless, negative aspects are in the discussion (see, e.g., [1]) due to the fact of a de facto incapacitation of the driver whereas his active involvement is reduced to a simple function. A complete automation of vehicles in the road transport will not be feasible in the nearer future although technical requirements (see, e.g., [25]) are fulfilled and positive effects can be observed regarding transport and the economic efficiency. Substantial reasons in favor of a prohibition are legal restrictions that concern the questions of guilt and liability, especially in view of a mixed-mode traffic with both, manually- and automatically-driven vehicles. However, applications within closed network structures can be realized.
 
 3 Support of Operations in Road Freight Transport The existence of suitable technical systems and (software-) tools and also a capable information management are of significant importance for an efficient operation of (road-) freight transport. Respectively, the focus lies on an extensive interconnectivity of the individual (operational) functions in order to guarantee a data and information flow free of any system-related media discontinuity. Figure 3 reflects a basic structure for the processes concerning the road freight transport. This structure underlines the fact that transport operations cannot be seen as (overall) isolated partial processes, they are rather virtually cross-linked with differing external and internal areas. Regarding the internal part of the process it includes a wide range of procedures starting with commercial data management but also referring to personnel and technical management. In this case information technology (IT) services do not necessarily need to be performed by in-company resources, it is also possible to use application service providing (ASP) solutions (see, e.g., [31]) and cloud or on-demand computing offers (see, e.g., [35]). In addition, there exists the possibility to utilize external linkages with integrated (IT) service providers and electronic platforms (e.g. for freight and storage exchange). Furthermore, in this context it needs to be accounted for the integration into (macro-logistical) information and monitoring systems. In the following sections the discussion will focus on three issues, fleet management (FM) and cargo tracking, applications of supply chain monitoring and control and the tracking and tracing of shipments.
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 Fig. 3. Information technology for transport operations in road freight transport
 
 3.1 Fleet Management and Load Unit Tracking The underlying approach of a FM concept is reflected by a continuous communication between a dispatcher in a (control) center and the drivers of the currently deployed vehicles and also the (continuous) detection of vehicle movements. The necessity of using such tools has been proven, overall caused by demands of the forwarders about a preferably time-specific navigation of logistical processes. Apart from this externally induced enhancement of the degree of service, there is also the need of improved instruments for planning as well as monitoring and control (see, e.g., [6]). The fundamentals of a capable FM can be divided into two elements: • •
 
 Location and communication systems for a determination of current vehicle positions (tracking) and the transmission of the information to a control center. Transmission of (technical and operational) data or information between vehicles (or drivers) and control center.
 
 The main (operational) objectives of FM are aimed at creating an efficient organization of operating processes, where not only scheduling and monitoring but also the provision of an extensive (and legally secured) documentation (tracing) are essential factors. This includes foremost an extensive (technical) recording of the actual vehicle operations, amongst others with date, driving and idle times, the current load factor as well as (vehicle-based and driver-based) operating data (see, e.g., [2]). By having such (generally updated) (tracking) data, the possibility exists to actively influence the processes, i.e., there is no limitation towards an (ex post-oriented) reaction, it is rather possible to act on a target-oriented and time-specific way, eventually also to undertake preventing measures. Here, the interface is found in form of the board computer that enables data (and voice) radio communication between the driver (and/or the
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 on-board computer, respectively) and a control center but also handles the controlling of onboard equipment (e.g., chip card-, radio frequency identification (RFID)-, and barcode-readers) and also different sensors. Initial points for an intervention into the processes are not only (short-term) disturbances in the operational processes, but also include adaptations concerning the order situation that claim an adjustment of the available resources and respectively a (shortterm) rearrangement of processes (as, e.g., the vehicle schedules). Whereas the quality of the decision-making in such situations depends on the volume and suitability of the available information and moreover on the date of availability, the usage of fleet management systems (FMS) leads to distinct operational advantages. Moreover, the time-related processes can be simplified and accelerated as well as improved in terms of quality (for example by reducing transmission errors) when having a electronic linkage. The controlling of processes constitutes a controversial function in the FM as it the (vehicle-related) tracking process inevitable implies an extensive (technological-based) control of the employees affected (see, e.g., [1]). An important aspect thereby is the avoiding of time- and space-related deviations from the given timeframe, also under the consideration of preventing (vehicle) thefts. At this point it also needs to be underlined that a procedure of delivering a complete monitoring of the processes is indispensable in cases such as a (legally) prescribed documentation of transport operations. This is the case when operating hazardous material transports (see, e.g., [12]) where the route of the vehicles is defined by (external) authorities due to legal regulations (see, e.g., [28]). Also for frozen goods (EC-wide) regulations increasingly force a complete proof of correct transport procedures to ensure the compliance of the cool chain. With the introduction of digital tachographs (see, e.g., [4]: 60pp) a new era of the automated monitoring of driver and vehicle data is being initiated. It is the overall objective to ensure a forgery-proof data collection and storage and a direct (and simplified) access to control (for the responsible authorities). The data that is recorded with the help of digital tachographs contains essential information for dispatching that enables an integration of system structures of the FM and the working time management system. From the perspective of the affected driver personnel, the mentioned possibilities of an (automated) monitoring should not only be seen in a negative context. Positive effects have to be considered as well, such as the opportunity of a fast and targeted intervention in case of emergencies (e.g. traffic accident, attacks) possible due to current position reports, also in combination with the alerting and control of operations of the responsible security forces. Moreover the advantages arising from the advanced technical monitoring of the vehicles or single aggregates must be mentioned as they serve for the decisionmaking in case of (technical) malfunctions (or incidents) and create the possibility of a preventive and condition-related maintenance. The focus is a continuous documentation of the state of aggregates (motor, gear, etc.) whereas the measured data are transmitted, for instance to the responsible workshop management (in real-time or in case of need) with the help of telemetry systems (see, e.g., [37]: 281pp). Parallel to that, the cargo-related status recording needs to be recognized (for example supported by sensors for temperature measurement and data recording related to RFID-technologies (see, e.g., [36]) that are already mandatory for certain procedures
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 (fresh goods and frozen products) (see, e.g., [11]). Apart from the (technical) monitoring this includes the (automated) documentation. In addition to the above described basic functions of FM, three arguments are of importance (see, e.g., [20]), continuous transmission of temperature data for a documentation (vehicle/trailer), establishing of limits for alert in case of illegitimate temperature deviations, and alert in case of a not scheduled opening of the cooling box doors. It is for several reasons useful to functionally integrate the resulting measurements into a FMS as the information structures and possibilities of intervention also allow for a short-term intervening into the processes, especially in order to prevent the occurrence of transport losses. Obvious operational advantages are a result of a more sophisticated usage of the available means of transport but also positive macro-economic and environmental aspects can be seen as supplementary advantages. These do also result from a reduction of transport-related ecological damage, thus every decrease of mileage in connection with logistical operations, also caused a decrease of the traffic volume and pollutant emissions. This is to say that the mentioned operational objectives (including efficiency and cost savings) are not contrary to the macro-economic and environmental aims, it can rather be understood as being complementary to each other. Nevertheless, the FMS faces limits regarding its monitoring possibilities that are often not included in the analysis. The detailed documentation of processes is for instance only applied to the deployed vehicles and processes related to the vehicles, hence weak points arise concerning the monitoring of load units, especially in the field of multi modal (road-rail) transport. An intermediate storage as in a road-rail transshipment terminal forces an interruption in the (vehicle-related) monitoring that is not desirable, also in view of theft problems. In addition, a statement about the position of a load unit can only be concluded from driver-related information whereat it has to be assumed that no mistakes occurred when the cargo was loaded. In contrast, if the transport object (e.g., container, swap body, etc.) is being equipped with an independent monitoring system (see, e.g., [3]: 131pp), it is possible then to determine continuously the locations. The monitoring that starts with the forwarder and ends at the client, is independent from the respective transport systems and can also be used within transshipment facilities (multi modal (road-rail) transshipment terminals, seaport container terminals, etc.). The significant restrictions that can occur due to radio shadows can be overcome by using (facility-related) RFIDinstallations. Besides the improved customer information, for example by providing frequently updated status information (position of the load unit, predicted delivery date, etc.), the security aspects has to be regarded that results from an (independent) load unit monitoring (see, e.g., [3]: 176pp). It is furthermore important to mention the insurancerelated considerations that occur as a (overall) continuous documentation of all processes of load unit handling (transportation, warehousing) generally reduce the risk of damage or loss. This relieves the option of enlarging the negotiation scope (significantly) when determining the insurance rate of the transport. Altogether, the advantages of FMS leverage the disadvantages even though a critical analysis is necessary regarding some aspects. In order to reach positive effects it is necessary to fully integrate it into the internal and external information management. Based on this more fields of application that contribute to the enhancement of the (logistical) service provision processes can be found.
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 3.2 Applications of Supply Chain Controlling Demand-driven monitoring and control of vehicles regarding transport operations on the way to scheduled destinations work as an interesting FMS application (see, e.g., [13]). The basic idea of these considerations is to ensure a timely planned arrival of the vehicles in order to prevent congestions at delivery and/or pick-up facilities. Figure 4 shows the process structure of this kind of monitoring and control. Central plant supervision
 
 Message (Departure forwarder)
 
 Control position
 
 Order confirmation Forwarder
 
 Waiting position / Truck
 
 Instruction to enter
 
 Code input / Gate
 
 Unloading (Stock receipt)
 
 Exit gate
 
 Order confirmation Dispatcher Truck movements Information flows
 
 Fig. 4. Monitoring and control in delivery and/or pick-up operations
 
 The basic structure here does not only relate to a Just-in-Time (JIT)-concept where intra-organizational restrictions of the capacities are of importance, it also relates to a shift of (time-based and cost-related) risks which result from disruptions in transport processes on the delivery level. 3.3 Shipment Tracking and Tracing In this concept individual shipments are the major objective. Therefore the specific supply chain from the forwarder to the customer is shown (see, e.g., [27]). Due to the linkage between information and material flow, the primary issue of internal information management arises. This includes the two function of tracking the shipment and tracing it, e.g., for to proof correct (logistics) services, in some cases carried out to verify the fulfillment of legal obligations (see, e.g., [5]). On the basis of the available in-company data, also the information of customers can be improved significantly in the framework of an external information management that allows customers to get access to their shipment data. At this point the Internet, e.g., can serve as a communication medium between customers and (logistics) service providers which are often used to carry out the transport operations. The necessary (technical) infrastructure for the introduction of shipment tracking and tracing for a service provider generally includes the detection devices outside and inside the vehicles as well as in stationary facilities (depot, hub, etc.) for the applied identification techniques (generally optoelectronic as well as electromagnetic and electronic systems) and also specific software systems. Furthermore components are used from existing communication structures (e.g. mobile telephony, internet). Nevertheless, this generates a mere punctual tracking of the position data rather than a continuous documentation as explained in Figure 5.
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 Fig. 5. Schematized procedure of the shipment tracking and tracing
 
 When analyzing major advantages and disadvantages of these concepts from the perspective of the service provider, especially the tracing aspect must be underlined. Consequently, by making use of punctual tracking it is possible to differentiate the responsibility besides the proof of the order execution. Furthermore the increase of the adherence to delivery dates within the delivery processes as well as the reduction of losses through a simplified tracking of the shipment is of high importance. Another positive effect evolves from the improved possibilities to control the drivers and warehousemen. Nevertheless, the investments in vehicle equipment and stationary facilities need to be considered and also higher IT-costs should be expected. Additional information about the reporting of a shipment that is done continuously and with a low expenditure represents an extensive advantage for the customer in planning and dispatching processes, especially regarding processes with a critical time frame. When considering the importance of such an interface for the customer and its relation to the service provider, it can be said that the investment expenditure and the operational costs remain relatively low compared to the additional benefit.
 
 4 Conclusion and Outlook As it is revealed in the argumentation, complex structures form a fundamental part of a logistic information management in the field of road freight transport. This is not only determined by (in this area available) systems for computer-aided (operational) planning and decision making of logistic processes on the in-company (micrologistic) level but to a great extent on the macro-logistic level and the here existing information and communication infrastructure. If it is possible to shape the structures accordingly and to apply them, significant advantages can be generated. These arise from cost savings and more efficient processes in service provision and furthermore in different areas from positive effects on macro-economic and environmental aspects. Caused by different basic conditions, these effects are varying case-related, so that an exact quantification is generally not possible. Due to that fact the appearing effects will be mentioned in the following, also to give a short overview on possibilities (and limits) of a powerful information management in road freight transport.
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 In-company effects Besides the mentioned cost effects the (qualitative) enhancement concerning the service provision processes must be considered as they positively influence the competitiveness. The following aspects are of main interest in this case: • Reduction of the necessary driving distances through (dynamic) routing based on actual information of traffic conditions and through an improved guidance with the help of capable navigation systems. • Enhanced response and preventive actions taking in case of derivations from the planned data due to an improved state of information reached by operational data in real-time. • Advancement of transparency in in-company processes with corresponding advantages in planning and decision making situations. • Increase of security in road traffic as well as to external impacts and also in relation to a reduction of costs resulting from damage. Further positive effects evolve from the customer perspective in form of an improved transparency regarding the logistic procedures that lead to a higher certainty for planning. In addition, a more specific data recording and evaluation encourages an advanced documentation, so that appearing sources of error can be determined.  Macro-economic effects By reducing the driving distances the consumption of resources and the strain on infrastructure from road freight transport can be decreased. This refers to the construction (and expansion) as well as to the maintenance of the traffic infrastructure but also to the follow-up costs resulting, e.g., from traffic accidents. It becomes clear that an efficient information management can counteract the stated (negative) external effects of road freight transport what also creates positive monetary effects.  Environmental effects In context of the reduction of driving distances an explicit decrease of ecological damage is the result. Here, the long-term consequences on the macro climate and the short-term (local) influences, especially in highly densified agglomeration areas have to be considered. In this context it can be observed that efficient logistics in fact are environmentally-friendly per se, what was known much longer than all in the last years discussed Green Logistics-concepts. Next to these positive effects, there is also the need of analyzing the accruing investment and operational costs borne by public institutions as well as private companies that have to be examined by preparing a cost-benefit analysis (including monetarized advantages). Only under a positive result it would make sense to realize the discussed measurements. The innovative improvements made in the field of information and communication technologies that have been presented in the last decades (see, e.g., [15]) are accompanied by considerable cost savings regarding investment and operational costs that lead to a growing potential of customers. The increase of market penetration that is essential for the necessary technologies of a powerful information management enlarges the group of (potential) users and therefore the further possibilities for interorganizational cooperation.
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 Abstract. The well-known capacitated facility location problem (CFLP) and the vehicle routing problem with time windows (VRPTW) have been studied intensively over the last decades. In most distribution systems, depot location and routing decisions are implemented independently. Low-quality solutions are obtained if a sequential method, e.g., locate depots ﬁrst and plan routes second, is used. In location-routing problems (LRP), location and routing are solved simultaneously. Here, our goal is to combine the CFLP and the VRPTW into a single-stage LRP with time windows (SSLRPTW), which covers more realistic aspects, especially time aspects, of many real problems. In order to eﬃciently solve the SSLRPTW for large-scale instances, a tabu search heuristic is proposed. This method outperforms the used sequential method.
 
 1
 
 Introduction
 
 The logistics industry is one of the most important economic factors, and indicators and logistics costs often represent a large portion of company expenses. The bulk of logistic costs are comprised of location, transportation, and handling costs. To reduce them, depot location and vehicle routing are crucial choices. Both problems are usually tackled independently in order to reduce the complexity of the overall problem. In particular, aspects of future route plans are neglected in most distribution systems, and only approximated. This approximation needs, however, a priori knowledge of transport services, and research has shown that this strategy often leads to suboptimal solutions (Salhi and Rand [23]). The set of LRPs within the location theory combines location and route plan decision levels. In recent years, the attention given to the ﬁeld of locationrouting has increased and many of the published works deal with real problems. Location-routing has a wide ﬁeld of application. For example, rubber smallholders [17], goods transportation [20], military [14], evacuation [6], and the paper industry [8] to name just a few. Especially in postal logistics, a huge variety of LRP applications exists (see, e.g., [5], [13], and [26]). A very good overview of LRP is given by Nagy and Salhi [16]. In this paper we consider an SSLRPTW and capacity restrictions at both customers and depots. Time restrictions in LRP have hardly been considered yet. Jacobsen and Madsen [10] consider a latest delivery time at customers in a two J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 44–58, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 stage newspaper distribution network. Wasner and Z¨ apfel [26] mainly restrict the routes to maximum time duration in a parcel distribution network. A periodic LRP, where customers are visited frequently over a given multiperiod horizon, is tackled with a hybrid evolutionary algorithm by Prodhon [21]. Moreover, to our best knowledge, this is the ﬁrst time that time windows have been applied to LRP. In some real problems external truck companies perform the routing. In those cases route plans are implemented for a long period of time where time windows of customers must be respected. Thus, the routing is rather tactical than operational. We propose a tabu search algorithm with with add, drop, and swap moves. Tabu search was also applied by Albareda-Sambola, Diaz and Fernandez [2] to LRP restricted to one single route per capacitated open depot. Tuzun and Burke [25] proposed a tabu search approach for LRP with capacitated routes but uncapacitated depots. This paper is organized as follows. Section 2 introduces the required notation, deﬁnes the problem and proposes an integer linear optimization model. The location subproblem, solved as an integer linear program, and the arising vehicle routing problem with time windows, solved with construction and improvement heuristics, are presented in Section 3, followed by the explanation of the proposed tabu search heuristic in Section 4. Computational results are presented in Section 5. We close with some concluding remarks.
 
 2
 
 Problem Definition
 
 The SSLRPTW studied in this paper is deﬁned on a weighted (not necessarily complete) directed graph G = (V, A, C, T ). The node set V consists of a subset D of m potential depot sites and a subset I = V \ D of n customers. C and T are weights, corresponding to the travelling costs cij and the travelling time tij (includes service time si at node i), associated with the set of arcs A linking any two nodes i and j. Each depot site has a capacity Qd , opening hours [opend , closed ], and opening costs Fd . Further, each customer has a demand qi and has to be served during the time window [ai , bi ]. For service purposes, a homogenous ﬂeet K of vehicle with capacity C is available and any subset can be placed at any depot site. The task is to determine the location of open depots, the assignment of the customers to open depots, and the vehicle routes serving the customers with minimum overall costs such that the following constraints hold: – Each customer is assigned exactly to one open depot and served by exactly one vehicle during its time window (a waiting time wi at customer i is allowed). – Each vehicle is used once at the most. – Each vehicle route begins and ends at the same open depot during the opening hours. – The vehicle load does not exceed the vehicle capacity. – The total demand of the customers assigned to an open depot does not exceed the depot capacity.
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 To formulate the SSLRPTW, the following binary variables are necessary:  1 if depot d ∈ D is open yd = 0 otherwise  zdi
 
 xkij
 
 =
 
 1 if customer i ∈ I is assigned to depot d ∈ D 0 otherwise
 
 ⎧ ⎨ 1 if node j ∈ V is directly visited after node i ∈ V by vehicle k ∈ K ⎩ 0 otherwise
 
 =
 
 Further, we need the following time variables: Ti
 
 :
 
 arrival time at customer i ∈ I
 
 wi
 
 :
 
 waiting time at customer i ∈ I
 
 startkd
 
 :
 
 departure time of vehicle k ∈ K at depot d ∈ D
 
 endkd
 
 :
 
 return time of vehicle k ∈ K at depot d ∈ D
 
 The linear program of the SSLRPTW can be stated as follows:    min zSSLRP T W = Fd · yd + cij · xkij d∈D
 
 (1)
 
 k∈K (i,j)∈A
 
 subject to 
 
 qi · zdi ≤ Qd · yd ∀ d ∈ D
 
 (2)
 
 i∈I
 
 
 
  j∈V
 
 xkij = 1
 
 ∀j∈I
 
 (3)
 
 xkji = 0
 
 ∀ k ∈ K, i ∈ V
 
 (4)
 
 xkdj ≤ 1
 
 ∀k∈K
 
 (5)
 
 xkij ≥ 1
 
 ∀ S ⊆ I, 2 ≤ |S|
 
 (6)
 
 ∀ d ∈ D, i ∈ I, k ∈ K
 
 (7)
 
 ∀k∈K
 
 (8)
 
 ∀i∈I
 
 (9)
 
 k∈K i∈V
 
 xkij −
 
 
 
 j∈V
 
  d∈D j∈V
 
  
 
 k∈K i∈S j∈V \S
 
  s∈V
 
 (xkds + xksi ) ≤ zdi + 1 
 
 qj xkij ≤ C
 
 i∈V j∈I
 
 Ti + wi ≥ ai
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 ∀i∈I
 
 (10)
 
 ≥ opend
 
 ∀ k ∈ K, d ∈ D
 
 (11)
 
 ≤ closed
 
 ∀ k ∈ K, d ∈ D
 
 (12)
 
 − M (1 − xkij ) − (Tj − Ti − wi − tij ) ≤ 0
 
 ∀ i ∈ I, j ∈ I, k ∈ K
 
 (13)
 
 ∀ i ∈ I, j ∈ I, k ∈ K
 
 (14)
 
 − tdj ) ≤ 0
 
 ∀ d ∈ D, j ∈ I, k ∈ K
 
 (15)
 
 M (1 − xkdj ) − (Tj − startkd − tdj ) ≥ 0
 
 ∀ d ∈ D, j ∈ I, k ∈ K
 
 (16)
 
 ∀ i ∈ I, d ∈ D, k ∈ K
 
 (17)
 
 ∀ i ∈ I, d ∈ D, k ∈ K
 
 (18)
 
 M (1 −
 
 xkij )
 
 − M (1 −
 
 − (Tj − Ti − wi − tij ) ≥ 0
 
 xkdj )
 
 − (Tj −
 
 startkd
 
 − M (1 − xkid ) − (endkd − Ti − wi − tid ) ≤ 0 M (1 −
 
 xkid )
 
 −
 
 (endkd
 
 − Ti − wi − tid ) ≥ 0
 
 xkij ∈ {0, 1} ∀ i, j ∈ V, k ∈ K
 
 (19)
 
 yd ∈ {0, 1} ∀ d ∈ D
 
 (20)
 
 zdi ∈ {0, 1} ∀ d ∈ D, i ∈ I
 
 (21)
 
 Ti , wi ∈ ZZ + ∀ i ∈ I
 
 (22)
 
 startkd ,
 
 endkd
 
 ∈ ZZ + ∀ d ∈ D.
 
 (23)
 
 The objective function minimizes the sum of depot and transportation costs. Capacity constraints of the open depots and the used vehicles are satisﬁed through inequalities (2) and (8). Constraints (3) and (4) known as ‘degree constraints’, guarantee the uniqueness and continuity of a route performed by a vehicle. Each vehicle is used once at the most through constraints (5). Constraints (6) eliminate subtours and constraints (7) ensure that a customer is only served by a vehicle assigned to the same open depot. While constraints (9) and (10) imply that the arrival time (with additional waiting time) at a customer is within its time window, constraints (11) and (12) guarantee that each route begins and ends at a depot during its open hours. Inequalities (13)-(18) determine the arrival time on a route, the departure, and the return time of a route performed by a vehicle. If xkij = 1 holds, than inequalities (13) and (14) reduce to the equation Tj = Ti +wi +tij , otherwise to the relaxed inequality −∞ ≤ Tj −Ti −wi −tij ≤ ∞. The same holds for (15)-(16) and (17)-(18) for startkd and endkd instead of Ti and Tj , respectively. Finally, the integrality constraints (19)-(23) state the binary or integer nature of the decision variables. For the purpose of time variables description, we discretize the time horizon into time points and code them as integer values. This formulation includes O(|K| · |V |2 ) binary variables, O(max{|K · |D|, |I|}) integer variables, and O(2|V | − 2|D| ) constraints. Therefore, only very smallscale instances can be solved with commercial solvers. Obviously, the SSLRPTW is NP-hard, since it reduces to the well known vehicle routing problem with time windows when |D| = 1. Thus, the use of heuristics is essential for largescale SSLRPTW instances. We tackled the problem with a tabu search approach described in Section 4.
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 3
 
 Subproblems
 
 The SSLRPTW comprises the location of depots, the allocation of customers, and the construction of routes. We decompose the overall problem into subproblems, described in this section and propose a solution method, which is a modular part of our tabu search approach. 3.1
 
 Capacitated Facility Location Problem with Time Windows
 
 The negligence of routes reduces the SSLRPTW to the CFLP, ﬁrst introduced by Balinski [3] with additional time windows (CFLPTW). We use the notation in Section 2 to deﬁne the problem. The task is to determine the location of open depots and the assignment of the customers to open depots with a minimum sum of ﬁxed costs and assignment costs, such that the following constraints hold: – Each customer is assigned exactly to one open depot (single-sourcing) and reachable before the end of its time window. – The earliest arrival time at a depot from each assigned customer is before its closing time. – The total demand of the customers assigned to an open depot does not exceed the depot capacity. The CFLPTW model is identical to the original CFLP if time restrictions are checked during a preprocessing phase. Therefore, we need to check whether – opend + tdj ≤ bj and – max{opend + tdj , aj } + tjd ≤ closed hold, otherwise we can ﬁx the assignment variable zdj := 0 or remove arcs (d, j) and (j, d) from G. The CFLPTW with single sourcing can be stated as follows:   min zCF LP T W = Fd · yd + (cdj + cjd ) · zdj (24) d∈D
 
 (d,j),(j,d)∈A
 
 subject to  i∈I
 
 qi · zdi ≤ Qd · yd
 
 ∀d∈D
 
 (25)
 
 ∀I ∈I
 
 (26)
 
 zdi ∈ {0, 1}
 
 ∀ d ∈ D, i ∈ I
 
 (27)
 
 yd ∈ {0, 1}
 
 ∀ d ∈ D.
 
 (28)
 
 
 
 zdi = 1
 
 d∈D
 
 The objective function (24) sums all ﬁxed and assignment costs. Assignment costs are deﬁned by travel costs from depot to customer and back. Inequalities (25) guarantee that a customer can only be assigned to an open depot and capacity constraints of the depots are fulﬁlled. Single-sourcing restrictions are
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 satisﬁed through constraints (26). Finally, constraints (27) and (28) deﬁne the binary assignment variables and location variables, respectively. If open depots are speciﬁed, than only an allocation problem with time windows remains (APTW). Hence, constraints (25) and (26) remain only for the open depots. Large-scale instances with up to 1000 customers and 350 potential depots can be solved exactly with commercial solvers. 3.2
 
 Vehicle Routing Problem with Time Windows (VRPTW)
 
 The vehicle routing problem with time windows arises from SSLRPTW if depot locations and a feasible assignment of customers are known. Then, the task is to construct routes for each depot and its assigned customers with the following constraints: – Each customer is served by exactly one vehicle during its time window (waiting is allowed). – Each route begins and ends at the depot during the opening hours. – The vehicle load does not exceed the vehicle capacity. The goal is to minimize the overall transportation costs. We omit a description of a model and refer the reader to [24]. For further VRPTW literature we refer the reader to Br¨ aysy and Gendreau [4]. Instead, we brieﬂy give an overview of the used heuristic methods taken from [4]. First, we construct routes with the savings heuristic of Clarke and Wright [7]. At the beginning, each customer is served individually by a separate route. Combining two routes, serving customers i and j, results in a cost savings Sij = cid − cdj − cij . We select the arc (i, j) linking customers i and j with maximum positive Sij such that the combined route is time and capacitative feasible. Further, we restrict the linking to arcs retaining the traversing order of the previous two routes (see Figure 1). Reversing a route order from (d, h, ..., i, d) to (d, i, ..., hd ) leads in most cases to time infeasibility. The savings procedure is applied iteratively. We use local search methods to improve feasible solutions. The initial solution is obtained from the savings procedure. Arc-Exchange mechanisms are applied to ﬁnd neighboring solutions. All neighbors of the current solution are examined and compared to it. The most improving neighbor replaces the current solution and the search continues. Well-known are the 2-opt and 3-opt arc-exchange procedures of Lin [12]. The following arc-exchange moves are applied: 2-opt, 2-opt∗ , Or-opt, relocate, exchange, and cross-exchange.
 
 Fig. 1. Savings operation retaining the traversing order
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 The 2-opt tries to improve a route by replacing two node disjoint arcs by two other arcs. Figure 2 depicts that the orientation of the route cannot be preserved. 2-opt∗ is similar to 2-opt, but it combines two routes so that the last customers of a given route are introduced after the ﬁrst customers of the other route. Thus, the orientation of the routes is preserved.
 
 Fig. 2. 2-opt operation
 
 The Or-opt introduced by Or [18] is another arc-exchange and a special case of 3-opt preserving the orientation of the route. It replaces three disjoint arcs by new three arcs, as shown in Figure 3.
 
 Fig. 3. Or-opt operation
 
 The relocate operator moves a customer from one route to another, and the exchange operator simply swaps customers of diﬀerent routes. Thus, we are able to change the assignments if the relocate and exchange operation is applied to routes assigned to diﬀerent depots. The basic idea of cross-exchange is to remove two arcs (i − 1, i) and (u, u + 1) from a ﬁrst route. Further, two arcs (j − 1, j) and (v, v + 1) are removed from a second route. Then the segments (i, . . . , u) and (j, . . . , v) are swapped. This is done by adding new arcs (i − 1, j), (v, u + 1), (j − 1, i), and (u, v + 1), as illustrated in Figure 4. All feasibility checks of the described operators can be done in linear time by applying them and iterating through the new routes. Linear time checks are too expensive if the operators are called several thousand times. A more
 
 Fig. 4. Cross-exchange operation
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 eﬃcient way is to check in constant time by using the (inverse) resource extension function generalized to segments, as introduced by Irnich [9]. Algorithm 1 gives an overview of how the multi-depot VRPTW (MDVRPTW) is solved in this paper. Algorithm 1. MDVRPTW 1: for each depot and its assigned customers do 2: Construct routes with the savings method. 3: end for 4: for each depot and its routes do 5: Improve routes by arc-exchange operators in the following sequence: 2-opt, 2opt∗ , Or-opt, relocate, exchange, cross-exchange. 6: if an operator improves a solution then 7: Stop and update the route(s). Go to 4. 8: end if 9: end for 10: for each pair of depots and their routes do 11: Improve routes by arc-exchange operators in the following sequence: relocate, exchange . 12: if an operator improves a solution then 13: Stop and update the route(s). Go to 10. 14: end if 15: end for 16: if an operator in 11 improved the solution at least once then 17: Go to 4. 18: end if
 
 4
 
 Tabu Search Algorithm for the SSLRPTW
 
 ‘Locate ﬁrst and route second’ type heuristics are sequential methods for LRP, whereas the iterative methods (e.g., [19] and [22]) iterate between the location and routing phases until a stop criterion is met. Although, iterative methods produce better solutions than sequential methods, they still have drawbacks. Both subproblems are treated as equal, therefore, the neighborhood space cannot be searched intensively. A more suitable approach is a hierarchical classiﬁcation of the subproblems, where the location is the main problem and the routing is subordinated. Thus, we refer to the nested method approach proposed by Nagy and Salhi [15]. First, we deﬁne the neighborhood structure of the SSLRPTW by the moves add, drop, and swap, introduced by Kuehn and Hamburger [11]. ‘Add’ means opening a closed depot, ‘drop’ means closing an open depot, and ‘swap’ is a simultaneous add and drop move. The change of a location mostly inﬂuences a connected area of closely located depots with their associated customers and the changed depot and its customers. Thus, we restrict the three moves to a region and a catchment area of an open depot, where after each move an MDVRPTW is solved. In addition, we have to deﬁne a neighborhood relation between two
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 depots to specify the term closely in this context. The following deﬁnitions are taken from [15]. Definition 1. Two depots d1 and d2 are neighbors, if and only if at least one customer i exists, such that d1 and d2 are the nearest two depots to customer i. Definition 2. The region R(d) of an open depot d consists of the depot d itself, its customers, neighbor depots and their associated customers. Definition 3. The catchment area CA(d) of an open depot d is the smallest rectangle comprises depot d and its customers. Obviously, the neighborhood relation, the region of depot d and its catchment area is easy to create. Moreover, the assignment of customers can be restricted to the nearest opened depots. Further, we can limit an add and swap move to the catchment area of an investigated depot d, such that closed depots too far from depot d need not be considered because they cannot inﬂuence each other. Algorithm 2. Tabu Search for the SSLRPTW 1: Solve the CFLPTW ﬁrst and then the arising MDVRPTW to generate an initial solution S for the SSLRPTW. Calculate total costs C(S). 2: for each depot d in S do 3: Calculate the Region R(d). 4: Drop opened d from R(d), if this drop move is not tabu. Solve the APTW ﬁrst and then the MDVRPTW for R(d) \ {d}. Calculate the costs C(R(d) \ {d}) of the drop move. 5: for each closed depot d in the catchment area CA(d) do 6: Add d to R(d), if this add move is not tabu. Solve the APTW ﬁrst and then  Calculate the costs C(R(d) ∪ {d})  of the add the MDVRPTW for R(d) ∪ {d}. move. 7: Swap d with d in R(d), if this swap move is not tabu. Solve the APTW  \ {d}. Calculate the costs ﬁrst and then the MDVRPTW for (R(d) ∪ {d})  C((R(d) ∪ {d}) \ {d}) of the swap move. 8: end for 9: end for 10: Implement the move with the largest improvement, update S and C(S). 11: if S is better than the best known solution Sbest , i.e., C(S) < C(Sbest ) then 12: Set Sbest = S. 13: end if 14: Repeat 2 to 13 until a suitable stop criterion is reached.
 
 Algorithm 2 describes the proposed heuristic. The initial solution for the SSLRPTW in line 1 is obtained by solving the CFLPTW ﬁrst and the MDVRPTW second. The solution of the CFLPTW, a set of open depots and assigned customers, serves as input for Algorithm 1 (MDVRPTW). Locations and assignments outside the region R(d) are not aﬀected by the moves in line 4, 6, and 7. All open depots in a region are determined by the moves, so only an assignment problem (APTW) has to be solved in these lines. Then, Algorithm 1
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 is applied to the assignment solution. Thus, the routing is nested in the location phase. Note that a drop or swap move can lead in infeasible APTW due to time and capacity infeasibility. Further, the largest improvement in line 10 can be negative and result in a non-improving solution. In modern metaheuristics, such as tabu search, simulated annealing and genetic algorithms, the acceptance of non-improving solutions produces high quality solutions. In general, the acceptance of non-improving allows us to climb out of a local optima solution and to explore a big variety of the solution space. To forbid the immediate return to a local optima, we use the tabu strategy. In our algorithm, the reverse move of the move in line 10 is made tabu for a given number of iteration from lines 2 to 13. Our stop criterion is met if a maximum number of iterations or of non-improving move-selections (line 10) is performed.
 
 5
 
 Computational Study
 
 The proposed heuristic was coded in C++ and executed on an Intel Core 2.15 Ghz computer with 3.24 GB RAM. CPLEX1 9.1 was applied to solve the CFLPTW and APTW. Before the computational results, we give a brief overview of the generated instances. 5.1
 
 Test Instances
 
 Since benchmarks for the SSLRPTW are not available, we derived SSLRPTW instances from the extended VRPTW Solomon benchmark [1]. We used the class RC1 with 400 customers, in order to have instances with clustered and randomly distributed customers. The 10 instances of RC1 vary in the time windows of customers. Some of the time windows are tight and some are relaxed. In each instance, the service time, demand, and coordinates are given. To add further potential depots to the existing depot, we take the smallest rectangle including all customers and draw horizontal and vertical lines parallel to the sides of the rectangle with equal distance. The result is a grid and every grid point in the rectangle is a potential depot. Overall, the generated instances consist of 50 potential depots. Open hours of the potential depots are deﬁned as [mini∈I ai , maxi∈I bi ] and their service time is set to zero. As ﬁxed costs we used the set of 100, 500, 1,000, and 3,000 monetary units (MU) combined with depot capacity 250, 500, 1,500, 3,000 quantity units (QU). The demand of all customers is 7,127 QU and the minimum required number of open depots is given in Table 1. Overall, 160 instances were created and tested. The vehicle capacity is adopted from the Solomon instances. Further, the travel costs cij and the travel time match the Euclidean distance multiplied by factor 10. 5.2
 
 Computational Results
 
 First, note that the 10 instances with the combination of the mentioned ﬁxed costs and depot capacity are called test group in this section. We use this notation to illustrate average results instead of explicit results of each instance. In 1
 
 IBM ILOG mathematical program engine.
 
 54
 
 H. I. G¨ und¨ uz Table 1. Minimum required number according to the capacity Qd [QU] 250 500 1,500 3,000 Required depots 29 15 5 3
 
 Table 2 each line corresponds to a test group. Colums ‘ depots’ correspond to the average number of open depots and ‘costs’ to the average overall costs of the initial and best obtained solutions, respectively. Column Δ provides the average improvement of the initial solution by the proposed tabu search heuristic. ‘CPU’ is the average CPU time, given in hh:mm:ss, and ‘ iter.’ the average number iterations needed by the tabu search heuristic. Table 2. Computational results of the tabu search heuristic test group Fd Qd
 
 initial solution  depots costs
 
 best solution  depots costs
 
 Δ
 
 statistics  iter. CPU
 
 100 250 100 500 100 1,500 100 3,000
 
 48.0 47.0 47.0 47.0
 
 43,593.5 41,152.7 41,137.7 41,140.8
 
 41.4 36.4 34.8 34.5
 
 41,471.4 39,259.2 39,261.7 39,221.3
 
 4.91 4.63 4.60 4.70
 
 41.3 36.5 34.3 36.9
 
 0:08:38 0:12:05 0:12:41 0:13:30
 
 500 250 500 500 500 1,500 500 3,000
 
 41.0 39.0 39.0 39.0
 
 59,732.2 56,515.5 56,500.5 56,489.7
 
 31.8 19.8 16.4 16.1
 
 59,732.2 49,473.7 48,735.7 48,529.9
 
 6.62 12.52 13.82 14.16
 
 33.3 33.7 37.0 38.1
 
 0:11:03 0:16:46 0:23:17 0:24:07
 
 1,000 250 1,000 500 1,000 1,500 1,000 3,000
 
 35.0 32.0 32.0 32.0
 
 75,164.4 69,417.1 69,535.5 69,529.3
 
 30.9 17.0 11.7 11.8
 
 71,847.8 69,417.1 55,135.6 55,239.7
 
 4.42 15.94 20.80 20.64
 
 20.9 28.0 36.0 34.4
 
 0:09:26 0:14:38 0:38:02 0:38:36
 
 3,000 250 3,000 500 3,000 1,500 3,000 3,000
 
 29.1 19.0 18.0 18.0
 
 131,940.2 98,724.7 96,098.1 96,096.5
 
 29.1 15.2 5.9 5.5
 
 131,285.0 88,960.2 69,566.5 69,092.6
 
 0.50 9.92 27.70 28.21
 
 16.2 20.8 29.2 30.0
 
 1:01:51 0:15:10 2:04:05 2:17:37
 
 For all instances, the CFLPTW was solved to optimality with CPLEX. We observed that the number of open depots remains unchanged within a group except for one instance in the group with ﬁxed costs 3,000 MU and capacity 250 QU. This indicates that time windows do not aﬀect the location decision of the CFLPTW. Furthermore, the number of open depots exceeds the minimum required number (compare Table 1 and Table 2), except again for the group with ﬁxed costs 3,000 MU and capacity 250 QU. Actually, the domination of the assignment costs of the CFLPTW model are the reason. Therefore, depots are located near to the customers to reduce the assignment costs, such that time windows are not restrictive anymore. In instances with increasing ﬁxed costs, we have a decreasing domination of assignment costs and if in addition tight depot
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 capacity is available, then the number of open depots is equal to the minimum required number. By the following MDVRPTW, a ﬁrst feasible solution for the SSLRPTW is detected fast. In general, the ﬁrst obtained solution is far from the best solution found by our proposed tabu search heuristic. The average relative improvement of the initial solution is located between 4% and 29% (Table 2), except for one test group.
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 Fig. 5. Range of relative improvement
 
 As seen in Figure 5 and Figure 6, the relative improvement varies between 0.1% and 33.44% and the number of open depots is reduced up to 26. For 50% of the instances, the relative improvement is between 4.65% and 17.7%. Further, in 50% of the instances the depot number reduction is between 8 and 20. Actually, the decrease of depots permits the exploitation of economies of scale in the routing phase. The relative improvements and depot reduction below the 0.25-quantile are achieved mostly for the test groups with depot capacity 250 and 500 QU, whereas the results above the 0.75-quantile are achieved mostly for the test groups with depot capacity 1,500 and 3,000 QU with ﬁxed costs 1,000 and 3,000 MU. Small improvements are achieved for instances with low depot capacity 250 MU. With increasing depot capacity and ﬁxed costs, large improvements are obtained. This is due to the fact, that the depot number cannot be reduced as in instances with high depot capacity. Reducing depot numbers with low ﬁxed costs does not have the same impact on the overall costs as with higher ﬁxed costs.
 
 56
 
 H. I. G¨ und¨ uz
 
 Fig. 6. Range of depot number
 
 The CPU time shows, that the instances can be solved in acceptable time. We observed, that the CFLPTW model is solved fast, expect to the test group with ﬁxed costs 3,000 MU and depot capacity 250 QU. Because of the high ﬁxed costs and the tight ﬁxed costs many feasible solutions with similarly objective exist, such that CPLEX needs many iterations to abort with an optimal solution. Further, the used CPU time portion for the APTW is relatively high for instances with tight depot capacity. In this cases an iteration or a gap limitation could be useful for the CFLPTW or APTW, respectively. In all other cases more than 80% of the CPU time is used by the MDVRPTW Algorithm 1 for thousands of VRPTW instances arising during the tabu search Algorithm 2. Especially for the test groups with a few open depots we have large VRPTW instances. Therefore, in test groups with high ﬁxed costs and large depot capacity more than 90% of the CPU time is spent during the routing phases. To speed up, the use of less arc-exchange operators or an iteration limitation can be useful.
 
 6
 
 Conclusion
 
 In this paper, both location and routing problems are tackled together, leading to the SSLRPTW. This consists of location depots, assigning customers, and planning routes with consideration of time windows and capacity restrictions at depots and customers. A tabu search heuristic is proposed to solve largescale instances of the SSLRPTW. It is based on the add, drop, and swap moves
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 of Kuehn and Hamburger [11]. An initial solution is obtained by a sequential method. First, an appropriate CFLPTW is modeled as an integer linear program and solved with CPLEX. Afterwards, an MDVRPTW is solved. Feasible routes are created with the savings method of Clarke and Wright and improved with arcexchange operations. The proposed tabu search is tested on 160 instances with diﬀerent combinations of ﬁxed costs and depot capacity, as well as varying time windows. The solutions obtained, indicate that the sequential approach considers the time aspects insuﬃciently and shows that the proposed tabu search is an appropriate and far better method to solve the SSLRPTW. Since there are no exact methods available, future research should include lower bound calculations to evaluate the quality of the solutions. Further, the development of the proposed and other heuristics should be included in order to produce a higher quality solution.
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 Abstract. The vehicle routing problem with time windows (VRPTW) has been the subject of intensive study because of its importance in real applications. In this paper, we propose a cross entropy multiagent learning algorithm, which considers an optimum solution as a rare event to be learned. The routing policy is node-distributed, controlled by a set of parameterized probability distribution functions. Based on the performance of experienced tours of vehicle agents, these parameters are updated iteratively by minimizing Kullback-Leibler cross entropy in order to generate better solutions in next iterations. When applying the proposed algorithm on Solomon's 100-customer problem set, it shows outperforming results in comparison with the classical cross entropy approach. Moreover, this method needs only very small number of parameter settings. Its implementation is also relatively simple and flexible to solve other vehicle routing problems under various dynamic scenarios.
 
 1 Introduction The vehicle routing problem with time windows (VRPTW) has been known as one of the NP-hard problems in combinatorial optimization. The problem consists of delivering goods to a set of customers, which must be visited within given time windows, at a minimum cost under available capacitated vehicle constraints. The standard VRPTW has been the subject of intensive study because of its importance in real applications, such as pickup and delivery problems in transportation of goods and fleet operation management. The exact and heuristic algorithms have been proposed and applied to Solomon's test instances and many real-life situations. Recent reviews in these solution techniques for the VRPTW can be found in [1, 2, 3]. The state of the art of exact methods has successfully solved most of Solomon's 100-customer benchmark instances. However, only very limited large instances have been solved to optimality [4]. Hence, an intensive effort has been engaged in proposing efficient heuristics for solving the VRPTW and related vehicle routing problems. The state of the art of heuristics includes: local search [5, 6], adaptive large neighborhood search [7] and evolutionary mechanism [8, 9]. Basically, these heuristics apply two main procedures to construct and improve the solutions: the route construction procedure and the route improving procedure. The former consists of generating a set of feasible routes based on deterministic or stochastic route-building heuristics. This procedure provides initial points in order to apply some improving J.W. Böse et al. (Eds.): ICCL 2011, LNCS 6971, pp. 59–73, 2011. © Springer-Verlag Berlin Heidelberg 2011
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 local search algorithms for finding high-quality solutions on the neighborhoods. In general, the neighborhood search space is very large; one needs to develop efficient searching strategies to find local optima. To this end, the local search algorithms are widely used, which consist of replacing a subset of initial solutions such that better solutions can be found. Numerous variants based on the local search framework have been proposed such as iterative local search [10, 11], multistart local search [12, 13] and adaptive multistart local search [5]. Basically, these local search algorithms generate initial solutions by the route construction heuristics or some random mechanisms, and then apply the local search heuristics such as k-opt, i.e., replacing k edges on a route traveled by a vehicle with k edges not on this route, or swap move, exchanging the position of two nodes on the same route, to improve solution quality. To avoid being trapped into local optima, related perturbation or randomization procedures need to be applied. The performance of the local search heuristics depends not only on the interaction between the route construction and the improvement procedures but also on the strength of the perturbation or randomization of the two procedures. To this issue, an adaptive large neighborhood search method has been proposed [7]. The authors proposed a flexible framework aiming to adaptively choose a set of local search techniques. This method provided an auto-adjusted mechanism to intensify or diversify searching neighborhood according to the performance of the set of heuristics. However, it needs to implement a set of heuristics, which is more timeconsuming and complicated than single-heuristic-based algorithm. Different from the aforementioned heuristics, the agent-based distributed solution techniques have been proposed recently. Vokrinek et al. [17] proposed a vehicle routing problem solver based on multiagent framework. The solver is composed of three types of agents in order to collect demand (task agent), allocate demand (allocation agent) and find routes (vehicle agent). The route construction algorithm is based on greedy search heuristics. The experiments were conducted for capacitated vehicle routing problem. The average solution quality within 91.3% optimality was reported. Barbucha and Jedrzejowicz [16] developed a multiagent platform for simulating dynamic vehicle routing system, i.e., customer requests arrive when the vehicles are running. The system is composed of a set of agents with different functionalities for executing different tasks such as initialization, customer request generation and route assignments for requests. Simple insertion rules are applied for customer request assignment to the vehicles. Other applications based on the multiagent framework in logistics can be found in [18]. In summary, these studies have developed simulation tools based on the multiagent approach to static or dynamic vehicle routing problems. However, the solutions found by these multiagent approaches are still far from the optima. In this work, a multiagent learning algorithm based on cross entropy (CE) method [14] is proposed. We associate a set of routing probabilities with nodes (customers) on the network, iteratively guiding the vehicles to find optimal routes, which minimize total cost, and satisfying capacity and time window constraints. Based on the performance of the routes traveled by the vehicles in each iteration, the choice probability distributions of next outgoing nodes are iteratively updated. We consider the optimum solution as a rare event to be estimated based on the importance sampling theory. More precisely, we specify a random mechanism to generate feasible solutions (samples), controlled by a set of parameterized probability
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 distribution functions (pdf). Based on the performance of the samples, the parameters are updated iteratively by minimizing Kullback-Leibler cross-entropy in order to generate better solutions in next iterations. A set of vehicle-specific transition matrices is associated with the nodes of the network to construct subsequently a feasible route for each vehicle. As the capacity and time window constraints need to be satisfied during the route construction process, a sequential importance sampling technique is utilized by constructing the solution sequentially, conditional on vehicle’s capacity and customer’s time windows constraints. The stochastic route construction procedure is repeated until all customers are serviced. As the classical CE method may be trapped on the local optima at its early stages, some local search techniques are combined with the CE method to avoid this problem and to improve significantly the convergence speed of the classical CE method. The rest of this paper is organized as follows. In Section 2, we define the VRPTW problem and provide its mathematical formulation. Section 3 introduces the concept of the classical CE method and the proposed multiagent system for the VRPTW problem. Based on the performance of routes travelled by the vehicles, a hybrid scheme combining the agent-based CE algorithm and the local search procedure is proposed. This scheme enables local search performed only on a small subset of good solutions. Section 4 provides the computational results for Solomon's 100-customer VRPTW instances. Finally, the conclusions and future extensions are discussed.
 
 2 Problem Formulation The mathematical formulation of the VRPTW problem can be stated as follows. Let G (V , E ) be a directed graph with a vertex set V and an arc set E. The vertex set is composed of one depot (node 0) and n customers 1 to n, denoted as V = {0,1,..., n} . The arc set is E = {(i, j ) i ≠ j , ∀i, j ∈ V } . Each customer is associated with an amount of
 
 goods di to be delivered. Let M = {1,2,..., M } be a set of homogeneous/heterogeneous vehicles with M being the total number of vehicles. Each vehicle m has a fixed capacity qm . Each customer is associated with a time window [ai , bi ] , for which the customer cannot be serviced before ai and after bi . Let si be the arrival time for customer i. The service time for customer i is denoted as u i with u i > 0 , but no service time at the depot, i.e., u 0 = 0 . Let the depot be associated with a scheduling time window [a0 , b0 ] , for which any vehicle cannot depart the depot before a0 and return to it after b0 . Each arc (i, j ), ∀i ≠ j has an asymmetric travel time tij and an operation cost cij . The problem is to determine a set of routes, originating and terminating at the depot, such that total cost is minimal by satisfying: (1) each customer is serviced exactly once; (2) vehicle capacity cannot be violated; (3) all customers must be serviced within the service time windows. Let rm denote a route, starting and terminating at the depot, composed of a sequence of customers visited by the vehicle m. The k-th visited customer of vehicle m is denoted as rm (k ) . Let δ m = {0,1,2,..., nm , nm + 1} be a sequence
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 of visiting order of the customers in rm with rm (0) = rm ( nm + 1) = 0 . We define an indicator yim as 1 if customer i is serviced by vehicle m, and 0 otherwise. The set of routes for all vehicles is denoted as r = r1 , r2 ,..., r M . We formulate the VRPTW
 
 {
 
 }
 
 problem mathematically as follows: Min S (r ) =
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 ≤ qm , ∀m ∈ M
 
 (2)
 
 = 1, ∀i ∈ V \ {0}
 
 (3)
 
 crm ( k −1) rm ( k ) m∈M k∈δm \ {0}
 
 subject to
 
 d
 
 i∈rm \ {0}
 
 y
 
 i
 
 im
 
 m∈M
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 (5)
 
 yim ∈ {0, 1}, ∀i ∈ V \ {0}, ∀m ∈ M
 
 (6)
 
 The objective function Eq. (1) minimizes the total travel cost. The constraints (2) mean that each vehicle cannot load goods exceeding its capacity restriction. The constraints Eq. (3) ensure that each customer is serviced exactly once. The constraints Eq. (4) ensure the consistency of service time for next visiting customer. The time windows are imposed by Eq. (5). The constraints Eq. (6) are the integrality constraints. Note that the above formulation is route-based, convenient for constructing routes for each vehicle based on the multiagent framework.
 
 3 Cross Entropy Learning Algorithm The main concept of the CE method is to associate the optimization problem with an estimation problem throughout the route-searching process. The search process is characterized by a set of density functions associated with the nodes of the network. These density functions are iteratively updated based on the minimization of the Kullback-Leibler distance (cross entropy) between density functions and optimal density functions. In the following, we present first the multiagent model for general vehicle routing problem simulation. Then we describe the cross entropy multiagent learning algorithm to solve the VRPTW problem. 3.1 Multiagent Model for Vehicle Routing Problems with Time Windows The multiagent simulation framework is very convenient for modeling and simulating the general vehicle routing problems since it captures the system behavior dynamics resulting from the interactions of supply and demand. Basically, the system is
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 composed of a set of heterogeneous agents with predefined behavior. The advantage of the multiagent approach resides on its flexibility in capturing complex interactions between different components of the system. The simulation of the VRPTW problem by the multiagent approach describes vehicle’s optimal route search process under its capacity and service time windows constraints. In current application, the system is specified as: • •
 
 •
 
 Customer agent: a set of customers with fixed demand is known a priori. Each customer agent needs to be visited exactly once. Vehicle agent: a set of vehicle agents with fixed capacity is available in the system. Vehicle agents depart from and return to the depot by picking up customer requests under its capacity and service time windows constraints. The violation of these constraints is not allowed. Environment (network): it is represented by a directed graph on which a set of vehicles operate on it. The network is characterized by a set of nodes representing the customers and a set of links associated with related characteristics. In static case, the travel time of link is fixed. In dynamic case, one can replace it with time-dependent travel cost function.
 
 The present multiagent framework is convenient in dynamic situations with timedependent travel cost or stochastic customer demand. 3.2 Cross Entropy Learning Algorithm The main idea of the proposed cross entropy learning algorithm is that we specify a parameterized random mechanism for vehicle agents to generate feasible routes. Based on the performance of these "samples" (a sample is a feasible solution of the VRPTW), the parameters of the random mechanism are updated towards the optimal solutions. This stochastic search algorithm is originated from the importance sampling techniques aiming to increase the accuracy of rare-event probability estimation. Basically, the CE learning algorithm is composed of two steps [14, 19]: (1) generate a set of samples according to some stochastic mechanism; (2) update the parameters of stochastic mechanism based on the performance of the samples in order to generate better solutions at next iteration. As the classical CE method may be trapped in local optima, we propose a hybrid scheme by combining local search algorithms in order to overcome this problem and increase the solution quality. The random feasible route generation mechanism moves vehicle agents from current customer/depot to next unvisited customers, one at each step, based on Markov chain on graph G(V,E), starting and ending at the depot. A set of vehiclespecific transition matrix (a routing probability matrix), P={ p 1 , p 2 ,..., p M } are associated with each node of the graph to construct subsequently a feasible route for one vehicle agent. The stochastic route construction procedure is repeated until all customers are serviced. Different from the classical CE method, the idea of the proposed method is based on the sequential importance sampling techniques [21], i.e., to construct a solution sequentially, conditional on capacity, while time windows constraints and partial solutions are already constructed before the current state. Note
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 that the proposed CE learning algorithm is quite intuitive. It needs only to rescale the transition probabilities at current visiting node by eliminating infeasible candidates (next infeasible not yet visiting customers) in order to generate a feasible route at each step. If there is no feasible candidate to visit, the vehicle agent returns to the depot and next vehicle starts its route construction. Let the transition matrix of vehicle m be p m = ( pijm ), ∀m ∈ M with pijm being the
 
 transition probability for the vehicle m moving from node i to node j. Note that p m is a V × V matrix with the first column and row being the depot. We set pijm > 0 if i ≠ j , and 0 otherwise. Each vehicle constructs a route sequentially based on its transition matrix and a prohibition list (infeasible candidates) until current state. As mentioned above, we cast the original optimization problem to an estimation problem of rare event probability. To increase the sampling performance at each iteration, a sequence of new sampling densities, called importance sampling densities, need to be chosen. The optimal importance sampling density P* can be iteratively derived by minimizing the Kullback-Leibler cross-entropy distance [14, 19]. First, a criterion of rare event (an approximate to optimal solution) γ is associated with each iteration and updated according to the performance of independent and identically distributed (i.i.d.) samples. We associate γ with an indicator I {S (r ) ≤γ } being 1 if the performance of solution is better than γ , i.e., S (r ) ≤ γ , and 0 otherwise. Let f (r; P) denote the probability distribution function (pdf) of r (defined around Eq. (1)), parameterized by P. The probability of a global tour r is the multiplication of outgoing node choice probabilities in vehicle's route constructing process. Its logarithm can be written as: M ( r ) nm +1
 
   I {
 
 ln f (r; P ) =
 
 m =1
 
 k =1 i , j
 
 rm ∈R ij ( k )
 
 m } ln pij ,
 
 (7)
 
 where M (r ) is the set of vehicles utilized for the solution r. R ij (k ) denotes the set of feasible routes such that the k-th transition (move) is from node i to node j. The optimal important sampling distribution based on the minimization of the CE distance can then be obtained as: P* = arg max E Pw−1 I {S (r ) ≤ γ} ln f (r; P) P
 
 (8)
 
 Note that the above equation derives the optimal important sampling pdf based on known Pw −1 . It is equivalent to the following optimization problem: E Pw −1 I {S ( r ) ≤ γ } ln f (r; P)
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 pijm ≥ 0, ∀(i, j ) ∈ E , ∀m ∈ M
 
 (11)
 
 where Λ+ (i) denotes the successors of node i. By applying Karush-Kuhn-Tucker optimality conditions, the optimal solution of the above optimization problem can be obtained by differentiating with respect to pijm as: n m +1   I {rm ∈R ij ( k )} Ε Pw −1  I {S (r ) ≤ γ } k =1  
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 where R ij (k ) is the set of routes, for which the k-th transition is from node i to node j. R i (k ) is the set of routes for which its k-th transition is starting from node i. N is the sample size. Note that the above updating rule states that pijm is updated based on the transition
 
 proportion from node i to node j of the vehicle m, conditional on the global tour performance satisfying S (r ) ≤ γ . As the above important sampling pdf could generate some infeasible tours in the sequential route construction process, a rescaling procedure is conducted at each step such that next node to be visited is drawn from the feasible node set. The CE learning algorithm is stated as follows. Algorithm 1: The CE learning algorithm Step 1: Initialize P0 as a uniform pdf over the node set V. Order the endings of the time windows bi , ∀i ∈ V from the smallest to the biggest. Set the iteration index w = 1. Step 2: Generate N i.i.d. samples according to the feasible route generation algorithm (described later). Step 3: Order the solution performance S (r ) as a sequence S (r1 ) ≤ S (r2 ) ≤ ... ≤ S (rN ) . Apply the local search procedure (described later) for the samples in the λN best solutions. We set 0.1 ≤ λ ≤ 0.3 . Step 4: Order the solution performance after the local search. The ρ -quantile of the performances S (~r ) , i.e., ρN  th lowest cost ( x denotes the smallest integer greater than or equal to x), is denoted as a new “rare-event” criteria: γ w = S( ρN )
 
 (13)
 
 As for the value of ρ and the sample size N, it is recommended that as the sampling number increases, the ρ value decreases. We set ρ as N = c2 V
 
 2
 
 c1 V
 
 and
 
 with 1 ≤ c1 ≤ 10 and 0.5 ≤ c2 ≤ 1 , where the sample size N is smaller
 
 than in the classic CE method, reducing considerably the computational times.
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 Step 5: Calculate Pw by Eq. (12) and apply the smoothed updating rule as follows: Pw := αPw −1 + (1 − α )Pw ,
 
 (14)
 
 It is recommended that α takes a value in the range of 0.4 ≤ α ≤ 0.9 (see [19]). Step 6: To avoid being trapped into local optimum, the following dynamic parameter adjustment process is applied. If S (rw* −2 ) − S (rw* −1 ) / S (rw* −1 ) ≤ θ , where 0.02 ≤ θ ≤ 0.03 , multiply λ by k1 and ρ by k 2 with 1.5< k1 0, vehicle v1 must start the service at customer i at least 1 v2 min max ≥ δiv1 v2 time units before v2 (synchronization of Type II). If, additionally, δiv 1 v2 min max δiv1 v2 > 0 is set, vehicle v2 must not start the service later than δiv1 v2 time units
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 after the service start time of v1 . A precedence constraint where vehicle 2 can start the service of customer i only after vehicle 1 ﬁnished the service can be min max expressed by setting δiv = piv1 and δiv = ∞. Precedence constraints for a 1 v2 1 v2 reverse vehicle order (service of v2 before service of v1 ), are modeled similarly. The routing of the vehicles is modeled by binary decision variables xijv , which ¯ 0 otherwise. take value 1 if vehicle v ∈ V moves directly from i ∈ C¯ to j ∈ C, The temporal variable tiv ≥ 0 denotes the service start time of vehicle v ∈ V ¯ The vehicle routing problem with synchronization constraints is at node i ∈ C. modeled as follows. The objective (1) is to minimize the total distance traveled by vehicles.  dij · xijv (1) min → Z = ¯ j∈C ¯ v∈V i∈C
 
 Constraints (2) guarantee that the route of each vehicle starts in the depot and ends in the depot.   x0jv = xj0v = 1 ∀v ∈ V (2) j∈C
 
 j∈C
 
 Constraints (3) ensure that every customer who does not ask for a combined service of both vehicles is visited by only one of the two vehicles.  xijv = 1 ∀i ∈ C\S (3) ¯ v∈V j∈C
 
 Constraints (4) represent ﬂow balancing constraints, ensuring that vehicle v leaves customer i if it visits the customer.   xjiv = xikv ∀i ∈ C, v ∈ V (4) ¯ j∈C
 
 ¯ k∈C
 
 Constraints (5) determine the service start times of vehicles at customers, taking into account the service durations piv and the travel times dij . Here, M refers to a suﬃciently large positive value, which is set to li for deriving a tight model formulation. The constraints furthermore avoid cycles in the vehicle routes. ¯ j ∈ C, ¯ v∈V tiv + (piv + dij )xijv ≤ tjv + M (1 − xijv ) ∀i ∈ C,
 
 (5)
 
 Constraints (6) let the service of customers start within their individual time windows.   xijv ≤ tiv ≤ li xijv ∀i ∈ C, ∀v ∈ V (6) ei ¯ j∈C
 
 ¯ j∈C
 
 Synchronization of services for customers in set S is modeled in Constraints (7)(9). Constraints (7) model the spatial synchronization by ensuring that each synchronization point is visited by every vehicle v ∈ V .  xijv = 1 ∀i ∈ S, ∀v ∈ V (7) ¯ j∈C
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 The temporal synchronization of vehicles is modeled in (8) and (9). The minimal time gap between the arrivals of the two vehicles is guaranteed by (8). min tiv1 + δiv ≤ tiv2 1 v2
 
 ∀i ∈ S
 
 (8)
 
 The maximal time gap between the vehicle arrivals is guaranteed by (9). max tiv1 + δiv ≥ tiv2 1 v2
 
 ∀i ∈ S
 
 (9)
 
 Constraints (10) deﬁne the domains of the binary decision variables xijv . Here, aiv · ajv = 1 if and only if vehicle v can access both nodes i and j, 0 otherwise. This additional domain restriction ensures feasibility of routes, by avoiding trips to customers which are inaccessible for vehicle v. xijv ∈ {0, aiv · ajv }
 
 ¯ ∀v ∈ V ∀i, j ∈ C,
 
 (10)
 
 The domains of service start times are deﬁned in (11). tiv ≥ 0
 
 ¯ ∀v ∈ V ∀i ∈ C,
 
 Fig. 3. Synchronization of Type I (left) and Type II (right)
 
 (11)
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 Example: Figure 3 (left) shows the solution to the example instance if simulmin max taneous synchronizations is required at the customers, i. e. δiv = δiv =0 1 v2 1 v2 is preset ∀i ∈ S. The total route length of this solution is Z = 279.4. Figure 3 (right) shows the solution where precedence relations are given for synchronization points, i. e., vehicle 1 must arrive at a synchronization point before vehicle 2 but it does not have to wait for the second vehicle. This solution has a total route length of Z = 274.2, which is a saving of 1.9 % compared to the solution in Figure 3 (left). This example illustrates that less restrictive synchronization with Type II can lead to solutions of lower cost than synchronization of Type I. To get further insight into the chronology of the vehicle operations, Figure 4 shows space-time diagrams of the two solutions generated for the example instance. In Figure 4 (top), it can be seen that the service of customers 2, 4, and 6 is performed simultaneously by the two vehicles as is required under synchronization of Type I. In contrast, synchronization with precedence (Type II) allows for a non-simultaneous service as is observed for customers 2, 4, and 6 in Figure 4 (bottom). Here, waiting times of vehicles occur only due to customer time windows but not for synchronizing the vehicles. The space-time diagrams reveal that the two solutions diﬀer signiﬁcantly in the vehicle routes and in the service start times at the customers. This example shows the sensitivity of the
 
 Fig. 4. Space-time diagrams for synchronization with simultaneous service (top) and precedence requirements (bottom)
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 described problem, in which even small changes of the synchronization requirements have a large impact on the solution structure and the objective function value. It illustrates the importance of carefully incorporating the particular type of synchronization found in a speciﬁc practical application into the planning of vehicle service operations.
 
 4
 
 Numerical Experiments
 
 We conduct computational experiments for assessing the solvability of the synchronization model by means of a standard MIP solver under varied problem size, synchronization requirements, and customer time windows. For the tests, we generate three sets of instances, namely A, B, and C. Set A contains ten small sized instances with ten nodes each, i. e., one depot and nine customers. Set B contains ten medium sized instances with 15 nodes each, i. e., one depot and 14 customers. Set C contains ten large sized instances with 20 nodes each, i. e., one depot and 19 customers. The nodes are randomly located in an area 50 × 50. The distances between nodes as well as the travel times are Euclidean. Two vehicles are available for serving customers. We assume that each vehicle can visit each customer, i. e., aiv = 1 ∀i ∈ C, v ∈ V . The service durations piv for customers i ∈ C by vehicle v ∈ V are drawn from the interval [1, 2, . . . , 7]. Customer time windows are generated as explained in the respective tests. Synchronization requirements are as follows. For every small, medium, and large instance three, four, and ﬁve synchronization points are randomly selected min max = δiv = 0 to enforce from the set of customers, respectively. We set δiv 1 v2 1 v2 synchronization of Type I. For testing synchronization of Type II, this setting is later modiﬁed. We use ILOG CPLEX 12.2 with a runtime limit of one hour per instance on a 2.80 GHz Intel Core Duo. Table 2. Numerical results for set A with varied customer time windows Time windows S
 
 M
 
 Z
 
 1 2 3 4 5 6 7 8 9 10
 
 290.8 303.2 242.3 302.1 324.6 330.3 279.7 243.2 294.0 288.0
 
 0 0 0 0 0 0 0 0 0 0
 
 00:01 00:01 00:01 00:02 00:01 00:02 00:01 00:04 00:01 00:02
 
 266.9 289.6 214.6 270.7 298.9 279.4 272.9 243.2 271.1 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:03 00:06 00:01 00:18 00:04 00:04 00:01 00:04 00:04 00:05
 
 261.8 282.6 214.6 238.8 281.7 266.4 272.9 223.7 263.5 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:08 00:05 00:01 00:03 00:07 00:03 00:01 00:02 00:56 00:32
 
 261.8 282.6 214.6 238.8 281.7 226.4 272.9 223.7 263.5 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:38 00:16 00:01 00:04 00:38 00:06 00:03 00:04 00:22 00:07
 
 average 289.8
 
 0
 
 00:02 265.5
 
 0
 
 00:05 255.4
 
 0
 
 00:12 251.4
 
 0
 
 00:14
 
 gap CPU
 
 Z
 
 N
 
 Instance
 
 gap CPU
 
 Z
 
 L gap CPU
 
 Z
 
 gap CPU
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 For the ﬁrst test, we solve instance set A under varied time window lengths for the customers. More precisely, we solve the instances under small (S) time windows (length = 70 time units), medium (M) time windows (140 time units), large (L) time windows (200 time units), and no time windows (N). The computational results are shown in Table 2. The table presents for each instance and each time window setting the objective function value Z of the best solution found within the runtime limit, the gap [in %] of the best solution against the lower bound delivered by CPLEX, and the computation time CPU [mm:ss] required for solving instances. The 0-gaps in this table reveal that all instances are solved to optimality independently of a particular time window setting. Actually, all instances are solved within less than one minute of computation time. Still, we observe a growth in the average computation time when turning from small to large and to no time windows. Contrasting runtimes, the average objective values decrease when time windows are enlarged. This ﬁnding is expected as more ﬂexible time windows open up potential for shortening the total route lengths of vehicles. In the second test, we solve instance set A under a varied number of synchronization points. Here, two, three, four, and ﬁve synchronization points are selected randomly for each instance. Time windows are set to medium size (M) as described for the ﬁrst test. The computational results for each instance and each number of synchronization points are shown in Table 3. Again, all instances are solved to optimality independent of the particular number of synchronization points. The average computation time varies in the number of synchronization points, but a clear trend cannot be identiﬁed. The average objective function values increase signiﬁcantly when turning from two to more synchronization points. For |S| = 5, average route lengths are about 21.4 % larger than for |S| = 2. This ﬁnding is explained by a additional travel eﬀort that is required for the vehicles Table 3. Numerical results for set A with varied number of synchronization points Number of synchronization points |S| 2
 
 3
 
 Z
 
 1 2 3 4 5 6 7 8 9 10
 
 257.7 258.2 220.4 242.4 281.5 237.0 257.0 207.2 243.9 245.2
 
 0 0 0 0 0 0 0 0 0 0
 
 00:06 00:04 00:02 00:04 00:10 00:06 00:02 00:02 00:07 00:08
 
 266.9 289.6 214.6 270.7 298.9 279.4 272.9 243.2 271.1 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:03 00:06 00:01 00:18 00:04 00:04 00:01 00:04 00:04 00:05
 
 280.4 291.5 254.7 253.6 324.9 301.5 285.7 240.9 279.3 259.5
 
 0 0 0 0 0 0 0 0 0 0
 
 00:07 00:04 00:03 00:05 00:10 00:03 00:01 00:01 00:58 00:03
 
 291.0 353.4 256.3 277.6 339.0 311.2 299.4 254.6 285.8 305.5
 
 0 0 0 0 0 0 0 0 0 0
 
 00:03 00:06 00:02 00:07 00:20 00:03 00:01 00:01 00:11 00:01
 
 average 245.0
 
 0
 
 00:05 265.5
 
 0
 
 00:05 277.2
 
 0
 
 00:10 297.4
 
 0
 
 00:05
 
 gap CPU
 
 Z
 
 5
 
 Instance
 
 gap CPU
 
 Z
 
 4 gap CPU
 
 Z
 
 gap CPU
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 when synchronized service is requested by a larger number of customers. For determining the amount of cost that follows from synchronization requirements, we furthermore solved all ten instances without any synchronization points (S = ∅). In this case the problem reduces to the VRPTW. We observe from this computation, that average cost without synchronization are 167.8 (detailed results are omitted here). Hence, we observe that already a few synchronization requirements (|S| = 2) increase cost by about 46 %. We conclude that synchronization has a strong impact on solution quality which emphasises the need to consider them in the vehicle operations planning. Next, we solve instance set A under varied minimal and maximal time gaps to analyze the sensitivity of solutions under diﬀerent synchronization requirements. For this purpose, we solve the instances under simultaneous synchromin max min = δiv = 0, and under precedence requirements with δiv = nization δiv 1 v2 1 v2 1 v2 max min max min max 0, δiv1 v2 = 50, with δiv1 v2 = 0, δiv1 v2 = 100, and with δiv1 v2 = 50, δiv1 v2 = 100. The computational results are shown in Table 4. All instances are solved to optimality again. The objective function values are aﬀected diﬀerently from the varied synchronization requirements. Taking the solutions with simultanemin max = δiv = 0) as a reference, the less restrictive case with ous service (δiv 1 v2 1 v2 min max δiv1 v2 = 0, δiv1 v2 = 50 enables improved solutions for six instances. The improvements range from a relative route length saving of 0.2 % (instance 1) to min max = 0, δiv = 100, 4.5 % (instance 6). For the even less restrictive case with δiv 1 v2 1 v2 four further improvements are observed, with a maximal improvement of 4.1 % min max = 50, δiv = 100, synchronization requirements (instance 9). In case δiv 1 v2 1 v2 min max impact solution quality diﬀerently compared with δiv = δiv = 0. Three 1 v2 1 v2 instances show a larger objective function value, three instances show the same solution quality, and four instances have shorter total route lengths. Improvements are explained by the ﬂexibility that results from the non-synchronous Table 4. Numerical results for set A with varied minimal and maximal time gaps min max Time gaps (δiv , δiv ) 1 v2 1 v2
 
 (0,0)
 
 (0,50)
 
 Z
 
 1 2 3 4 5 6 7 8 9 10
 
 266.9 289.6 214.6 270.7 298.9 279.4 272.9 243.2 271.1 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:03 00:06 00:01 00:18 00:04 00:04 00:01 00:04 00:04 00:05
 
 266.4 286.8 214.6 266.9 298.9 266.7 272.9 235.6 269.0 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:05 00:08 00:01 00:08 00:05 00:03 00:01 00:05 00:05 00:30
 
 266.4 282.6 214.6 263.7 298.9 266.7 272.9 233.1 258.1 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:04 00:05 00:01 00:08 00:06 00:05 00:01 00:04 00:04 00.38
 
 305.1 282.6 214.6 268.1 311.4 301.2 272.9 241.4 263.5 247.7
 
 0 0 0 0 0 0 0 0 0 0
 
 00:03 00:04 00:01 00:04 00:01 00:05 00:01 00:02 00:01 00:06
 
 average 265.5
 
 0
 
 00:05 262.6
 
 0
 
 00:07 260.5
 
 0
 
 00:08 270.8
 
 0
 
 00:03
 
 gap CPU
 
 Z
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 gap CPU
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 Z
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 set B
 
 set C
 
 Instance
 
 Z
 
 gap
 
 CPU
 
 Z
 
 gap
 
 CPU
 
 Z
 
 gap
 
 CPU
 
 1 2 3 4 5 6 7 8 9 10
 
 261.8 282.6 214.6 238.8 281.7 226.4 272.9 223.7 263.5 247.7
 
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
 
 00:54 00:20 00:02 00:08 00:39 00:33 00:05 00:07 02:44 00:44
 
 344.4 317.1 283.1 232.8 303.4 300.4 304.9 234.9 315.1 282.4
 
 0.0 0.0 0.0 0.0 9.1 0.0 0.0 0.0 0.0 0.0
 
 11:26 14:47 04:27 01:22 60:00 04:02 01:05 00:19 14:02 22:58
 
 308.6 335.5 318.3 311.1 317.9 313.9 324.4 282.7 324.6 328.8
 
 3.7 4.8 5.0 0.8 13.5 0.0 3.0 0.0 12.1 8.3
 
 60:00 60:00 60:00 60:00 20:05 60:00 60:00 08:12 60:00 60:00
 
 average
 
 251.4
 
 0.0
 
 00:14
 
 291.9
 
 0.9
 
 13:27
 
 316.6
 
 5.1
 
 50:50
 
 min arrival requirements. Longer route lengths are explained by the non-zero δiv 1 v2 parameters which enforce a temporal distance between the vehicle arrivals. In a ﬁnal test series, we evaluate the impact of the instance size on the solvability of the problem. We solve all three instance sets A, B, and C for the case with no customer time windows. The computational results are shown in Table 5. It can be seen that already adding ﬁve customers to the problem (instance set B) leads to much longer runtimes than for set A. The average runtime of CPLEX grows to 13 minutes per instance. When turning to set C, only two instances are solved to optimality. CPLEX ﬁnds integer feasible solutions also for the remaining instances, but gaps of up to 13.5 % are observed. Although a deterioration of solution quality is expected for CPLEX, it is surprising how quickly the solver reaches its limits. The non-optimal solution quality for instances with 20 nodes together with the very long computation times are considered inadequate for a practical application. These results obviously call for the development of more powerful solution methods for routing vehicles under synchronization requirements.
 
 5
 
 Concluding Remarks
 
 We have proposed a model for vehicle routing with synchronization constraints. The considered types of synchronization are simultaneous synchronization and precedence synchronization at ﬁxed points. From computational tests, it has been shown that increasing synchronization requirements lead to a strong increase in vehicle route lengths. This is because the travel eﬀort increases, if more customers require service by both vehicles. From a managerial perspective, these results emphasize the need of carefully planning vehicle operations, if synchronized services play an important role in a practical application. Further computational tests show that the model can be solved to optimality by
 
 Modelling the Synchronization of Transport Means
 
 85
 
 standard solvers when instances with up to 15 nodes are considered. Already for larger instances with 20 nodes, the ILOG solver runs into its boundaries and produces solutions with gaps up to 13.5 % within one hour of computation time. This result indicates that problem-speciﬁc solution methods and heuristics must be developed for solving larger instances of the vehicle routing problem with synchronization constraints. Since the presented model considers synchronization of only two vehicles, a further important issue of future research is to formulate a model that can cope with vehicle ﬂeets of larger size. Other issues of future research are to extend the model towards synchronization at variable points, to incorporate vehicle capacities, and to address alternative objectives like the minimization of the maximum route duration over all vehicles. Acknowledgments. This research is funded by the Deutsche Forschungsgemeinschaft (DFG) under project reference B02110263.
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 Abstract. In this paper we consider the collection of infectious medical waste, produced by patients in self-treatment and stored at pharmacies. The problem is formulated as a collector-managed inventory routing problem, encompassing stochastic aspects, which are common in such problems. Social objectives, speciﬁcally the satisfaction of pharmacists and the local authority, as well as the minimization of public health risks, are considered for the real-world motivated inventory routing problem. To optimize the planning process for a predeﬁned time horizon, we take advantage of radio frequency identiﬁcation technologies. We design a tabu search based algorithm to optimize the determination of visit dates and corresponding vehicle routes. The suggested approach is tested on real-world data from the region of Provence-Alpes-Cˆ ote d’Azur, in France. The results for diﬀerent waste collection scenarios are analyzed and compared in order to evaluate the performance of the proposed solution method.
 
 1
 
 Introduction
 
 The quantity of waste material disposed of by home health and medical care services, as well as by self-attending patients is increasing [20]. Therefore, the treatment of infectious waste, such as contaminated needles or syringes, is of great importance. Infectious waste, especially sharp objects, need to be handled with great care in order to prevent the spread of diseases. The unsafe disposal of health-care waste poses public health risks, considering that health workers, waste handlers or pedestrians might come into contact with contaminated waste if it is dumped into areas without restricted access. In the south-east region of France, the disposal of medical waste accumulated by patients in self-treatment, is commonly organized as follows. At pharmacies, patients receive empty boxes which are dedicated to the safe storage of their medical waste. Full boxes are brought back by the patients to the pharmacies, where they are stored. When a certain storage capacity at a pharmacy is reached, a pharmacist makes a call to the local authority, which organizes the pick-up of the waste material. Full boxes are then collected by a vehicle and deposited at collection centers in order to be disposed of. An external company periodically visits and depletes collection centers. Currently, a pharmacist makes a call J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 86–100, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 to the local authority when the maximal storage capacity (a container for full boxes) at the pharmacy is reached. The pharmacy is visited one or two days after giving a call to the local authority. Consequently, the number of boxes at a pharmacy is only known by the collector when a call is received, and the planning of the collection tours is made on a daily basis. The current system has three main inconveniences: First, transportation costs are high because tours are only optimized day per day. Second, the service at pharmacies is bad, not only for pharmacists but also for patients. If a container is full, waiting to be emptied by the collector, patients cannot enter their boxes and have to disturb the pharmacist, causing an unpleasant situation for both of them. Third, the collector cannot plan his/her tours in advance. In this paper, we envisage the improvement of the planning process by integrating Radio Frequency Identiﬁcation (RFID) technology. Being equipped with RFID tags, boxes can automatically be registered when entered into a container at a pharmacy. This allows the collector to control the stock at pharmacies, because the exact number of boxes can be accessed at any time. Pharmacies can be visited according to a schedule determined by the local authority for the whole time horizon, depending on the number of boxes and the distances between the pharmacies. The number of boxes arriving at a pharmacy is stochastic and is therefore not known exactly a priori. However, by considering the number of boxes stored at the pharmacies at the beginning of the time horizon, the waste collection tours can be planned for a predeﬁned period. Two conﬂicting aspects have to be considered when determining visit dates for pharmacies. On the one hand, pharmacies should not be visited too late, as their storage capacity will be exceeded. On the other hand, pharmacies should not be visited too early (when only few boxes are stored), as each visit interrupts the working process of the pharmacists. Possessing information on when collections of waste material will be carried out during the whole planning period, pharmacists can adjust their time schedule and better anticipate their daily activities. The ﬂexibility in determining the visit dates of pharmacies and the corresponding tours, makes the simultaneous optimization of collection and routing possible. However, the whole process becomes less reactive, as the planning is based on information available at the beginning of the time horizon. In order to represent both interest groups, the local authority as well as pharmacists, the total cost is composed of ﬁxed cost when a tour is carried out, transportation cost and inventory cost at the pharmacies. This study is part of a project called ‘Trace-de-TIC’, funded by the French Environment and Energy Management Agency (ADEME). The agency ﬁnances and develops research and technological innovation with the aim of protecting the environment and turning the concept of sustainable development into a concrete reality. Our project contains several innovative and new aspects. First of all, the problem formulation combines characteristics of inventory routing and stochasticity in an applied research study. Secondly, we consider social objectives for the collection of infectious medical waste. To be more speciﬁc, we address four
 
 88
 
 P.C. Nolz, N. Absi, and D. Feillet
 
 performance indicators, namely minimization of public health risks, satisfaction of pharmacists, satisfaction of the local authority and total distance of collection tours. In order to ameliorate the time planning for both, the pharmacists and the local authority, we provide a mathematical formulation of the waste collection problem described above, addressed as a stochastic Inventory Routing Problem (IRP), by exploiting the beneﬁts of RFID technology. The IRP deals with the distribution (or collection) of a product to several facilities over a given planning horizon [3]. The proposed solution approach can be applied in two diﬀerent ways in order to handle the stochastic IRP. On the one hand it can be embedded in a rolling horizon framework, where the same problem is solved every day based on the newly available data. In this way, transportation costs can be improved. On the other hand, the planning can be done once for the whole time horizon, considering the initial inventory. This allows the pharmacists and the collector to plan and coordinate their activities for the whole time horizon. The remainder of the paper is organized as follows. In the next section, a literature review is presented. In Section 3, the problem is described in detail. In Section 4, the solution procedure is introduced and explained. Computational experiments are presented in Section 5. Some concluding remarks and perspectives are provided in Section 6.
 
 2
 
 Literature Review
 
 The infectious medical waste collection problem under investigation contains characteristics of inventory routing and stochasticity. It is furthermore embedded in an applied research project. This is why we partition the literature review into three sections: Inventory routing problem, Real-world waste collection problems, and Stochastic vehicle routing problem. 2.1
 
 Inventory Routing Problem
 
 Bertazzi et al. [3] present an overview of IRPs, regarding diﬀerent formulations and several extensions. Federgruen and Simchi-Levi [10] provide a mathematical formulation of the single-depot single-period IRP. Campbell et al. [4] study the IRP as well as the stochastic IRP, where the future demand of a customer is uncertain. Stockout cost at a customer is modeled with a penalty function that contains ﬁxed and variable components. Campbell and Savelsbergh [6] present a two-phase approach for an IRP. In the ﬁrst phase a delivery schedule is determined by solving an integer programming model and in the second phase a set of delivery routes is constructed by applying heuristics. Yu et al. [28] study an IRP with split deliveries, allowing the delivery to each customer in each period to be performed by multiple vehicles. Le Blanc et al. [17] present a collector managed IRP for reverse logistics, where the collection company is responsible for the inventory to be picked up and recycled. Solyali et al. [25] present a robust IRP with uncertain demands. The authors determine the delivery quantities and
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 delivery times, as well as the vehicle routes, and they allow backlogging of demand at customers. They propose mixed integer programming formulations of the problem and its deterministic variant. 2.2
 
 Real-World Waste Collection Problems
 
 Baptista et al. [2] present a Periodic Vehicle Routing Problem (PVRP) case study considering the collection of recycling paper containers in Portugal. The number of visits to containers within a period is included in the problem formulation as a decision variable. Nuortio et al. [22] address a stochastic PVRP with time windows for the collection of municipal solid waste in Eastern Finland, which is solved with a metaheuristic. Kulcar [15] presents a case study on waste collection in Brussels, evaluating several means of collection, such as vehicle, rail and canal. Mourao and Almeida [21] examine a capacitated arc routing problem for a refuse collection VRP. They present lower bounding techniques and a heuristic in order to solve a real-world problem for the collection of household waste in Lisbon. Teixeira et al. [26] provide a case study on the collection of recyclable urban waste. Periodic vehicle routes are planned for the collection of three diﬀerent waste types, regarding a relatively long time horizon. Tung and Pinnoi [27] study a vehicle routing and scheduling problem for waste collection in Hannoi, Vietnam. The problem is divided into several phases, where waste has to be picked up and delivered at diﬀerent stages, while time windows have to be respected. Campbell et al. [5] present a case study for a real-world IRP. They develop a two-phase solution approach. In the ﬁrst phase they determine the customers to be served on a speciﬁc day and the amount to be delivered, and in the second phase they determine the delivery routes and schedules. Shih and Chang [24] develop a computer system for the collection of infectious hospital waste. Their solution approach for the considered PVRP consists of two phases. Firstly, the authors develop vehicle routes for all customers without considering allowable day combinations. In the second phase, they apply a mixed integer programming method to assign the routes to days while respecting all constraints. 2.3
 
 Stochastic Vehicle Routing Problem
 
 Gendreau et al. [11] provide a review paper on stochastic VRPs, referring to stochastic customers, stochastic travel times and stochastic demands. Most of the papers which can be considered relevant for our waste collection problem focus on the solution of a stochastic program with recourse. In the ﬁrst stage, an a priori solution is determined, where the realizations of the random variables are not known. In the second stage a recourse or corrective action can be taken, if for example the vehicle capacity is exceeded. The aim is to determine a solution of minimum expected total cost. The same authors develop a tabu search heuristic called Tabustoch [12] for the VRP with stochastic demands and customers. Laporte and Louveaux [16] present a two-index formulation of the SVRP and explain the integer L-shaped Method for continuous stochastic programming,
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 which is based on branch and cut. Hjorring and Holt [14] use the L-shaped method to solve a single-VRP. A relaxed IP is solved and additional constraints (optimality cuts) are added for a tighter approximation of route failure cost. Rei et al. [23] propose a hybrid heuristic combining Monte Carlo sampling and local branching to solve a single VRP with stochastic demands. Mendoza et al. [19] propose a memetic algorithm for the solution of a multi-compartment VRP with stochastic demands. The authors apply genetic operators in combination with local search procedures in order to solve the stochastic program with recourse. Ak and Erera [1] present a paired-vehicle recourse strategy, considering the coordination of vehicles in pairs. A tabu search heuristic is applied to realworld instances from Istanbul, Turkey. Christiansen and Lysgaard [7] introduce a branch-and-price algorithm for the capacitated VRP with stochastic demands. The authors formulate a set partitioning problem and develop a dynamic programming approach for the solution of the column generation subproblem.
 
 3
 
 Problem Description
 
 We formulate the problem as a Stochastic Collector Managed Inventory Routing Problem (SCMIRP). Two decisions have to be made: (1) when to visit each pharmacy, (2) how to route the vehicle to minimize costs. One vehicle is located at the depot, where it starts and ends each of its tours, which is at most one tour per day. We consider a planning period of several weeks, where the inventory level at the end of the time horizon can be diﬀerent from the starting level. The total cost is composed of transportation cost, ﬁxed vehicle cost associated with a tour, and inventory cost. Inventory cost represents two components, determined by the diﬀerence between a predeﬁned level (number of boxes) at a pharmacy and the number of boxes actually picked up by the vehicle. Unitary excess inventory cost incurs when a predeﬁned maximum storage capacity (a container for full boxes) at a pharmacy is reached. A penalty cost at a pharmacy incurs, if the number of boxes at the pharmacy is lower than a predeﬁned threshold inventory level. Note that for a pharmacist a visit is perturbing as long as a minimum storage level has not been reached, as he/she has to stop the working process in order to hand out only few boxes. The problem can then be presented as a two-stage stochastic optimization problem with recourse. In the ﬁrst stage, decisions have to be made on the visit dates for each pharmacy and the tours by which the vehicle visits the pharmacies. The actual number of boxes at a pharmacy becomes known, when the pharmacy is visited. Therefore, the number of boxes to be collected at each pharmacy is determined in the second stage. Note that for our model, it makes no diﬀerence whether the number of boxes at the pharmacies becomes known at once (e.g. assessed via RFID technology), or gradually, going from one pharmacy to the next. This particularity is explained by the fact that in the second stage the whole inventory at each pharmacy is collected. Let G be a complete graph where V = {0, 1, ..., n} is the vertex set and A is the arc set. One vehicle is located at the depot, represented by vertex 0. A
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 distance or travel time matrix satisfying the triangle inequality is deﬁned on A. Vertices i = 1, ..., n represent the pharmacies, where boxes for infectious medical waste are collected. cij denotes the distance or travel time between vertices i and denotes j. cf is the ﬁxed vehicle cost, that incurs by carrying out a tour. cthrd i the penalty cost incurring by a visit to pharmacy i, if the threshold inventory level Iithrd at pharmacy i is not reached. cmax is the unitary excess inventory cost i incurring by a visit at pharmacy i, if the maximal accepted inventory level Iimax at pharmacy i is reached. t ∈ 1, ..., T expresses the set of discrete time instants. Ii0 is the initial inventory at pharmacy i. ξit denotes the number of boxes deposited at pharmacy i by unit of time as a random variable. The variable Iit denotes the inventory at pharmacy i at time t. vit is the number of boxes exceeding the maximal accepted inventory at time t. zit is the number of boxes picked up at pharmacy i at time t. wit denotes the binary variable which is equal to 1 if pharmacy i is visited at time t, and 0 otherwise. xtij is equal to 1 if pharmacy j is visited immediately after pharmacy i at time t, and 0 otherwise. The binary variable yit is equal to 1 if Iithrd is not reached when visiting pharmacy i at time t, and 0 otherwise. The variables xtij and wit determine the ﬁrst-stage decision, while the variables zit determine the second-stage decision. Using this notation, the following stochastic inventory routing problem can be formulated. First stage: min
 
 n  n  T 
 
 cij xtij +
 
 i=0 j=0 t=1
 
 n  T 
 
 cf xt0j + E(Q(x, w, ξ))
 
 s.t.
 
 (1)
 
 j=1 t=1 n 
 
 xt0j ≤ 1 ∀t = 1, ..., T
 
 (2)
 
 j=1 n 
 
 xtip =
 
 i=0, i=p n 
 
 n 
 
 xtpj
 
 ∀p = 0, ..., n; t = 1, ..., T
 
 (3)
 
 j=0, p=j
 
 xtij = wjt
 
 ∀j = 0, ..., n; t = 1, ..., T
 
 (4)
 
 xtij = wit
 
 ∀i = 0, ..., n; t = 1, ..., T
 
 (5)
 
 i=0 n  j=0 T 
 
 wit ≥ 1
 
 ∀i = 0, ..., n
 
 (6)
 
 t=1
 
 
 
 xtij ≤ |S| − 1
 
 ∀S ⊆ {1, ..., n} ; t = 1, ..., T
 
 (7)
 
 i,j∈S
 
 xtij ∈ {0, 1} ∀i = 0, ..., n; j = 0, ..., n; t = 1, ..., T
 
 (8)
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 wit ∈ {0, 1} ∀i = 1, ..., n; t = 1, ..., T
 
 (9)
 
 Second stage: Q(x, w, ξ) = min
 
 n  T 
 
 cmax vit + i
 
 i=1 t=1
 
 Iit = Ii0 +
 
 t 
 
 n  T  i=1 t=1
 
 ξis −
 
 s=1
 
 t−1 
 
 zis
 
 cthrd yit + i
 
 n  i=1
 
 cmax IiT +1 i
 
 ∀i = 1, ..., n; t = 1, ..., T
 
 s.t.
 
 (10)
 
 (11)
 
 s=1
 
 IiT +1 ≥ IiT − ziT − Iimax
 
 ∀i = 1, ..., n
 
 (12)
 
 zit ≤ Iit + M (1 − wit )
 
 ∀i = 1, ..., n; t = 1, ..., T
 
 (13)
 
 zit ≥ Iit − M (1 − wit )
 
 ∀i = 1, ..., n; t = 1, ..., T
 
 (14)
 
 zit ≤ M (wit ) ∀i = 1, ..., n; t = 1, ..., T vit ≥ zit − Iimax zit ≥ Iithrd (wit − yit )
 
 ∀i = 1, ..., n; t = 1, ..., T ∀i = 1, ..., n; t = 1, ..., T
 
 (15) (16) (17)
 
 Iit ≥ 0 ∀i = 1, ..., n; t = 1, ..., T + 1
 
 (18)
 
 zit ≥ 0 ∀i = 1, ..., n; t = 1, ..., T
 
 (19)
 
 vit ≥ 0
 
 (20)
 
 ∀i = 1, ..., n; t = 1, ..., T
 
 yit ∈ {0, 1} ∀i = 1, ..., n; t = 1, ..., T
 
 (21)
 
 The objective function of the first-stage problem is given by (1). It expresses the minimization of the total cost, which comprises the transportation cost, the ﬁxed cost and the expected inventory cost. The expectation is taken with respect to the distribution of the vector ξ of random variables ξit . The actual inventory cost Q(x, w, ξ) results as the solution of the second-stage problem (10) - (21). In the terminology of stochastic programming, Q(x, w, ξ) is called the recourse function. It expresses the expected cost of the decision to be made after the unknown parameter values become known. Constraints (2) state that at most one tour can be carried out per discrete time instant. Constraints (3) ensure that if the vehicle visits a pharmacy at a discrete time instant, it also leaves the pharmacy at the same time instant.
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 Constraints (4) and (5) guarantee that a pharmacy is only visited when an arc leads to that pharmacy. Constraints (6) guarantee that each pharmacy is visited at least once during the whole time horizon. Constraints (7) are the subtour elimination constraints. Constraints (8) and (9) deﬁne the variables of the firststage problem. In the second-stage problem, equation (10) expresses the objective function as the sum of unitary excess inventory cost and penalty cost. Constraints (11) and (12) deﬁne the level of inventory of pharmacy i at time instant t. Constraints (13) and (14) ensure that the whole inventory is collected, when pharmacy i is visited. Constraints (15) force the number of collected boxes to be zero, if a pharmacy is not visited. Constraints (16) determine the number of boxes that exceed the maximal accepted inventory at pharmacy i. Constraints (17) deﬁne yit as equal to 1 if the number of boxes picked up at pharmacy i at time t is lower than the threshold inventory, and 0 otherwise. Constraints (18) to (21) deﬁne the variables of the second-stage problem.
 
 4
 
 Solution Approach
 
 Due to the complexity of the problem, an exact solution method cannot be envisaged for realistic problem instances. Therefore, we propose a heuristic method in order to solve the SCMIRP for infectious medical waste. The solution approach is based on a tabu search (TS) algorithm [13] and a collection pattern based operator is developed to handle stochasticity. An initial solution of our inventory routing problem for infectious medical waste collection is generated by randomly assigning collection days to pharmacies. For each day, a Traveling Salesman Problem (TSP) is solved with the Lin-Kernighan heuristic [18]. The TSP consists of ﬁnding the shortest route, starting from a given city, visiting each of a speciﬁed group of cities, and then returning to the original point of departure [8]. The Lin-Kernighan heuristic is a generalization of 2-opt and 3-opt, swapping pairs of sub-tours in order to create a new tour. The neighborhood for our TS is inspired by periodic TSPs and is based on collection patterns, a collection pattern being a set of visit dates for a pharmacy. The neighbor of a solution is obtained by exchanging the collection pattern for a pharmacy i and determining the corresponding vehicle routes. The routing costs are re-optimized with the Lin-Kernighan heuristic when evaluating a pattern. The best collection pattern is determined for each pharmacy depending on the current solution. The best solution out of the neighborhood replaces the current solution by changing the collection pattern for a pharmacy i, leading to the best improvement, and by updating the vehicle routes. Figure 1 illustrates the calculation of the best neighbor, which is performed by solving a shortest path problem of the following structure. Each node of the graph represents a discrete time instant. Additionally, a ﬁctitious start node and a ﬁctitious end node complete the graph. Visiting a node means that the corresponding pharmacy i is visited at time instant (day) t. An arc leads from each node to all of its successors.
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 Fig. 1. Shortest path problem for pharmacy i
 
 The distance (cost) for the shortest path problem is composed of the routing cost diﬀerence Δt , which incurs when the corresponding node in the graph is  visited, and the inventory cost dtt i , associated with the length of a traversed arc. For each discrete time instant, a TSP is solved with the Lin-Kernighan heuristic, assuming that pharmacy i is included in the tour as well as assuming that pharmacy i is not included. The diﬀerence Δt between the two TSP solution costs is associated with the node representing the time instant t. The inventory  cost dtt i represents the expected penalty and excess inventory costs. In the described waste collection problem, the number of boxes disposed at a pharmacy cannot be known exactly a priori. Therefore, the number of boxes disposed at pharmacy i by unit of time is expressed by the random variable ξit .  as the estimated cost of being We calculate the estimated inventory cost dtt i penalized either because the threshold inventory level is not reached or because the maximal accepted inventory level is exceeded. Given a pattern with the corresponding visit dates for pharmacy i, the estimated inventory costs can be calculated as follows.
 
  dtt i
 
 =
 
 cmax i
 
 ∞  I=Iimax +1
 
 P
 
  (Iitt
 
 = I) × (I −
 
 Iimax )
 
 +
 
 cthrd i
 
 Iithrd
 
 
 
 
 
 P (Iitt = I) (22)
 
 I=0 
 
  Iitt
 
 =
 
 t 
 
 ξir
 
 (23)
 
 r=t+1
 
 Equation (22) represents the inventory cost, which is composed of the unitary excess inventory cost and the penalty cost at pharmacy i. In order to take account of the stochastic data, we calculate the probability of reaching a certain inventory
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 level when pharmacy i is visited. Equation (23) determines the inventory at  pharmacy i at time t , if a collection is done at time t. The inventory cost dst i , starting before the ﬁrst period of time, additionally takes account of the initial inventory Ii0 : 
 
  Iist
 
 =
 
 Ii0
 
 +
 
 t 
 
 ξir
 
 (24)
 
 r=t+1
 
 For the cost dte i , leading to the ﬁctitious end node, only unitary excess inventory cost is considered, but not penalty cost. Note that dte i is the cost of leaving boxes exceeding the maximal accepted inventory at pharmacy i at the end of the time horizon. The shortest path is found by applying the algorithm of Dijkstra [9]. If the best pattern found, is the same as the current pattern, we determine the second shortest path in the graph. Note that the best pattern found remains the same, if for the current solution the pattern of every pharmacy is optimal. The second shortest path in the graph is found by forbidding once each arc contained in the shortest path, starting from the ﬁctitious end node. The determination of the second shortest path allows the algorithm to escape from a local optimum. The pharmacy for which the collection pattern is changed, is temporarily declared tabu. A solution containing tabu characteristics is accepted as incumbent solution, if it is better than the best known solution. We use a ﬁxed-length tabu list and a ﬁxed tabu duration.
 
 5 5.1
 
 Computational Experiments Test Instances
 
 We tested the proposed solution approach on a real-world instance from the region of Provence-Alpes-Cˆ ote d’Azur. In this region, 30 pharmacies participate in the project ﬁnanced by ADEME, with the aim of improving the collection of infectious medical waste. Information on the number of boxes arriving at each pharmacy and the speciﬁcation of the threshold inventory level and the maximal accepted inventory level is gathered from the participating pharmacies. Each of the pharmacies is equipped with the required RFID technology. For the investigation, we assume that 1 vehicle is located at the base, where each collection tour of infectious medical waste starts and ends. The planning is made a priori for a time period of 22 days, each discrete time instant representing 1 day. 5.2
 
 Numerical Results
 
 We assume that full boxes of infectious medical waste arrive independently at pharmacies according to a Poisson distribution with mean λti . The estimated inventory costs for pharmacy i are then calculated as follows from equations (22) and (23).
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 λ=
 
 t 
 
 λri
 
 (25)
 
 r=t+1  dtt i
 
 =
 
 cmax i
 
 ∞ 
 
 e
 
  Iitt =Iimax +1
 
 = cmax (λ−Iimax +(Iimax −λ) i
 
 thrd
 
 Ii tt Iitt  λIi tt max thrd −λ λ (I − I ) + c e   i i Iitt ! i Iitt ! tt 
 
 −λ
 
 
 
 (26)
 
 Ii =0
 
 Iimax −1
 
  
 
 Iitt =0
 
 thrd
 
 tt
 
 e−λ
 
 λIi
 
 
 
 Iitt !
 
 +Iimax e−λ
 
 
 
 Ii max Iitt  λIi thrd −λ λ e )+ c  i Iimax ! Iitt ! tt Ii
 
 =0
 
 The evaluation of our solution approach is performed by comparing the current scenario to the RFID scenario for ﬁve diﬀerent problem settings. The current scenario is a realization of the data in real time. It is assumed, that each pharmacy makes a phone call to the local authority when reaching 85 % of the maximal accepted inventory. Boxes at a pharmacy are collected the day after having called the local authority. Table 1 contains the results of the comparison between the current scenario and the RFID scenario. It presents total cost, inventory cost, routing cost, number of routes, number of visits when the number of boxes is smaller than the threshold inventory level, number of visits when the number of boxes is higher than the maximal accepted inventory level, and the average number of boxes exceeding the maximal accepted inventory level. Considering the basic setting, it can easily be observed, that the total costs for the current scenario are twice as high as the costs for the RFID scenario. The advantage of the RFID scenario is that the collector can ﬂexibly combine pharmacies into tours in order to decrease total cost. This is performed by a trade-oﬀ between routing cost and inventory cost. For example, it might be preferable to visit a pharmacy which is close-by, even if the threshold inventory level has not been reached. Note that penalty cost incurs when a pharmacy is visited too early (with respect to the threshold inventory) and unitary excess inventory cost incurs when a pharmacy is visited too late (with respect to the maximal accepted inventory). In the current scenario, the local authority is not able to prevent visits above the excess inventory level, because a visit is only carried out when a pharmacist makes a call. For this reason, inventory cost is very high. The number of routes carried out in the current scenario is twice the number of routes in the RFID scenario. This is due to the fact that in the current scenario a tour is carried out whenever the local authority receives a call, even if only one pharmacy has to be visited. As the routing of the vehicle can only be optimized on a daily basis, routing cost is elevated as well. The same holds for the variable arrival rate setting, where the number of boxes arriving each day at the pharmacies varies over the time horizon.
 
 total cost current scenario 479 227 RFID scenario 205 663 Variable arrival rate total cost current scenario 496 806 RFID scenario 224 085 High arrival rate total cost current scenario 1 153 590 RFID scenario 458 758 Low inventory cost total cost current scenario 354 127 RFID scenario 159 686 High inventory cost total cost current scenario 1 035 230 RFID scenario 287 198
 
 Basic setting
 
 inventory cost routing cost # routes # threshold visits # excess visits # excess boxes 695 000 340 227 20 0 73 2 30 000 257 198 12 3 3 1
 
 inventory cost routing cost # routes # threshold visits # excess visits # excess boxes 13 900 340 227 20 0 73 1.9 14 400 145 286 8 10 30 4.2
 
 inventory cost routing cost # routes # threshold visits # excess visits # excess boxes 794 000 359 588 20 0 155 5.1 83 000 375 758 19 16 32 2.1
 
 inventory cost routing cost # routes # threshold visits # excess visits # excess boxes 155 000 341 806 20 0 72 2.2 31 000 193 085 10 9 19 1.2
 
 inventory cost routing cost # routes # threshold visits # excess visits # excess boxes 139 000 340 227 20 0 73 1.9 11 000 194 663 10 2 7 1.2
 
 Table 1. Current scenario vs. RFID scenario
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 High arrival rate means that twice the number of boxes considered in the basic setting arrive at the pharmacies. The average number of boxes exceeding the maximal accepted inventory level is very high for the current scenario, given that a pharmacy is only visited after a call is made at an inventory level of about 85 % of the maximal accepted inventory. By carrying out almost twice the number of tours as in the basic setting, in the RFID scenario the high arrival rate of boxes can be handled. For low inventory cost, excess inventory cost and penalty cost used in the basic setting, are divided by a factor of 10. For high inventory cost these values are multiplied by a factor of 5. Consequently, in the RFID scenario, the number of visits underneath the threshold inventory level or above the maximal accepted inventory level is high when inventory cost is low. When inventory cost is high, on the contrary, visits underneath the threshold inventory level or above the maximal accepted inventory level are avoided. Fewer tours are carried out in the low inventory cost setting, and the number of excess boxes is rather high, as this does not heavily inﬂuence total cost. In the high inventory cost setting, on the contrary, more routes are carried out and the number of visits below the threshold inventory level and above the maximal accepted inventory level are kept small in order to achieve low total cost for the RFID scenario.
 
 6
 
 Conclusion and Perspectives
 
 We presented a solution approach to optimize the determination of visit dates and the corresponding vehicle routes for infectious medical waste collection. We consider social objectives, such as the satisfaction of pharmacists and local authority and the minimization of public health risks. Experimental results show, that by integrating an RFID technology, the planning process can be ameliorated for both, local authority and pharmacists. The RFID scenario allows a decrease in total cost by 50 % compared to the current scenario, as inventory and routing costs can be kept low when optimizing visit dates a priori. The present solution approach is to be embedded into a decision support system. Together with the decision makers (pharmacists, local authority) the weight for the inventory costs and the lower and upper inventory levels can be determined. These values can be chosen independently for each pharmacy, in order to reﬂect the inconvenience caused by a visit or excess of inventory. Future research concentrates on the development of a sampling method, where a ﬁxed sample of random scenarios are optimized as realizations of the stochastic problem. This allows a better evaluation of the quality of solutions provided by our tabu search algorithm. Acknowledgments. The present research work was partly ﬁnanced by the French Environment and Energy Management Agency (ADEME) by grant #10 02C 0003. The authors gratefully acknowledge the support of this institution.
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 The Pickup and Delivery Problem with Cross-Docking Opportunity Hanne L. Petersen and Stefan Ropke Technical University of Denmark, Department of Transport Bygningstorvet 115, 2800 Kgs. Lyngby {hlp,sr}@transport.dtu.dk
 
 Abstract. In this paper, we consider the pickup and delivery problem with cross-docking opportunity (PDPCD). The problem arises from an industry application, and includes pickup requests, delivery requests, and pickup-and-delivery requests. Each pickup-and-delivery request can be served either as direct delivery by one truck, or by being picked up and transported to the cross-dock by one vehicle, and subsequently delivered at its ﬁnal destination by another vehicle. Handling times at customers sites and terminal are given. A typical daily instance includes 500–1,000 requests. We solve the problem using a Large Neighborhood Search (LNS) approach.
 
 1
 
 Introduction
 
 The problem to be considered in the following is a pickup and delivery problem, where a number of requests must be served. Each request has given time windows, and the aim is to construct a set of vehicle routes, such that all requests are served using the available ﬂeet of vehicles, in the cheapest possible way. The cost of a given solution depends on driven distance, total time spent, required handling operations, etc. In the present application, the PDPCD, a cross-dock is available to help carry out the required operations. A cross-dock allows for transfer of goods between vehicles, and means that one request can be served by two vehicles in combination, with one vehicle performing the pickup and the transportation of the goods to the cross-dock, and the other vehicle transporting the goods from the cross-dock to its ﬁnal destination. A major advantage of using a cross-docking setup is that it allows for consolidation of goods, and thereby more eﬃcient use of vehicles. The application behind this paper originates with Alex Andersen Ølund A/S (AAØ), a major Danish transporter of ﬂowers, with activities reaching most of Northern and Mid-Europe. Their national distribution of ﬂowers, which is being considered in this paper covers some 500–1,000 daily requests, to be served by a ﬂeet of 170 trucks. The distribution includes pickup of ﬂowers at gardeners’ greenhouses, and delivery at ﬂorists and supermarkets. The greenhouses are typically located in the western part of Denmark, while the deliveries are all over the country, with J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 101–113, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 a higher concentration in the more densely populated areas in the east. The locations of the pickup and delivery points of AAØ in Denmark can be seen from Figure 1. This opens opportunities for use of cross-docking, where the ﬂowers are brought from the greenhouses to the cross-dock, and repacking takes place before the ﬂowers are sent on to their ﬁnal destinations.
 
 Fig. 1. Distribution of customer locations in Denmark
 
 The problem we study, denoted the the pickup and delivery problem with crossdocking opportunity (PDPCD), can be described as follows: We are given a set of transportation requests R = {1, . . . , n}. Each request i ∈ R involves an amount (di ) of small ﬂower containers to be transported from an origin to a destination. The origin and destination belonging to request i are numbered i and n + i, respectively. The set of all locations considered is denoted L = {0, 1, . . . , 2n} where location 0 is the cross-dock. A homogeneous ﬂeet K = {1, . . . , k} of vehicles is available for serving the requests. Each vehicle can contain up to 43 ﬂower containers. All vehicle routes start and end at the cross-dock and each route can visit the cross-dock several times to load and unload. Each location i ∈ L is associated with a time window [ai , bi ] within which the location must be visited. We note that requests often share locations (i.e., a site requiring deliveries from several companies) in this case the physical location will be associated with as many locations in L as there are requests visiting the physical location. Each request can either be transported from origin to destination using a single vehicle or it can be picked up by one vehicle, transported to the cross-dock, transferred
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 to a second vehicle and delivered to the destination by that vehicle. We note that some requests either start or end their journey at the cross dock. The time needed for unloading (loading) at the cross-dock is dependent on the amount unloaded (loaded) and is described by the staircase function shown in Figure 2. Loading and unloading times are cumulative so the vehicle can spend up to 100 minutes at the cross-dock to do a complete reload. It is assumed that the goods unloaded from a vehicle are available for loading into a new vehicle when all goods that require unloading have been removed from the ﬁrst vehicle. Similarly, a vehicle cannot start loading until all goods are ready. Service times at pickup and delivery points are also determined using the staircase function from Figure2.
 
 Service time (minutes)
 
 50 40 30 20 10 0
 
 0
 
 5
 
 10 15 20 25 30 35 40 45 50 Number of containers
 
 Fig. 2. Service time as function of number of containers loaded/unloaded
 
 Capacity limitations at the cross-dock are not considered: there are no restrictions on the amount of goods stored temporarily at the cross-dock or or on the number of vehicles that can be operating at the cross-dock simultaneously. This simpliﬁcation is justiﬁed by the fact that the cross-dock at AAØ is well dimensioned and that the company currently do not experience that the cross-dock forms a bottleneck in the operations. The objective of the problem is to minimize transportation cost. The costs are split into ﬁve elements: 1) a daily cost for using each vehicle, 2) a cost per minute for using each vehicle, 3) a cost per km driven, 4) a cost per container handled at the cross-dock, 5) a road toll for crossing the bridge between Funen and Zealand (the two major islands on Figure 1). When calculating travel time and distances road network distances are used. As there is an hourly rate for using each vehicle, it is in our interest to limit the duration of each route. This means that the departure time from the cross-dock should be scheduled instead of simply leaving when the cross-dock opens.
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 Fig. 3. A sample routing plan using a cross-dock (the center square). The numbers identify individual requests – a circle denotes pickup and a rhombus denotes delivery. The dotted lines indicate morning trips, dashed lines afternoon trips, and full line evening trip. The symbols inside the cross-dock indicate that two orders are partial, and require pickup or delivery at the cross-dock.
 
 Figure 3 shows an example of how vehicle routes could be constructed using a cross-dock. In Figure 3 the routes can be covered by 2 vehicles, and the diﬀerent types of lines indicate the order in which the routes must be operated. A crossdock contains one or more areas that are laid out for short-term storage of goods, from the time when it is oﬀ-loaded from an incoming vehicle, and until the reload and departure of the delivery vehicle, but in general it cannot be regarded as a storage opportunity, and as a rule of thumb, the cross-dock should be empty at the end of the working day. This underlines the function of the cross-dock as a tool that can be used in transportation planning, but not a long-term storage facility. Finally, the real-life application leading to this study is in the business of transporting fresh plants and ﬂowers, which have limited shelf life, further encouraging short storage times. The use of cross-docks in distribution leads to several interesting planning problems, not just from a vehicle routing perspective, but also regarding the layout and operations of the cross-dock facility itself. This includes assignment of trucks to doors, assignment of the storage areas, handling of goods inside the cross-dock, location of cross-docks, and many other problems. Some examples of derived problems can be found in [4]. However, in this paper we will focus exclusively on the associated routing problems. The literature on routing problems with cross-docking (or transfer) opportunity is scarce. The papers that study a problem most closely related to ours are [10] and [7]. [10] study a problem with multiple cross-docks (called transshipment points in the paper) and propose a heuristic for solving the problem. [7] study the
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 problem with a single cross-dock, develop a mathematical model and a branchand-cut algorithm for solving the problem. Instances with up to six requests and two vehicles are solved to optimality. [8] study a dial-a-ride problem (pickup and delivery problem focused on passenger transportation, usually including service level constraints, see e.g., [6]) in which passengers can be dropped oﬀ and picked up at certain transfer points. The passenger is transported between the transfer points by means of a ﬁxed route service (e.g., a bus or tramway). A mathematical model is developed and the authors propose several ideas for strengthening the modeling. The solution approach is tested on an instance with 4 requests and 3 transfer points. The instance is solved to optimality in roughly 4,000 seconds. [9] and [21] study the PDPCD where all requests have to be cross-docked. Both propose mathematical models and metaheuristics for solving the problem. The literature on pickup and delivery problems is quite rich, it has been surveyed recently in [3,5,13]. The basic pickup and delivery problem most closely related to ours is the pickup and delivery problem with time windows. Recent successful heuristics for the problem are described in [18,11,12]. The most powerful exact methods for the problem are based on the set partitioning model [17,2]. The exact methods have solved some instances with up to 500 requests to optimality but unsolved instances with 75 requests also exits.
 
 2
 
 Solution Method
 
 We solve the PDPCD using the metaheuristic LNS proposed in [19]. In an LNS metaheuristic the neighborhood is deﬁned implicitly by a destroy and a repair method. A destroy method destructs part of the current solution while a repair method rebuilds the destroyed solution. The destroy method typically contains an element of stochasticity such that diﬀerent parts of the solution are destroyed in every invocation of the method. The neighborhood of a solution is then deﬁned as the set of solutions that can be reached by ﬁrst applying the destroy method and then the repair method. The destroy method will typically destroy a relatively large part of the solution. This together with the many ways of repairing the solution mean that the neighborhood of a single solution contains a large number of solutions. A concept closely related to LNS is that of Very Large Scale Neighborhood Search (VLSN) deﬁned in [1]. While the LNS is a heuristic framework, VLSN is the family of heuristics that search neighborhoods whose sizes grow exponentially as a function of the problem size, or neighborhoods that simply are too large to be searched explicitly in practice, according to [1]. The LNS is one example of a VLSN heuristic. We use a variant of LNS called adaptive LNS (ALNS) proposed in [18]. In an ALNS several destroy and repair methods are deﬁned and a method for choosing between the diﬀerent destroy and repair methods based on their performance is employed.
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 Pseudo-code for the ALNS is shown in Algorithm 1. Three variables are maintained by the algorithm. The variable xb is the best solution observed during the search, x is the current solution and xt is a temporary solution that can be discarded or promoted to the status of current solution. In line 2 the global best solution is initialized. In line 4 a destroy and a repair method is chosen based on performance, this is described in detail in [18]. In line 5 the heuristic ﬁrst applies the chosen destroy heuristic and then the chosen repair heuristic to obtain a new solution xt . More speciﬁcally, d(x) returns a copy of x that is partly destroyed. Applying r(·) to the partly destroyed solution repairs it, that is, it returns a feasible solution built from the destroyed one. In line 6 the new solution is evaluated, and the heuristic determines whether this solution should become the new current solution (line 7) or whether it should be rejected. Line 9 checks whether the new solution is better than the best known solution, here c(x) denotes the objective value of solution x. The best solution is updated in line 10 if necessary. In line 12 the termination condition is checked and in line 13 the best solution found is returned. We will describe the accept and stop criteria used in the current implementation in more detail in Section 2.1. Algorithm 1. Adaptive large neighborhood search 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13:
 
 2.1
 
 input: a feasible solution x xb = x; repeat select a destroy method d and a repair method r; xt = r(d(x)); if accept(xt , x) then x = xt ; end if if c(xt ) < c(xb ) then xb = xt ; end if until stop criterion is met return xb
 
 Acceptance and Stop Criteria
 
 In our implementation we use a simulated annealing criterion in the accept function in line 6 of Algorithm 1. The temporary solution xt is always accepted if t c(xt ) ≤ c(x), and accepted with probability e−(c(x )−c(x))/T if c(x) < c(xt ). Here T > 0 is the current temperature. The temperature is initialized at T0 > 0 and is gradually decreased during the search. The idea is to allow deteriorating solutions to be accepted with high probability in the beginning of the search and only accept a few or no deteriorating solutions towards the end. We use either (a) elapsed time or (b) iteration count as stopping criterion. The choice of stopping criterion impacts the temperature updating mechanism. If criterion (b)
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 is used the T is updated by the formula T = αT in each iteration. α is selected such that the temperature reach Tend in the ﬁnal iteration. If criterion (a) is used then we set T = αη T0 where η is the elapsed time and α is selected such that αηend T0 = Tend, where ηend is the target time. The start and end temperatures are chosen using the method described in [14]. 2.2
 
 Parallel Large Neighborhood Search
 
 We use a parallel version of the ALNS by employing the software framework described in [16]. This allows us to take full advantage of current computers that often contain four or more computation units (cores). The idea of the parallelization is that the current (x) and best (xb ) solutions are shared among all processing units while lines 4 to 11 of Algorithm 1 are performed in parallel, with each processing unit working on a local version of the temporary solution (xt ). When choosing to accept or reject xt in line 6 the local xt is compared to the shared x and we update the shared x in line 7 if necessary. Similarly, the shared global best solution can be updated in lines 9–11. 2.3
 
 Construction Heuristic
 
 The initial solution is constructed by ﬁrst making the cross-dock-or-not decision for each request, and then constructing the routes for the resulting set of pseudorequests. A pseudo-request can consist of either a pickup operation, a delivery operation, or a pair of corresponding pickup and delivery operations. If it is decided at the initial stage that a request must be cross-docked, the request will be assigned a transfer limit time, and split into two pseudo-requests. These two pseudo-requests will then be treated separately during the route construction stage. Initially the cross-docking decision, whether to cross-dock or not, is made for each pickup-and-delivery request. If the time windows for a given request, in combination with necessary minimum driving and handling times, make crossdocking infeasible for the request, it is served as direct delivery. If the time gap between the pickup and delivery time windows is larger than some parameter, an+i − bi > λt , the request is cross-docked. The intuition behind this criterion is that if there is a long time (e.g., 8 hours) between earliest delivery and latest pickup time then it is unlikely that the request should be served by a single route, because that route would have a very long duration. If neither of these two conditions apply, we consider the direct distance between the pickup and delivery locations, and the distance when using the cross-dock. The request will be cross-docked if the ratio between these two distances is above some given d direct threshold, which is a parameter, dist distCD > λ . The routes can now be constructed from the resulting set of pseudo-requests by a greedy insertion. During this, we ﬁrst insert all pseudo-requests which contain two operations, and then inserting the remaining pseudo-requests, in order to insert the more complex pseudo-requests ﬁrst.
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 Destroy Operators
 
 The algorithm applies two diﬀerent destroy operators: one which removes visits randomly from the solution, and one which removes entire trips. The RandomDestroy operator takes two parameters, gmin and gmax , indicating the lower and upper bounds on the number of visits to remove at each iteration. At each invocation of the operator the number of visits to remove is determined as a random number in the given interval. The TripDestroy operator takes one parameter, hmin , which is the minimum number of requests to remove at each iteration. It will randomly select a trip to remove, and remove all requests contained in this trip from the solution. This will be repeated until the desired minimum number of requests has been reached. The tests reported in this paper used values gmin = 5, gmax = 30, hmin = 10. 2.5
 
 Repair Operator
 
 The algorithm applies a single repair operator, which consecutively inserts the removed requests by using a regret measure (see e.g., [15]), thereby giving the heuristic an opportunity to detect operations that could become expensive to insert at a later stage. Letting Δfi1 denote the cost of inserting operation i in the cheapest possible way, and Δfi2 the cost of inserting it in the second-cheapest way, the regret cost of inserting the operation is Δfi2 − Δfi1 , and all requests can then be inserted in order of decreasing regret cost. Whenever a request is considered for insertion, it is considered both for direct delivery and cross-docked handling. 2.6
 
 Further Algorithm Features
 
 In this section we propose two features of our heuristic that distinguish it from a straightforward ALNS implementation. Pre-sort at insertion. In order to reduce the calculation time spent on unfavorable insertion operations, the insertion procedure of our algorithm uses a pre-sort function to reduce the number of routes to check for feasible insertion. For each route the simple cost of increased distance of insertion is calculated, and the routes are ranked according to this cost, and only the ρ routes with lowest insertion cost are checked, with ρ as a parameter (ρ = 10 was used in the computational experiments). More speciﬁcally, we consider the ρ best routes, starting with the best feasible route. Thus if any routes at the top of this ranking are infeasible for insertion, they do not count towards the ρ routes, whereas any infeasible route after the ﬁrst feasible is counted. The feature has a positive impact on the quality of the solution that can be reached within a ﬁxed run-time. We note that the pre-sorting has some similarities to the granular tabu search proposed by [20].
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 Return to best solution. In order to intensify the search, and allow each thread to beneﬁt from the eﬀort of the others, we allow each thread, at any iteration, to replace its current solution, with the globally best solution seen so far, with a given probability p, which is a parameter. We provide computational evidence for the impact of this parameter in Section 3.3.
 
 3
 
 Computational Results
 
 The algorithm has been tested on data that have been provided by the company AAØ. The algorithm was implemented in C++ and the tests were carried out on a computer equipped with two Intel Xeon E6430 2.66GHz processors for a total of 8 computation cores. All 8 cores were utilized in the tests reported below. 3.1
 
 Industry Instances
 
 In this section, we present the results obtained on ﬁve instances, reﬂecting the operation on ﬁve diﬀerent days, in the spring of 2009, as presented in Table 1. The instances have been solved with a running time of 90 minutes, and the reported results are averages over 10 runs. Table 1. Results obtained on real-life instances (averages over 10 runs) Instance aaoe20 aaoe21 aaoe22 aaoe23 aaoe24
 
 n
 
 part. req.
 
 loc.
 
 init. sol.
 
 avg. sol.
 
 best sol.
 
 avg. gap
 
 avg. iter.
 
 cd-%
 
 726 784 982 883 585
 
 190 194 251 192 179
 
 444 549 601 628 404
 
 1,102,420 1,142,510 1,336,710 1,209,620 998,277
 
 509,163 646,806 784,713 652,980 585,771
 
 495,233 630,317 777,371 631,840 573,821
 
 2.8% 2.6% 0.9% 3.3% 2.1%
 
 40,825 26,598 20,494 18,572 43,444
 
 66% 74% 77% 75% 64%
 
 The table shows the number of requests in each instance, the number of partial requests (requests which have either their pickup or delivery location at the crossdock), and the total number of unique locations. Then it lists the value of the initial solution, the average solution value over 10 computations, the value of the best solution seen, the percentage gap between the best and average solutions, the average number of iterations (step 4 to 11 of Algorithm 1) completed within the allotted 90 minutes, and ﬁnally the number of requests that are cross-docked in the best solution, as a percentage of the number of “full” (non-partial) requests. The table shows a considerable variation in the number of iterations that can be completed within the given 90 minutes, mostly corresponding to the varying
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 size of the instances. For each instance, the diﬀerence between the best and average solution value is around 1%–3%. The results show that many requests are serviced via the cross-dock. This is partially due to the geographical structure of the problem, and, as we mentioned earlier, is not considered problematic for this case study. In the next section we further investigate how results are distributed when running multiple tests. In Table 2 we show the split of the solution cost between the diﬀerent components, ﬁxed vehicle cost, km cost, road toll, cross-dock handling cost, and hourly vehicle cost. Table 2. Split of solution cost Distance 35.10% Time cost 27.87% Vehicle daily cost 16.68% Road tolls 13.68% Cross-dock handling 6.68%
 
 3.2
 
 Variation of Results
 
 In order to examine the degree of variation of the solution quality and thereby the robustness of the heuristic, a series of identical test runs was performed. Figure 4 shows the distribution of the objective values that were obtained in 50 algorithm runs. The objective values ranged between 538,555 and 598,843 with an average of 560,314 and a standard deviation of 11,101. The results show that there is a certain variation in the obtained objective values, resulting from the stochastic nature of the algorithm. The ﬁgure is based on results obtained using an early version of the algorithm, hence the objective values are generally higher than the results reported earlier, but we believe the pattern is still representative. In Figure 5 the solution value is shown as a function of the iteration count. We see a typical metaheuristic behavior where the largest improvements take place in the beginning of the search. 3.3
 
 Return-to-Best
 
 As described in Section 2.6, each thread of the parallel LNS will occasionally be allowed to update its current solution, with the global best solution. The probability with which this happens is a parameter, and Table 3 shows the objective values of the ﬁnal solution, when using diﬀerent values for this parameter.
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 Fig. 4. Distribution of objective values obtained over 50 identical runs on instance aaoe20
 
 Fig. 5. The development of the solution value (y-axis) over the course of 40,000 iterations (x-axis) of the LNS algorithm, corresponding to 1.5 hours running time
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 H.L. Petersen and S. Ropke Table 3. Eﬀect of returning to global best solution (averages over 10 runs) Prob.
 
 Avg. obj. val.
 
 % diﬀ.
 
 0 0.1 0.3 0.5
 
 519025 493588 504348 503779
 
 0% −4.9% −2.8% −2.9%
 
 As can be seen, the application of this feature can lead to considerable improvements of the objective value of up to 5%. It would be interesting to study if the same feature would beneﬁt other ALNS heuristics as well or if it is particularly well-suited for the problem at hand.
 
 4
 
 Conclusion
 
 In this paper we have described a pickup and delivery problem with cross-docking opportunity, as encountered by a major Danish transportation company. We have implemented a parallel adaptive large neighborhood search algorithm to solve the problem, and here we have presented some initial results of applying the algorithm to some real-life problem instances, with 500–1,000 requests to be served each day. The results are promising. We have also presented some of the additional features of our algorithm, and examined the impact of letting each thread of the parallel algorithm return to the best known solution, as a successful intensifying measure. Acknowledgments. The work was sponsored by the Danish Agency for Science, Technology and Innovation (project ”Intelligent Freight Transport Systems”).
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 Abstract. Eﬀective management of construction waste imposes a big challenge to cities with large volume of construction activities. Shanghai had to handle these problems in preparing the 2010 World Expo such as overloading of the trucks, traﬃc safety on the road, environment pollution, and heavy manpower needed to supervise the transport process. This paper presents our eﬀort of applying Radio Frequency Identiﬁcation (RFID) technology to reengineer the construction waste transport. Details of the new RFID-based system are introduced with an in-depth comparison with the traditional system. A Fuzzy Comprehensive Evaluation (FCE) method is used to validate the eﬀectiveness of the new system. Case studies in Shanghai show that the RFID-based system helps to better monitor the transportation procedure and to avoid the existing problems signiﬁcantly. On the other hand, it shows that stakeholders such as project owners and transport contractors are not always satisﬁed with the governments’ strong position in the new system, which might prevent the wide application of RFID technology in construction waste transport.
 
 1
 
 Introduction
 
 Construction waste is usually deﬁned as spoil, disposable materials and other wastes generated in the process of new construction, reconstruction, extension, demolition and decoration. Eﬀective management of construction waste imposes a big challenge to cities with large volume of construction activities. New buildings in China in recent years sum up to 2 billion square meters in total. Construction waste comprises 30 % to 40 % of the total urban waste. The construction of a 10, 000m2 building creates 500 to 600 tons of waste, while the demolition of a 10, 000m2 building creates 7,000 to 12,000 tons of waste according to industrial data [14]. The amount of construction waste was 6 million tons in November, 2010 in Shanghai, comparing to the 3.9 million tons per month from May to October when most construction sites were closed due to the World Expo. J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 114–126, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 Therefore, the collection and transportation of construction waste become a very important issue. However, the problems of transporting construction waste have existed for a long time. For example, overloaded vehicles cause traﬃc accidents. About 18,000 cases of traﬃc violations were reported in Shanghai from November of 2009 to January of 2010 [6]. Late payment of fare by project owners is a popular complaint by the waste transport contractors. Additionally, the supervision of construction vehicles is relevant to ﬁve government authorities, and that frequently brings diﬃculty of eﬀective communication and data sharing [7]. RFID is an area of automatic identiﬁcation that is gaining momentum and is considered by some to emerge as one of the most pervasive computing technologies in history [9]. It is a proven technology that has been in use since the 1970s. RFID is becoming increasingly prevalent with the decrease of the cost. RFID is widely used ranging from inventory management to environment sensors, pebbles tracking and healthcare service [2,10,12]. Applications include proximity cards, automated toll-payment transponders, payment tokens, ignition keys of many millions of automobiles as a theft-deterrent, checking-in and out for parking space management, and books tracking in libraries [5]. Some researchers have proposed to apply RFID to construction waste management. In 2007, Chowdhury et al. indicated the use of RFID would not only bring down waste management costs, but also facilitate automating and streamlining waste identiﬁcation and waste management systems [3]. In 2009, RFID associated intelligent systems were used to track vehicle position in solid waste monitoring and management [1]. The authors were involved in the research and application of the RFID-based system to the 2010 World Expo in Shanghai. This paper will report the practice in Shanghai by describing a case in Zhabei District of Shanghai. In particular, the evaluation of the RFID system will be presented in detail as studies in this regard are scarce. The rest of this paper is organized as follows. Section 2 presents the traditional process of construction wastes transport and analyzes the existing problems. Section 3 describes the RFID-based system applied in construction waste management. We present the current process after process reengineering and solved problems in Section 4. The FCE method is used to assess the RFID system in Section 5. Finally, Section 6 discusses the current applications in Shanghai and concludes with some remarks.
 
 2 2.1
 
 Traditional Construction Waste Transport and Its Problems Transportation of Construction Wastes
 
 Figure1 depicts the typical process of transportation of construction waste from constructions sites to unloading places. Vehicles, which are deployed by transport contractors, load the construction waste in construction sites and transport and unload them in the designated sites. However, some disadvantages exist in this commonly used system. For example, trucks unload construction waste in diﬀerent places for convenience. Project owners pay charges to a transport company
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 according to the calculated quantity of construction waste in design stage rather than the actual transport quantity. Construction waste that is not unloaded in the designated place is also paid.
 
 Fig. 1. Transportation of construction wastes
 
 2.2
 
 Discussions of Existing Problems
 
 We investigated several construction projects in Shanghai. A project in Zhabei District, one of the downtown districts in Shanghai, is chosen as case study in this paper. The transport company has transported construction waste for nearly half a year for the project. The unloading place is in Baoshan District, one of the suburbs in Shanghai, and it is nearly 30 kilometers from the construction site. The transportation of one cubic meter of construction waste costs approximately 0.6 dollar per kilometer. We summarize several problems of this traditional transport system as follows: Threat to traﬃc safety and environment. In order to enhance earnings, drivers tend to drive at a high speed and for a long time, which is likely to cause serious traﬃc accidents. Also they might dump construction waste in an undesignated place for convenience or for more work load, which destroys the neatness of the city or even pollutes the environment. In addition, the lid of an overloaded vehicle cannot be closed, and therefore dust and waste in the vehicle can easily fall onto the road in the city. Late payment of fare by project clients. Late payment of fare by clients is a popular complaint by the waste transportation contractors. Transport contractors are paid behind schedule by project clients or main construction contractors, which may bring ﬁnancial diﬃculties to transportation contractors.
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 Unregulated transport business. The entry barrier of the transportation industry is very low, bringing a very ﬁerce competition. Transport companies can make proﬁt by doing some irregular and illegal things, such as overload, speeding, undesignated dumping, modiﬁcation of trucks, and so on. Ineﬃcient management by the governments. It is diﬃcult for governments to monitor construction waste transport because relevant government authorities are not involved in the traditional process. Furthermore, one construction waste truck is regulated by ﬁve government authorities, i. e., Traﬃc Police, Transportation and Port Authority, Municipal Greening & City Appearance Administration Authority, Urban Management & Administration Execution Bureau, and Urban and Rural Construction and Transportation Committee. This complicated structure always brings diﬃculty in obtaining real-time information and data sharing.
 
 3 3.1
 
 Applying RFID Technology to Construction Waste Transport RFID Technology
 
 RFID is an automatic identiﬁcation technology, where the information is stored on a device called tag or transponder and can be retrieved by another device called reader using electromagnetic coupling as the way to exchange data. RFID can be divided into two categories: active and passive. Active tags require a power source, while passive ones do not require batteries [13]. An RFID-based system is usually the integration of RFID technology, Global Positioning System (GPS) technology, Geographical Information System (GIS), video intelligent recognition system, and other related technologies. 3.2
 
 Applying RFID to Construction Waste Transport
 
 As shown in Figure 2, RFID antenna and RFID tags are installed on the windshield glass in the truck with e-tamper function. Tag readers are portable, and transport companies rent them from government and put them in construction sites and unloading places. RFID tag readers are also used by government employees to inspect the transportation of construction wastes. The 2.45 GHz active RFID tags and tag readers are used with an eﬀective range of about 80 meters and more than 5 years’ battery life (see Figure 3). Long reading range and high reading speed enable tag readers to identify objects with high accuracy. Each construction waste truck installs an RFID tag and GPS system. Controllers, sensors and video probes are installed in dumping sites. In the supervision center, GIS map, video intelligent recognition system and data exchange system are used to locate and track trucks. The RFID tag records information of transport contractors, vehicle identiﬁcation number, driver’s information, name and location of construction site and dumping sites, the desired route, departure and arrival times. The most important data is the weight of construction waste in the construction site and as well as the dumping site.
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 Fig. 2. Trucks with RFID tags
 
 Fig. 3. RFID tag and tag reader
 
 When the truck arrives at the dumping site, it is detected by the RFID reader, and information is sent out to the supervision center. The whole process can be automatically ﬁnished and requires no manual actions by the driver. The RFIDbased system can also eliminate trucks’ overload which is a serious problem in old transport mode. GPS is an important component of the RFID-based system. GPS is a spacebased global navigation satellite system that provides location and time information under almost all weather conditions and at all times and anywhere on or near the Earth when and where there is an unobstructed line of sight to four or more GPS satellites. In the system, GPS is applied to trace and monitor the vehicle, in particular the speed and route.
 
 4
 
 Process Reengineering and New Measures
 
 Shanghai municipal governments launched many new infrastructure projects and implemented lots of new technologies in preparing the 2010 World Expo. The new RFID-based system was adopted by the governments as a kind of high technology and an important measure to better manage construction sites many of which are related to the Word Expo. With the adoption of RFID technology, the traditional construction waste transport system introduced in Section 2.1
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 was restructured which can be shown by three ﬂows, i. e., logistics, fund and information ﬂows. 4.1
 
 The New RFID-Based System
 
 In the new system, which is shown in Figure 4, a third-party bank account and a supervision center are set up by governments. In terms of logistics ﬂow, there are two kinds of changes. One is that drivers have no need to get oﬀ the trucks because an RFID reader automatically collects data when trucks pass by the installed RFID readers. The other is that drivers have to drive along the designated routes. In terms of fund ﬂow, project owners have to remit enough money into the third-party account in advance. The transport contractors will receive money from the third-party account only after the data collected in dumping sites show that the construction wastes has been unloaded in designated places. The new payment procedure helps to regulate both project owners and transport contractors. In terms of information ﬂow, the supervision center manages the whole system, collects and processes relevant data. In short, the new system enhances signiﬁcantly the management of construction waste transport, especially the monitoring of trucks.
 
 Fig. 4. The RFID-based system
 
 4.2
 
 Advantages of the New System
 
 Advantages of the new RFID-based system can be summarized as below. Improving traﬃc safety and environmental impact. The supervision center with RFID and GPS technologies monitor the weight, route and speed of the trucks, which can prevent problems of overload and speeding. In addition, governments set regulations for the drivers, and trucks are required to install safety protection devices, such as voice automatic reminders.
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 Allowing no late payment of fare by clients. The establishment of the thirdparty bank account and regulation of new process does not allow defaults. Industry becomes well-managed. The barrier to entry transportation industry is increasing due to the adoption of the RFID-based system and rules made by the governments. There are only one or two transport contractors in each district of Shanghai approved and appointed by the district government. Transport contractors apply for qualiﬁcation to install an RFID-based system and rent tag readers from the government. Furthermore, drivers are qualiﬁed only if they have at least 3 to 5 years experience in truck driving and obtain required certiﬁcations. Trucks also need to accept regular inspections. Improving government management eﬃciency. Monitoring trucks is not diﬃcult anymore due to information synchronization in the supervision center, with sharing real-time information with all related departments. The condition of each truck can be obtained by portable tag readers, and the ﬂow of fund is clearly shown in a bank account.
 
 5
 
 Evaluation of the RFID-Based System
 
 The FCE method is used to validate the eﬀectiveness of the RFID-based system in this study. 5.1
 
 Fuzzy Comprehensive Evaluation Method
 
 The method of FCE has been applied to many real world problems. Fuzzy factors can be expressed by quantized form after math transformation. It applies to the evaluation situations which are diﬃcult to be quantiﬁed by precise numbers [11]. A fuzzy subset is a group of semantics that describe uncertain things [8]. The approach can be modeled as Figure5. Basic arithmetic steps of the FCE method are as follows: Step 1. According to the basic principle of FCE method, evaluation conclusion can be divided into m evaluation grades, and the evaluation conclusion set is deﬁned as V = {y1 , y2 , . . . , ym }. Step 2. Build evaluation index set U reﬂecting all indicators from various aspects: U = {U1 , U2 , . . . , Us }, where Ui ∩ Uj = ∅, i = j. Let each evaluation sub-indicator set be Ui = {Ui1 , Ui2 , . . . , Uini }, where i = 1, 2, . . . , s; n = s n . i i=1 Step 3. The fuzzy relationship matrix from Ui to V is R = (rij,k )ni ∗m , where i = 1, 2, . . . , s; j = 1, 2, . . . , ni ; k = 1, 2, . . . , m, and rij,k ∈ [0, 1] denotes the membership degree of sub-indicator Uij against evaluation conclusion grade yk . Bi denotes single indicator evaluation of Ui treated as one single indicator, namely single evaluation matrix of U = {U1 , U2 , . . . , Us } is: R = (B1 , B2 , . . . , Bs )T .
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 Fig. 5. The comprehensive evaluation model
 
 Step n4.j The distribution of weight of Ui is Ai = {ai1 , ai2 , . . . , aini }, where j=1 aij = 1. Each Ui , as one part of U , reﬂects a certain attribute of U . The weight distribution in U is A = {a1 , a2 , . . . , as }, where ai =
 
  nj
 
 s
 
 j=1 aij  nj j=1 aij
 
 .
 
 i=1
 
 The ﬁrst-level FCE is calculated by: Bi = Ai · Ri = (bi1 , bi2 , . . . , bim ).
 
 (1)
 
 With A and R, we get the second-level evaluation: B = A · R = (b1 , b2 , . . . , bs ).
 
 (2)
 
 The ﬁnal FCE gained from above steps reﬂects diﬀerent levels of various indicators in the evaluation set. The evaluation grade is judged by the maximum principle. The ith evaluation conclusion yi of evaluation conclusion set V is the ﬁnal evaluation grade, which is denoted by bi = max(b1 , b2 , . . . , bs ).
 
 (3)
 
 Here, we use the Delphi method to determine value of R and weight value of Ai . The Delphi method is a survey or interview method in which the expert panelists’ knowledge and presumptions on an issue or development process under study are collected in an interactive process. Delphi is especially useful when the phenomenon under study is complex or when the topic is somehow diﬃcult to deﬁne [4]. Construction waste management involves some factors which are diﬃcult to be quantitatively evaluated by speciﬁc criteria, and people in diﬀerent positions have diﬀerent opinions on one thing. Therefore, we combine diﬀerent experts’ opinions on membership degree together to determine values of R and A by using the Delphi method. 5.2
 
 Establishment of the Evaluation Indicators
 
 After doing some investigations, analysis and summaries of construction waste transportation in Shanghai, we establish a kind of two level assessment indices system, which is shown in Table 1.
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 T. Ruan and H. Hu Table 1. Assessment indicators for construction waste transport
 
 Evaluation index U
 
 Evaluation Sub-indicators Ui U11 Transport eﬃciency of vehicles driving from construction site to dumping site U12 Eﬃciency of passing through the gate of unloading place
 
 U1 Transport eﬃciency
 
 U2 Environmental impact
 
 U3 Traﬃc safety impact U4 Industry inﬂuence
 
 U5 Cost impact
 
 5.3
 
 U21 Decrease of phenomenon that construction wastes are not unloaded in designated place U22 Decrease of dust pollution to road in city U31 Reduction in the amount of overloaded trucks U32 Reduction of speeding phenomenon U41 Diﬃculties of the barrier to entry transportation industry U42 Diﬃculties of government to monitor U51 U52 U53 U54
 
 Improvement in preventing defaults Cost in transport contractor Expense of real estate developer Expense of government
 
 Fuzzy Relationship Matrix
 
 We invited ten experts, who come from government departments, project owners and transport contractors, to take part in the measure and evaluation of current process applied with an RFID-based system. The evaluation conclusion is divided into 5 grades (much better, better, no change, worse, much worse than before) that respectively correspond to scores 5, 4, 3, 2, 1. The ﬁgures in Table 2 indicate the scores graded by experts. Since the grades for each Uij given by experts are added up to 10, grade should be divided by 10 ﬁrst to satisfy rij,k ∈ [0, 1] . Then, the fuzzy relationship matrix of Uij , where i = 1, 2, . . . , 5, and j = 1, 2, . . . , ni , can be established as below. 
 
 0.6 0.8
 
 0.2 0.0
 
 0.1 0.0
 
  0.0 0.0
 
 0.7 0.0
 
 0.3 0.7
 
 0.0 0.3
 
 0.0 0.0
 
  0.0 0.0
 
 0.3 R3 = 0.6
 
 0.7 0.4
 
 0.0 0.0
 
 0.0 0.0
 
  0.0 0.0
 
 0.5 0.4
 
 0.3 0.0
 
 0.0 0.3
 
  0.0 0.0
 
 0.1 R1 = 0.2  R2 = 
 
 
 
 0.2 R4 = 0.3
 
 Application of an RFID-Based System for Construction Waste Transport
 
 123
 
 Table 2. New process evaluation index table in construction waste transportation Evaluation index U
 
 Sub-indicators Ui
 
 5
 
 4
 
 3
 
 2
 
 1
 
 U1
 
 U11 U12
 
 1 2
 
 6 8
 
 2 0
 
 1 0
 
 0 0
 
 U2
 
 U21 U22
 
 7 0
 
 3 7
 
 0 3
 
 0 0
 
 0 0
 
 U3
 
 U31 U32
 
 3 6
 
 7 4
 
 0 0
 
 0 0
 
 0 0
 
 U4
 
 U41 U42
 
 2 3
 
 5 4
 
 3 0
 
 0 3
 
 0 0
 
 U5
 
 U51 U52 U53 U54
 
 3 0 0 0
 
 3 0 0 6
 
 4 0 0 3
 
 0 7 6 1
 
 0 3 4 0
 
 ⎡
 
 0.3 ⎢0.0 R5 = ⎢ ⎣0.0 0.0
 
 0.3 0.0 0.0 0.6
 
 0.4 0.0 0.0 0.3
 
 0.0 0.7 0.6 0.1
 
 ⎤ 0.0 0.3⎥ ⎥ 0.4⎦ 0.0
 
 The value in a matrix denotes the membership degree of sub-indicator Uij against evaluation conclusion grade yk , where k = 1, 2, . . . , 5. 5.4
 
 Obtaining Weights of Indicators
 
 Here, we get the weight value of Ai by using the Delphi method. After surveying some experts in transportation industry of construction waste, we do some analysis and obtain weight values of the fuzzy synthesis system, which are shown in Table 3. From Table 3, we can get the distribution weight of Ui (i = 1, 2, . . . , 5): A1 = (0.50, 0.50), A2 = (0.52, 0.48), A3 = (0.50, 0.50), A4 = (0.49, 0.51), A5 = (0.21, 0.29, 0.29, 0.21). The weight distribution of the evaluation index set U is A = (0.14, 0.16, 0.21, 0.17, 0.32). 5.5
 
 Comprehensive Evaluation
 
 First-level comprehensive evaluation of sub-indicators set B1 − B5 . With a fuzzy operator, the ﬁrst-level fuzzy evaluation matrix can be obtained by the following formula:   0.1 0.6 0.2 0.1 0.0 = (0.15, 0.70, 0.10, 0.05, 0.00) B1 = A1 · R1 = (0.50, 0.50) · 0.2 0.8 0.0 0.0 0.0 Similarly, B2 = A2 · R2 = (0.364, 0.492, 0, 0, 0), B3 = A3 · R3 = (0.45, 0.55, 0, 0, 0),
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 T. Ruan and H. Hu Table 3. Weight values of the fuzzy synthesis system Evaluation index U Weight ai Sub-indicator Ui Weight aij U1
 
 0.14
 
 U11 U12
 
 0.50 0.50
 
 U2
 
 0.16
 
 U21 U22
 
 0.52 0.48
 
 U3
 
 0.21
 
 U31 U32
 
 0.50 0.50
 
 U4
 
 0.17
 
 U41 U42
 
 0.49 0.51
 
 0.32
 
 U51 U52 U53 U54
 
 0.21 0.29 0.29 0.21
 
 U5
 
 B4 = A4 · R4 = (0.251, 0.449, 0.147, 0.153, 0), and B5 = A5 · R5 = (0.063, 0.189, 0.147, 0.398, 0.203). Second-level comprehensive evaluation of evaluation index set B. After obtaining the ﬁrst-level fuzzy evaluation matrix, the second-level fuzzy evaluation matrix can be obtained through the same principle: B = A · R = A · (B1 , B2 , B3 , B4 , B5 )T = (b1 , b2 , b3 , b4 , b5 ) = (0.236, 0.430, 0.109, 0.160, 0.065). 5.6
 
 Analysis of the Results
 
 B is evaluated according to the maximum principle by max(b1 , b2 , b3 , b4 , b5 ) = b2 . Because the second index value is the largest in the evaluation results, the grade of an RFID-based system in construction waste transport belongs to the second grade. The sum of b1 and b2 resulting in 66.6 % means that the current process is better than before. From the feedback from the experts, we found that an RFID-based system perform excellent in the following three aspects: eﬃciency of passing through the gate of unloading place U12 , decrease of phenomenon that construction wastes are not unloaded in designated place B21 , and reduction of speeding phenomenon B32 .
 
 6
 
 Concluding Remarks
 
 After the investigation of the application of RFID technology in construction waste transport in Shanghai and evaluation of its eﬀectiveness by using the FCE method, we ﬁnd that the RFID-based system helps to improve traﬃc safety and environmental protection, allow no late payment of fare by project clients,
 
 Application of an RFID-Based System for Construction Waste Transport
 
 125
 
 to establish a well-managed industry and improve the government management eﬃciency. Citizens in Shanghai beneﬁt from it eventually. A practically useful technology might not be generally acceptable in real world. Though evaluation of an RFID-based system is satisﬁed, it has not yet achieved widespread acceptance in Shanghai. Stakeholders such as project owners and transport contractors are not always satisﬁed with governments’ strong position in the new system. The main problem is the increase of cost. According to experts’ estimates, although the expense associated with governments’ supervision decreases, the expense of project owners increases nearly 200 %, and the cost of the transport contractors enhances about 25%. The new system beneﬁts the government most. At ﬁrst stage, the government has to pay a large amount of money to purchase equipments and software, but in the long run, labor cost and management expenses will decrease as well as complaints from citizens. Nevertheless, project owners have to pay money into a third-party bank account in advance, and this increase the capital cost. Transport contractors are forced to install RFID tags and rent tag readers, and thus they make less proﬁt. Moreover, the price of construction waste transportation is set by government, so they have no choice but to accept the new price. The industry is slightly monopolized by government, and it is not a sustainable mode for construction waste transport industry to widely accept the RFID-based system. To some extent, increase of cost prevents the widespread of RFID technology in construction waste management. Another problem is that the RFID-based process requires government stuﬀ to have a more standardized inspection on construction waste transport, and therefore inspection procedures are more complicated and sometimes tedious. For example, government employees need to carry portable tag readers to inspect the situation in construction sites and designated places. Therefore, better automation is needed to encourage the application of RFID technology in construction waste management. This study reports a case of applying RFID technology to the construction waste transport industry and evaluates its performance. More empirical and conceptual studies will be conducted in future in further reﬁning and validating this RFID-based system.
 
 References 1. Arebey, M., Hannan, M., Basri, H., Abdullah, H.: Solid waste monitoring and management using RFID, GIS and GSM. In: IEEE Student Conference on Research and Development (SCOReD), pp. 37–40 (2009) 2. Benelli, G., Pozzebon, A., Raguseo, G., Bertoni, D., Sarti, G.: An RFID based system for the underwater tracking of pebbles on artiﬁcial coarse beaches. In: Proc. of the Third International Conference on Sensor Technologies and Applications, SENSORCOMM 2009, pp. 294–299 (2009) 3. Chowdhury, B., Chowdhury, M.: RFID-based real-time smart waste management system. In: Proc. of Australasian Telecommunication Networks and Applications Conference (ATNAC 2007), pp. 175–180 (2007)
 
 126
 
 T. Ruan and H. Hu
 
 4. Laakso, K., Rubin, A., Linturi, H.: Delphi method analysis: The role of regulation in the mobile operator business in Finland. In: Proc. of PICMET 2010: Technology Management for Global Economic Growth 2010, pp. 1–7 (2010) 5. Mohamed, N., Garoot, A.H., Hazza, Z.M.: A case study on impacts of RFID adoption in tree inventory management. In: Proc. of 2nd IEEE International Conference on Computer Science and Information Technology (ICCSIT 2009), pp. 624–628 (2009) 6. n.a.: http://news.sina.com.cn/c/2010-12-07/162718441719s.shtml, last call (July 15, 2011) 7. n.a.: http://news.sina.com.cn/c/2011-01-18/133421833803.shtml, last call (July 15, 2011) 8. Ren, X., Zhang, G.: Research on decision support for Six Sigma project selection based on fuzzy evaluation. In: Proc. of the 4th International Conference on Wireless Communications, Networking and Mobile Computing (WiCOM 2008), pp. 1–11 (2008) 9. Roberts, C.: Radio frequency identiﬁcation (RFID). Computers & Security 25(1), 18–26 (2006) 10. Sarac, A., Absi, N., Dauz`ere-P´er`es, S.: A literature review on the impact of RFID technologies on supply chain management. International Journal of Production Economics 128(1), 77–95 (2010); Integrating the Global Supply Chain 11. Sun, C., Ding, W.: Special skill evaluation in mechanical operation ﬁeld based on fuzzy evaluation method. In: 2010 International Conference on E-Health Networking, Digital Ecosystems and Technologies (EDT), vol. 2, pp. 538–541 (2010) 12. Tzeng, S.F., Chen, W.H., Pai, F.Y.: Evaluating the business value of RFID: Evidence from ﬁve case studies. International Journal of Production Economics 112(2), 601–613 (2008) 13. Want, R.: An introduction to RFID technology. IEEE Pervasive Computing 5(1), 25–33 (2006) 14. Zhou, W., Chen, J., Lu, H.: Status and countermeasures of domestic construction waste resources. Architecture Technology 40, 741–744 (2009)
 
 Strategic and Operational Planning of Bike-Sharing Systems by Data Mining – A Case Study Patrick Vogel and Dirk C. Mattfeld University of Braunschweig, Decision Support Group, Muehlenpfordtstrasse 23, 38106 Braunschweig, Germany {p.vogel,d.mattfeld}@tu-bs.de
 
 Abstract. Bike-sharing is a new form of sustainable urban public mobility. A common issue observed in bike-sharing systems is imbalances in the distribution of bikes. There are two logistical measures alleviating imbalances: strategic network design and operational repositioning of bikes. IT-systems record data from Bike Sharing Systems (BSS) operation that are suitable for supporting these logistical tasks. A case study shows how Data Mining applied to operational data offers insight into typical usage patterns of bike-sharing systems and is used to forecast bike demand with the aim of supporting and improving strategic and operational planning.
 
 1 Introduction Bikes gain attention in urban public mobility. They allow sustainable transportation and “provide the missing link between existing points of public transportation and desired destinations” [1]. Bike-sharing is a short-term bicycle rental service for innercity transportation providing bikes at unattended stations. Recently, BSS have rapidly emerged in major cities all over the world. Bike-sharing providers face a challenging logistical task. They have to ensure high bike availability in order to satisfy customers. Short rental times and one-way use lead to highly dynamic spatial and temporal customer movements causing imbalances in the distribution of bikes. Mainly, there are two logistic measures alleviating imbalances: strategic location planning of bike stations and operational repositioning of bikes. Data Mining (DM) applied to operational BSS data gains insight into the complex causes of imbalances. According to Hand et al. [2] DM is “the analysis of (often large) observational data sets to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owner”. In future works, the obtained findings can be used for building sophisticated planning models from the field of Operation Research (OR). In Section 2 measures alleviating bike imbalances in BSS are presented. A DM framework for supporting strategic or operational planning of BSS is introduced. In a subsequent case study, two years of operational ride data from Vienna’s BSS J.W. Böse et al. (Eds.): ICCL 2011, LNCS 6971, pp. 127–141, 2011. © Springer-Verlag Berlin Heidelberg 2011
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 “Citybike Wien” are analyzed according to the DM decision support framework. Typical usage patterns are determined and bike demand is forecasted which can support strategic and operational decisions.
 
 2 Logistic Challenges in Strategic and Operational Planning of BSS BSS offer environment-friendly, individual urban mobility. Increase in bike use and enhancement of public transport options as well as reduction of congestion and pollution are primary goals of BSS [3]. The major drawback of bikes is that usage strongly depends on weather and topography. Typically, a network of bike stations is spread over the city providing free bikes or free boxes, respectively. Automated bike rentals are possible due to information and communication technology that also store cyclists’ rental activities for billing and control purposes. The most common type of provider are advertising companies [4]. Rights from municipalities to advertise on street furniture are received in exchange for providing a BSS. In order to keep rental times short, the first minutes of a ride are often for free. After that, fees increase linearly or progressively in certain time steps. These incentives let customers quickly return bikes, making them available for others to reach a high bike turnover. Short rental times and one-way use lead to imbalances in the spatial distribution of bikes at stations over time. That is why ensuring the availability of free bikes and boxes is logistically challenging and crucial for the usage and acceptance of BSS. The tendering for Arlington’s BSS indicates the relevance of balanced bike distribution. Here, the provider has to ensure that stations are not full of bicycles for more than 60 minutes during daytime and 180 minutes during nighttime [5]. There are two logistic measures alleviating these imbalances: • Operational (short-term) provider based repositioning of bikes. Here, staff uses vehicles to relocate bikes from full to empty stations. Costs for reposition of a bike in the “Vélib” amount to 3 $ [4]. In order to meet the highly fluctuant bike demand, a sophisticated management of the repositioning fleet is self-evident. Decisions to be made comprise when to relocate what amount of bikes from which full to which empty station. • In contrast to short-term reaction on bike shortage at stations, fluctuations can be absorbed by a suitable strategic (long-term) network design. Precisely because network design is expensive and cannot be changed on a short-term basis, sophisticated decisions about the number, size and location of stations are obligatory. That is why fluctuations in operational bike activities have to be anticipated in strategic planning in order to make some repositioning effort become superfluous. Ignoring these operational activities can lead to suboptimal location decisions [6].
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 3 Decision Support Framework for Operational and Strategic Planning of BSS In recent years, some work has been done regarding planning and control as well as data analysis of BSS. However, only few scientific literature in this field is published. In the following, a brief overview of BSS articles dealing with DM and OR is given: • Froehlich et al. [7] analyze data comprising the number of available bikes at stations from Barcelona’s BSS. According to the number of available bikes in the course of day stations are grouped by cluster analysis. Visualization of the clustered stations show spatial dependencies, e.g., uphill stations tend be empty. • Kaltenbrunner et al. [8] also deal with data from Barcelona’s BSS. Bike usage patterns are determined that are similar to Froehlich et al. [7]. A time series model is presented that predicts the number of available bikes and boxes at stations. • Borgnat et al. [9] analyze the dynamics of bike movements in Lyon’s BSS. With the help of DM, temporal and spatial bike usage is examined. Time series analysis is applied for modeling and predicting daily and hourly rentals. Furthermore spatial patterns are examined by clustering bike flows between stations. Spatial and temporal dependencies exist between stations of clusters interchanging many bicycles. • Lin and Yang [10] present a mathematical decision model from the field of OR to determine an adequate number and location of bike stations considering bike availability at stations. Network structure of bike paths between the stations and travel paths for users between their origin and destination are output of the model. The model is tested with artificial bike demand data. These recent works either deal with mining of bike-sharing data or building decision models without incorporating real world BSS behavior. For example, Lin and Yang [10] only consider the availability of bikes and not the availability of boxes. They also admit that hourly rental fluctuations are ignored in their model. OR models for real world Bike-sharing applications should capture stochastic demand and dynamic planning periods. These models have an exceptional computational effort. With the help of DM, sophisticated OR models can be built by providing information about the system structure which is used to determine decision attributes and suitable aggregated data [11]. In this paper we present a decision support framework for strategic and operational planning of BSS. The framework comprises DM and OR. Here, we focus on DM to gain insight into the complex bike operations. Cluster analysis and time series analysis are applied to operational data in order to examine typical activity patterns and to model and forecast bike demand. The decision support framework is depicted in Figure 1. DM is often associated with Knowledge Discovery in Databases (KDD). The process oriented KDD embeds DM framed by data preprocessing and verification [12]. DM is distinguished from common statistics due to the secondary analysis of large amounts of operational data that has not intentionally been collected for this purpose. DM tasks are for instance descriptive modeling like clustering data and predictive modeling like regression and time series analysis [2]. Findings from DM
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 are incorporated in the corresponding OR models on the different planning levels. The output of the OR models are used to modify the system’s appearance. Implemented decisions do not only affect the corresponding but also underlying planning levels. Strategic planning Data Mining: cluster analysis
 
 Operations Research: network design
 
 Operational planning Data Mining: time series analysis cluster analysis
 
 Operation Research: fleet management
 
 System operation and data collection (internal) ride data
 
 (external) geographical / weather data
 
 Fig. 1. Decision support framework for strategic and operational planning of BSS
 
 In detail, the framework consists of the following components: • System operation and data collection: Ride data is collected from the system operation. Also external geographical and weather data is incorporated in order to support the data analysis. • Operational planning: With the help of time series analysis [13] temporal rental patterns are modeled. A time series model is moreover used to forecast daily and hourly rentals under given weather circumstances. Hence the provider is able to react on forecasted fluctuations with an adequate repositioning. Cluster analysis [14] is applied to group stations according to their pickup and return patterns. Geographical visualization gives the BSS operator a better understanding of spatial dependencies of the stations’ activity. With help of OR, cost efficient transportation requests and routing for the repositioning fleet are generated. • Strategic planning: From a strategic planning point of view it is necessary to at least understand bike activities at stations on the operational level. Cluster analysis is also capable of supporting strategic planning. Concerning network design in BSS, we are looking for spatial relations between bike usage at stations and location of stations. If there is a relation, activity patterns for potential stations can be anticipated according to their location factors by assigning the activity patterns from existing stations with the same location factors. In a following location decision model an adequate number, location and size of stations have to be determined whereas the anticipated operational activities and bike availability have to be considered.
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 With the help of the decision support framework, operational data is analyzed for understanding usage patterns and forecasting demand. DM is the first step to give BSS planners insight into the system’s behavior in order to build sophisticated decision models. Also generated data can serve as input for these models. This can improve the quality of strategic and operational OR models.
 
 4 Case Study: Forecast Bike Demand and Understanding BSS Behavior by Data Mining In the following case study, DM is used to understand and model causes for bike imbalances. Time series analysis is applied for supporting operational repositioning decisions. Operational ride data is transformed into models which describe temporal rental patterns and forecast bike demand on the basis of weather circumstances. In addition, spatio-temporal dependencies of bike pickups and returns at stations for operational and strategic decision support are examined. This is achieved by cluster analysis that yields groups of stations showing similar activity patterns. The analyzed data comprises two years of operational ride data from Vienna’s BSS “Citybike Wien” (http://citybikewien.at) which is operated by “Gewista Werbegesellschaft mbH”. Because bike usage is inheritably defined by weather circumstances, weather data which covers the same time span is also incorporated. Rapidminer Community Edition from Rapid-I GmbH (http://rapid-i.com) is used for data analysis. Results are visualized with the geographical information system Google Earth (http://earth.google.com). 4.1 Preprocessing A preprocessing phase is necessary in order to make the data suitable for DM. Ride and weather data are gathered. Also aggregation and normalization of data assures a solid basis for the subsequent data analysis. Ride Data The provided data set includes ride information in form of pickup station and timestamp as well as return station and timestamp (see Table 1). Almost 760,000 rides were recorded in the years 2008 and 2009. Trip durations are calculated by subtracting pickup from return timestamps. The system comprises 54 stations at the beginning of 2008. Six new stations were erected in 2008 and one in 2009. Geographical coordinates and the number of bike boxes are available for every station. Also the total number of bikes in the BSS is provided. Table 1. Example ride data set Pickup station
 
 Pickup timestamp
 
 Return station
 
 Return timestamp
 
 1074
 
 2008-01-01 13:56:07
 
 1052
 
 2008-01-01 14:12:57
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 In the preprocessing phase, data objects that show the following characteristics are removed: • Rides where bikes are reported as defect or stolen. • Rides with negative trip durations are excluded. This can happen if an error occurs at the bike box while returning a bike. • Rides that last less than 60 seconds which start and end at the same station. This indicates that a bike is immediately returned after being picked up. An actual ride does not take place. • Rides that start or end at test stations. The number of data sets declines to approximately 750,000 after removing the affected data sets. This still extensive amount of operational data has to be aggregated, because an inspection of single rides does not lead to a general impression of bike activities. A suitable timescale of the aggregation has to be chosen in order to detect temporal patterns in bike activity. The tradeoff is the following: the smaller the time windows, the larger the fluctuations, whereas larger time windows might smooth relevant observations. Citybike Wien grants that the first 60 minutes of a ride a free of charge, which is the case for more than 90 % of all trips. Average trip duration is 29 minutes, whereas the median trip duration is 15 minutes. Exploratory analysis yields that bike activity is highly fluctuant with respect to time of day, day of week and type of day. That is why ride data for both years are aggregated for 24 time windows per day of the week, leading to 168 values. Common approaches of traffic systems analysis correspond to these time windows [15]. 10000 9000 8000 7000
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 Fig. 2. Temporal ride patterns in the course of week
 
 The total number of rented bikes in the course of week is depicted in Figure 2. Patterns for working days and weekends can be observed. Working days show three peaks. The subway stops service between 0-1 a.m. which might cause the night peak. Due to commuters there is a morning peak followed by another peak in the late
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 afternoon hours. Here, commuting and leisure activities overlap. There are only two peaks on weekends. The night peak is more distinct, whereas the morning peak is absent indicating that the Citybike is predominantly used for leisure activities at weekends. In addition the number of rented bikes in the course of week aggregated per quarter is depicted. The shape of the curve is similar for every quarter, but the amplitude is different. This indicates that the proportion of hourly rides is constant throughout all seasons. For instance, 2.2 % of daily rides account for the hour between 8 and 9 a.m. for every Monday. Weather Data Bike usage is inheritably defined by weather circumstances. However, recent studies disagree about which weather effects have certain influence on bike usage [16–20]. In four of the five studies rainfall has a high impact on bike usage. Regarding temperature Brandenburg et al. [18] and Snizek [16] assume a correlation between bike usage and short term temperature variation whereas Girod [17] finds a seasonal temperature effect. Brandenburg et al. [18] also presume that cloudiness and sunshine are relevant factors. Therefore relevant weather factors from these six factors have to be determined and incorporated in a bike usage prediction model. Weather data is provided by the Austrian Institute for Meteorology and Geo Dynamics “Zentralanstalt für Meteorologie und Geodynamik” (www.zamg.ac.at). Sixteen weather factors were recorded at five weather stations that lie within a radius of 10 kilometers around Vienna’s city center. Geographical coordinates of all stations lie at hand. Due to the preliminary examination of weather impact on bike usage, six factors are selected from the data set (see Table 2). Factors temperature, rainfall, wind, humidity and sunshine are recorded every ten minutes at all five stations. Cloudiness in measured every hour at one of the five stations. Table 2. Weather factors weather temperature (tl) wind (ff) humidity (rf) sunshine (so) rainfall (rr) cloudiness (N)
 
 description 10-min average of temperature 10-min average of wind speed 10-min average of humidity sunshine duration in 10-min 10-min sum of rainfall 1-h average of cloudiness
 
 value range/unit 1/10 degrees Celsius (1°C=10) 1/10 ms-1 (1ms-1 = 10) 0-100 % 0-600 seconds 1/10 mm (1mm = 10) 10 steps of cloudiness (0-9)
 
 According to the findings of the ride data preprocessing, weather factors are also aggregated on an hourly basis: • The hourly average for the 10-minute factors temperature, wind, humidity, sunshine and rainfall is generated for every weather station. Since those average values differ slightly at the five stations, the median of the averages is built. Analysis of the aggregated data shows that at least one value for every hour of the two years is recorded by all weather stations.
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 • The factor cloudiness is recorded every hour. Values are missing in 20 % of the hours in two years. If a value is missing, it is replaced by the next recorded previous or subsequent value. • Dependencies of weather factors are analyzed with the help of a correlation matrix. The outcome indicates that humidity and sunshine are highly correlated with temperature. Since weather studies indicate that temperature has a high impact on bike usage, humidity and sunshine are not considered in the following analysis. 4.2 Forecasting Bike Demand Using Time Series Analysis As shown in the previous section, the number of rented bikes is highly fluctuant with respect to the day of week and hour of day. The fact that rentals are not independent of time points out that time series analysis [13] is suitable for modeling the number of rentals in a BSS. Also time series models are capable of modeling seasonal weather influences and short term fluctuations. In order to explore correlation between rides and weather, both ride and weather data are combined. Findings from an exploratory data analysis indicate that rain has a negative effect on daily and hourly rentals. Starting rain provokes sudden drops in rentals numbers whereas stopping rain causes an increase. Furthermore, the average hourly fluctuations in the weekly course are quite constant. This leads to a time series model for predicting the number of hourly rentals with two components. A cyclic component expresses the average number of rented bikes in terms of a seasonal ) times the fraction of a specific hour of a weekday amplitude for a given day ( ( ). The second component expresses the fluctuations for a given hour of a specific day ( ). (1) Daily Forecast Linear regression [21] is used to determine the correlation between rides and external factors explaining the daily bike usage ( ). The following factors are examined: • These daily aggregated weather factors are evaluated: average temperature T(d) [1/10 °C], rainfall in sum of rainfall SR(d) [1/10 mm] or binominal BR(d) [rain=1, no rain=0], average wind speed W(d) [1/10 mm/s], average cloudiness C(d) [1-9]. • Since there is an increase in rides between year 2008 and 2009, the effect of the system growth SG(d) is modeled by either the number of available bikes in the system or the number of bike boxes or the number of stations for a given day. In order to test the significance of the regression factors, the data is split up into training data (year 2008) and test data (year 2009). Minimizing the sum of squares is used to determine the factors. The output is the following regression: (2)
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 The coefficient of determination for the model with coefficients according to Table 3 is 0.874. This points out how well the model is likely to model bike rentals under given weather circumstances. Four weather factors remain in the model that show an expected behavior (see Table 3). Temperature is the most important factor and increasing temperature leads to higher ride numbers and conversely. Cloudiness and sum of rainfall have almost the same negative effect on rides numbers, whereas sum of rainfall outperforms the binomial rain factor. Wind has the smallest effect of all weather factors. The factor for system growth is not part of the model, because negative coefficients were computed. A growing systems leading to less rides simply does not make sense. Weather factors might superimpose the impact of system growth. Table 3. Values for the daily component of the time series model factor temperature ( ) rainfall ( ) cloudiness ( ) wind ( ) constant ( )
 
 coefficient 5.637 -2.140 -35.053 -3.824 660.708
 
 standard deviation 0.155 0.274 3.997 0.825
 
 standard coefficient ß 0.789 -0.169 -0.190 -0.100
 
 36.414 -7.805 -8.770 -4.637
 
 Hourly Fluctuations Although the coefficient of determination for daily ride modeling is very satisfying, there is need for modeling fluctuations of a specific hour . After erasing the daily component from aggregated rides numbers, hourly fluctuations remain. These hourly ride numbers depend on weather as well as ride numbers from previous hourly observations. In order to determine which previous hours, also called lag, are significant, the autocorrelation function (ACF) and partial autocorrelation function (PACF) [22] are analyzed. The ACF decays exponentially towards zero and the PACF dies out after two lags, pointing out that an auto-regressive (AR) process with the order of two is suitable for modeling hourly fluctuations [22]. The same set of weather factors for testing daily weather impact are used for determining hourly weather impact. It turns out that temperature ( ) and rain or no rain ( ) are the only relevant weather factors for hourly fluctuations with 0.584. ACF and PACF analysis of the AR(2) residuals still show autocorrelation for the 24th lag. That is why the hour of the day before ( ) is incorporated in the AR model, leading to the following model for hourly fluctuations with 0.603: (3) Coefficients are computed according to Table 4. Previously observed ride numbers have a greater effect on ride numbers than weather. The temperature impact on hourly ride numbers is less significant than starting rain.
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 factor temperature ( ) rain or no rain ( ) ( ) ( ) ( ) constant ( )
 
 coefficcient 0.0 003 -4.1 149 593 0.5 099 0.0 0.1 148 -0.0 063
 
 standard deviation 0.002 0.477 0.007 0.007 0.007
 
 standard coefficient ß 0.015 -0.063 0.593 0.099 0.148
 
 2.0556 -8.7000 82.2997 13.6888 20.4998
 
 Combining the cyclic component c and hourly fluctuations (eq. 1) leads to 0.918. The absolute averag ge prediction error for years 2008 and 2009 is 8.249 biikes per hour with a standard deviation d of 8.754 bikes, indicating how well the houurly rentals are captured by thee proposed time series model. One-step hourly forecassted ride numbers for a random mly selected week in 2009 are depicted in Figure 3. T The cyclic component predictss system wide ride numbers quite well. In particuular forecasted night hours show w almost no difference to recorded rides. During daytiime hours, the cyclic componeent is adjusted by hourly fluctuations. Both componeents capture the temporal rentalss patterns in a good manor.
 
 Fig. 3. Recorded R and forecasted hourly ride numbers
 
 4.3 Typical Behavior of BSS B Determined by Cluster Analysis In order to support BSS planners in operational and strategic decisions, insights iinto spatio-temporal dependenccies of bike activities are given. According to our assumption, bike pickups and a returns depend on the stations’ locations. That is w why the system wide temporal usage u patterns are broken down into station related pickkups and returns activities. The chosen timespan of one hour remains, but pickups and returns are aggregated for every e station whereas working days and weekend days are
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 considered separately. Furthermore pickups and returns for every hour are divided by the total daily number of pickup or returns. This normalization is necessary in order to compare the activity at stations. This leads to 48 attributes describing the normalized hourly pickup and return activity for every station serving as input for the cluster analysis. Stations with only a few pickups or returns are excluded from the analysis, because these stations could show non-typical return and pickup patterns which distort the clustering. Cluster analysis determines groups of stations where hourly pickup and return activity within a group is similar to each other and different from stations in other groups [14]. Three different cluster algorithms for a varying number of clusters are applied: k-means (KM) [14], Expectation Maximization (EM) [14] and sequential Information-Bottleneck (sIB) [23]. One of the most well-known partitional cluster algorithms is KM. Partitional cluster algorithms seem to be a promising approach due to the high dimensionality of the considered data [24]. An initial partitioning with k clusters is created whereas the number of clusters has to be chosen beforehand. Objects are relocated from one cluster to another by minimizing the distances of objects within clusters and maximizing the distance of objects in different clusters. The EM algorithm is an extension of the KM paradigm. On basis of a weight that represents the probability of membership, each object is assigned to a cluster. sIB is an agglomerative clustering method capable of dealing with high dimensional data. The outcome of the three cluster algorithms is evaluated with different validation indices that determine the cohesion and separation of clusters. The Davies-BouldinIndex [25], Dunn-Index [26] and Silhouette-Index [14] determine the cohesion and separation of clusters according to the distance between data sets among each other and their clusters. The elbow criterion is applied for determining the desired number of clusters. Striking changes in the indices‘ values, called elbow, indicate an appropriate clustering [14]. High values for Dunn and Silhouette-Index indicate a proper clustering whereas the opposite holds for the Davies-Bouldin-Index. EM, KM and sIB are applied for k varying from two to ten. Results of the three indices for workings are depicted in Table 5. Table 5. Cluster validation results for different cluster algorithms Number of clusters k EM: Davies-Bouldin EM: Dunn EM: Silhouette sIB: Davies-Bouldin sIB: Dunn sIB: Silhouette KM: Davies-Bouldin KM: Dunn KM: Silhouette
 
 2 1.33 0.23 0.30 1.34 0.26 0.30 1.35 0.26 0.30
 
 3 1.66 0.24 0.21 1.66 0.24 0.21 1.70 0.24 0.21
 
 4 1.57 0.26 0.22 1.62 0.26 0.23 1.58 0.24 0.22
 
 5 1.51 0.27 0.24 1.59 0.26 0.21 1.54 0.24 0.22
 
 6 1.63 0.25 0.20 1.84 0.20 0.21 1.69 0.24 0.19
 
 7 1.54 0.24 0.20 1.73 0.29 0.21 1.65 0.24 0.19
 
 8 1.56 0.29 0.23 1.62 0.32 0.22 1.60 0.26 0.19
 
 9 1.64 0.29 0.22 1.60 0.29 0.26 1.76 0.26 0.20
 
 10 1.39 0.29 0.25 1.62 0.29 0.28 1.51 0.23 0.19
 
 According to the elbow criterion EM yields a proper clustering for 5 clusters indicated by a drop in the Davies-Bouldin-Index and peaks for Dunn und Silhouette. sIB and KM also yield the best clustering for k = 5. The EM clustering is chosen because it outperforms sIB and KM. A further inspection of the cluster results is
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 necessary, because cluster validation indices only determine the cohesion and separation of clusters. Results of the cluster analysis are temporally and spatially validated in the following. The centroid, representing the average hourly fraction of daily pickups or returns, of every cluster is used for a temporal validation. The output of the cluster analysis is five different patterns of the temporal pickup and return activity at stations depicted in Figure 4. For a better understanding, clusters are labeled according to their daily pickup and return patterns. At commuter I stations at average 8 % of the total daily pickups occur between 8 and 9 a.m., for example. Pickups in the daily course
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 Fig. 4. Activity patterns for working days in the daily course
 
 • The commuter I cluster consists of 13 stations. This cluster shows a high pickup activity in the morning whereas return activities dominate in the evening hours. • 16 stations are assigned to cluster commuter II. These stations show a higher return activity in the morning compared to pickup activity (6 % vs. 2 %). In the evening, pickup activity is slightly higher than return activity. • The 12 stations of the leisure cluster show high evening and nighttime activity. • The tourist cluster is the smallest cluster with only 3 stations. This cluster’s daytime pickup and return activities dominate the other clusters’ activity. • The biggest cluster with 19 stations is labeled AVG because it reflects average pickup and return activities. When averaging the activity of all stations, the outcome is very similar to the pattern of this cluster. The clusters’ geographical distribution is visualized in Figure 5 in order to examine spatial reasons for the determined activity patterns. This gives planners a better understanding of the systems behavior leading to a better repositioning and location planning. Exploratory analysis of the clusters’ surroundings leads to the following findings:
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 • The stations of cluster commuter I are located at the periphery with residential buildings. The commuter II stations are located around the city center that offers a high number of working places compared to other districts [27]. This leads to the assumption that workers use the Citybike for commuting from residential areas to working areas. Also tourist attractions are found around the city center causing high pickup and return activity in the evening. • Framed by commuter II station lays the tourist cluster station 1021. Citybike hands out tourist cards next to this station. The other two tourist stations are located near the famous tourist attractions Prater carnival in the northeast and castle Schoenbrunn in the southwest. This endorses that the high daily and low nightly activity is caused by tourist usage. • Stations of the night active leisure cluster tend to be located close to the city center, but at the edge of the BSS network. For example, popular night clubs and bars lay in the immediate vicinity of station 1041 and 1042 causing high nightly activity. • Although AVG stations are spread over the network, they still occur in small groups. Overlapping spatial factors might be a reason for this.
 
 Fig. 5. Geographical distribution of clusters (aerial view of the city of Vienna)
 
 The presented findings from the spatio-temporal analysis show that reasons for certain pickup and return activities at bike stations are complex and diverse. The presumption that activity patterns and the station’s location are correlated seems promising according to first results from the data analysis. A further investigation of the stations surroundings is needed to fully support the assumption.
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 5 Conclusion BSS enhance inner-city public transport options. Ensuring high bike availability is crucial for the acceptance of such systems. Due to one-way use and short rental times imbalances in the spatial distribution of bikes occur. Logistic measures alleviating imbalances are sophisticated strategic network design and operational repositioning of bike with the help of OR models. A decision support framework is presented to gain insights into the complex bike activity by DM. This leads to better understanding about BSS structure and increases OR effectiveness. For supporting operational planning, time series analysis is used to determine factors influencing seasonal and short-term bike usage. Moreover, the model is capable of forecasting the system wide ride numbers. Clustering of stations according to their activity shows that stations with similar temporal activity patterns are geographically connected. With respect to repositioning fleet management, synergies can be obtained by serving areas rather than single stations that have similar bike imbalances. An exploratory analysis of the clustered stations’ surroundings indicates that activity patterns depend on the station’s location. This knowledge can be used for a sophisticated strategic planning of bike stations where operational bike fluctuations are anticipated.This leads to the conclusion that DM is a good approach to gain insight into the complex bike activities in BSS. Focus of further research lies in building sophisticated OR models with the help of the gained knowledge. Acknowledgements. We thank „Gewista Werbegesellschaft m.b.H.“ for providing data from their project “Citybike Wien” and discussing related issues and results. We also thank „Zentralanstalt für Meteorologie und Geodynamik“ for providing the weather data.
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 Abstract. With hundreds of thousands of ISO containers rejected from the world’s container ﬂeet every year due to age or empty container accumulation problems, the question of their potential reuse for other purposes arises. Moreover, beside the ecological impacts the economic impacts of the diﬀerent reuses are of great interest as such recycling activities may provide cost and energy saving opportunities. Next to providing some background information about containers and empty container management, this paper investigates the scale of containers that enter the secondary market, diﬀerent ways in which they can be put to new use and several concepts of economic impacts resulting from the repurposing activities. Furthermore, it suggests promising research opportunities in particular with respect to the use of information systems and modern communication and information technology (IT) for planning and control of container ﬂows and alternative reuse of containers.
 
 1
 
 Introduction
 
 Besides its primary function as transportation equipment, an ISO shipping container has considerable potential for other purposes. Built to withstand heavy loads during the transport on land and sea, a container is a valuable object in regard to its structural design and the material it is composed of. This suggests its reuse for other, alternative purposes than the employment in the cycle of transportation, a matter which gains importance when facing some of the issues of empty container management. The questions arise as to which other functions empty ISO containers can be reused for and which ecological as well as economic impacts alternative reuses result in. This paper attempts to investigate diﬀerent ways in which empty containers can be repurposed and their economic impacts. For this purpose the remainder of the paper is structured as follows. Section 2 provides some important background information, by stating some facts about the importance and prominence of containers in the world’s transportation J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 142–159, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 network and about technical aspects of ISO containers. Section 3 is focused on the issue of reusing containers. It describes the ﬁeld of empty container management and highlights the processes which lead to containers leaving the transportation network. In Section 4, diﬀerent ways of reusing containers are presented, along with some examples. Furthermore, research opportunities within the ﬁeld of computational logistics are brieﬂy proposed. Diﬀerent concepts of the economic impacts of reusing empty containers are analyzed in Section 5. Finally, Section 6 concludes the paper.
 
 2
 
 ISO Containers
 
 Since the ﬁrst successful introduction of an organized employment of containers for the transportation of goods by American entrepreneur Malcom McLean in the 1950s, containerization has changed the world. Following the standardization process in America and Europe in the 1960s, global transportation infrastructure adopted the container as its key element for the intermodal transportation of general cargo as it leads to a safer, quicker and cheaper ﬂow of goods. Ports and ships were built to handle containers, transportation geography changed with some ports replacing others as regional transportation hubs, many goods became available globally and production structures shifted towards horizontal integration [17]. Nowadays, worldwide more than 90 % of all general cargo is transported in shipping containers (see, e. g., [14, p. 3] or [34]). Figure 1 depicts global trade ﬁgures indicating that especially container freight is assumed to
 
 Fig. 1. World GDP, world trade, seaborne trade, and container turnover – Data retrieved from [3,32,33,34,36,38,39]
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 considerably increase over time. The global container ﬂeet exceeds 25 million TEU (twenty-foot-equivalent-unit), as is shown in Figure 2. Even though the ﬂeet capacity shrunk due to the global recession in 2008/2009, the ﬂeet is expected to reach the size of 30 million TEU by 2012 [37]. As will be discussed later, the size of the ﬂeet leads to a considerable amount of containers being sorted out of the transportation network each year, making the issue of their reuse an important matter.
 
 Fig. 2. Global container ﬂeet 1990-2009 – Data retrieved from [37]
 
 There are diﬀerent types of ISO containers. Besides the standard dry container, which appears most commonly in the lengths of 20 and 40 feet, there are containers for diﬀerent freight and loading types. Among these are open tops, hard tops, bulk containers, tank containers, ﬂat racks and refrigerated containers (reefers). As diﬀerent as these container types may appear, all share the ability to be transported in the intermodal system. However, with a share of over 84 % of all ISO containers [2], the standard containers are most widely used and therefore also play the essential part when it comes to discussing their reuse. There are several physical properties which prompt such a reuse. Yet also other types of containers which share the essential physical properties of standard containers can be reused for other purposes. Firstly, most containers are made of weatherproof steel, often referred to as Corten steel, which, however, is simply a brand name. Compared to other steel weatherproof steel is not overly expensive while maintaining good machining properties. Its major advantage lies in the fact that after initial corrosion, a
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 patina is created through alloying elements in the steel which under most conditions protects it against further corrosion [8]. This property does not only beneﬁt the transport of containers on land and at sea. It is also advantageous for the possible reuse of a container. Secondly, the 13.67 m2 surface area within a 20 foot container compares to that of a small room, while its height of 2.33 m allows a human to move uprightly inside of it. As trivial as this might seem, it enables a container to be used as an actual room, thereby multiplying its possible functions. A third feature that also suggests an advantage to the reuse of a container are its structural qualities. 20 foot and 40 foot containers weigh 2.3 and 4 tons with payloads of 21.7 and 26.5 tons, respectively. With the requirement of being able to carry at least six other fully loaded ones, it is apparent that a container is a very strong and robust object [10].
 
 3
 
 Empty Container Management
 
 The issue of the reuse of empty containers is attributed to the ﬁeld of empty container management. Empty container management deals with diﬀerent geographical levels and major players involved with the question of what to do with empty containers within the intermodal transportation network. Its main focus is to identify the problems and consequences of the movement of empty containers and to work on strategies, optimization methods and possible player decisions, with the aim to ﬁnd solutions for the problems [1]. The key players are the owners of containers, namely ocean carriers and the container leasing industry. In 2009, ocean carriers owned 59 % and leasing companies 41 % of the global container ﬂeet (see, e. g., [31, p. 56] and [34]). Yet other parties, such as container producers, depot owners, ports, shippers, politicians and even the general population are involved in the matter. On the global level, the problems with empty containers are caused mainly by the fundamental and chronic trade imbalances between regions of the world, such as North America and Asia [31, p. 53]. In some regions a high demand for empty containers arise, while other regions hold a major surplus of them. On one hand, this may lead to vast and costly repositioning activities for empties, while on the other hand it may lead to large accumulations of empties in speciﬁc regions. Generally, an increase in volume leads to even larger volume imbalances, i. e., large export ﬂows from Asia to North America and Europe with smaller import ﬂows to Asia (see Figure 3). The full scope of empty container management is too complex and detailed to be reproduced in this paper (see, e. g., [12,18,30]), yet some numbers point to its signiﬁcance in the world of transportation: it is estimated that the global share of the movements of empties exceeds 20 % of all container movements on sea [22, p. 10] and 40 % on land (estimation by Drewry Shipping Consultants, cited in [15, p. 224]), with annual costs of 17 to 20 billion US$ [31, p. 54].
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 Fig. 3. Traﬃc of main global containerized cargo routes 2009 (million TEU) – Data retrieved from [34, p.19]
 
 While most aspects of empty container management deal with containers that remain within the transportation network, the issue of containers which leave it is also of importance. There are two reasons for the possible rejection of containers from the cycle of transport. One is that the formerly mentioned trade imbalances and lack of repositioning activities can lead to large accumulations of empty containers. As will be discussed, such accumulations can cause a number of problems, with the only solution lying in the removal of the accumulation. This can lead to containers being sold out of the network [1]. The second reason lies in the fact that every container has a lifespan in the transportation cycle, usually 12 years, after which it will be sorted out of the ﬂeet and sold [2, p. 6]. Leasing companies usually sort out containers after conducting an investment calculation, where the sales proceeds of a container exceed its future revenue minus the cost of repair. Annually, about 5 % of the global container ﬂeet are replaced by new containers. Since 2004 more than one million TEU are rejected from the transportation network every year, in each of the years 2007, 2008 and 2009 the ﬁgure was 1.35 million TEU [37]. With such ﬁgures it becomes obvious that the availability and supply of containers for other purposes is rather an enduring, growing and, therefore, signiﬁcant matter than a singular or sporadic observation.
 
 4
 
 Alternative Reuse of Empty Containers
 
 While optimization and information systems have been considerably used to improve some aspects of empty container management quite a few issues seem to have been neglected. Applications of modern decision support systems aim
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 at, e. g., forecasting supply and demand of containers in particular areas or regions (i. e., forecasting surplus and deﬁcit and, therefore, the need of container repositioning activities) or improving the utilization of equipment. However, it would be helpful to further investigate to which extent a technology such as RFID (Radio Frequency Identiﬁcation) or GPS (Global Positioning System) can support decisions in the ﬁeld of alternative reuse of empty containers. This may also apply to other, more simple methods of tracking containers, such as capturing interface data. For example, it is expected that improvements in tracking of containers result in a better visibility of containers as well as of their status and condition. More accurate data on containers’ availability result in an improved database for planning purposes, better planning results and decisions, and ﬁnally cost savings. Container data can be fed into an information system, and the system can be used to plan time and location of a container’s exit of the transportation network and its alternative reuse. The identiﬁcation of requirements for successful IT applications (data availability, data quality, data ﬂow, etc.) in the area of empty container management, in particular considering alternative reuse of empty containers, is a fruitful research topic within the ﬁeld of computational logistics. However, this paper is not focused on those concrete computational aspects, but it is intended for providing an overview on economic impacts of alternative container reuse as a basis for fruitful research in that area in the future. With many diﬀerent ways in which empty containers can be put to a new purpose, this paper focuses on the following three, which appear to be the most common ones and the ones with the largest possible economic impact. 4.1
 
 One-Way Transport Equipment
 
 One possibility in which shipping containers can be temporarily reused is to employ them as one-way transport equipment to areas with high cost of repositioning. This use appears to be a step in the existence of many containers that were sorted out due to their age [2, p. 6]. After these containers were rejected from the ﬂeets of ocean carriers and leasing ﬁrms, they are sold to buyers wishing to ship goods to areas in which the repositioning of containers would be very eﬀortful and expensive. Such are areas which are far away from ports or which have poor transportation infrastructure, this being the case for many developing countries (see, e. g., [26]). Upon arrival in their destination, after serving as transport equipment for a ﬁnal time, these containers are then intended to ﬁnd another, more permanent function. This use of an old container for a one-way transport qualiﬁes as an alternative reuse as there is a clear diﬀerence to the common use of a container as a permanent transport equipment which would require repositioning after its unloading. This reuse and its resulting economic impacts may particularly beneﬁt from detailed research in the ﬁeld of computational logistics.
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 Unmodiﬁed Reuse
 
 The easiest way to give a sorted-out container a new and permanent purpose is to use it without any changes or modiﬁcations. Using them as storage facilities plays an essential role in this concept [2, p. 6], as the features of a lockable and weatherproof space can be fully utilized without need for structural alteration. The dimension in which containers are reused for storage ranges from the employment of single containers, as are often seen on the yards of companies or building sites, to a professional scale where large numbers of stationary containers are rented out to customers in the need of storage space. Other unmodiﬁed uses may include the creation of barriers on a compound, without the loss of the storage ability, or the application in art sculptures and installations, such as in the work of Belgian artist L. Deleu [27, p. 134]. 4.3
 
 Reuse as Building Material
 
 The most impressive alternative reuse for used containers is their application in architecture. Container architecture has got a lot of recognition in recent years and also includes the use of pre-made containers and container-like modules [27, p. 20], which, however, are of no concern here. Before the numerous ways in which sorted-out containers can be applied in buildings and the various functions of the created buildings are discussed it is important to explore the actual suitability of containers as building materials. Generally, the reuse as building material is subject to the condition of the containers. Especially containers which are sorted out due to their age are likely to show signs of damage. Yet remarkably, only a very small share of containers (about 1 in 1,000) is immediately scrapped for steal due to heavily damaged conditions. Many damages appear to be of a minor nature and can easily be taken care of in a potential reuse as building material. For example, perforated wall sections can either be replaced by simple welding procedures or used strategically to create openings for doors or windows.[28]. The formerly mentioned strong structure of containers often exceeds the structural requirements for building materials [16, p. 24]. Yet if alterations are made to the structure, such as the removal of wall and roof segments or even complete sides, these requirements may not be met anymore. However, by reinforcing the structure with adequate components, the structural suitability can be restored [27, p. 47]. An essential part is played by the heat insulation, especially as containers act as strong heat conductors through their metal structure. Insulation can be applied on the inside and outside, with inner insulation taking away some of the already scarce ceiling height, while outer insulation requires extra weatherprooﬁng at higher expense [28, p. 89]. Other building factors include sound insulation, ventilation, electrical grounding and the type of fundament, which is
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 often simpler for container structures than for traditional building types. In total, containers have to meet the same building requirements as any other material, so that their applicability is solely limited by the building designer [28, p. 75]. The easiest way to use a container in architecture is to use the actual container as a building, where only the formerly mentioned requirements have to be met. Yet there are more sophisticated ways to employ containers in buildings. One is to use containers as modules in composite buildings where the containers may also act as load-carrying elements, besides their purpose to create enclosed space. The sole function of a load carrying structure is also possible [27, p. 16]. The manner of creating enclosed space with containers is also very variable. In some buildings the employed containers are hardly altered and merely stacked on top of each other, while in others they can be heavily modiﬁed, intricately combined and innovatively set together to create sophisticated ﬂoor layouts and building structures. In many buildings, containers are also combined with other building materials. The functions of the container buildings in developed countries are as numerous as traditional buildings. A categorization by [27, p. 11] distinguishes between public, domestic and commercial buildings. Among others, public container buildings include educational buildings such as schools and nursery schools and cultural buildings such as museums, galleries and event-locations. Many public container buildings are temporary structures. Domestic container buildings include many private houses in various shapes and sizes and numerous mobile buildings, which are often collapsible and only made of one or few containers. Dormitory projects, many of a charitable nature, are also often realized, as are domestic auxiliary buildings such as garages, saunas or pool-houses. Commercial container buildings are predominantly oﬃce and retail structures, yet there are also numerous examples of container caf´es, restaurants and bars. While container architecture seems to be attributed to developed countries, especially due to its often modern and innovative character, container buildings also play a role in developing countries. In fact they can frequently be found, especially in port-remote settings, where repositioning costs are high, as was pointed out. While most container structures in developing countries are of a basic appearance without sophisticated modiﬁcations, an innovative and creative approach to the buildings can often be witnessed. This may be due to less strict building requirements in developing countries or lack of their enforcing. This results in containers being used in all kinds of structures, including production facilities where they may serve multiple purposes. Also, container structures often ﬁnd widespread use in development aid projects. Figure 4 and Figure 5 show examples of public, domestic and commercial structures in both developed and developing countries.
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 (a) Nomadic Museum, New York, USA; [4]
 
 (b) Beach House Redondo, USA; [7]
 
 (c) Freitag Store, Zurich, Switzerland; [23] Fig. 4. Examples of container structures in developed countries
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 (a) Oﬃce, Mwanza, Tanzania; Photo by P. Großkurth
 
 (b) Room in a Shipyard, Mwanza, Tanzania; Photo by P. Großkurth
 
 (c) Restaurant, Mwanza, Tanzania; Photo by P. Großkurth Fig. 5. Examples of container structures in developing countries
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 Economic Impacts
 
 One can identify various impacts of the alternative reuse of rejected containers, which are eclectic with regard to the respective group of interest. Yet it has to be said that predominantly the impacts can be described and analyzed on a conceptual level rather than a monetary level. This is due to the complexity of the subject, as well as the lack of suitable monetary data. 5.1
 
 Impacts in Empty Container Management
 
 As the question of container reuse is attributed to empty container management, it is reasonable to ﬁrst investigate the impacts in this ﬁeld. Looking at containers rejected due to their age, the fact that a used container is a reusable object still possessing worth makes the sale of such a container an important action alternative for the players involved. An asset which is eﬀectively depreciated still generates a monetary value, which at closer look is of a considerable size as the sales prices for used containers are relatively high and stable when comparing them with prizes for new containers. For example, in 2008 a new 20 foot container cost 2.200 e while a 12 year old 20 foot container sold for 1.100 e [2]. With the price of an old container being half the price of a new container, the monetary depreciation of the asset is just 50 % over 12 years and upon sale much of the initial purchase price can be regained. From an investment point of view this is very favorable as high liquidation proceeds result in a higher net present value of a capital asset. The economic advantage of the sale is also apparent when comparison with another alternative is made: scrapping for steal. While this is in principle an ecological and economical positive process, with almost half of today’s steel production consisting of recycled material [29], the proceeds generated in the sale of an old container to scrap yards are signiﬁcantly less than the sale into the secondary market [1]. When looking at empty container accumulations in areas of high surplus of empty containers, the decision to sell containers to the secondary market is the only alternative which does not result in high costs, as opposed to repositioning or long-term storage. This alternative can only be taken into account when the demand for empties in other regions can be satisﬁed without containers from the speciﬁc surplus region, which can be a dynamic problem depending on the market situation. The temporary storage of some empty containers is unavoidable and necessary in order to react to ﬂuctuating demand levels [1, p. 13], but from an economical perspective the permanent storage of a large number of containers is very disadvantageous as the empty containers represent unutilized assets. Especially in times of low prices for new containers (e. g., in 2001 and 2002) the habit evolves that empties pile up in places after just one or few trips to avoid repositioning costs while new containers are purchased for the transportation before adding to the pile-up [21]. For example, in the early years of the last decade, the prices for newly produced containers were rather low, ranging around US$ 1,300 for a 20 foot container, with costs of repositioning at a comparative scale, e. g., it
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 cost leasing ﬁrms US$ 1,200 to reposition an empty container from the US-East Coast to Asia. While such settings prompt the accumulation of empty containers in some areas, an increase in container prices may on the other hand lead to high repositioning activities. This was, e. g., the case in 2004 and the following years, when higher prices for steel resulted in costs of new containers of over US$ 2,000 and repositioning became the economically more reasonable option (see, e. g., [1, p. 60], [31, p. 57]). On short term the lack of repositioning may be advantageous for the players, yet through the lack of utilization there is an enormous waste of material and building costs [6]. The employment of these unused containers for other purposes presents an economically better solution, as compared to disuse. Empty container accumulation can be regarded as a waste of capacities, but in addition several other problems are caused by empty container accumulation. Storage of containers in port regions takes up a lot of highly valued land, which could otherwise be used for better purposes [1, p. 3]. Piled up containers in port areas can interfere with the ports productivity. High stacks of empty containers present a safety hazard to both humans and assets, as well as being an aesthetical impairment and causing noise pollution [1, p. 64]. In particular, these eﬀects are negative when the accumulation is close to a residential area, even resulting in signiﬁcant depreciation of real estate (see, e. g., [19]). The listed problems and their economic consequences can only be solved by reducing the number of stored containers; therefore, a container sold out of the network makes a contribution to dealing with these problems. Another important economic impact in empty container management results from the reuse of rejected containers as one-way transportation equipment. Especially many developing countries have areas with high repositioning costs, due to a number of factors. Usually developing countries have passive trade balances, resulting in few goods to be shipped back and a high number of empty transports. Transportation infrastructure is inferior in many places. Railroad networks are underdeveloped and inland water transportation is nonexistent in many places, making trucks the primary means of transportation. With many roads in bad conditions and corruption adding to the costs, inland transportation is burdensome and very expensive. For example, the costs for the transport of a 20 foot container from Mombasa to Nairobi in Kenya in 2010 were 9.16 US$/km [26]. Comparing this with costs of moving a container, e. g., from Germany to China via train at 0.4 e/km [24] reveals the enormous diﬀerence in cost levels. Therefore, the fact that a one-way container does not have to be repositioned from such an area with high repositioning costs leads to substantial savings.
 
 5.2
 
 Impacts through Use as Building Material
 
 While some people ﬁnd container buildings not appealing, others are convinced that they have become an important part of architecture. An assessment of container buildings based on aesthetic perception is not possible, yet an economic assessment is when comparison with traditional build types is made.
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 Used containers already provide the body shell of a building, costing 60 e/m3 [27, p. 9]. Traditional building shell costs ﬂuctuate between time and region, ranging from 101 to 127 e/m3 in Germany in recent years [25,13]. It is apparent that the cost level for container body shells is well beneath that of traditional ones. The same pattern can be observed regarding the total building costs: Californian container architect P. DeMaria states his container buildings at US$ 135 per square foot are 35 % less expensive than traditional buildings in his region [5], which is even exceeded by container architect A. Kalkin, whose container houses at US$ 73 to US$ 90 per square foot cost less than half of the prices of houses in his region in the Northwest of the United States [11]. With only £ 40 per square foot, Urban Space Management’s container buildings in London cost a third of the £ 120 per square foot of traditional buildings [35]. In total, the cost savings of using containers as building material appear to be signiﬁcant. But building with containers does not only result in cost savings but also in savings of building time. Firstly, container structures usually do not require any excavation [16, p. 14] as fundaments are mostly made of simple concrete panels [27, p. 16]. This does not only lessen the environmental stress of the construction but also saves a lot of time. Secondly, time is saved as the body shell already exists through the pre-existing structure of the containers. This leads to further time savings as the containers can undergo any structural changes in advance of their assembly into a composite building made up building modules. Furthermore, the container modules typically do not loose their ability to be transported in an intermodal way, guaranteeing a quick and cheap transport to the building site. According to architect David Cross, container structures may have a 40 % quicker building time than traditional construction [9]. Economically speaking, a quick building time has several advantages. The sooner a building is completed, the sooner it can be put to use and start beneﬁting people. Building capacities are bound for a shorter time, resulting in cost savings, while disturbances and pollution from the building sites are reduced [16]. Generally, short planning and implementation times lead to reduction of investment costs [27, p. 18]. Positive economic as well as positive environmental impacts are also gained through the fact that many container buildings are collapsible and can be moved from one site to another without leaving any building residues. When such a building is not needed in one location anymore it does not have to be forfeited or demolished at high cost, thereby also not resulting in any pollution. The space it stood on can be put to a new use without the cost of clearing up. Often enough, the intermodal system can be used for the transportation of the building. At the new site, no high costs or material expenses have to be made, as the building already exists. The strong structure of containers can cause this cycle to be repeated often. A building structure with individual container components also allows for ﬂexibility during construction, making short-notice reactions to changing building requirements possible [16, p. 14]. Compared to the scrapping for steel, the reuse of containers for buildings is very energy saving and thereby also cost saving.
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 Creating new steel from a 40 foot container requires around 8,000 kilowatt-hours of energy, while using it in a building structure requires only 400 kilowatt-hours, which is 5 % [11]. The reduced energy consumption results in monetary savings but also in a smaller environmental strain. The formerly described weatherproof steel which most containers are made of allows for reduced maintenance eﬀorts and costs, while not straining the environment with corrosion. Overall, it can be concluded that using containers as building material has several environmental advantages and results in high ﬂexibility. Despite all the listed positive aspects of container buildings, a few disadvantages have to be mentioned, which can also be of an economic nature. The enclosed space provided by containers sets limits to the realizable sizes of rooms in a building. Heat insulation may yet further reduce the available space, thin insulation comes at greater expense. In order to build large rooms, signiﬁcant structural changes have to be made to the container elements. Container buildings lacking good heat insulation can only be used temporarily, such as in event architecture [27, p. 78]. From an energetic point of view, containers have thermal bridges in their corners, which does not allow for energy-eﬃcient buildings [20]. This is very disadvantageous particularly in times of rising energy costs. Stacking containers leads to unfortunate doublings of container walls. In combination with the often perceived lack of esthetical appearance, these negative factors cause many people to dislike container architecture. 5.3
 
 Impacts through Image Eﬀect
 
 Some conceptual economic impacts can be identiﬁed which are based on the appearance of repurposed containers as environmentally responsible items of recycling, with their image as icons of globalization and transportation also playing a role. In recent years, environmental awareness has become an integral part in the mentality of many people. This can be contributed to the thread of global warming, as increasing demands for energy whilst facing the ebbing of fossil fuels. With this background, technical innovations and systems which are gentle in the consumption of energy and resources and thereby economically and environmentally eﬃcient gain increasing recognition and approval within large parts of the world population. Using old and rejected containers for other purposes represents such a system. As described, the prolonged use of containers in building projects preserves energy and other materials, while at the same time reducing its carbon footprint. Also, the interior of container buildings is often designed with environmentfriendly materials [16, p. 15]. Buildings made of reused containers therefore contribute to the protection of resources and the saving of energy. Existing container buildings also act as role models, as with the increasing media attention for container architecture and the rising awareness of its advantages, this contribution may even grow in the future.
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 The images of used containers and container buildings can also be used as tools of marketing. Besides the described ecological image, an used container has an image of mobility and globalization, having traveled thousands of miles during its life cycle [27, p. 10]. Companies can utilize these images in order to create positive associations with their products or philosophies. This works well, as container buildings capture the attention of viewers through their unusual appearances, which are often cognitively surprising and physically intensive. The resulting emotional link that customers create between the images of the container buildings and brands or products is beneﬁciary for the company. An example can be seen with the Freitag Flagship Store in Zurich, Switzerland, shown in Figure 4(c). The Freitag company sells bags made from recycled material and utilizes the image of old containers to communicate its environmental philosophy. 5.4
 
 Impacts in Developing Countries
 
 The repurposing of used containers has to be viewed diﬀerently for developing countries. With many such countries containing areas with high cost of repositioning empties there is a considerable amount of former one-way containers available. Due to the high demand for building material, containers usually ﬁnd a new purpose quickly. It can be witnessed that the use of containers as buildings appears very natural and many-sided, as they provide good alternatives for many purposes and some building obstacles which exist in the developed world do not need to be overcome. Such are less strict building laws and a reduced need for insulation due to the often favorable climates. For many companies containers are essential facilities. But they also possess importance as simple housing means for many people. In comparison to local building materials containers can be of a superior nature with regard to quality, although usually being more expensive. As developing countries are often situated in regions of natural disasters, containers can play an important role in the aftermath of a catastrophe, serving as emergency housing. This purpose attributes them with important economical and humanitarian features. Due to their availability, rather low price and good transportability containers are often utilized by organizations of development aid, which ﬁnd many purposes for them, especially in remote areas.
 
 6
 
 Conclusion
 
 This paper identiﬁed several approaches and concepts of economic impacts resulting from the alternative reuse of empty ISO containers. The impacts can be viewed from two perspectives which also take into account the diﬀerent groups of interest. On one hand, the indirect perspective looks at the impacts following the rejection of containers from the cycle of transportation due to age or empty container accumulation, where a role is played by the fact that a potential reuse prompts the rejection. On the other hand, the direct perspective regards the impacts following the actual repurposing of the containers. Together, the sorting-out and reuse form a sequence of steps in the life cycle of a container
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 and it is remarkable that the impacts of these steps are in principle of a positive nature, regardless of perspective, as high cost savings are involved. Also from an environmental point of view the impacts are thoroughly positive. In this paper, most of the impacts could only be described conceptually, due to the lack of information and in particular of monetary data allowing for a more detailed analysis. The little data at hand, e. g., for the cost and time saving potential of container buildings, suggest that closer investigation of the subject will reveal results of a positive nature. Therefore, more detailed information would not only allow a deeper insight into the matter but would likely lead to an intensiﬁcation of the impacts, as positive information would further advertise the alternative reuse of containers. Advanced information about the cost saving potential in the reuse of containers as one-way transports in areas of high repositioning costs would aid empty container management through a more target oriented application, further reducing the empties movements and related costs. In the same way, further information about the economic and humanitarian value of the reuse of containers in developing countries could lead to a systematic allocation as a form of development aid. In conclusion, a profound scientiﬁc investigation of the economic impacts of the alternative reuse of empty ISO containers seems fruitful. Furthermore, detailed research in the ﬁeld of computational logistics is promising with respect to improvements of container reuse possibilities and processes and their positive economic impacts.
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 Optimal Issuing of Perishables with a Short Fixed Shelf Life Ren´e Haijema Operations Research and Logistics group, Wageningen University, The Netherlands
 
 Abstract. The management of inventories of perishable products with a short maximal shelf life takes a good issuing policy next to a good ordering policy. Ordering policies of non-perishables are well studied in literature and implemented in Automated Store Ordering (ASO) systems and Computer Assisted Ordering (CAO) systems. These ordering policies are stock-level dependent and do not take the product ages into account. As a consequence when applied to perishable products they do not anticipate expected future outdating of products and thus result in unnecessary outdating and shortages. Improved ordering policies are proposed in the literature but hardly implemented in ASO and CAO systems as these are designed for the management of non-perishables. Without changing the order policies of such systems one may reduce outdating and shortages by issuing the products in a sophisticated way. We present therefore a stochastic model that is solved by stochastic dynamic programming.
 
 1
 
 Introduction
 
 In the last (two) decades Automated Store Ordering (ASO) and Computer Assisted Ordering (CAO) systems have become more and more in use to improve the eﬃciency and eﬀectiveness of the inventory management at retailers [9,11]. Using point of sales data the stock levels in the store are updated automatically, and either an order is placed automatically by an ASO system or an order quantity is proposed by a CAO system. In the latter case the order is to be processed further by a decision maker who is responsible for the ordering process. ASO systems are mainly found by supermarkets and retailers that oﬀer a great variety of products. In settings with a smaller product line a CAO system can be used. Mechanisms to set a (proposed) order quantity are ordering policies that take as input the actual stock level (as tracked by the system) and any information on future demand (based on historical information on demand realizations and predictions based on promotions). In case stock replenishment happens daily often traditional ordering policies like (R, S) and (R, nQ) policy are considered. As most ASO and CAO systems are designed for the inventory management of non-perishables, these systems do not acknowledge the aging of products in stock and do not record the outdating of products. In recent work like [11,4,2,1,3] new J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 160–169, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 heuristics and ordering policies are proposed to improve the inventory management of perishables through such systems. So far most ASO and CAO system still rely on stock level dependent ordering policies that result in the unnecessary outdating of perishable products in stores. In earlier work we focussed on ordering policies for blood banks (see [10] and previous papers [5]) and have developed a CAO decision support tool. In this paper we focus on the issuing policy at hospitals: blood products are issued internally to diﬀerent departments (e.g. Oncology, Hematology, General Surgery). Compared to blood banks hospitals tend to face much higher percentages of shortage and outdating as they operate at a much smaller scale and as such do not beneﬁt from economies of scale. We show that hospitals can operate more effectively and eﬃciently by carefully selecting which products to issue for meeting the demand (without changing any ASO or CAO system in use). This paper aims to ﬁll part of the literature gap reported in the overview by Kareasmen and colleagues in [6] and [7]. Since one of the ﬁrst theses on perishable inventory management ([13] and [12]) the controlled issuance of perishable products is understudied while there is a great potential for savings. In current literature one either assumes that products are taken from stock according to a simple rule like FIFO or LIFO or some mixture, or according to the customer’s preference for a product of a speciﬁc age. Often the manager of a stock point has some way to control this process: e.g. by a keeping the forward and reserve inventories separated, or by having control of issuance themselves (like at blood banks and hospitals). This paper seems to be one of the ﬁrst papers that present a method to numerically compute an optimal issuing policy. Outline. In the next section we present the practical problem of inventory management of blood platelet concentrates at hospitals. In Section 3 the issuing problem is formulated as a Markov decision problem (MDP) that can be solved by Stochastic Dynamic Programming (SDP). Simulation results for the optimal issuing policy and alternative issuing policies are reported in Section 4. Finally in Section 5 follows a discussion and a conclusion.
 
 2
 
 Issuing BPCs at a Hospital
 
 Blood platelets are of live saving importance. As small particles in the bloodstream platelets repair damaged blood vessels. Platelets deteriorate rapidly in quality even inside the blood stream, but most people’s platelets production at the bone marrow is suﬃcient to retain a safe level. However, after a major bleeding caused by a trauma or a surgery, a patient may temporarily have a lack of platelets. This lack needs to be resolved by a transfusion of donated blood platelets to boost the patients platelet level. Patients who get radiated or who receive chemotherapy suﬀer from a platelet function disorder and lack a suﬃcient production of blood platelets at the bone marrow. These patient need therefore be transfused regularly with platelets. The demand for platelets on a particular day is (highly) uncertain. Therefore blood banks and hospitals keep these life saving products in stock.
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 In [4], [2] and [10] the relevant logistical processes involved with making blood platelet concentrates (BPCs) are discussed. Here we brieﬂy revisit this discussion and focus on the processes relevant for the ordering and issuing of BPCs at hospitals. Hospitals order BPCs at a blood bank in principal once a day. An order placed at the end of the day or early in the morning, say before 8am arrives within a few hours, say at the latest at noon. In case of a shortage an emergency delivery is arranged by the blood bank, which supplies about 30 hospitals. Many Dutch hospitals are relatively small or medium sized in terms of BPC usage and to keep outdating at an acceptable level stock levels are kept low. In practice it appears that the emergency deliveries happen quite frequent. When the people of the transport and distribution department are busy, the transports from a blood bank to a hospital is outsourced to certiﬁed express service providers and eventually by certiﬁed cabs. A reduction of shortages is desired as it reduces the hassle of arranging emergency transport, save money, and reduces the stress involved with shortages as lives may be at risk. As the demand for platelets is virtually stationary (but maybe periodic) hospitals may apply an order-up-to S rule with ﬁxed levels for each weekday (S1 , ..., S5 , S6 = 0, S7 = 0). S6 and S7 are zero as during the weekends blood banks accept no regular orders from the hospitals, since the production capacity is low as is the number of voluntary donors. To balance shortages and outdating at hospitals a clever issuing rule can be constructed by formulating the issuing of platelets as a Markov decision problem (MDP). The pharmacy of a hospital issues platelets throughout the day upon request by medicines according to their operating schedule and by emergency operations. To simplify the discussion of the MDP model we split the day into two parts as if issuing happens only at 8am and at 12am. At 8am hospitals assign and distribute the required number of BPCs to the diﬀerent departments (Hematology, Oncology, General Surgery) at which BPCs transfusions happen. This process is repeated at 12am, when demanded volumes for the afternoon are known to the inventory manager at the hospitals pharmacy. For practical use one may consider more than two issuing epochs. The solution of the MDP model described in the next section prescribes how many products from each age category to issue to meet the demand.
 
 3
 
 MDP Model
 
 The problem of issuing BPCs is formulated as a discrete time MDP. The MDP has 2 decision epochs per day (8am and noon), which we label e =am and e =pm. The MDP is periodic with period 14 (=7 days), as regular transhipment of BPCs from a blood bank to the hospital are not scheduled for the weekends. As we explain below both the state and the action spaces are discrete and ﬁnite, hence numerical computation of an optimal issuing policy is possible. 3.1
 
 State
 
 At the start of an epoch e ∈ {am, pm} on a weekday d ∈ {1, ..., 7} ={Monday, ..., Sunday}, the total demand k till the next epoch is known as well as the number
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 of BPCs in stock x = (x1 , ..., xm ). The stock consists of m age categories, where xr is the number of BPCs with a residual shelf life of r days. So the state of the Markov decision problem is the tuple i = (d, e, k, x). We assume that the demand over an epoch is ﬁnite, i.e. the demand will never be for more than K BPCs (0 ≤ k ≤ K). Then the state space I is ﬁnite as the elements of x are limited by the replenishment policy with ﬁxed order-up-to levels (S1 , ..., S5 , S6 = 0, S7 = 0) for each day of the week. 3.2
 
 Action and Action Space
 
 At each epoch a decision is to be taken on the number of BPCs to issue from each of the m age categories. This decision is represented as a vector a = (a1 , ..., am ). The action space A is ﬁnite as the number of BPCs to issue of a speciﬁc age category r cannot exceed the number of BPCs available and must be non-negative: ar ∈ {0, 1, . . . , xr }
 
 ∀r = 1, ..., m
 
 (1)
 
 and it does not make sense to issue more than needed, hence: m 
 
 ar ≤ k.
 
 (2)
 
 r=1
 
 As in practice, we require to  meet all demand when enough BPCs are in stock. is thus recorded as a shortage. The Any discrepancy between m r=1 ar and k  m number of BPCs short is: sho(k, a) = k − r=1 ar . Any shortage is considered as lost demand: in practice either the required BPCs are delivered by an external process through a (more expensive) emergency delivery or the surgery is postponed to another day. 3.3
 
 State Transition and Transition Probabilities
 
 For the transition from state i = (d, e, k, x) to a next state j = (d , e , k  , y), we consider two cases: 1. e = am – d = d and e = pm for all r = 1, . . . , m − 1: some BPCs are issued; – yr = xr − ar m ym = (Sd − r=1 xr )+ : the replenishment order is delivered at noon. 2. e = pm – d = mod(d, 7) + 1 and e = am – yr = xr+1 − ar+1 for all r = 1, . . . , m − 1: products left do age by 1 day; ym = 0 no replenishment, so no new BPCs available. The only stochastic component in the transition from state i to state j is the demand that is to be met in the next epoch: i.e. the value of k  which follows dem a probability distribution Pd,e . Hence the probability Pi,j (a) of being the next epoch in state j, when taking action a in state i is thus: dem  (k ) Pi,j (a) = Pd,e
 
 (3)
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 The stock state transition from x to y is deterministically set by the issuing decision a and, when e = am, by the replenishment quantity set by the orderup-to Sd policy. During a transition outdating happens only at the end of the day. The number of outdated BPCs is thus out(d, e, x, a) = (x1 − a1 ) · I(e = pm) (where I(b) = 1, if boolean expression b is true, and zero if b is false). 3.4
 
 Direct Costs
 
 A so-called direct cost function C(d, e, k, x, a) accounts for the cost over a single epoch starting in state (d, e, k, x) and taking decision a. The cost function includes linear holding costs, and costs to penalize the occurrence of shortages and outdating. We deﬁne the following direct cost function C(d, e, k, x, a) = chd,e
 
 m 
 
 xr + csd,e · sho(k, a) + cod,e · out(e, x, a)
 
 (4)
 
 r=1
 
 with coeﬃcients per weekday d and epoch e: chd,e holding costs per BPC in stock at the start of epoch e, csd,e shortage costs per demanded BPC that cannot be met from stock, cod,e outdating costs per BPC that expires at the end of day d. 3.5
 
 Minimal Expected Costs per Week
 
 The optimal policy that minimizes the expected costs per week can be obtained from solving the relative value vector or bias terms v and the average costs per epoch gd,e from the set of Bellman equations [8]: ⎞ ⎛  ∀i = (d, e, k, x) ∈ I : v(i) + gd,e = min ⎝C(i, a) + Pij (a) · v(j)⎠ , (5) a∈A
 
 j∈J (i,a)
 
 where j = (d , e , k  , y) in which y depends on a amongst other, and J (i, a)  I is the set of states j for which Pi,j (a) > 0. Equation 5 represent a system of |I| equations in |I| + 14 unknowns. Hence there is no unique solution (v, g1,am , ..., g7,pm ), and one may ﬁx one value v(i) for each periodic class (d, e). The other values are relative to these values. Hence the vector v is called a relative value vector.  gde . The expected costs per week under the optimal policy is g = d,e
 
 3.6
 
 Value Iteration
 
 To solve Equation 5, we apply an approximation scheme based on value iteration. To allow for an eﬃcient storage of the transition probabilities, we show how the computations can be done eﬀectively using the demand probabilities directly.  K  dem     Pde (k ) · Vn−1 (d , e , k , y) (6) Vn (d, e, k, x) = min C(d, e, k, x, a) + a∈A
 
 k =0
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 Vn (d, e, k, x) is the (cumulative) expected cost over an horizon of n consecutive epochs when taking optimal decisions over the entire horizon starting in state (d, e, k, x). The horizon is split into two parts: the ﬁrst epoch and the next n − 1 epochs. By setting the vector V0 to zero, one iteratively computes the elements of V1 , V2 , etc. Clearly lim Vn (d, e, k, x) is unbounded, but the diﬀerences Vn − Vn−1 are n→∞ bounded but not converging. This is because the state space I consists of 14 subspaces, called periodic classes, set by the time related dimensions d and e. The diﬀerence Vn (d, e, k, x) − Vn−14 (d, e, k, x) does converge (to the long-run average cost per week g. The optimal issuing decision in state (d, e, k, x) is the vector a that minimizes Equation 6. For technical details, such as a proof of convergence we refer to [8]. The value iteration algorithm can be implemented eﬃciently by making use of the periodicity, nevertheless computation times can easily become excessively large when the number of states is very large, see [2]. For the case of issuing BPCs at small and medium sized hospitals the time needed to compute an optimal policy is within seconds up to a minute (depending on the implementation and the CPU). In Equation 6, one may consider in iteration n all possible actions a to ﬁnd out which one is minimizing the expected costs. Instead of full enumeration of all values of the action vector, one may solve the minimization problem by dynamic programming. That way problems with larger action spaces can be solved more eﬃciently. For cases with a larger state space, for which doing all the computations takes too long, one may use aggregation techniques to reduce the number of states: e.g. by modeling replenishments and demands to happen in batches of products rather than individual product units the state and action space is reduced signiﬁcantly. The MDP model for determining optimal issuance decisions can then act as a fair approximation, as in such cases replenishments commonly happens in batches (set by the supplier).
 
 4
 
 Numerical Case
 
 We illustrate the model by applying it to a case of a medium sized hospital. Main objective is to compare the optimal issuing policy with existing static issuing rules. The comparison is done by dynamic Monte Carlo simulation under the same assumptions as made in the MDP model such that any diﬀerence in the simulated results can be related to diﬀerent issuing decisions. (Alternatively one could compute the results by Markov chain analysis.) The input data of the model and the respective results are discussed in the next subsections. 4.1
 
 Case Data
 
 We consider a medium sized hospital, where on average four BPCs per day are transfused. The blood bank delivers BPCs with a maximum shelf life of m = 4 days. Note that the eﬀective shelf life is 3.5 days at the hospital, as products are
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 delivered at noon. We model the demand during an epoch as a Poisson process with means µd,e as reported in Table 1. To ease the analysis of the results we have assumed that the demand is stationary and aperiodic and that the mean demand is equally spread over the morning and the afternoon. Note that this implies, as in practice, the demand to continue during weekends whereas no orders are placed and no replenishments are received. The next-to-last line of the table shows the expected demand µL+R to cover d till the next replenishment. The order-up-to levels should be set high enough to cover this demand. A rule of thumb for setting the replenishment levels S
 
 d when the demand till the next replenishment is uncertain is Sd = µL+R + 2 µL+R . d d
 
 On Mondays, Tuesdays, Wednesdays, and Thursdays µL+R =µ d √d,am + µd,pm + µd+1,am = 6, and the order-up-to levels Sd is set to 11 (≈ 6 + 2 6) as reported on the last line of the table. Similarly the order-up-to level on Fridays is set to = 14. S5 = 21, as µL+R 5 Table 1. Means of Poisson demand and order-up-to levels Sd Weekday d = Mon Tue Wed Thu Fri Sat Sun µd,e=am : mean morning demand 2 2 µd,e=pm : mean afternoon demand µL+R : mean till next replenishment 6 d 11 Sd : order-up-to levels
 
 2 2 6 11
 
 2 2 6 11
 
 2 2 2 2 2 2 6 14 10 11 21 0
 
 2 2 6 0
 
 To have a ﬁnite number of transitions to consider in equation 6, the Poisson distribution with mean 2 is truncated at a maximum of 7 (K = 7): that is the demand for 7 or more BPCs is modeled as demand for 7 BPCs. In this case the unit holding cost is negligible in relation to the procurement cost of BPCs of about 150 euro. In line with previous studies [5]shortages are penalized by setting the shortage cost csd,e ﬁve times as high as the outdating costs csd,e of 150 euro per BPC: cod,e = 150 and csd,e = 750 for all d and e. The outdating costs represents the unit costs that could be saved when an outdated BPC would not have been ordered. The shortage costs include a (big) penalty as lives may be at risk and the costs to arrange an emergency delivery from the blood bank or to postpone a surgery. 4.2
 
 Case Results
 
 By value iteration we have determined an optimal issuing policy, which we compare against simple rules like FIFO, LIFO and the combination of LIFO in the morning and FIFO in the afternoon. The latter issuing rule is denoted as LIFO-FIFO. To evaluate the rules one may apply value iteration to solve the underlying Markov chains. However, we have chosen to simulate the rules to get more detailed information at once. To get accurate results, each rule is simulated in 10,000 runs of 54 weeks including 2 weeks for warming up. The results are reported in Table 2.
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 Table 2. Simulation results for optimal issuing versus FIFO, LIFO and LIFO-FIFO Optimal FIFO LIFO LIFO-FIFO Weekly costs % above optimum Outdating Shortages
 
 1063 1539 2350 +45% +121% 16% 16% 25% 1.0% 3.1% 3.8%
 
 1415 +33% 17% 2.4%
 
 The trade-oﬀ to make is between outdating and shortages. From literature one would expect that the optimal policy closely resembles FIFO, as issuing the oldest products ﬁrst reduces the outdating. From Table 2, we learn the optimal issuing policy greatly saves on compared to FIFO issuance, while the outdating ﬁgures are is the same. The average costs per week of the optimal issuing policy is 1063 euros per week. Under LIFO these costs are twice as large. FIFO appears to be 45 % above the optimal cost level. Surprisingly, under LIFO-FIFO the average costs are closest to the minimal average costs per week, but still 33 % above optimal. The explanation for the large diﬀerences is found in a better timing of outdating by the optimal issuing policy. Investigating the detailed actions for some states we observe that, for example, in some states it is optimal to let products expire on Sundays by issuing younger BPCs. The eﬀect of this enforced or planned expiration is that a higher and apparently better order volume is derived on Monday via the ﬁxed order-up-to level. Consequently there will be less shortages on Tuesdays, as is supported by Table 3: 0.9 BPCs under FIFO and 0.2 BPCs under cost-optimal issuance. Annually the number of shortages is 52 − 15.6 = 36.4 BPCs lower under the optimal issuing policy. Insights: The issuing policy does not so much aﬀect the outdating percentage, but through a better timing of outdating shortages are reduced dramatically. Table 3. Optimal issuing versus FIFO: simulation results per weekday
 
 Weekday
 
 number of BPCs outdating shortage Optimal FIFO Optimal FIFO
 
 Saturday Sunday Monday Tuesday Wednesday Thursday Friday
 
 0.7 1.8 2.6 0.0 0.0 0.0 0.2
 
 0.1 0.1 4.9 0.0 0.0 0.0 0.2
 
 0.0 0.0 0.1 0.2 0.0 0.0 0.0
 
 0.0 0.0 0.1 0.9 0.0 0.0 0.0
 
 Weekly Annual
 
 5.3 150
 
 5.3 150
 
 0.3 15.6
 
 1 52
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 Hence an ordering rule that causes too many shortages under FIFO or LIFO can show a good performance under a dynamic issuing rule. By issuing the BPCs in a cost-optimal way shortages are reduced. This enables stock managers to reduce outdating by lowering the order-up-to levels somewhat while keeping shortages at an acceptable level. Hence the optimal issuing policy indirectly enables to reduce outdating next to shortages.
 
 5
 
 Discussion and Conclusions
 
 We have shown that an optimal issuing policy for perishables with a short shelf life can be computed by formulating and solving a Markov Decision Problem. Such an optimal policy may perform much better than existing policies like FIFO and LIFO issuance. In a numerical example of a hospital that issues twice per day BPCs to its departments (but get replenishments on weekdays only) it appears that FIFO issuance implies more than three times as many shortages than optimal issuance. From a computational point of view we have discussed how to reduce the computation time when dealing with large state and action spaces. We expect that one may obtain similar results for shops that sell fresh food, like dairy products, fruit and vegetables, as these products have a short life time of just a couple of days while replenishments may not happen on all weekdays and shops may be open seven days a week. The issuance in such shops is than controlled by a careful allocation of products to the forward and reserve inventories. These control decisions require a DSS tool that can be used next to an CAO or ASO system and requires no change of other inventory management processes. The reduction in shortages is signiﬁcant which may give some room for reducing the outdating by lowering the stock levels a bit. Thus optimal issuance provide beneﬁts at the economic and environmental level as well as increases the customer service level. Acknowledgments. The author thanks Michal Bilinski for coding the SDP algorithm and his co-supervisor Mark R. Kramer.
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 Abstract. In many transportation systems, the shipment quantities are subject to minimum lot sizes in addition to regular capacity constraints. That is, either the quantity must be zero, or it must be between the two bounds. In this work, we consider a directed graph, where a minimum lot size and a ﬂow capacity are deﬁned for each arc, and study the problem of maximizing the ﬂow from a given source to a given terminal. We prove that the problem is NP-hard. Based on a straightforward mixed integer programming formulation, we develop a Lagrangean relaxation technique, and demonstrate how this can provide strong bounds on the maximum ﬂow. For fast computation of near-optimal solutions, we develop a heuristic that departs from the zero solution and gradually augments the set of ﬂow-carrying (open) arcs. The set of open arcs does not necessarily constitute a feasible solution. We point out how feasibility can be checked quickly by solving regular maximum ﬂow problems in an extended network, and how the solutions to these subproblems can be productive in augmenting the set of open arcs. Finally, we present results from preliminary computational experiments with the construction heuristic.
 
 1
 
 Introduction
 
 In transportation systems, as well as in production and manufacturing, some operations might be eﬀective only when the processed quantity lies above a given threshold. Reasons for such restrictions are of diverse nature. Operations might require lots to be large in order to be cost eﬀective, the products appear only in batches of a minimum size, or underlying mechanical and chemical processes require a minimum level of operation. Operations involving setup costs are somehow related to those involving minimum lot sizes. Their resemblance is reﬂected by the corresponding optimization models, which in both cases imply the introduction of binary variables representing the decision of whether to activate the operation. An obvious distinction is that negative eﬀects of a yes-decision in the case of setup costs are conﬁned to the objective function, whereas in the case of minimum lot sizes, also feasibility is aﬀected. As a consequence, solution approaches that work well in the former case may be non-trivial to translate to the latter. J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 170–182, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 Production planning models respecting lot size decisions and constraints appear abundantly in the operations research literature. Most of these are extensions of the classic capacitated lot sizing problem (CLSP), of which several surveys [1,5,7] are found. The CLSP amounts to optimize the lot sizes over a multi-period horizon, when, in addition to holding and production costs, a setup cost is incurred in each period of production. In its simplest form, the CLSP model does not include lower bounds on the lot sizes. As suggested, e.g., in the model by Voß and Woodruﬀ [11], minimum lot sizes may replace or come in addition to setup costs, and the model updates are straightforward. Network ﬂow models for optimizing transportation decisions are also often extended by binary variables in order to reﬂect setup costs. The fixed charge network flow problem [4,9] is a direct extension of the minimum cost ﬂow problem, where a ﬁxed cost for utilizing the arc is added to the ﬂow proportional term. Another extension of the minimum cost ﬂow problem is the minimum cost circulation problem [10], in which lower ﬂow bounds are deﬁned on the arcs. Contrary to the ﬁxed charge network ﬂow problem, the circulation problem is modeled as a linear program. The minimum lot sizes are considered as hard constraints in the sense that it is not an option to put the ﬂow to zero in case it is infeasible or suboptimal to respect the bound. Flow models acknowledging this option do not seem to be well studied in the scientiﬁc literature. However, for the reasons given above, we believe that such models have relevance. For instance, the Miriam Regina system [8] for testing production availability and deliverability in the process industry and in energy applications, incorporates a ﬂow model where processes can be operated in a semi-continuous range (either they are turned oﬀ or they are assigned a capacity above a non-zero bound). In this article, we study network ﬂow optimization subject to minimum lot size constraints. For reasons of simplicity, and consistent with the approach taken in the Miriam Regina system, we choose ﬂow maximization as the underlying model. The purpose of the work is to suggest eﬃcient computational methods that, despite the proven intractability of the problem, are able to produce nearoptimal solutions with modest computational eﬀort. The rest of the article is organized as follows. In Section 2, we introduce some nomenclature and mathematical notation, and deﬁne our network ﬂow model in rigorous terms. Section 3 provides a proof of NP-hardness of the problem. In Section 4, we formulate the problem as a mixed integer programming problem, and we show how Lagrangean relaxation can be applied in order to compute upper bounds on the maximum ﬂow. We also give a fast method for translating the (possibly infeasible) relaxed solutions into feasible ones. In Section 5, we develop a construction heuristic based on an augmenting path approach. Computational results with this heuristic are given in Section 6.
 
 2
 
 Problem Definition
 
 Let G = (N, A) be a directed graph with node set N and arc set A, and nonnegative integer vectors  and u of lower and upper ﬂow bounds, respectively.
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 We assume that G contains a unique source s ∈ N and a unique sink t ∈ N , and that A contains a circulation arc (t, s) with ts = 0 and uts = ∞ from the sink to the source. We consider the problem of maximizing the ﬂow from the source through the network to the sink, such that the ﬂow at each arc is either zero or between the two bounds. This is equivalent to maximizing the ﬂow recycled along arc (t, s). By deﬁning the set of circulations in G as ⎧ ⎫ ⎨ ⎬   F (G) = x ∈ IRA xij − xji = 0 ∀i ∈ N , + : ⎩ ⎭ j:(i,j)∈A
 
 j:(j,i)∈A
 
 the problem is expressed as: max
 
 xts , x ∈ F (G), xij ∈ {0} ∪ [ij , uij ] (i, j) ∈ A.
 
 (1) (2) (3)
 
 Henceforth, we say that arc (i, j) is closed if xij = 0, and open otherwise. We ¯ = A \ X be the set of closed arcs. let X ⊆ A be the set of open arcs, and let X Let GX denote the subgraph with node set N and arc set X. We say that X is feasible if there exists some ﬂow vector x ∈ F (G) satisfying ij ≤ xij ≤ uij ¯ Let z(X) denote the maximum for all (i, j) ∈ X, and xij = 0 for all (i, j) ∈ X. value xts can take under these conditions, and let z(X) = −∞ if X is infeasible. Observe that the empty set is feasible with z(∅) = 0.
 
 3
 
 Computational Complexity
 
 Proposition 1. Problem (1)–(3) is NP-hard. Proof. The proof is by a polynomial reduction from the Subset Sum problem, which is known to be NP-complete [2, p. 951]. Given a ﬁnite set {a0 , a1 , . . . , an } of positive integers, the problem is to decide whether there exists a subset S ⊆ {1, . . . , n} such that i∈S ai = a0 . Deﬁne the digraph with node set N = {s, t, v0 , . . . vn } and arc set A = {(s, v1 ), . . . , (s, vn ), (v1 , v0 ), . . . , (vn , v0 ), (v0 , t)}, and let the ﬂow bounds be v0 t = uv0 t = a0 and svi = vi v0 = usvi = uvi v0 = ai (i = 1, . . . , n). Hence, if there does exist a subset S as requested, then an optimal solution to (1)–(3) is to send a0 units from s to t via nodes vi , i ∈ S. Otherwise, the only feasible solution is x = 0. 
 
 
 
 4
 
 Integer Programming Model and Lagrangean Relaxation
 
 By deﬁning the decision vector y ∈ {0, 1}A, where yij = 1 if xij ∈ [ij , uij ] and yij = 0 if xij = 0, we arrive at the mixed integer linear program max xts ,
 
 (4)
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 (5)
 
 xij − ij yij ≥ 0, (i, j) ∈ A,
 
 (6)
 
 xij − uij yij ≤ 0, (i, j) ∈ A. y ∈ {0, 1}A.
 
 (7) (8)
 
 Deﬁne F (G, u) = {x ∈ F (G) : xij ≤ uij ∀(i, j) ∈ A}, and the maximum ﬂow out of node i ∈ N when the lower ﬂow bounds are relaxed as ⎧ ⎫ ⎨  ⎬ Mi = max xij : x ∈ F (G, u) . ⎩ ⎭ j:(i,j)∈A
 
 Then any feasible solution to (4)–(8) satisﬁes j:(j,i)∈A ji yji ≤ Mi , stating that a set of arcs entering node i cannot be opened if the sum of their lower ﬂow bounds exceeds the maximum ﬂow out of the node. A Let λ ∈ IRA + and μ ∈ IR+ , where λts = μts = 0, and consider the Lagrangean relaxation of (4)–(8): (9) L(λ, μ) = max (i,j)∈A (hij xij + dij yij ) , 
 
 x ∈ F (G, u),
 
 j:(j,i)∈A ji yji ≤ Mi ,
 
 y ∈ {0, 1}A.
 
 (10) i ∈ N,
 
 (11) (12) 
 
 
 
 1, (i, j) = (t, s) and dij = μij uij − λij ij . That is, we λij − μij , (i, j) = (t, s), have applied the Lagrangean multipliers λij and μij to (6) and (7), respectively. To strengthen the relaxation, the upper ﬂow bounds are kept in (10) and the valid inequalities (11) are added. Consequently, we arrive at a minimum cost ﬂow problem in the x-variables. In the y-variables, the problem is decomposed into a set of |N | knapsack problems, and is hence solvable in pseudopolynomial time. where hij =
 
 4.1
 
 A Heuristic for Finding Feasible Solutions
 
 Since (9)–(12), the optimal solution of which is denoted (xL , y L ), is a capacitated minimum cost ﬂow problem in the x-variables, the arcs  (i, j) ∈ A : 0 < xL ij < uij deﬁne no cycles in G. Let this arc set be contained in some AT ⊆ A where (N, AT ) is a tree (arc directions disregarded). That is, ¯ we have xL ij ∈ {0, uij } for all (i, j) ∈ AT = A \ AT . With the purpose of increasing the number of feasible arc ﬂows, each iteration of the following heuristic sends ﬂow along a cycle consisting of arcs in AT and exactly one arc, k, in A¯T . As a result, arc k replaces some cycle arc (i, j) ∈ AT , which in its turn is assigned ﬂow equal to either 0, ij or uij . Throughout the heuristic, we thus have that all non-tree arcs have either zero ﬂow or ﬂow on either of their bounds. Initially, none of them have ﬂow on their lower bound.
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 The tree arcs are assigned ﬂow values between zero and the upper bound. If no arc has ﬂow strictly between zero and the lower bound, a feasible solution is found, and the heuristic terminates. For all k ∈ A¯T , let Ck denote the arc set of the unique cycle consisting of arc k and arcs in AT . We accept to let k replace some tree arc if and only if, for some number f , both the following conditions hold when f units of ﬂow are sent along Ck : 1. All currently feasible arc ﬂows remain feasible. 2. At least one currently infeasible arc ﬂow becomes feasible. An arc in Ck is said to be a forward (backward) arc if it is (not) directed consistently with k. To remove ambiguity, we assume that the f ﬂow units are sent in the forward direction. That is, all forward arcs in Ck have their ﬂow values increased (decreased) if f > 0 (f < 0), and the converse is true for the backward arcs. If no arc meeting the conditions can be found, the heuristic terminates and fails to ﬁnd a feasible solution. Proposition 2. The set of f -values satisfying condition 1 consists of a closed interval and at most |Ck | distinct values. Proof. Consider a traversal of the cycle starting by arc k = (i0 , i1 ), and let i0 , . . . , i|Ck |−1 denote the nodes hence visited. Let i|Ck | = i0 , and let Fm denote the set of f -values that make the ﬂow on all arcs on the path (i0 , . . . , im ) feasible (m = 0, . . . , |Ck |). Assume Fm = [lbm , ubm ] ∪ Pm , m < |Ck |, where |Pm | ≤ m, and observe that the assumption holds for m = 0 (let lb0 = −∞, ub0 = +∞). If km = (im , im+1 ) is a forward arc then the set Sm of f -values rendering its ﬂow value feasible is Sm = Im ∪ {pm }, where ⎧ xkm = 0 ⎨ ([km , ukm ] , 0) , (Im , pm ) = ([0, ukm − km ] , −km ) , xkm = km ⎩ ([km − ukm , 0] , −ukm ) , xkm = ukm . Otherwise, we have Sm = Im ∪ {pm }, where ⎧ xkm = 0 ⎨ ([−ukm , −km ] , 0) , (Im , pm ) = ([km − ukm , 0] , km ) , xkm = km ⎩ ([0, ukm − km ] , ukm ) , xkm = ukm . This yields Fm+1 = Fm ∩ Sm = ([lbm , ubm ] ∩ Im ) ∪ Pm+1 , where Pm+1 consists of all values in Pm contained in Sm and also pm if pm ∈ Fm . It follows that Fm+1 is composed of an interval and at most m + 1 singular values, and the result follows by induction. 
 
 The proposition covers the special case where f = 0 is the only value satisfying the condition, in which case the interval in question is empty. The proof of Proposition 2 is constructive in giving an algorithm for computing the feasible ﬂow assignments to Ck . Once we have found that condition
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 1 is met by f ∈ [lb, ub] ∪ {p1 , . . . , p|Ck | }, we check whether any of the values lb, ub, p1, . . . , p|Ck | satisﬁes the second condition. Among all such values, we select the one maximizing xts if (t, s) ∈ Ck . Otherwise, a value maximizing the number of feasible arc ﬂows is chosen. It is straightforward to see that by this choice of f -value, at least one arc in Ck will be assigned zero ﬂow or ﬂow on one of its bounds, and is hence qualiﬁed to leave AT . The above procedure is repeated for all k ∈ A¯T in an arbitrary order, and interrupted when a feasible ﬂow is found or when the two conditions cannot be met. 4.2
 
 Variable Fixing
 
 Combining a feasible ﬂow and the upper bound L(λ, μ) on the maximum ﬂow may help to ﬁx the value of certain y-variables. Assume the heuristic above or any other method has identiﬁed some ﬂow vector xH , and assume there  
 
 1 feasible
 
 exists 1 1 , where y some other feasible solution x , y = 1 for some k ∈ A. Let x0 , y 0 k  
 
 1 1 yk0 = 0. Since x0 , y 0 is feasible in (9)– be identical to x , y , except that
 
   0 1 = (i,j)∈A hij x1ij + dij yij − (12), we have L(λ, μ) ≥ (i,j)∈A hij x0ij + dij yij then L(λ, μ)+μ u − μk uk +λk k ≥ x1ts −μk uk +λk k . It follows that if x1ts > xH k k ts H λk k > xH . Hence, if μ u − λ  ≤ x − L(λ, μ), opening arc k cannot yield k k k k ts ts solutions that are superior to xH , and consequently, we ﬁx yk = 0. Since x = 0 is feasible, we obtain as a special case that all arcs k for which μk uk − λk k ≤ A −L(λ, μ) can be closed. This holds regardless of how λ ∈ IRA + and μ ∈ IR+ are chosen, and the tighter the upper bound L(λ, μ) the more variables can be ﬁxed. 4.3
 
 The Lagrangean Dual
 
 In order to have the tightest possible upper bound on the maximum ﬂow, and thereby to be able to ﬁx a maximum number of variables, it is desirable to solve the Lagrangean dual problem minλ,μ∈IRA L(λ, μ), e.g. by the popular subgradient + (dual descent) algorithm. Since the relaxed problem in the y-variables does not have integrality property, L(λ, μ) has a potential to dominate the bound the minimum bound minλ,μ∈IRA + provided by the LP-relaxation of (4)–(8). It is easily seen that the latter is simply the max ﬂow in G when the lower ﬂow bounds are neglected. Therefore, the improved bound comes for the cost of solving |N | knapsack problems in each iteration of the subgradient algorithm, in place of solving a single maximum ﬂow problem. The size of any knapsack problem is however proportional to the indegree of the corresponding node, and for sparse graphs this represents a modest computational cost.
 
 5
 
 Construction Heuristic
 
 In this section, we give a heuristic method that starts with X empty, and then gradually extends X as long as extensions can be found. This will produce a
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 sequence of arc sets, some of which will be feasible while others are infeasible. Whenever X is feasible, we attempt to extend it such that the max ﬂow is improved. Otherwise, we look for extensions that reduce the constraint violations. The best feasible X hence encountered is output from the algorithm. This algorithmic idea is indicated by algorithm 1. Algorithm 1. Idea(G,,u,(t, s)) X ← {(t, s)} // The initial set of open arcs consists uniquely of the circulation arc z ∗ ← 0, X ∗ ← X // best solution ever repeat Check whether X is feasible if feasibility check positive then Let x be a ﬂow allocation in GX maximizing xts if z(X) > z ∗ then z ∗ ← z(X), X ∗ ← X // best solution ever S ← extension of X suggested to increase xts else S ← extension of X suggested to reduce constraint violation X ←X ∪S until S = ∅ return X ∗
 
 5.1
 
 Checking Feasibility
 
 Finding a feasible arc set X is not a trivial problem. Neither is it trivial to ﬁnd a good extension S of an already feasible X, and we may encounter that X ∪ S is inferior to X and even infeasible. Checking whether any arc set is feasible, is however accomplished by solving a standard max-ﬂow instance in an auxiliary network deﬁned as follows [6, Section 10.2]: Let GX = (N  , A ) be a digraph with node set N  = N ∪ {s , t } and arc set  A = X ∪ {(t , s )} ∪ {(s , i) : i ∈ N } ∪ {(i, t ) : i ∈ N }. That is, we add to GX an auxiliary source s and an auxiliary sink t and a circulation arc between them. We also add arcs from s to each node in N , and from each node in N , we add an arc to t . With each arc (i, j) in the extended digraph, we associate a ﬂow capacity (an upper ﬂow bound) cij , but we do not deﬁne lower ﬂow bounds in this network (or we can assume they are all 0). We let cij = uij − ij for all (i, j) ∈ X and ct s = ∞. For the new arcs joining the auxiliary source with other nodes, the capacities are deﬁned as cs i = j:(j,i)∈X ji for all i ∈ N . Likewise, capacities on arcs entering t are deﬁned as cit = j:(i,j)∈X ij for all i ∈ N . This means that the capacity of arc (s , i) becomes the sum of lower bounds on arcs in GX entering node i, while the capacity of arc (i, t ) is the sum of lower bounds on arcs in GX leaving node i. Observe that    cs i = cit = ij . i∈N
 
 i∈N
 
 (i,j)∈X
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  Proposition 3. If x ∈ Z A is a flow allocation in GX such that xt s is maxi mized, then the arc set X is feasible if and only if xt s = (i,j)∈X ij .
 
 Proof. See Theorem 10.2.1 in [6]. 
 
 
 
 It follows that feasibility of X can be checked by solving a standard (that is, without lower ﬂow bounds) max-ﬂow problem in GX . If the maximum ﬂow equals the total capacity of the arcs leaving s (and thereby also the total capacity of the arcs entering t ), then X is feasible. Otherwise, X is infeasible. We solve the standard max-ﬂow problem in GX by an augmenting-path algorithm. In each iteration, ﬂow is sent along a path from s to t in the residual network of GX , and the algorithm terminates when no such path exists. 5.2
 
 Allocating Flow to a Set of Feasible Arcs
 
 Assume we have computed x by the augmenting-path algorithm, and veriﬁed that the condition in Proposition 3 holds. We conclude that X is feasible. Actually, the ﬂow satisfying (2)–(3) is given as xij = xij + ij for all (i, j) ∈ X. This is however not necessarily the ﬂow allocation that yields z(X) = xts . To maximize xts , we go on searching for augmenting paths in the residual network of GX , but now the paths go from s to t. All arcs incident to s or t are ignored, because the ﬂow here must be unchanged. The maximum ﬂow in GX is ﬁnally found by adding ij to xij for all (i, j) ∈ X. 5.3
 
 Extending a Feasible Solution
 
 If x is the feasible ﬂow allocation to GX that maximizes xts , then the residual graph of GX has no path from s to t. Hence, an extension of X should produce such a path in order to open for more ﬂow from s to t. We therefore consider the residual of the entire network G, where also currently closed arcs are included, and search for a ﬂow-augmenting path using one of the criteria explained in ¯ becomes the desired Section 5.5. If such a path is found, its intersection with X extension S. 5.4
 
 Extending an Infeasible Solution
 
 Assume now that we have veriﬁed that x does not satisfy the condition in 3. We conclude that X is infeasible, and we start the search for an extension of X that hopefully reestablishes feasibility. It is easily seen that the suggested transformation xij = xij + ij for all (i, j) ∈ X produces a solution violating the ﬂow conservation constraints (2) for at least two nodes, whereas the ﬂow bounds (3) are respected. More precisely, we can identify (at least) one node i+ with excess entering ﬂow, and (at least) one − node i+ and i− such that of entering ﬂow. That is, we can ﬁnd i with shortage j:(j,i)∈X xji+ − j:(i,j)∈X xi+ j > 0 and j:(j,i)∈X xji− − j:(i,j)∈X xi− j < 0. The idea is now to extend X in such a way that ﬂow can be sent from i+ to ¯ for arcs that create new paths joining the two i− . To this end, we search in X unbalanced nodes.
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 Let G be the digraph consisting of all nodes and arcs in G and GX , i.e., ¯ are added. Deﬁne the capacities cij = an extension of GX where all (i, j) ∈ X ¯ uij − ij also for all (i, j) ∈ X. Assign the ﬂow x (see Section 5.1) to the network G , and ﬁnd a path P = (NP , AP ) with node set NP and arc set AP from i+ to i− in the residual network G (x ). If there is no such path, we conclude that ¯ denote the set of new arcs X cannot be extended. Otherwise, let S = AP ∩ X along the path. In general, G (x ) may contain several ﬂow-augmenting paths from i+ to i− . Care must be shown when selecting P , because once S is accepted as extension of X, the new arcs will never leave again. A necessary condition for feasibility of X ∪ S is that the arcs (i, j) ∈ S introduce a ﬂow-augmenting path from i+ to i− when added to the residual network GX (x ). This is however not a suﬃcient condition, because the lower bounds of the new arcs may provoke new infeasibilities. Taking the lower bounds into account when introducing new arcs seems to be hard to accomplish in rigorous terms, and will therefore be dealt with heuristically as explained in Section 5.5. It is not guaranteed that X ∪ S is feasible. This will be checked in the next iteration of algorithm 1, which makes a call to the procedure discussed in Section 5.1. 5.5
 
 Finding Paths in Residual Graphs
 
 We have developed three methods for ﬁnding paths from s to t to extend a feasible solution, and from i+ to i− to extend an infeasible solution. Their computational burdens are modest as they can be accomplished by a simple rewriting of Dijkstra’s shortest-path algorithm. The ideal path is one where the smallest upper bound is large and the largest lower bound is small. Our path ﬁnding methods vary in the way they are adapted to this observation. Maximizing the largest lower ﬂow bound: In the ﬁrst method, we simply ﬁnd a path P = (NP , AP ) for which max(i,j)∈AP ij is minimized. Excess ﬂow (see Section 5.4) and upper bounds do not aﬀect the choice of path. The method is implemented by replacing the summation of path and arc lengths (lower ﬂow bounds) in Dijkstra’s algorithm by a maximum operation over the two arguments. Large diﬀerence between the smallest upper and the largest lower bounds: In the second method, the ambition is to ﬁnd a path P with min(i,j)∈AP uij −max(i,j)∈AP ij large, while also taking excess ﬂow into account. Let ei denote the excess ﬂow at node i, and for any i ∈ NP , let Li and Ui denote, respectively, the minimum and maximum amounts of ﬂow node i has to receive if all arcs in AP are opened. Then, for all (i, j) ∈ AP , we have (let Ls = −∞, Us = +∞) Lj = max {Li + ei , ij } and Uj = min {Ui + ei , uij }. As an approach to make Ui+ − Li+ (or Ut − Lt ) large, we apply these recursive formulae in a heuristic inspired by Dijkstra as shown in algorithm 2.
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 Algorithm 2. LargeCapacityDiﬀerence(i+,i− ) di ← −∞, Li ← 0, Ui ← ∞, ∀i ∈ N di+ ← 0, NP ← {i+ }, AP ← ∅, i ← i+ repeat for ∀j ∈ N \ NP : (i, j) ∈ A do L ← max{Li + ei , ij }, U  ← min{Ui + ei , uij } if U  − L > dj then Lj ← L , Uj ← U  , dj ← U  − L , pj ← pi // Best known path to j goes via i Find i ∈ arg max {dj : j ∈ N \ NP } NP ← NP ∪ {i}, AP ← AP ∪ {(pi , i)} until i− ∈ NP return (NP , AP )
 
 A hybrid method: Finally, we suggest a method combining the ideas of the two ﬁrst methods. Consider the if-statement of algorithm 2. Determining whether a new best path to j has been found, is in the hybrid method based on a comparison either between U  − L and dj or between L and Lj . When |L − Lj | is small in comparison to |U  − L − (Uj − Lj )|, then the decision is made as in algorithm 2, otherwise we compare L to Lj . In our implementation, we have applied |L − Lj | < 3|U  − L − (Uj − Lj )| as the criterion for using the rule of algorithm 2.
 
 6
 
 Computational Experiments
 
 We have evaluated the construction heuristic in Section 5 by applying it to a set of input graphs. The instances were obtained by ﬁrst generating four base graphs GW 6, GW 7, GW and GL, using the RMFGEN-generator of Goldfarb and Grigoriadis [3], which takes four parameter values a, b, c1 , and c2 as input. The actual parameter values and graph sizes are shown in Table 1. However, the generator was modiﬁed so that the capacities of the in-frame arcs are also generated randomly in the range [c2 , c2 a2 ]. We generated six instances of each graph that diﬀer by the percentage of arcs that have nonzero lower ﬂow bounds. For example, GL–40 is generated such that 40% of the arcs have nonzero lower ﬂow bounds. These arcs were selected randomly by drawing from the entire arc set A, and for each of them, ij was randomly generated in the range [uij /4, uij ]. In Table 2, we give the optimal ﬂow, produced by supplying the mixed integer programming formulation of Section 4 to CPLEX, the upper bound given by the LP-relaxation of the same model, and the ﬂow obtained by the three variants (see Section 5.5) of the heuristic. The variants are in the table denoted 1, 2, and 3, consistent with the order in which they are introduced in Section 5.5. As seen from the table, the LP-bound is for all four base graphs tight when ˙ of the arcs have lower ﬂow bounds. This means that in such no more than 50% instances, the minimum lot size constraints do not aﬀect the maximum ﬂow. For more constrained instances, the maximum ﬂow drops below the bound, and
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 Table 1. Base graphs
 
 Graph
 
 a
 
 GW 6 GW 7 GW GL
 
 4 5 5 15
 
 Parameters b c1 7 8 15 5
 
 2,000 1,500 2,000 2,000
 
 c2
 
 |N |
 
 |A|
 
 10,000 6,000 10,000 10,000
 
 112 200 375 1,125
 
 432 815 1,550 5,100
 
 Table 2. Optimal ﬂow, LP-bound and ﬂow produced by the heuristic
 
 Path ﬁnding method 1 2
 
 Instance
 
 Optimal
 
 LP-bound
 
 GW 6–30 GW 6–40 GW 6–50 GW 6–60 GW 6–70
 
 80,868 80,868 80,868 80,073 80,073
 
 80,868 80,868 80,868 80,868 80,868
 
 54,703 80,868 52,451 4,590 0
 
 80,868 59,121 59,121 6,454 0
 
 80,868 59,121 59,121 4,590 0
 
 GW 7–30 GW 7–40 GW 7–50 GW 7–60 GW 7–70
 
 79,286 79,286 79,286 79,286 79,286
 
 79,286 79,286 79,286 79,286 79,286
 
 79,286 79,286 79,286 76,167 2,752
 
 79,286 79,286 69,903 51,343 20,660
 
 79,286 79,286 79,286 79,286 2,752
 
 GW –30 GW –40 GW –50 GW –60 GW –70
 
 130,587 130,587 130,587 96,971 77,587
 
 130,587 130,587 130,587 130,587 130,587
 
 130,587 130,587 34,714 12,255 0
 
 130,587 130,587 34,714 17,394 0
 
 130,587 130,587 20,563 0 0
 
 1,338,057 1,338,057 1,338,057 1,335,045 1,335,045
 
 1,338,057 1,338,057 1,338,057 1,338,057 1,338,057
 
 1,338,057 1,338,057 1,046,717 0 0
 
 1,338,057 1,338,057 3111 0 0
 
 1,338,057 1,338,057 123,895 0 0
 
 GL–30 GL–40 GL–50 GL–60 GL–70
 
 3
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 the construction heuristic struggles to ﬁnd other solutions than the trivial zero solution. When the proportion of arcs with a minimum lot size is small, the heuristic seems to have a fair chance to ﬁnd good solutions. The results are inconclusive in the choice of variant of the heuristic. We believe that the heuristic’s lack of success in highly constrained instances is due to its greedy nature: When the arcs along some path are opened, excess ﬂow will be induced by their lower ﬂow bounds. Whether it in later iterations will be possible to open paths to account for this excess ﬂow seems diﬃcult, and if judged incorrectly, the heuristic will be left with excessive ﬂow for which there is insuﬃcient capacity. A more sophisticated procedure for arc selection could improve the construction heuristic. With many arcs subject to minimum lot size constraints, it becomes unlikely to ﬁnd long paths where the largest lower ﬂow bound is smaller than the smallest upper bound. Making a feasible ﬂow allocation then requires that the ﬂow is split at one or more nodes. Consequently, the heuristic should investigate more general subgraphs than paths when considering new arcs to be opened.
 
 7
 
 Conclusions
 
 We have introduced the maximum ﬂow problem in directed graphs with minimum lot size constraints on the arcs, imposing either zero ﬂow or ﬂow between the lower and upper capacity. The disjunctive nature of the new constraints makes the problem NP-hard. Based on a mixed integer programming formulation, we have shown how the problem can be approached by Lagrangean relaxation. This approach involves a method for computing strong upper bounds on the maximum ﬂow, and a method for ﬁxing binary variables based on the upper bounds. We have also suggested a construction heuristic for the problem, and presented results from some computational experiments. This work will be followed up by experimental evaluation of the Lagrangean relaxation technique. Approaches for strengthening the construction heuristic will also be developed and tested numerically.
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 Abstract. Redesigning sales territories is a strategic activity that seeks to improve customer’s service level, sales costs and the quality’s life of the salesmen to gain a competitive advantage in the market. In this paper we propose a multiobjective evolutionary algorithm for redesigning sales territories inspired by a company dedicated to sell products along Mexico. One objective seeks to minimize new turnover variation against the current ones of the salesmen. The other objective looks at compacting territories through minimizing the sum of the distance traveled of its salesmen. Each territory is restricted to a maximum workload and the conservation of the residence places of the salesmen in new territorial conﬁgurations. Through an evolutionary algorithm we seek to solve large instances that have not been solved by an exact method.
 
 1
 
 Introduction
 
 The high degree of competitiveness in the markets forces companies to focus on strategic activities. These activities diﬀerentiate them from its competitors. However, it requires that these activities are of practical implementation and do not generate excessive costs. Therefore, a major strategic activity aimed at improving the level of customer service, sales costs and the quality of life of the sales force, is redesigning sales territories. Redesigning sales territories consists of grouping small geographic areas called sales coverage units (SCU) in larger geographic areas called territories, in such a way that the latter are acceptable according to managerially relevant criteria [23]. Depending on the context, the managerial criteria may be motivated economically (e.g., minimal/maximal/average of current or potential sales, workload, number of customers or travel times) or have a population base (number of inhabitants, voter population), besides spatial constraints (contiguity and compactness) [11]. The particularity of the managerial criteria of the companies make it diﬃcult to generalize the problem. Additionally, although it is occasionally possible to reduce the managerial criteria of the companies to a single objective, they are often diﬃcult to deﬁne in these terms, since reality asks for multiple objectives. Therefore, deﬁning multiple objectives gives a better idea of the scope of the J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 183–193, 2011. c Springer-Verlag Berlin Heidelberg 2011 
 
 184
 
 L. Ruvalcaba, G. Correa, and V. Zanella
 
 problem. Designing sales territories is an application area that can be viewed as a districting problem and has been classiﬁed as NP-hard combinatorial optimization problem [18]. The consideration of multiple objectives for districting problems was proposed ﬁrst by Zoltners [22]. Guo et al. [10] developed and applied a multiobjective computational tool for devising optimal zoning called the Multi-Objective Zoning and AggRegation Tool (MOZART). MOZART is a graphical user interface that treats the problem of zone design as a problem of partitioning a mathematical graph that integrates Geographic Information System (GIS). Ricca [12] suggests a set of optimality criteria that ﬁnd good territorial aggregations and adopts the Old Bachelor Acceptance Heuristic to identify them. To understand the trade-oﬀ between these criteria, the author introduces appropriate optimality indexes and minimizes their weighted combinations with several diﬀerent sets of weights. Wei and Chai [19] present a multiobjective hybrid metaheuristic approach for GISbased spatial zoning. They propose a hybrid metaheuristic that integrates tabu search and scatter search method for generating non-dominated alternatives. Tavares-Pereira et al. [18] propose an evolutionary algorithm with local search for a multiobjective public service districting problem. The algorithm was applied to a real-world problem on Paris region public transportation. Ricca and Simeone [13] consider a multicriteria political districting problem they transform into a single objective model using a convex combination. They compare the behavior of the local search metaheuristics: descent, tabu search, simulated annealing, and old bachelor acceptance. The case application is performed with Italian political districting [13]. Gentile and Tiddi [8] propose a clustering algorithm for multiobjective automatic design of traﬃc zones. The method applies to a real case with the aim of analyzing the sensitivity of the result to the parameters of the heuristic and to the weights of the problem objectives. Correa et al. [5] propose a biobjective model for redesigning sales territories. The model looks for minimizing the total sum of the distances and the sales volumes variation for each salesman with respect to the current situation. They solve the model using the -constraint method to obtain the true eﬃcient set, and a heuristic method to obtain the approximate eﬃcient set. Both eﬃcient sets are compared to determine the quality of solutions obtained by the heuristic method. Salazar-Aguilar et al. [15] propose a GRASP (Greedy Randomized Adaptive Search Procedure) framework for a commercial territory design problem. They empirically developed two general schemes with two strategies for each one. They evaluated and compared these strategies with the Nondominated Sorting Genetic Algorithm (NSGA-II). Their test instances are based on real data from a beverage distribution ﬁrm in Mexico. The use of multiobjective evolutionary algorithms (MOEA) to solve problems has been driven primarily by the nature based on the population of the evolutionary algorithm (EA), which allows the generation of various elements of the optimal set of Pareto solutions (PF, Pareto’s Front) in a single run. Moreover, the complexity of multiobjective optimization problems (e.g., very large search spaces, uncertainty, noise, and disjointed Pareto curves), may avoid the use (or
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 application) of traditional solutions of techniques multiobjective [4]. There are previous works that use EA to the design of territories with single or multiple objectives. Among works with a single objective [2] is included who propose a new approach to mono-objective zone design relying on the use of point data for electoral districting. They use a genetic algorithm (GA) and the process revolves around the positioning of the points that are used as the centers for the new regions to be built. Ba¸c˜ao et al. [1] presented and formalized mathematically an electoral districting problem. They used diﬀerent encoding for the problem, suited to GA optimization together with diﬀerent objective functions. A practical real world example for the Portuguese government is given and tests performed to evaluate the eﬀectiveness of the GA approach. Takashi [17] presents a method that adapts a basic GA to the zone designing problem where the objective function is to minimize the total distance to schools. He obtained the eﬀectiveness of a proposed GA when compared with other zone design methods. He solved a study case of Suita city, Osaka Prefecture. Xiao [20] describes a framework that uniﬁes the design and implementation of EAs for diﬀerent types of geographic optimization problems. A graph representation is used for deﬁning spatial structure. The framework is applied to a political redistricting problem. Some works for multiobjective design of territories include [3] who present a new technique based on MOEA to a large class of land management problems. They construct curves that illustrate the trade-oﬀs among various services. Their results illustrate that the MOEA-based approach can produce results equal to or signiﬁcantly more diverse than conventional integer programming techniques. Tavares-Pereira et al. [18] propose a MOEA for a public service districting problem [22]. Datta et al. [6] present a MOEA for a graph partitioning problem that involves the eﬀective partitioning of a graph into several disjoint subgraphs/zones, under multiple objectives and constraints. The developed MOEA is a modiﬁed form of NSGA-II. They applied this MOEA to four graphs randomly generated for partitioning them by optimizing three common objectives under ﬁve general constraints. In this paper we use an EA for redesigning sales territories for a real company that sells its products along Mexico, extending [5]. This company looks for two objectives in its new territorial conﬁguration. The ﬁrst seeks to minimize new turnover variation with respect to the current situation by each salesman and second, seeks to compact territories through the minimization of total distance traveled by its salesmen. In addition, the company established as constraints a maximum workload, the conservation of its sales force and the use of residence places of the salesmen as centers in new territorial conﬁgurations.
 
 2
 
 Problem Description
 
 The case study in this paper is based on a real application from a company that distributes its products along Mexico. The company works with a system of compensation based on commission. The salesmen have built or inherited their customer portfolio and therefore its turnover through time without any
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 control by the company management. There is no uniformity in the turnovers or workloads. It also presents territorial overlaps that result in an increase in service costs. Each territory has a particular geography, subject to the connectivity provided by the main communication routes (roads and state highways). Additionally the customer concentration is subject to the geography of the territory itself. To control its sales force, the ﬁrm divided the Mexican Republic into regions. For each region there are n salesmen. For each salesman the following is known: – A customer portfolio that represents the sum or amount of sales which is a base for the commission paid to each salesman. – Each salesman visits personally each customer. So, each customer has an attention time predeﬁned or known. – From the above condition it appears that every salesman has to travel a certain distance from his residence town to the customer locality. These distances are associated with variable travel costs. These costs must be reduced. – Salesmen currently do not have a work area (territory sales) deﬁned which leads to the existence of several customers who live in the same location but are served by diﬀerent salesmen, and in some cases, where a salesman has customers in the residence town of another salesman. In summary, there is no control of the salesmen assignment by the company. The objective pursued is to redesign the conﬁguration of the current regions considering two objectives deﬁned by the management of the company. The ﬁrst objective seeks to minimize the turnover variation in the new and existing portfolios from the salesmen so that they retain their income. The second objective looks for compact territories through minimizing the sum of distance traveled per salesman. The above is subject to a maximum load of working hours and indivisible SCUs that can only be served by a salesman. It is important mentioning that for this problem each population is considered as a SCU. Therefore, each SCU represents the sum of characteristics of all individual customers existing in the population that the SCU represents. It has also been established that a residence SCU must be considered as territorial center, so those residence SCUs with more than one salesman will be divided and each resident salesman retains his sales share.
 
 3
 
 Mixed-Integer Programming Model
 
 Let C be a set of customers or SCUs demanding a sales volume mi ∈ R+ . They require wi ∈ R+ hours of attention per period. They are attended by a number of vendors V and they are at a minimum distance dij ∈ R+ from the salesmen. Each salesman has a current turnover T nowi ∈ R+ , which is obtained by adding the proportion of the demand xij of SCU i assigned to that salesman. Each salesman lives in a SCU k. In the redesigning of the new territories, we seek that new turnover T newi ∈ R+ has a minimum diﬀerence with respect to the current
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 turnover T nowi . It was also established that the workload of the salesmen must be less than or equal to a maximum workload Cmax ∈ R+ and each SCU should be treated by a single vendor xij ∈ {0, 1} except those SCUs where more than one salesman lives. In this case, it has been determined that each salesman must retain its current share of sales aik ∈ R+ in the SCU. The problem described is modeled as a mixed-integer programming model as follows. Min Min
 
  
 
  i∈V
 
 i∈V
 
 |1 −
 
 j∈C dij xij 1 T nowi T newi |
 
 (1) (2)
 
 subject to 
 
 mj xij = T newi ∀i ∈ V
 
 j∈C
 
 
 
 
 
 (3)
 
 xij = 1 ∀j ∈ C
 
 (4)
 
 wj xij ≤ Cmax ∀i ∈ V
 
 (5)
 
 i∈V
 
 j∈C
 
 xik = 1 ∀i ∈ V ∀k ∈ K
 
 (6)
 
 xij ∈ {0, 1} ∀i ∈ V ∀j ∈ C
 
 (7)
 
 Objective (1) aims to minimize the total sum of distances covered by the salesmen; (2) seeks to minimize the sum of the absolute diﬀerences between the new and current sales volume of every salesmen. The new sales volumes are obtained in accordance with the customers allocated to each salesman (Equation (3)). Equation (4) forces that each SCU is served by a salesman. Equation (5) restricts the workload of each salesman to the maximum workload Cmax . Equation (6) seeks to maintain the current ratio of sales in the residence SCU of the salesmen, while (7) ensures that the SCUs not being a place of residence will be attended in its entirety by only one salesman. Note that the model may be modiﬁed in various ways each having a diﬀerent conceptual character. Moreover, it can only be implemented in its entirety with appropriate adaptation. For instance, in the model we explicitly assume that mi and wi are proportional. Cmax is an upper limit set by the company (which might even be a requirement given by law as is the case in Mexico). In the current way of formulating Equation (6) we have maintained consistency with the binary character of the x-values. Though, this requires the use of ﬁctitious SCUs to represent diﬀerent proportions of sales for each salesman. Alternatively, one may deﬁne appropriate values aik and relate xij -values to those aik -values. If aik -values are predeﬁned appropriately, one might use a constraint as follows: xij = aik ∀i ∈ V ∀j ∈ C ∀k ∈ K
 
 (8)
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 Evolutionary Algorithm for Designing Territories
 
 EAs imitate the basic principles of the evolution theory and apply genetic operators like mutation, crossover, and selection to a sequence of alleles. The sequence of alleles is the equivalent of a chromosome in nature and is constructed by a representation that assigns a string of symbols to every possible solution of the problem [14,21].
 
 Fig. 1. Representation of an individual
 
 The genetic operators’ features considered in this work are described as follows: – Although the mathematical model suggests the use of an individual with a multidimensional chromosome (i.e., number of SCUs and number of salesmen) their representation is simpliﬁed in the EA. Thus, an individual has a onedimensional chromosome. The chromosome is composed of as many genes as the number of SCUs of the problem, i.e., |C| elements. Each locus is associated with a SCU number and the value of the alleles is associated with the number of salesmen j. This last number indicates the salesman that caters to the SCU. Thus, the value of j must be within 1 and |V | (Figure 1). – The process of selection usually prefers better individuals to drive the search into good regions of the search space. So, in this work the selection of an individual for crossover and mutation operations is performed according to its proportional ﬁtness, i.e., according to roulette-wheel selection. To ensure that the best individuals are selected, a technique commonly known as “aggregation” is applied, because it combines all the objectives of the problem into one [4]. So the probability Pr (hi ) of selecting hi is obtained from the following equation Pr (hi ) =
 
  wg /F itness(Objgh ) i  i∈C Objghi
 
 (9)
 
 g∈G
 
 where hi represents each of the individuals in the population, wg ≥ 0 are the weight coeﬃcients representing the relative importance given to each objec tive within the problem, where also g∈G wg = 1 and F itness(Objghi ) = 1/Objghi . For a more dispersed PF, the weighting coeﬃcients are assigned randomly in each generation.
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 – The new population is obtained by means of two techniques. The ﬁrst consists in a survival operation based on a vector evaluation GA (VEGA), which was proposed by Schaﬀer; cf. [4]. VEGA is basically a simple GA with a modiﬁed selection mechanism. In each generation a proportion of the population (50%, in this case) is generated by making a selection according to an objective function at a time (i.e., 25% of the population for each objective). Second part of the population is obtained through a one-point crossover. The one-point crossover generates two individuals, whose parents are obtained randomly according roulette-wheel selection (Equation (9)). One-point crossover is random. The ﬁrst part of the chromosome is obtained from one parent and the rest from another. To diversify the search and prevent from premature convergence a mutation operator is used. We have established that mutation occurs every three generations and that 25% of the individuals in a population are mutated. For mutation, the individuals are select randomly. Two types of mutation operators are applied. The ﬁrst consists of a random reallocation of SCUs. Here the chosen SCU is allocated to a diﬀerent salesman of the current one. The second type of mutation consists of exchanging two SCUs. For this, two SCUs allocated to two diﬀerent salesmen are randomly selected and are exchanged between them. – We established convergence as termination condition. To try preventing convergence to a local minimum, we decided that this condition is present when there is a certain number of successive generations with similar average ﬁtness. In case of a local minimum, the new population will consist of only 20% of individuals obtained from VEGA and the remaining from crossover. Additionally we mutate up to 40% of the population. We suppose convergence to a global minimum when the average ﬁtness of the latest number of local minima is similar.
 
 5
 
 Comparison Metrics
 
 It is known that in this case several PFs are obtained with the EA, we compare these in pairs S1 and S2 through the error ratio (ER) and the generational distance (GD); see [4] for background on these metrics. Here, ER indicates the percentage of S1 solutions, which are not members of S2 . Mathematically this is represented in equation (10). ER =
 
 n 
 
 ei /n
 
 (10)
 
 i=1
 
 where n is the number of vectors in S1 ; ei = 0 if vector i is a member of S2 and ei = 1, otherwise. On the other hand, GD is a way of estimating the distance between the sets S1 and S2 . Mathematically this is deﬁned as follows. n 2 i=1 di (11) ER = n
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 L. Ruvalcaba, G. Correa, and V. Zanella Table 1. Characteristics of test instances
 
 Instance number Number of salesmen Number of SCUs Number of diﬀerent |V | |C| residence SCUs |K| 1 48 4 3 2 31 4 2 3 93 6 6 4 618 42 29 Table 2. Feature summary of PFs obtained by an exact method Instance number
 
 ∗
 
 1 2 3 4 : Results
 
 Time required Range of values Number of non-dominated solutions Hours:Minutes 1 20:15 [6,915 ... 13,133] 30 0:05 [5,106 ... 5,892] 6 1:58 [9,246 ... 9,996] 149 840:38 * * were not obtained.
 
 where n is the number of non dominated vectors in S1 and di is the Euclidian distance (measured in objective function space) between each of them and the closest member of S2 . Note, that under optimal behavior of the algorithm both ER and GD are equal to 0, since all vectors in S1 belong to S2 .
 
 6
 
 Experimentation and Computational Results
 
 To simplify sales management, the company (described in Section 2) divided Mexico into several regions. We reuse this territorial division in order to reduce the complexity of the problem. Three regions and the entire instance are used to test the scope of the EA. We used network distances in this work. The point to point distances are obtained from a (non-complete) graph. In this graph the edge weights were calculated from the distance between primary and secondary highways associated to SCUs and maps of Mexico’s States obtained from the SCT (Communications and Transportation Secretary) [16] and maps of Mexico’s Highways [9]. We obtain the network distances by partial implementation of Floyd’s algorithm [7], omitting the peer route calculation. Table 1 shows the characteristics of the test instances used in experimentation. Correa et al. [5] previously obtained the solutions for an exact method. They solved the problem with the -constraint method using GAMS 21.0/CPLEX 8.0. Table 2 shows a summary of times,  value range and non-dominated solutions values which are obtained by an exact method for each instance. On the other hand, we implemented the EA in Free Pascal for Windows Version 2.2.2. Both methods were run on a HP Compaq laptop nx6125, processor AMD Semptron 2800+ at 1.60 GHz and 2 GB in RAM memory. Ten experiments per instance were carried out. We used diﬀerent population sizes for each instance. Table 3 shows the average features summary of the PFs obtained by
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 Table 3. The average features summary of the PFs obtained by the EA proposed Instance Time required Average ranges Average ranges Number of number Hours:Minutes of turnover of total distance non-dominated Min Max Min Max solutions 1 1:03.06 0.2428 0.6041 6,915 15,556.5 33 2 0:00.13 0.0187 0.3145 5,106 5,892.0 6 3 0:27.07 0.0003 1.9490 9,246 19,340.0 66 4 17:05.80 13.8087 3.6007 75,467 612,086.6 200 Table 4. Mean, standard deviation and coeﬃcient of variation by instance Instance Mean Standard number ER GD ER 1 2.08E-01 1.69E-03 1.34E-02 2 0.00E+00 8.84E-05 0.00E+00 3 2.92E-01 2.58E-03 1.39E-01 4 8.02E-01 1.66E-01 7.29E-03
 
 deviation Coeﬃcient GD ER 2.31E-03 6.42E-02 7.58E-05 0.00E+00 3.15E-03 4.76E-01 1.83E-01 9.09E-03
 
 of variation GD 1.37E+00 8.58E-01 1.22E+00 1.11E+00
 
 the proposed EA. Table 4 presents the mean, standard deviation and coeﬃcient of variation obtained from comparison metrics per instance.
 
 7
 
 Conclusions and Discussion
 
 In this paper we have presented a biobjective evolutionary algorithm applied to redesigning sales territories. The model considers the conservation of the sales force and existing customers. As a ﬁrst objective, we seek to minimize the new turnover variation with respect to the current ones to hold the income of the salesmen by the concept of commissions per sales, while the second objective seeks to minimize the total distance covered in the new territories. The places of residence of the salesmen are territorial centers in the new conﬁgurations and when more than one vendor resides in the same locality, it retains its current share of sales. In addition, the workload required to care for the new territories should be less or equal than 160 hours per month. The problem considered is NP-hard, so it was resolved by using an EA. We considered a diﬀerent population size for each instance. The initial population is semi-random. For the generation of new populations, we use the VEGA modiﬁed selection mechanism and a system of crossover between individuals, whose roulette-wheel selection is obtained from an aggregation function that integrates the two objectives through random weights ranging from one generation to another. Moreover, each three generations a 25% of individuals is mutated to give more variety to the population. The termination condition is convergence-based. Through the EA, we solve large instances that could not be resolved through the exact method. The EA tends to minimize the average values of the objectives over time. A feasibility analysis will be necessary for the implementation of the solutions obtained by the exact method versus the EA, because this will
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 provide the basis for the improvement of the results obtained or to take some additional considerations into the model. However, it is up to the decision maker to select those conﬁgurations that better adapted themselves to his needs. Basing on this evaluation it is determined about whether it is required to readjust the parameters of the EA or if a more robust implementation of multiobjective evolutionary strategies is required, thus obtaining better solutions for large instances, and reduce the values of ER for these. By now, it is clear that the conﬁgurations obtained through the EA improve the current conﬁguration since they ensure that only one salesman attends the non residence SCUs. This condition avoids the duplicity of travel costs. In addition, the determination of routes and scheduling for the SCUs is desirable, as the intention is to have a suitable integration of travel costs and times. The latter point will allow us to evaluate in a more direct way the impact of the new territorial conﬁgurations and their implantation. Additionally, since the PF shows a higher reduction for total distance than for turnover it will be necessary to test the eﬀect of normalization of the objectives in this ﬁeld. Acknowledgement. We appreciate the support of CONACYT and Autonomous University of Aguascalientes during this research and for the presentation of this work.
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 Optimizing Complex Logistics Systems with Approximative Consideration of Short-Term Costs Tobias Winkelkotte Deutsche Post Chair of Optimization of Distribution Networks RWTH Aachen University
 
 Abstract. This paper provides an approach which optimizes complex logistics networks strategically, considering the total operational and tactical costs. Real-world-sized instances of models which consider the costs of all time-horizons exactly are very complex and very diﬃcult to solve. Beside this it does not make much sense to completely plan operational details (that will never be executed later on). So, we formulate a model which uses an appropriate approximation of short-term costs. This makes the model and the solution process much easier. But the model turns out to be very complex, nevertheless. So we introduce a heuristic to solve it and to gain a satisfactory solution.
 
 1
 
 Introduction
 
 Strategic planning of distribution networks means considering logistics processes in each time horizon: There are strategic decisions, e.g., on location of facilities and their capacities, but there are also tactical and operational processes which have to be taken into account. Such processes could be the allocation of resources, the planning of distribution tours, the assignment of drivers to vehicles etc. The problem now is, that at the time when strategic planning takes place the decision maker does not have any concrete information about operational details. If there are, for example, vehicle routes to plan, at the time of facility location one does not know which customers have to be served on which day, where the speciﬁc customers will be located, and which demand they will have. So the question is how to consider processes one does not know anything speciﬁc about. A common approach to solve such problems is to solve a vehicle routing problem (or whatever the operational problem is) with a set of exemplary customers and demands. But this method has some problems. Apart of that it is somehow artiﬁcial one has a high eﬀort to plan tours that will never be performed in reality – and this only to calculate costs of tours, that may, above that, not be realistic. So in this paper we are going to follow a diﬀerent approach: Using only the available information (that is: a customer and demand distribution) we will approximate tactical and operational costs to gain appropriate cost information to use in the strategic problem. This requires an extension of the facility location J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 194–208, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 problem which meets the requirements of the situation in which we do not have information about speciﬁc customer locations. 1.1
 
 The Problem to Solve
 
 In this paper we are going to adapt the approach with which a lot of realistic distribution networks might be planned: In order to locate facilities, managers look at a map of the distribution area and choose locations for a number of facilities. Then they draw border lines around each facility to deﬁne the regions for which each facility is responsible. The result is a partition of the total area into smaller regions, and the located facilities have to organize the distribution process within the region they are in charge for. The decision where to draw a border line depends on the demand density, but not on potential customer locations. Since this method uses only visual information it might not lead to an optimal solution. So, in this paper we want to adapt this methodology in order to ﬁnd optimal locations of facilities and an optimal partition of the area into regions. On the ﬁrst sight this requires the formulation of a capacitated facility location problem (CFLP): Assuming a ﬁnite set of potential facilities, one decides on whether to open each of these facilities and which customers to assign to them. In the present case we will not assign actual customers, but small geographical objects, which in the following we are going to call “districts”, where the (unknown) customers are living in. The only available information about these districts (beside their sizes) are the customer and demand distributions. When assigning such geographical areas to facilities there will be arising a problem: In the “planning-by-hand” approach described above one will always get connected areas to allocate to each facility, which is a desired feature of distribution areas. But when we plan this by solving a mixed-integer linear program, the solution most probably will not have this property. So we need to add a new set of constraint to the CFLP which guarantees the connectivity of the regions. Unfortunately these connectivity constraints will, as we see later, make the program very very complex. It will not be possible to solve it exactly for realworld-sized problem instances. This makes it necessary to implement heuristic search methods to at least be able to ﬁnd a near-optimal solution. 1.2
 
 Structure
 
 This paper is structured as follows: In Section 2 we will provide a mixed-integer, but in general non-linear program, with which we are able to model planning situations as described above. Starting from the well-known CFLP, some extensions will be introduced, and we will brieﬂy demonstrate how to construct an appropriate objective function which calculates short-term costs approximatively. We also use a linearized version of this model to calculate an optimal solution, which will be, however, only possible for small instances. So in Section 3 we are going to give an overview of a specialized heuristic search method
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 which ﬁnds near-optimal solutions of the non-linearized model and which can even be applied to big instances.
 
 2
 
 The Model
 
 The main goal of the problem described above is the location of facilities. Therefore, the starting point of the model to formulate comes from the location theory. A good overview of such models gives, e.g., Klose [7]. For our problem we choose a CFLP with single sourcing (CFLP-SS) and with capacity stages. Winkelkotte [9], Section 2.1.1 justiﬁes this decision. In the next subsection we ﬁrst introduce the CFLP-SS, and after that we continue with transforming this model into another one that describes the problem from Section 1. 2.1
 
 The Capacitated Facility Location Problem
 
 With the CFLP-SS, a set of customers, I, who have certain demands, wi (i ∈ I), have to be served from the facilities to be located. These facilities have to be chosen from the set of potential facilities, P. A facility, p ∈ P, can be opened n with diﬀerent capacities, which are given by the (ﬁnite) set Kp = {Kp1 , . . . , Kp p }. The costs of running facility p ∈ P with capacity k ∈ Kp are given by fpk , and the costs of allocating customer i ∈ I to facility p ∈ P are given by cpi . With these assumptions we deﬁne the following decision variables:  1, if facility p ∈ P is working with capacity k ∈ Kp ypk := 0, otherwise  1, if customer i ∈ I is allocated to facility p ∈ P zpi := 0, otherwise With this we formulate the CFLP-SS as follows:    min cpi zpi + fpk ypk p∈P,i∈I
 
 s.t.:
 
 
 
 (1a)
 
 p∈P k∈Kp
 
 zpi = 1 ∀i ∈ I
 
 (1b)
 
 i∈I
 
 
 
 ypk = 1 ∀p ∈ P
 
 k∈Kp
 
  i∈I
 
 wi zpi ≤
 
 
 
 Kpk ypk ∀p ∈ P
 
 (1c) (1d)
 
 k∈Kp
 
 ypk ∈ {0, 1} ∀k ∈ Kp , p ∈ P
 
 (1e)
 
 zpi ≥ 0 ∀i ∈ I, p ∈ P
 
 (1f)
 
 Equation (1a) is the objective function, which minimizes the total costs of location and allocation. With (1b) we can ensure that each customers is allocated once and only once to any facility, whereas (1c) guarantees that all the facilities
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 will be open on one and only capacity stage (note that capacity 0 is also deﬁned as a capacity stage). Constraint (1d) makes sure that the sum of demands of the customers who are allocated to the same facility does not exceed its capacity. The non-negativity constraints, (1e) and (1f) make all decision variables being 0 or 1, the latter therefore containing the single-sourcing property. This model has now to be applied to our special case, where the customers are geographical units and where the customers allocated to the same facility have to satisfy a connectivity condition. 2.2
 
 Additional Constraints
 
 Before formulating constraints to ensure connectivity of regions we have to stipulate an appropriate structure on which the deﬁnitions base. At ﬁrst we are dealing with geographic objects, i.e., areas, so that we can not decide for each point in the plane where it should be allocated to. The CFLP-SS is a discrete program, so we also do need a discrete structure. As mentioned above we partition the whole area into small pieces which we call districts. This partition has to have certain properties: – The districts must not overlap each other. – The union of all districts have to cover the total area. In the following we will only take partitions into account which fulﬁll these conditions. In the next step we deﬁne the so-called connectivity graph, which is an undirected unweighted graph, G = (V, E), where the set of vertices, V , contains exactly one vertex for each district, and the set of edges, E, is deﬁned by: E := {(vi , vj ) ∈ V × V : the corresponding districts of the vertices vi and vj do have a common border}. Per deﬁnition, G is a connected graph, which will be described with its adjacency matrix, A := (aij )ni,j=1 (n being the number of districts). A subset of districts is called connected, if the corresponding subgraph of G is a connected graph. A connected set of districts, i.e., a connected subgraph of G, will be called a region. In what follows we can use the discrete structure of the connectivity graph to describe connectedness and regions. Obviously, the partition of the total area is not unique: there is an inﬁnite number of possibilities to conduct a partition. When performing the partition one should take care that the districts are neither to big nor to small. If they are to big, it might not be possible to ﬁnd an optimal set of regions. If they are to small, the numerical eﬀort to solve the problem will be to big without really being able to improve the solution compared to a partition with bigger districts. The size of the districts of a partition surely depends on the context. We suggest to do it rather pragmatically: Use a partition for which it is easy to gain data, e.g., administrative districts which are already well-deﬁned.
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 Anyway, we assume the partition to be given and appropriate. The question now is: Given a facility and a set of allocated districts – how can we decide whether or not the districts are connected? The only information we have for this decision are the values of the decision variables of model (1). It is easy to see, that a region is connected, if and only if: 
 
 aij ≥ 1
 
 (2)
 
 i∈S,j∈V \S
 
 for any subset of districts, S ⊆ V, S ∈ {∅, V }. But this condition is obviously not enough, because S should be the result of the optimization and can not be assumed before. So we have to manipulate the index sets on the left-hand side of the subequation and the constant on its right-hand side. Without going into further details, we end up at the following constraint, which guarantees connectivity for all regions: 
 
 aij zpj ≥ 1 +
 
 i∈S1 ∪S2 , j∈S1 ∪S2
 
 
 
 zpi − |S1 ∪ S2 |
 
 i∈S1∪S2
 
 (3)
 
 ∀S1 , S2  V mit S1 ∩ S2 = ∅, aij = 0 for i ∈ S1 , j ∈ S2 , p ∈ P
 
 This condition has to be satisﬁed for all p ∈ P to make the solution feasible. The complete proof of this constraint can be found in Winkelkotte [9]. After having made sure that every region is connected, we would like to add another new constraint: If the regions are connected it seems to make sense that the facility, which is responsible for the region, is also located within it. Since the districts cover the total area, and under the assumption, that the potential facilities are also situated within it, then for each facility there must be a district which it belongs to. We state this by the following parameter:  πpi :=
 
 1, if facility p ∈ P is located within district i ∈ V 0, otherwise
 
 Then, a facility lays in its region, if the following constraint is satisﬁed:
 
 zpi ≥ πpi
 
  k∈Kp
 
 ypk ∀i ∈ V, p ∈ P
 
 (4)
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 Considering all this we end at the following model, which we call CFLP with Connectivity Constraints:    min cpi zpi + fpk ypk (5a) p∈P i∈V
 
 N.B.:
 
 
 
 p∈P k∈Kp
 
 zpi = 1 ∀i ∈ V
 
 p∈P
 
 
 
 wi zpi ≤
 
 i∈V
 
 
 
 
 
 (5b)
 
 Kpk ypk ∀p ∈ P
 
 (5c)
 
 k∈Kp
 
 ypk = 1 ∀p ∈ P
 
 k∈Kp
 
 zpi ≥ πpi
 
 
 
 (5d)
 
 ypk ∀i ∈ V, p ∈ P
 
 k∈Kp
 
 
 
 
 
 aij zpj ≥ 1 +
 
 i∈S1 ∪S2 , j∈S1 ∪S2
 
 (5e)
 
 zpi − |S1 ∪ S2 |
 
 i∈S1∪S2
 
 (5f)
 
 ˜ i ∈ S1 , j ∈ S2 , p ∈ P ∀S1 , S2  V mit S1 ∩ S2 = ∅, aij = 0 fAr ypk , zpi ∈ {0, 1} ∀i ∈ V, k ∈ Kp , p ∈ P
 
 (5g)
 
 The objective, (5a), is, for the moment, the same as in model 1, as well as the constraints (5b), (5c), (5d), and (5g). Constraint (5e) is the constraint that ensures the facility to be in the allocated region, and (5f) is the connectivity constraint introduced above. The problem with this model is, that the number of connectivity constraints is exponentially big. One can show, that it is equal to O(3|V | ) (see Winkelkotte [9], Section 2.2). That makes it impossible to solve realistic instances of the model in a reasonable time, which we will see in Section 2.4. Therefore, in Section 3 we are going to introduce a heuristic solution method that is able to ﬁnd near-optimal solutions in a relatively short time. But at ﬁrst we have to further extend the model: We did not talk about how to realistically calculate tactical and operational costs, which is the main idea of the approach. This will be done in the next subsection. 2.3
 
 Objective Function
 
 Subject of this paragraph is the formulation of an objective function which approximates the tactical and operational logistics costs. Such a cost function will always describe the processes of a speciﬁc logistics network, so it is not possible to provide a general function to use as an objective. But this is the strength of the model and of the algorithm provided in Section 3: It is possible to strategically optimize every distribution network, independent of its special operational details. One “only” has to analyze the short-term processes and ﬁnd a cost function which estimates these costs appropriately. Such analysis is necessary for the model but, however, every logistics provider should analyze his processes in order to be able to run the network economically.
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 Hence, in this paper, we can not provide a general model. But we are going to describe how such a logistics cost function could look like. We assume the following usual usual: The logistics network consists of a set of facilities, from where the distribution processes start (these facilities are to be found with our model). The distribution tours, starting from the facilities, have to serve each customer of his demand. We assume the total demand to be much bigger than the capacity of a truck, such that a lot of tours have to be conducted. Let us assume for the moment that we have only one facility with a precisely deﬁned distribution area. How does the logistics cost function look like in this case? The ideas of the following analysis are based on Daganzo [3] and [4]. Starting point of the analysis is the customer distribution: We do not know where the single customers are living at, but we do know how dense they are distributed over the area. The customer density will be given by δ (customers per unit of area). We also need to know the customers demands, which in average we assume to be equal λ (items per customer). With some further information about the distribution area – let A be its size and r¯ the average distance from the facility to any point within the area – and about some “technical” details – mainly the truck capacity, C – we can estimate the distances to overcome. We use the cost rates cs , cv , and cd for the costs of one stop, of handling costs of a single item and the costs of overcoming one distance unit, respectively, to formulate the following cost function of distribution: X + 0,57N δ −1/2 )cd , (6) C where N := Aδ is the number of customers, and X := N λ is the total demand. This example is quite simple, of course. But we do not want to go into more details, because this gives no new insights. But it is possible to incorporate much more details into such a cost function. It is, e.g., possible to calculate costs of a two-stage distribution network: Trucks ﬁrstly transport the items to transshipment points, where the items a loaded onto other (smaller) trucks, which travel to the customers to serve them. A respective cost function contains a independent variable for the number of transshipment points, and the costs of such a system result from the cost minimal number of transshipment points. A more detailed analysis of this case can be found in Winkelkotte [9]. Campbell [1] provides a model to integrate inventory costs. For deeper insights into the theory of logistics systems analysis the interested reader is referred to Daganzo [5]. Now, in model (5), neither the facility nor the assigned area are ﬁx – these are the results we want to calculate with the model. Hence, the cost function depends on which districts are allocated to a certain facility, so C := C(zpi ). The cost function (6) has to be applied to the union of these districts, each of which has diﬀerent values for all parameters of C. In order to only use the simple cost function (6) we calculate weighted averages of all values and insert them into the cost function. Finally the resulting objective function to be used in model (5) can, e.g., be written as:    C({zqi : q = p}) + fpk ypk (7) min C := Xcv + ncs + (2¯ r
 
 i∈V p∈P
 
 p∈P k∈Kp
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 In general, this function is not linear. We do not even have any general information about the mathematical structure of the function. So it is impossible to use an exact solver to ﬁnd a solution for the problem as it is now. However, in the next subsection we calculate a linearized model. But the results are in some ways not satisfactory, which will be explained later. 2.4
 
 Exact Solution
 
 In this paragraph we summarize the solutions we received by solving model (5) with CPLEX. Obviously it is not possible to solve the model with objective function (7), but it is possible to linearize it. Therefore, we deﬁne cpi to be the approximated logistics costs of serving district i from facility p. We can calculate these costs before starting CPLEX and receive total costs for each region by just adding the cost factors up, like it is shown in Eq. (5a). However, another problem arose when trying to solve the model: Due to the very large number of constraints (the model does have O(3|V | ) connectivity constraints) it is not only impossible to solve it, but CPLEX is also not able to just represent it as a solvable mathematical program. So we used a row-generating method, which ﬁrstly solves the program without any connectivity constraints. Then the algorithm investigates whether there are violated connectivity constraints and, if there are any, will add these to the program to resolve it. With this method it was possible to solve most of the small instances, but for the medium-sized and big instances it is be possible to ﬁnd a solution. The absolute objective function values are not of interest here, because they say nothing about the performance of the algorithm or about the solution. We only use them to evaluate the heuristically calculated solutions, which we receive later on. By this time, only the computing times might be interesting, which are shown in Figure 1. This graphic shows that there are a lot of instances which can be solved to optimality within a short time, but there are also some instances (which are very small) for which CPLEX needs more than an hour. Before drawing out attention to the heuristic method the exact solution (if is are one) should be evaluated qualitatively. At ﬁrst we see that only small instances can be solved. This is a problem of course, since the small instances do not have a realistic size. However, it might be possible to even solve some bigger instances, if the total area is decomposed into several smaller ones or something like that. But there is another, more serious problem: CPLEX is only able to solve the model with a surrogate objective function. That means, that it does not only solves a model, but also a simplified model of reality. So one must ask the question whether this still describes the real-world processes, which is essential for stressable solutions. Beside this it seems useless to search for exact solutions with a huge eﬀort while the model uses approximations to calculate the resulting costs. But for heuristic methods, it does not matter what the objective function, or even the constraints, look like. Such methods can be applied to a model of any structure, and this will be done in the next section.
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 Fig. 1. Distribution of CPLEX computing times
 
 3
 
 Heuristic
 
 As we have seen in the previous section it is not possible – or at least it takes a long time – to solve model (5) exactly. So in this section we present an approach to ﬁnd a near-optimal solution heuristically. It should be mentioned, that it is not the aim of a heuristic to ﬁnd the exact optimal solution. Of course, we want to ﬁnd as best a solution as possible. But, using heuristical methods, the lack of solution quality can be justiﬁed by several reasons: – At ﬁrst there is, of course, the trade-oﬀ of solution quality and computing time. Facility location problems are, admittedly, strategic problems for which the decision can take a longer time, but it is also necessary to run scenario analyses, where a lot of instances should be solved. So it is also important, that the solving times are not too long. – All optimization models are what they are called: models! They are not an exact description of reality, so an exact solution of a model is not necessarily an exact solution of the real-world problem. Actually, it might be far away from it. – Input data is never exact, especially operational data in strategic problems. So why calculate exact solutions based on non-exact data? In our case we even use approximations of the resulting costs. To sum it up, we decide upon using a heuristic. Our starting point are local search procedures which are well-known from ordinary facility location problems. The best-known local search methods in facility location are Add and Drop, which, starting from a feasible solution, open or close facilities and reallocate the customers. Since we have facilities which can be utilized on diﬀerent capacity stages we split both of these methods into two:
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 – Add: The capacity of a facility can be enlarged to the next stage, but opening a closed facility is not possible – Open: Facilities, which are closed in the current solution, can be opened on any capacity stage – Drop: A facility’s capacity will be reduced by one stage – Close: A Facility, which is currently open on any stage, will be closed completely Furthermore we have to consider the additional constraints which stipulate the connectivity of regions, i.e., we can not freely choose which set of districts we want to allocate to a facility. We will explain the idea of ensuring connectivity exemplarily with the Add heuristic in Section 3.1. Considering connectivity makes the mentioned heuristic not very eﬀective, because only very small changes can be accomplished. The reason is that regions can only be modiﬁed at their borders. For bigger changes of the solution we introduce the following two heuristics which can aggregate two facilities or split one into two: – Centralize: Two facilities which regions border to each other will be closed, and another one will be opened instead. All the districts which have been allocated to the ﬁrst two will be assigned to the new facility. It is also possible that the new facility coincides with one of the old ones. So, two very small facility can be combined to a reasonable-sized one. The advantage of this operator is that we do not have to check whether the new region is connected. – Partition: This is the reverse operator to “Centralize”. One facility will be closed and its districts will be assigned to two others which were closed before. If the region has become very big, this operator makes two smaller ones from it. After repeatedly conducting these operators, it often happens that the facility is positioned very unfavorably within its region. To ﬁnd better positions, we introduce a seventh operator: – Switch: All districts that are assigned to the same facility will be removed from it and assigned to another one which was closed before. The new facility has to be positioned inside the region (according to constraint (5e)), so we do not have to check a lot of candidates. These seven local search operators will be applied simultaneously, in order to ﬁnd a local minimum very fast. The procedure is stirred by a metaheuristic. We use tabu search here, because this is a metaheuristic that is based on local search, and a lot of authors have reported about good experiences with tabu search applied to facility location problems, e.g., Crainic et al. [2] or Voß [8]. Since tabu search is a well-known method we do not want to explain it here. A good introduction of the general idea and details of diﬀerent concepts can be found in Glover and Laguna [6].
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 3.1
 
 Local Search
 
 In this section we are going to illustrate how well-known local search heuristics are adapted such that the resulting solution meets the requirements of model (5). The idea is mainly the same for all the seven procedures, so we only explain it exemplarily for the Add method. Details of the other methods can be found in Winkelkotte [9]. When enlarging a facility with the Add heuristic it is not possible just to reallocate the customers (i.e., the districts) say by solving an allocation problem. In general the resulting allocation will not form connected regions. So we have to use another strategy. In the following we assume that the facility to enlarge is already open and that there is a region (i.e., as set of connected districts) assigned to it. Then the corresponding neighborhood of the current solution is given by: ˜p,k+1 = 1, ADD(y, z) := {(˜ y, z˜) : ∃!ˆ p :ypk ˆ =1 ⇒y ˆ   Kpk y˜pk ≤ Kpk ypk ∀p ∈ P \ {ˆ p}}, k∈Kp
 
 (8)
 
 k∈Kp
 
 whereas this deﬁnition only refers to the properties of the facilities. Additional constraints, like they are given in Model (5) have to be fulﬁlled. The general philosophy of enlarging the region is to only look at the neighboring districts. Only these are of interest to be added to the region, because only these have a direct connection to, and the connectivity constraint continues to be satisﬁed for this region. If there are several neighboring districts we have to choose some of them, which we do by solving a knapsack problem. This is subsumed in the following algorithm:  1. Deﬁne R := {i ∈ I : zpi ˆ = 1}, DR := i∈R wi , K := current capacity stage, K := next capacity stage. 2. Determine the set of neighboring districts which do not contain an open facility, and for which the it is cheaper to serve them from pˆ than from the current facility:  cpj zpj }, N := {j ∈ I \ R : ∃i ∈ R : aij = 1, ypk = 0∀p ∈ P, k ∈ Kp , cpi ˆ < p∈P
 
 
 
 3. 4. 5. 6. 7.
 
 and the total demand of these districts, DN := j∈N wj If N = ∅: Go to 6. If DR + DN ≤ K: Set R := R ∪ N , DR := DR + DN . Go to 2. Otherwise: Choose the best subset of N by solving a knapsack problem. If DR > K: Go to 10. Determine the set of neighboring districts, which do not contain an open facility: N := {j ∈ I \ R : ∃i ∈ R : aij = 1, ypk = 0∀p ∈ P, k ∈ Kp }  with a total demand of DN := j∈N wj .
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 8. If DR + DN < K: Set R := R ∪ N , DR := DR + DN . Go to 6. 9. Otherwise: Choose the best subset of N by solving a knapsack problem. 10. Remove all j ∈ R from their original facilities. STOP. The application of this algorithm on a simpliﬁed case is depicted in Figure 2. After applying this algorithm the region assigned to pˆ will be connected. But by removing districts from other regions these might be cut into pieces. So it is necessary to check the connectivity of the regions from which districts have been removed.
 
 Fig. 2. Add procedure (simpliﬁed): (1) Connectivity graph of the starting situation with three regions (black, dark gray, light gray). The black region is to enlarge. (2) Investigation of all regions that can be reached from the facility. (3) Determination of the districts which border to the black region. (4) Demand of neighboring districts does not exceed the facility’s demand. All the districts are added to the region. Again the neighboring regions are determined. (5) Capacity is not big enough to add all the districts. Choose the best subset of the districts and add them to the region. The other regions go back to their original facilities. (6) Also the last district’s demand is too big for the capacity. It remains at its former facility.
 
 3.2
 
 Computational Results
 
 We have conducted some hundreds of computational tests to ﬁnd parameters of the tabu search algorithm which lead to the best solutions. The numerical results of these test are irrelevant at this place. The important message is: It is possible to solve instances of any size, even with thousands of districts and hundreds of potential facilities. The computing times are reasonable. Of course they are as longer as bigger the instances are, but at least it was possible to get any result. The small instances which have also been solved exactly (see Section 2.4) could be solved within seconds.
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 Fig. 3. Comparison of the optima with the heuristically determined solutions (using the linearized objective function)
 
 Fig. 4. Diﬀerences between solutions with the linearized and the not-linearized model
 
 But much more important than the computing times is the quality of the solutions. A comparison is only possible for the small instances for which we could ﬁnd the exact solution. The deviations are smaller than 5% for most of the instances, and smaller than 10% for all instances, as it is shown in Figure 3. Much more important is the comparison of the solutions of the linearized version of model (5) and of its non-linearized one. This shows how much of solution quality will be lost when linearizing a model. Figure 4 shows by which
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 factor the linearized solution is bigger than the non-linearized one. One can easily see, that there are instances with deviations of almost 50%. Admittedly that does not show whether the solutions (and not the objective function values) diﬀer from each other, but if a company wants to decide whether or not to execute the plan, it might lead to wrong decisions.
 
 4
 
 Conclusion
 
 In this paper we have provided a model which plans facilities with their capacities and assigns distribution areas to them. For this planning a mixed-integer optimization model has be formulated, that is based upon the well-known facility location problem, but contains some additional constraints to guarantee the connectedness of the regions. The reason for formulating this model was to be able to calculate tactical and operational costs. Such cost are relevant for strategic planning, but can not be calculated in advance, because there is no appropriate information available. Hence we use analytical methods which gain average costs approximatively. This can be done with relatively simple formulas, but which are, unfortunately, nonlinear. Because of the high complexity of the model and its non-linear objective function it was not possible to solve real-world-sized instances exactly. Therefore, we implemented some heuristic search methods, also based on well-known procedures in facility location theory, to ﬁnd local optimal solutions. In order to not get trapped in local minima, we use tabu search as a metaheuristic. Computational test have shown that the results obtained with this algorithm are quite good compared to exact optima (so far it was possible to ﬁnd them), and that these results can be found in a relatively short computing time. To sum it up, we can say that it is possible to optimize strategic facility location problems considering short-term costs completely, but approximatively. One has a bigger eﬀort to analyze the logistics system, but one should always prefer to solve as much of a model by thinking as possible instead of using computing power to plan details one does not need to know. With this philosophy one is also able to learn something about the system, which is not possible if one only uses a computer.
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 Abstract. Radio Frequency Identiﬁcation refers to using transponders or tags aﬃliated with an object for the purpose of identiﬁcation and tracking by means of radio waves. This paper focuses on container port operations, emphasizing on the current status of these operations and its business bottlenecks. Based on that, we discuss related solutions for improving eﬃciency from the perspective of orderly balance and seamless connection in diﬀerent operational processes at the entrance gate of container terminals.
 
 1
 
 Introduction
 
 With the gradual promotion of the concept of the Internet of Things (IoT), its related technologies are expected to have impact on the operational processes of any kinds of logistics, and further promote their eﬃciency and eﬀectiveness. As one of the technologies that enable the implementation of the IoT, Radio Frequency Identification (RFID) is becoming increasingly important and it is used in production, manufacturing as well as supply chain management. Many RFID applications seem to focus on closed-loop scenarios devised to solve particular problems in real business cases where alternative solutions are not feasible [10]. RFID tools play an important role in supporting assembly lines, medical, logistics, and supply chain management processes. RFID tools can identify, categorize, and manage the ﬂow of goods and information throughout the supply chain. Moreover, RFID brings greater visibility to business processes, e.g., in supermarkets, customs authorities, etc. In an ideal world, it can ensure the necessary data transfer to reach optimal supply chain conditions. Innovation management and process re-engineering of container terminals may refer to the analysis and redesign of workﬂows of port operations [18]. Related re-engineering can be used in ports to lower costs and increase quality of service. Information technology may be seen as key enabler for a radical change in ports and terminals. To which extent RFID is an enabler for related change still needs to be investigated. Transportation companies around the world value J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 209–220, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 RFID technology due to its impact on the business value and eﬃciency. Since RFID technology is mature, we can use this technology in the access control systems of container terminals. In this way, we may decrease the workload in the gate of the container terminal and improve the eﬃciency in receiving the containers. Regarding yard management, shipping and freight and distribution centers are some areas where RFID tracking technology is used. We ﬁrst sketch the functioning of container terminal operations in Section 2. In Section 3, the working principles of RFID are introduced. In Section 4 we discuss options to re-engineer selected port operations, together with a discussion on the application of RFID in the container entrance gate for road trucks. The latter section is moderately interleaved with a related literature review. Based on a small case, in Section 5, we reach conclusions on potential beneﬁt of applying the RFID technology as well as summarize some relevant further research topics.
 
 2
 
 Container Terminal Operations
 
 Operation processes at a container terminal can be divided into import and export operation processes. In this paper we focus on the export processes and business bottlenecks. Seaport container terminals may be seen as open systems of material ﬂow with a large variation in size, function, and layout. Basically, they are very similar in structure and related sub-systems (see Figure 1). The waterside (ship operation or berthing area) is equipped with quay cranes for loading and unloading of vessels. Import and export containers are stocked in a yard which usually is divided into a number of blocks. Special stacking areas may be reserved, e.g., for reefer containers, which need electrical supply for cooling, or for storing hazardous goods. Separate areas may also be used for empty containers. Some terminals employ sheds for stuﬃng and stripping containers or for additional logistics services. The truck and train operation area links the terminal to the hinterland and outside transportation systems. The chain of operations for export containers can be described as follows (see Figure 2 and [15]). After arrival at the terminal by truck or train, the container is identiﬁed and registered with its major data (e.g., content, destination, outbound vessel, shipping line), picked up by internal transportation equipment, and distributed to one of the storage blocks in the yard. The respective storage location is given by row, bay, and tier within the block and is assigned in real time upon arrival of the container at the terminal. To store a container at the yard block, speciﬁc cranes or lifting vehicles are used (e.g., rail mounted gantry cranes RMG). Finally, after the arrival of the designated vessel, the container is transported from the yard block to the berth where quay cranes load the containers onto the vessel at pre-deﬁned stacking positions. The operations to handle an import container are performed in the reverse order. Scheduling the huge number of concurrent operations with all the diﬀerent types of transportation and handling equipment involves extremely complex planning problems. Following the discussion in the extensive surveys of [16,14], in view of the everchanging terminal conditions and the limited predictability of future events and their timing, they often must be solved in an online fashion or even in real time.
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 Fig. 1. Operation areas of a seaport container terminal and ﬂow of transports [16, p. 6]
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 Fig. 2. Transporting and handling procedures of a container [16, p. 13]
 
 Consider a speciﬁc example of the container transport chain. When it comes to exporting of containers, the operation processes are as follows. 1. The shipper ﬁrst consolidates his cargoes in containers. 2. After the commission of the shipper or its freight forwarder, the trucking ﬁrm will transport the containers to the yard of the container terminal. 3. Before going into the container yard, the truck has to ﬁrst check-in at the container entrance gate. During this process, the gate house workers will check the EIR (Equipment Interchange Receipt) and related information of this container, such as the container size, its reference number, etc. 4. After the container has been checked, it will be unloaded, e.g., with a gantry crane, and placed on the yard. 5. When a vessel comes, the port uses related equipment to discharge and load the containers to the vessel.
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 The procedure of importing the containers is similar to that of exporting containers. When it comes to the transshipment of the containers, the operation processes are shown as follows (including domestic as well as international transshipment containers). When the terminal unloads the transshipment containers, it needs the manifest of the transshipment container or the related EDI information, and the transshipment containers should be transported to a speciﬁed transshipment zone. Exporting transshipment containers need the notice certiﬁed by the customer. Then the terminal can load the transshipment containers. Export containers are usually delivered to the ports two or three days before the arrival of related vessels. But at that time the export manifests collected by the shipping agency need not be complete. Still at many ports worldwide only by manually completing data can the terminal collect the containers as there are incomplete (or non-correct) export lists. As there is only one piece of export manifest for one vessel, the terminal gates might even record the information of the containers manually only by referring to the documents, i.e., EIR and packing lists, and after this the containers can pass the entrance gates. It is obvious that this kind of process not only wastes time, but also increases the possibility of including errors [19]. Suppose we record the data completely when containers pass the gates, this will be at the expense of at least 30 to 60 extra seconds. If a vessel carries 2000 containers on average, then this procedure might take 10 to 20 hours to complete the process of moving the containers to the yards or container freight stations, possibly leading to a lower access rate of the gates in the terminal. To improve the recognition accuracy, a container number recognition system needs to identify the reference number at least twice. Finally, the results are based on the integrated complementary information of the container surfaces. Since containers are transferred around the world, the identiﬁcation number of the containers might be damaged or even disappear. This issue also limits the development of eﬃcient operations of the container terminal.
 
 3
 
 Technical Aspects of RFID Systems
 
 RFID belongs to Automatic Identiﬁcation (Auto-ID) technologies. This family of technologies includes the famous bar code system, optical character readers and some biometric technologies (like retinal scans). Auto-ID technologies have proved to reduce time and working resources needed and to increase data accuracy. Despite their practical value, the fact that a person is needed to manually scan items is itself a constraint. It is exactly this part where RFID revolutionizes Auto-ID technologies as mentioned in [17]. An RFID system consists of three parts: a scanning antenna, a transceiver with a decoder to interpret the data, and a transponder, the RFID tag, which has been programmed with information. A typical RFID tag consists of a microchip attached to a radio antenna mounted on a substrate. The chip can store as much as 2 kilobytes of data [17] and beyond. For example, information about a product or shipment-date of manufacture, destination and sell-by data can be stored in a tag. Tags can be passive, active or semi-active. An active tag contains some types of power source
 
 Application of RFID Technology at the Entrance Gate
 
 213
 
 
 
 
 
 Tag/Transponder
 
 Reader/Antenna
 
 Computer
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 on the tag, whereas the passive tags rely on the radio signal sent by the reader for power. Semi-active tags use a battery to run the microchip’s circuitry but not to communicate with the reader. The reader emits radio waves in ranges of anywhere from one inch to 100 feet or more, depending upon its power output and radio frequency used. The data is interchanged with the monitoring computer for processing after the reader decodes the data encoded in the tag’s integrated processing. The working process is shown in Figure 3. Regarding fundamentals and applications of RFID, Finkenzeller [3] is of value as an introductory reference. Next we review RFID literature with a speciﬁc focus on container terminals and logistics and provide a speciﬁc application scenario.
 
 4
 
 Application of RFID to Improve the Container Terminal Operation
 
 The intelligent management of container terminals mainly consists of the passive RFID tag with an UHF band between 860-960MHZ, an RFID reader, the communication system, a common data management system and the car software (onboard unit). The passive RFID tag can contain the container information, the cargo information and the information of the logistic chain. The passive RFID tags are attached to the lintel of the container. The container gate house or entrance gate as well as all handling equipment components (e.g., reach stacker, straddle carrier, quay cranes, RMG) are all attached with RFID readers [24]. When a container which is ﬁxed with the passive RFID tags passes any handling or yard equipment, all the information of the container may be checked by the RFID readers in this equipment. The information can be used in the modern management of the container terminal. There are quite a few more or less conceptual papers on the analysis of RFID technology implementation in container terminals; see, e.g., [1,2,9,13,21,26]. Harder and Voß [6] provide basis and applicable understanding of cost-beneﬁt analysis on RFID application to the shipping industry. RFID usage may envisage several beneﬁts including better “information visibility” allowing for improved tracking and tracing options etc. Another example is better container port security. If sensors are installed inside containers to monitor changes in light, humidity or pressure, indication could be given that someone had interfered with it. A successful test on this issue for Yantian International Container Terminals is mentioned in [22].
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 Some researchers also observe ways to implementing automatic handling systems in China’s container yards (see, e.g., [23]). In addition, [11] describe the research and development of an RFID prototype system that integrates with mobile commerce (m-commerce) in a container depot to enhance its daily operations and support its location management. Wang et al. [20] introduce the application of RFID to Shanghai Port as a case study together with the analysis of future trends of such application to container related transportation. From the perspective of logistics services, in most cases challenges come from demand sides [7]. Above mentioned technology can be applied not only on cargo transportation but also health care logistics. For example, [27] did a comprehensive observation on framework and evaluation of health care related processes with RFID technology implementation. An example where RFID has successfully been applied to a real-world case in postal logistics is found, e.g., in [12]. The paper deals with the re-engineering and design optimization of a warehouse for package storage operations occurring for a courier express company in Italy. The study considers the use of RFID tags to facilitate identifying items in a package delivery service facility. 4.1
 
 A Specific Application Scenario
 
 The main business of container terminal enterprises is divided into domestic and foreign container trade by providing ships with loading and unloading operations. Other than that, programs are available related to scheduling, billing, clearance after checking, etc. The operation is more complex for exporting containers compared with importing containers, since we must rely on the reliabilities of the information of the containers to load the container on board exactly, including the name of the vessel, the voyage, and the reference numbers of the bill of lading, etc. However, that information is mainly collected by the workers who are assigned to posts for speciﬁc container gates. If someone wants to transport an export container to a terminal, the terminal needs to check the paper document with the manual data of the actual container. Only if they match, the terminal can accept the container for further operations. Obviously this kind of process dramatically increases the workload of the workers who receives containers, reduces the speed of the traﬃc ﬂow and prolonges the stopping time of the trucks. Moreover, when several vessels arrive at the same time, the chance of error will be larger. Currently, when the container is transported through the container gate house it needs to manually check the container size, the container number, the seals, etc. State-of-the-art identiﬁcation technology in many terminals is a kind of practical method based on OCR (Optical Character Recognition) technology. But as time goes by, the number sticking on containers may become fuzzy, so it becomes not so tangible for the gate house workers to identify containers. The antenna of the RFID on the container gate house is shown in Figure 4. The working principles of the RFID reader of the container gate house are sketched in Figure 5. Related reading regarding the processes at entry gates is provided in [15,4].
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 Fig. 4. Antenna located at the gate of a container terminal
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 Fig. 5. Working principles of RFID readers
 
 When the container ﬁxed with passive RFID tags goes through the entrance gate, the loadmeter senses there are containers passing. At the same time the loadmeter sends signals to the RFID reader, after that the RFID reader begins to work. It reads the related information of the container recording by the passive RFID tags through locating the RFID tags on the container, thus it can automatically identify the container number. The Container Terminal Management System records the information automatically by the RFID reader. After the information is checked by the information center of the container terminal, the container is allowed to leave the port, at the same time the information center sends the time that the container took in the entrance gate and related information to the Common Data Management Platform. This process needs no human intervention. To compare the eﬃciency of the entrance gate before
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 L. Hu et al. Table 1. Average time (in seconds) taken at the entrance gate Type Brake Check Start Total Without the use of RFID 4 60 6 70 With the use of RFID 4 12 6 22
 
 using the RFID system with the one after using the RFID system, we take the entrance gate of the Shanghai Waigaoqiao Terminal as example with the time as the main index to determine whether the RFID system is eﬃcient. Preliminary investigation of the related gates shows the data provided in Table 1. 4.2
 
 Truck Handling at the Terminal Entrance – Conceptual Aspects
 
 New technology is creating opportunities for an entirely new wave of re-engineering eﬀorts. In [5], re-engineering as a role model was implemented in the back oﬃce, the factory, and the warehouse. Later on, it has been applied to the front oﬃce and the revenue-producing side of the business: product development, sales, and marketing. In case a port operator is regarded as an enterprise and the port operation process is viewed as workﬂow within enterprises, re-engineering would most probably have to occur as long as either new demand is increasing or new information technology is about to be applied. From its inception, re-engineering has been a close partner of information technology. Technology enables the processes that are the essence of re-engineering to be redesigned. The container gate house service system is a typical queuing system, the major processes are trucks passing through the gate. The object in this system is a container truck. According to a large number of internal and external statistical data, most of the container gate house service processes can be considered as a M/Ek/S model [25]. The arrival process of trucks follows a Poisson distribution Pn = P (n) =
 
 λn −λ e , n!
 
 n = 1, 2, 3, ...
 
 (1)
 
 with n being the number of daily arriving trucks, λ the daily average number of arriving trucks, and P (n) denoting the probability of n trucks arriving in a day. After arrival, the passing time of the trucks follows a k-Erlang distribution fk (t) =
 
 μk(μkt)k−1 −μkt e , (k − 1)!
 
 t>0
 
 (2)
 
 with μ being the number of trucks served in a single gate every day. In the container gate house service system, service station number is the number of gates owned by the port, we designate it by S. Set the strength factor of system loading according to the M/Ek/S queuing model:  s−1 −1  1 λ 1 1 λ S n ( ) + ( ) P0 = n! μ S! 1 − ρ μ n=0
 
 (3)
 
 Application of RFID Technology at the Entrance Gate
 
  Pn = P (n) =
 
 1 λ n n! ( μ ) P0 , 1 λ n S!S n−s ( μ ) P0
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 (4)
 
 where P0 is the probability of no trucks arriving in a day, namely the probability that every gate of the port is idle. The main performance indicators in a port services system include: 1. The average number of trucks waiting in the container gate house: Lq =
 
 ∞ 
 
 (n − S)Pn =
 
 n=S+1
 
 (S × ρ)S × ρ P0 S!(1 − ρ)2
 
 (5)
 
 2. The average number of arriving container trucks: LS =
 
 ∞ 
 
 nPn = Lq + S × ρ
 
 (6)
 
 n=0
 
 3. The average residence time of trucks: WS = LS /λ 4. The average waiting time of the trucks: Wq = Lq /λ In the following we consider Daxie Terminal, Ningbo (China), as an example. Table 2 provides details on a sample of 20 trucks between 2:30 and 3:30 PM, May 11th 2011 to calculate related performance indicators. Each truck is transporting one container passing through the gate without RFID technology. Moreover, on May 11th the total number of container trucks entering the port was 1904 TEU. Daxie in Ningbo has eight gates in total, among which ﬁve are entrance gates and three are for exits, i.e., S = 5. We may denote by tw the waiting time for each truck when it tends to enter into the terminal. tp is the processing time for manually processing the EIR documents as there is no RFID. ts = tw + tp . Based on these numbers we may perform the following calculations. Based on 1904 TEU we have λ = 79.33/h, ρ = 0.2314, P0 = 0.17. Moreover, Lq = 0.0002, LS = 1.157, WS = 226.83s, and Wq = 0.04s. From these calculations, we can see that the average waiting time Wq is nearly 0, reﬂecting that the container gates are enough for the Daxie container ports. WS = 226.83s indicates that the average service time of one truck is less than four minutes. On one hand, if we use RFID technology in the container gates, then the passing time tp will be decreased, thus the average waiting time can decrease. On the other hand, if the time of the trucks passing through the container gate house decreased, then the container terminal can decrease the number of the gates. For the present data we may conclude the phenomenon of queueing is not frequent. But when building a new container terminal, if the port authorities consider using RFID technology to design the container gate house, one might build a smaller number of gates.
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 Table 2. Time of container trucks passing through the gate Container No. tw /second tp /second ts /second YMLU4956169 90 40 130 INKU6102043 89 152 241 SPNU2879389 78 72 150 YMLU5035019 124 46 170 DFSH6277779 144 57 201 CCLU9233314 87 67 154 YMLU8171209 123 69 192 HJCU4140364 131 71 202 GLDU7464425 56 68 124 CBHU8312882 88 63 151 GCSU6008340 87 49 136 BMOU4783317 75 110 185 GLDU0879225 54 56 110 KMTU7326329 94 68 162 UACU3371086 102 258 360 OOLU8858380 121 75 196 TGHU9799940 197 87 284 GLDU7213760 262 79 341 HUCU1072820 184 92 276 HJCU3205776 88 68 156 average passing time E(t) 113.7 82.35 196.05 Variance D(t) 2602.43 2308.13 4955.84
 
 5
 
 Conclusions and Further Research
 
 In this paper, we discussed the current status of container port operations as well as the application of RFID in the container gate house and the container yard. For the discussion of the application of RFID in the entrance gate, we can conclude that by using an RFID system we can decrease the passing time of the container trucks. More speciﬁcally, from the discussion of Section 4, we can conclude that if we use the RFID technology in the container gate house, then we can improve the eﬃciency of the turnover of the container trucks, thus decrease the waiting of the trucks and also decrease the parking area of the container trucks. In this sense, we can expand the area of the storage yard. Due to the limited real world data that has been obtained, the potential re-engineering within the container yard has not been discussed in this paper. However, that would be one of research topics of our interest in the near future. Besides, in the application of RFID in the container yard we have not considered other conveyance when transporting containers from the yard to the terminal apron. This could be another topic for further research. As real business cases on RFID in the shipping industry are still quite rare, related ﬁeld studies would be of great beneﬁt. This might help to close the credibility gap regarding RFID mentioned in [8].
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 A Three-Level Hierarchical Workload Management Scheme for Yard Cranes in Container Terminals Shell Ying Huang, Xi Guo, and Mei Mei Lau School of Computer Engineering Nanyang Technological University Block N4, Nanyang Avenue, Singapore 639798 {assyhuang,guox0006}@ntu.edu.sg
 
 Abstract. We propose a three-level, hierarchical scheme for yard crane (YC) workload management in container terminals. Level 1 distributes YCs among different rows in the storage yard at suitable times based on predicted future workload. This is done a few times during a shift of 8 hours. Level 2 dispatches YCs to work in various non-overlapping working zones in each row for the time window in between two rounds of YC re-distributions at Level 1. Level 3 determines the serving sequences of vehicle jobs for an YC in a working zone over a period of time (e.g., a sub-planning window). The algorithms for levels 2 and 3 have been published elsewhere. This paper proposes the proportional distribution and the uniform distribution strategies for YC deployment at level 1. We compare the performance of the three-level hierarchical scheme in terms of average job waiting times and the average number of overflow jobs at the end of each planning window under the two distribution strategies.
 
 1 Introduction Container terminals, which serve as hubs of container transshipment, are crucial nodes and play an important role in the marine transportation network. The demand on high quality services from container terminals includes efficiency and reliability in container handling which in turn requires the terminal to utilize its resources efficiently. Figure 1 shows a large part of a typical layout of a conventional container terminal. In such terminals, the storage yard is often divided into several tens of yard blocks in a number of rows parallel to the quay. Each yard block may have more than 30 slots (yard bays) of containers stored in length. Vehicles travel along lanes to transfer containers between quayside and yard side. When multiple vessels are loading and unloading, vehicles may arrive at different slot locations of a yard block for storing and retrieving containers. Ex-terminal trucks may also arrive through terminal gates to unload export containers or to load import containers. YCs are the interface between vehicles and container stacks in the storage yard. One most important performance target of container terminal operation is to minimize vessel turn-around time. It means the YCs need to serve vehicle jobs as efficiently as possible to reduce the delay of vehicles at the yard side in order to continuously feed the quay sides to support quay crane (QC) operations. The main objective at the yard side is then translated to minimizing the average vehicle job waiting time for YCs service. J.W. Böse et al. (Eds.): ICCL 2011, LNCS 6971, pp. 221–232, 2011. © Springer-Verlag Berlin Heidelberg 2011
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 Fig. 1. Layout and container flows in a typical terminal (BLK: block)
 
 The YC workload distribution in the yard is uneven and changes dynamically over time. To match the changing workload distribution, YCs need to move from time to time. The time taken by an YC to move from one job location to another is referred to as gantry time. YC gantry times, together with YC service times, contribute to vehicle waiting times and may become a significant part of a YC’s busy time. The movements of a rubber tired gantry (RTG) Crane include: linear gantry and cross gantry. Cross gantries are movements from one block to another in a different row, e.g., from BLK 2 to BLK 6 in Figure 1. An YC doing cross gantry has to make two 90° turns which take much longer time than linear gantry and may delay the vehicle movements by blocking the lanes. So too many YC movements will lower YC productivity but too few movements will deprive some vehicles from prompt service in some parts of the yard. After equipment ordering at the beginning of a shift, a common practice is to initially assign YCs to various yard blocks. Then a re-distribution of YCs among the yard blocks is done from one planning window to another to match the dynamically changing workload. Each planning window may be one hour, two hours or even four hours. Workload of a block is commonly estimated by the number of arriving jobs expected in a planning window or a quantity proportional to the number. This practice may result in some blocks having no YCs in charge for the entire planning window. This will cause very long vehicle waiting times in these blocks. It may also deploy more than one YC to some blocks. This means carefully synchronized YC operations are needed to avoid YC clashes. Sometimes when YCs block each other long waiting times are unavoidable. Since the distribution of YCs does not change within each planning window, there is no way to dynamically respond to changes in workload distribution in the storage yard. If the length of the planning window is long, e.g., one hour or longer, this is very inflexible. On the other hand, if the length of the planning window is short, like 15 minutes or half an hour, it may cause frequent cross gantry movements of YCs with substantial loss of productive working time.
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 Therefore, we propose a hierarchical scheme for YC operation management which is organized into three levels as shown in Table 1. Suppose a suitable number of YCs has been assigned to work for the current shift. Table 1. Hierarchical YC operations management
 
 Level 1
 
 Level 2
 
 Level 3
 
 Distribution of YCs to different Rows for each planning window in a shift Time Partition of a planning window into subplanning windows Space Partition of each row into YC working zones for each sub-planning window YC dispatching in individual working zones
 
 Level 1 distributes YCs among different rows at suitable times based on predicted future workload. This is done a few times during a shift of 8 hours. Level 2, in between two rounds of YC re-distributions at level 1, is the workload partition for each row in two dimensions: time and space. The partition in the time dimension is to divide a planning window into a number of sub-planning windows of variable lengths. The space partition is for each sub-planning window. It divides a row of yard blocks into a number of non-overlapping zones, not necessarily in units of yard blocks. This means the space partition changes from one sub-planning window to another in response to the dynamically changing workload distributions. Level 3 determines the serving sequences of vehicle jobs for an YC in a service zone over a sub-planning window. We propose to use estimated average job waiting time as metrics for workload partitioning and YC dispatching. The best partitioning and dispatching plans should yield the minimum average vehicle job waiting time calculated from all the jobs in the planning window. Minimizing vehicle waiting time means minimizing the delay vehicles experience in the storage yard which will reduce the waiting times of the QCs for vehicles. This leads to smooth and continuous operations of the QCs and reduction of the vessel turnaround time, one of the most important performance indicators of a container terminal. The hierarchical scheme aims to minimize overall average vehicle job waiting time through flexible time and space partitioning of workload by re-distributions of YCs to cope with dynamic workload distribution over time at the yard side. A modified A* search algorithm and a modified backtracking algorithm [3, 7, 8] are designed to find the optimal dispatching solution for an YC in a zone over a period of time at level 3. The modified algorithms are able to find the optimal solution from over 2.4x1018 possible dispatching sequences within seconds. Algorithms for space partition and time partition in level 2 are proposed in Guo and Huang [5, 4, 6]. Even though the outline of the hierarchical scheme has been presented in our earlier papers [8, 6], this is the first time we put the 3 levels together to manage the YCs in the whole yard. In this paper, we also propose and compare two strategies for level 1 to distribute YCs to a number of rows of yard blocks. The objectives of the
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 level 1 method are to minimize the average job waiting times and the number of overflow jobs at the end of each planning window for level 1. In the rest of the paper, we discuss the related work in Section 2. We present the hierarchical YC operation management system in Section 3. The overall performance of the hierarchical scheme and the two strategies of YC distribution at level 1 are evaluated by simulation experiments in Section 4. Finally, Section 5 concludes the paper.
 
 2 Related Work The problems of scheduling and dispatching resources in container terminals have been widely studied in recent years [18, 20, 21]. On the topic of YC management, two main problems are: (i) deciding job servicing sequence for an YC which we refers to as YC dispatching problem in this paper; (ii) allocating YCs to different parts of the yard which we refers to as YC deployment problem in this paper. Kim and Kim [12] studied single YC dispatching for loading with a given load plan and a given bay plan. A Mixed Integer Programming (MIP) model is proposed to minimize the total gantry time. Later, Kim and Kim [13] and Kim et al. [11] extended the study of this problem by comparing exact optimization, a beam search heuristic and a genetic algorithm (GA). For large problems, the MIP has limited applicability due to the excessive computational times, while heuristics cannot guarantee optimal solutions. In addition, the assumption of having dedicated YCs just to support vessel loading operations in these works is not always the best for terminals with many berths and more yard blocks than cranes. Several works studied the dispatching problem with 2 YCs. Due to the problem complexity, commonly MIP models were employed to formulate the problems while heuristic methods to find near-optimal solutions. Jung and Kim [10] considered 2 YCs working in one shared zone for loadings with a GA and a simulated annealing (SA) algorithm to minimize the make-span. Solutions with possible YC interference were considered not feasible in the MIP model. Lee et al. [14] considered 2 YCs working in 2 non-overlapping zones with a SA algorithm to minimize the make-span. Cao et al. [1] considered double-rail-mounted gantry (DRMG) crane systems where two YCs can pass through each other along a row of blocks with a combined greedy and SA algorithm to minimize the loading time. Stahlbock and Voß [19] also studied DRMG operations to maximize productivity. Experiments showed the proposed SA algorithm dominates the priority rule-based heuristics for high workload. Zhang et al. [22] studied YCs deployment among yard blocks. It is formulated as a MIP model to minimize total unfinished workload at the end of each planning period and is solved by a modified Lagrangian relaxation method. However, only one transfer per YC is allowed in the 4 hour planning period, which may not be enough to match the changing workload distribution. Cheung et al. [2] also studied the problem with a Lagrangian decomposition solution and a successive piecewise-linear approximation approach. Workload in these two papers is based on the number of container moves (equivalent to the number of YC jobs), which at best is a coarse estimation of the YC workload. Ng [16] considered the problem of multiple YCs sharing a single bi-directional lane and modeled it as an IP to minimize total job completion time. The workload for
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 each YC was estimated by a simple greedy heuristic. However, safety constraints of YC separation of a minimal distance were not considered. Petering et al. [17] claimed that YCs could only schedule for at most 1.5 container jobs to avoid deadlocks when YCs are in charge of overlapping zones. This reinforces our belief that nonoverlapping YC zones should be formed in our YC dispatching schemes to achieve high performance while maintaining safety constraints and avoiding deadlocks in real-time settings. A least cost heuristic (LCH) was proposed by Linn and Zhang [15] to decide on distributing YCs from blocks with surplus capacity to ones with YC shortage at the beginning of each planning window. They tested a storage yard with 5 rows each of which has two yards blocks. The number of YCs is equal to the number of yard blocks. The amount of overflow work produced by LCH was shown to be 3 % to 6 % higher than the solution by the MIP model. However, safety constraint of separating two YCs by a minimal distance was not considered when two YCs are working in one yard block. This may lead to YC clashes. It may also lead to the streams of vehicles to be served by two neighboring YCs (RTGs) blocking each other when the two YCs are working side by side. As a result, the performance in real operations would not be as good as what the original paper expects. In a larger storage yard, LCH may also cause severe starvation: some jobs may need to wait for several planning windows before receiving YC services. This happens when the number of jobs in the block is not judged to be high enough a cost for an YC to come.
 
 3 The Three-Level Hierarchical YC Workload Management Scheme With the expected berthing and un-berthing times of vessels, the terminal operational management system will schedule QCs to unload and load the vessels. It can be computed from these QC schedules the number of QCs that will be working and for how long before this number changes. Even though there may be many uncertainties in terminal operations, it is a reasonable assumption that it is known whether there will be a vessel berthing or un-berthing in the next hour. It follows that we can assume that the knowledge of which QCs are working in the next hour is accurate. If there is a change in which QCs are working, it is known how they will change and when they will change with the next hour. Then according to the QC schedule for the next hour, the number of jobs that will arrive in the storage yard, their locations and arrival times can be estimated. This is because containers to be unloaded from vessels are allocated yard storage locations before vessel arrivals. Containers to be loaded onto vessels and their locations are also known before vessel arrivals. So our problem is to make decisions on how to deploy YCs in the yard and in what order the YCs should handle the jobs. The hierarchical scheme aims to achieve the best possible balance of workloads among YCs through flexible time and space partitioning of workload to cope with dynamically changing workload distributions. By restricting cross gantry movements to the decision points of level 1, we try to keep the costly cross gantry movements to a minimum. At the same time we maintain the responsiveness to the dynamic changes in workload distribution with the effective time and space partition of workload at
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 level 2. For the completeness of the presentation and clarity in what support the levels 2 and 3 give to level 1, we will briefly describe the level 2 and 3 algorithms first. Then we present the two YC distribution policies for level 1. 3.1 Level 3: Computing an Optimal Job Sequence Level 3 generates the optimal YC job sequence for each working zone. A modified A* search algorithm by Guo and Huang [3] is employed to find the optimal dispatching solution for an YC in a zone over a planning horizon. It involves simulating YC operations following various possible dispatching sequences and uses an admissible heuristic to prune the computation of a partial sequence if it is deemed not a better solution. The dispatching sequence with the smallest vehicle waiting time as predicted by the dispatching algorithm will be the optimal sequence for one working zone. We also incorporate the admissible heuristics into a second backtracking algorithm which uses a prioritized search order to accelerate the computation [8, 7]. The algorithm is able to find the optimal solution from over 2.4x1018 possible dispatching sequences within seconds. 3.2 Level 2: Time and Space Partition of Workload for YC Deployment in a Row Level 2 dispatches YCs to work in various non-overlapping working zones in each row for the time window in between two rounds of YC re-distributions at level 1. Time partitioning algorithm and space partition algorithm are used for deploying YCs to handle the changing job arrival patterns in a row of yard blocks. The main differences between our approach and most of the other YC deployment methods in literature are: (1) Average vehicle job waiting time instead of the number of jobs is used to balance YC workload and to evaluate the quality of a partition; (2) YC working zone assignment is not in units of yard blocks and our space partition algorithm generates more flexible divisions of the workload from all blocks in a row; (3) Within the time window, YC deployment plan changes and YC deployment frequency is not fixed but is decided by our time partition algorithm with the objective of minimizing average vehicle waiting times. YC workload distribution at the row level involves two parts: the space partitioning and the time partitioning. The space partitioning aims to partition a row into a number of non-overlapping zones for individual YCs in a given planning window. Various possible space partition plans for the row are generated. The level 3 algorithm in our scheme is used to compute the optimal job sequence for the zones in each plan. The predicted total job waiting time of a partition plan of the row is the sum of the total job waiting time for each of the zones. The space partition algorithm will choose the partition plan that returns the shortest total waiting time as the one to be used for assigning working zones to YCs. The average waiting time for all the jobs in the row is the total waiting time divided by the number of jobs. So the partition plan with the shortest total waiting time is the plan with the minimum average waiting time. The details of the space partition algorithm are published in [5]. The time partitioning aims to achieve dynamic workload partition by partitioning the time between two rounds of YC re-distribution at level 1 into a number of
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 sub-planning time windows. Thus, the space partition for different sub-planning time windows may be different. Given the current planning window T and the number of YCs, M in the row, the algorithm tries to divide T into 2 sub-windows, T1 and T2, of equal planning time. If any of the sub-windows has a number of jobs smaller than M, then T should not be divided. In this case, in T1 or T2, each YC may have less than one job on average and this would lead to idling YCs. When both T1 and T2 have at least M jobs, the best partition is either no partition (keep window T) or the best partition for T1 followed by the best partition for T2, whichever gives the lower total job waiting time. The resulting time partition will be a series of planning time windows of variable time lengths which returns the smallest total job waiting time of all combinations. The time partition algorithm evaluates the performance of a planning window by calling the space partition algorithm to get the best space partition for that time window. The details of the time partition algorithm are published in [4, 6]. M = total number of YCs; Rem = M; For each row R in the yard Ni = 
 
 ; //   returns the integral part of a real number
 
 Rem = Rem – Ni; If Rem > 0 Sort the rows in descending order of (
 
 );
 
 Add 1 YC to each row in this order and update Ni until Rem = 0; Fig. 2. Proportional Distribution Algorithm
 
 For each row i starting from the first row to the last row If (Ni < the current number of YCs in the row) // this row has surplus YCs Move its surplus YCs to a row in need of YCs starting from Row 1 Fig. 3. Deciding on YC movements between rows
 
 3.3 Level 1: Deploying YCs among Different Rows The objective of the level 1 module is to deploy YCs among different rows to offer high service standard in the whole storage yard. This means job waiting times and the number of overflow jobs at the end of the planning windows should be minimized. Since dynamic balancing of workload among YCs in each row in terms of job waiting times is done at level 2 for each planning window, we investigate the effectiveness of two strategies for level 1. The first one is to allocate a number of YCs to each row in proportion to the number of jobs the row expects in the planning window. The advantage of this strategy is the more jobs a row expects in a planning window, the more YCs will work to meet the demand on YC service. The second strategy is to allocate approximately equal number of YCs to each row. The advantage of this strategy is that YCs stay in their rows and spend all their time in productively serving vehicle jobs.
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 The algorithm for the first strategy is given in Figure 2. It first computes the number of YCs needed in each row R as the integer smaller than or equal to where M is the total number of YCs. If there are remaining YCs they will be allocated to rows in descending order of the fractional part of . After deciding on the number of YCs each row should have for the next planning window, the next decision is on the movement of YCs based on the number of YCs each row has in the current planning window. It should minimize the total distance of YC moves in the redistribution of them among the rows. The algorithm is given in Figure 3. The algorithm is guaranteed to produce the minimum YC moves because no 2 YCs will cross each other going from their source row to destination row. The second strategy uniformly deploys an approximately equal number of YCs across the rows. The difference in the number of YCs between rows will be at most one when the total number of YCs is not a multiple of the number of rows (assuming the number of blocks in each row is the same). If the number of blocks in each row is not the same, the number of YCs in this strategy will be proportional to the number of blocks (or the number of container stacks). YCs do not move between planning windows so all YCs are available to work from the beginning of each planning window. With level 1’s deployment of YCs to different rows in the yard for each planning window, our level 2 time partition algorithm will divide the planning window into suitable sub-windows for each row. For each sub-window of each row, the space partition algorithm will partition the row into non-overlapping zones. One YC will be deployed to one zone. Our level 3 algorithm computes the optimal job sequence for each YC.
 
 4 Performance Evaluation 4.1 Experimental Design The terminal in our experiments has a layout similar to Figure 1 with 5 yard blocks in each row and 4 rows in the yard. Each block has 36 yard slots (bays). When an YC executes a cross gantry move, we assume that it takes 5 minutes to make a 90 degree turn and travel time from one row to the next row is 5 minutes. Therefore it takes 15 minutes for an YC to move from one row to a neighboring row and each additional row to cross needs 5 more minutes. As reshuffling operation of containers in the yard is commonly done in the lull periods of yard operations, we assume containers to be retrieved are already on the top of the slots and containers to be stored in yard will be placed on top of their slot locations. The YC mean process time is thus assumed to be 120s for each container job (loaded or empty), same as in Jung and Kim [10]. The usage of constant YC process time is also seen in Lee et al. [14]. The simulation model is developed under Visual C++ compiler. It is not the focus of this paper to study how to predict vehicle arrivals by real time data driven simulation or other methods. So vehicle inter-arrival times (IAT) follows an exponential distribution for a mixture of storing/retrieval jobs for multiple vessels.
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 As shown in Table 2, four sets of job arrival scenarios are tested with 16 and 20 YCs in the yard respectively. Sets A and C represent quite static workload scenarios in the yard. For the whole 24 hours, A and C have vehicle jobs arriving with an exponential IAT with mean of 45 and 30 seconds respectively. The job locations are uniformly distributed among the yard blocks. Set B is a scenario with dynamically changing workload both in time and space. Within a 24 hour period, there are a number of sub-windows with different mean job arrival rates to the entire storage yard. This presents different total workloads to the entire terminal yard due to the varying number of QCs working caused by vessel arrivals and departures. So for each sub-window1 in Set B, the mean job IAT is a value generated from uniform distribution U(40, 50). The length of each sub-window1 is a value generated from U(120, 360). Table 2. Tested workload scenario Set A B C D
 
 Time Mean IAT = 45seconds Sub-win1 U(120,360)minutes with mean IAT = U(40, 50)s Mean IAT = 30seconds Sub-win1 U(120,360) minutes with mean IAT = U(25, 35)s
 
 Space Mean IAT = 45seconds Sub-win2 U(30,90) minutes Diff. probability to each blk Mean IAT = 30seconds Sub-win2 U(30,90) minutes Diff. probability to each blk
 
 Within each sub-window1, there are smaller time windows (sub-window2) where the space distribution of jobs changes dynamically. This represents the situation where even with the same total workload terminal-wide, container job distribution may vary greatly across different yard blocks. This is because unloaded containers will be carried to different parts of the yard depending on their respective second carriers. Similarly, containers to be loaded onto a vessel may also come from various parts of the yards in specific orders matching the vessel’s port of call in the voyage. In different sub-window2s, job distribution to different blocks will be different. The length of each sub-window2 is a random value from U(30, 90). Within each subwindow2, a random number xi from U[0, 9] is generated for each block. The probability of a job going to block i in the sub-window2 is equal to xi/∑ x . Scenario Set D demonstrates similar patterns as Set B, but with a higher total workload. We simulate a daily operation of 24 hours. Each deployment period for Level 1 is one hour. Ten independents runs are carried out for each instance of scenarios A to D with a total of 16 and 20 YCs, respectively. 4.2 Result Analysis First we compare the average job waiting times under the two strategies of allocating YCs to various rows in the yard. In Table 3, each row represents the average job waiting times for one scenario as indicated by the first letter which is followed by the number of YCs in the yard. For example, A16 means scenario A with 16 YCs. The results for the two strategies, proportional distribution and uniform distribution are listed in the respective columns.
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 A16 A20 B16 B20 C16 C20 D16 D20
 
 Proportional 14.700270 9.277399 23.616490 19.298040 29.926870 17.086090 39.657200 29.632620
 
 Uniform 11.682070 7.465943 20.035830 15.934280 24.934880 14.423840 37.106970 26.220830
 
 The results show that our three-level hierarchical scheme for YC management performs satisfactorily. The average job waiting times for 16 YCs working in the yard of 20 blocks are below 40 seconds in all scenarios, including the scenario where there is on average a job arriving to the yard every 30 seconds. This number reduces to less than 30 seconds when there are 20 YCs. In general, when the workload distribution is static, as represented by scenarios A and C, the average job waiting times are shorter than the dynamic situations represented by scenarios B and D. Under the variations of workload distributions tested, the uniform strategy performs better than the proportional strategy by several seconds in not only the static but also the dynamic workload distributions. This means the loss in YC productivity when YCs move from one row to another outweighed the benefits of having proportional number of YCs to the number of jobs. The result also shows that our dynamic time and space partition algorithms at Level 2 is able to take charge of all the jobs in a row despite the changes in workload distributions. Table 4 shows the average number of overflow jobs at the end of the one hour planning windows in our experiments. Table 4. Average number of overflow jobs under the two strategies
 
 A16 A20 B16 B20 C16 C20 D16 D20
 
 Proportional 0.200000 0.145833 0.583333 0.491667 0.791667 0.479167 1.016667 0.783333
 
 Uniform 0.187500 0.133333 0.475000 0.437500 0.779167 0.491667 1.083333 0.745833
 
 An overflow job is one that arrives earlier than 2 minutes before the end of the hour but the job is still waiting for service at the end of the hour. It can be seen that the three-level hierarchical scheme is able to finish almost all the jobs that arrive within the planning window. It should be noted that in scenarios A and B, there is one
 
 A Three-Level Hierarchical Workload Management Scheme for YCs
 
 231
 
 job arriving in the yard every 45 seconds on average. For example, in scenario A, there are on average 810 jobs per hour in the yard of 20 blocks. In scenarios C and D there is one job arriving in the yard every 30 seconds on average. For example, there are 1,220 jobs on average in the yard. Between the proportional strategy and the uniform strategy, there is no significant difference.
 
 5 Conclusions and Future Work A three-level hierarchical workload management scheme for YCs in container terminals is presented in this paper. YCs are allocated to different rows at level 1 at the beginning of each hour. One strategy is proportional distribution based on the number of jobs each row expects in each hour. The other strategy is uniform distribution of YCs which removes the need for time consuming YC cross gantry. Level 2 carries out time partition to divide the one hour window into a number of variable length sub-windows and then space partition to divide the row into a number of zones, not necessarily at the boundary of yard blocks. Level 3 computes the optimal job sequence for YCs. Our experimental results show that even under the dynamic changes in workload both in time and space, the hierarchical scheme is able to keep the average job waiting time below one minute. The scheme is able to finish almost all jobs at the end of each hour. Compared with the proportional distribution scheme, the uniform distribution of YCs among different rows of yard blocks produces slightly shorter average job waiting time with no significant difference in the number of overflow jobs under the tested scenarios. This is not to conclude that YC cross gantry will make performance deteriorate in all situations. There may be extreme workload distributions which makes proportional distribution or a more intelligent form of it a better strategy. Our future work includes the comparison of this scheme with the LCH scheme [15] and an improved LCH scheme [9]. In the same direction of the work, a scheme which adopts some of the ideas of the LCH into our three-level hierarchical scheme may increase the flexibility of YC deployment method to handle workload distribution which may vary a lot. Another direction of work is an integrated approach where allocation of containers in the yard helps to balance the YC workload in real operations.
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 Abstract. This study proposes a novel service-oriented model for the yard management problem in container terminals. Two decisions of the yard management problem are integrated instead of being solved hierarchically: storage allocation for containers that arrive in near future and yard crane (YC) deployment for assigning yard cranes over the entire storage yard. A concept of YC assignment proﬁle is proposed in order to take into account the requirement of YC work patterns. The problem is formulated as a mixed integer linear program with the objective of minimizing total delayed workload and YC movement penalty as well as the total container moving distance. A rolling horizon approach (RHA) is developed to obtain good solutions in an eﬃcient manner.
 
 1
 
 Introduction
 
 A container terminal is an interface between maritime and land transport, providing intermodal services. Considering that container terminals are highly concentrated with containers, the handling eﬃciency of a container terminal aﬀects the eﬃciency of the whole container shipping network. A container terminal can be roughly divided into two parts: quayside and landside. Quayside operation is directly open to container vessels which requires fast container loading and discharging, while the landside oﬀers a temporary storage area for containers. For some container ports especially in Asia, a common issue that occurs during growth periods is the problem of land scarcity resulting in a highly concentrated storage situation within the storage yard. The storage yard management problem is very complicated in that it involves two highly interdependent decisions: (1) Storage space allocation decision which is to determine where and how much space should be allocated for incoming containers; (2) YC deployment decision which is to dynamically deploy YCs in the yard blocks according to the workload distribution among the entire yard. 
 
 Corresponding author.
 
 J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 233–242, 2011. c Springer-Verlag Berlin Heidelberg 2011 
 
 234
 
 J.G. Jin et al.
 
 vessel 1
 
 vessel 2
 
 vessel 3
 
 B01
 
 B06
 
 B11
 
 B02
 
 B07
 
 B12
 
 B03
 
 B08
 
 B13
 
 B04
 
 B09
 
 B14
 
 B05
 
 B10
 
 B15
 
 quayside
 
 storage yard
 
 inland customers
 
 C1
 
 container transshipment
 
 C2
 
 container import/export
 
 C3
 
 yard crane movement
 
 Fig. 1. A schematic view of the storage yard management (B: block, C: customer)
 
 Figure 1 shows a schematic view of the container movements in and out of the storage yard. Transshipment containers are unloaded from the quayside and moved back to the quayside after temporary storage in the yard. However, import/export containers have both quayside operations and interaction with inland customers. Containers are placed at certain yard blocks according to operational objectives, e.g., evenly distributed workload and short container moving distance. The yard management also involves the decision of the YC deployment and movement in the storage yard. The challenge of the yard management problem lies in the interdependence of the two decisions. On one hand, the storage allocation plan determines the distribution of YCs’ workload over the entire yard and aﬀects YC deployment decisions. On the other hand, workload delay in some yard blocks due to inappropriate YC deployment would make the blocks not fully accessible for storing incoming containers in the near future. In the existing literature, storage allocation is well-studied like [3,7,4,5]. Storage locations should be determined in such a way that retrieval operations afterwards can be conducted eﬃciently. With a determined storage allocation plan, the information of container moves in all blocks can be available for planning YC deployment. YCs need to be deployed according to the distribution of container moves in the entire yard. The literature on YC deployment problem is very scarce [8,1,6]. The deﬁciency of the existing literature is that storage allocation and YC deployment are considered separately and this makes the interaction between the two problems unexplored. It is necessary to integrate the two problems to achieve a higher eﬃciency for storage yard management. This research is based on the following two motivations: (1) The storage allocation decision and YC deployment decision should be integrated to achieve a better eﬃciency instead of being considered by a hierarchical approach.
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 (2) The YC work pattern is container type dependent (e.g., for an import container group, the unloading operation requires an intensive YCs’ work within a short time while the delivery operation spans a long time and needs less YCs). The requirement of YC work patterns should be taken into account for YC deployment. This paper contributes to the literature by proposing a mixed integer programming model for the yard management problem. This model is capable of achieving a better operational eﬃciency by integrating two types of decisions of yard management problem, storage allocation and YC deployment, instead of solving them separately as in most existing literature. The model also features a serviced-oriented YC deployment strategy taking into account the requirement of YC work patterns. The remainder of the paper is organized as follows. The service-oriented model of the problem is described in Section 2. Section 3 introduces an RHA which is designed to solve the problem in an eﬃcient manner. The computational experiments are presented in Section 4. Finally, we conclude this paper in Section 5.
 
 2
 
 The Service-Oriented Model
 
 This section presents the proposed service-oriented model for the yard management problem. The modeling concept is illustrated in Section 2.1, followed by the mathematical formulation in Section 2.2. 2.1
 
 Model Description
 
 The service-oriented model has two important concepts: Service: the demand of receiving and retrieving work that YCs should provide within a block at a working shift, denoted by (i, t) where i is the yard block and t represents the working shift. YC assignment profile: for each service, a set of YC assignment proﬁles is deﬁned each of which represents a YC assignment plan for the service. Note that the concept of the YC assignment proﬁle is a main feature of the service-oriented model and allows incorporating manual decisions from experience. When deﬁning the proﬁle set, the requirement of YC work patterns should be taken into account. For example, a service of loading operation should be conducted as fast as possible, only those proﬁles in favor of loading operation should be put into the set of feasible YC assignment proﬁles. So, by introducing the concept of the YC assignment proﬁle, we can conduct a service-oriented YC deployment plan and combine manual decisions with computer optimization. Figure 2 is an illustrative example where a working shift is further divided into three time steps. This example shows three proﬁles for a service with a workload of four crane time steps. One crane time step is a workload that requires one YC work for one time step. Proﬁle 1 assigns YC1 to the service for the entire
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 working shift and brings YC2 at time step 3. At the end of the working shift, no workload is left. For proﬁle 2 in which only YC1 works for three time steps, partial workload is delayed and is carried over to the next working shift. Proﬁle 3 assigns two YCs at the ﬁrst two time steps, which is an assignment plan in favor of fast speed processing. The workload is ﬁnished at the end of the second time step. A working shift s=1
 
 s=2
 
 s=3
 
 Profile 1:
 
 YC1
 
 YC1
 
 YC1 & YC2
 
 Profile 2:
 
 YC1
 
 YC1
 
 Profile 3:
 
 YC1 & YC2
 
 YC1
 
 YC1 & YC2
 
 Fig. 2. An illustrative example of the concept of YC assignment proﬁle
 
 A similar modeling concept can be found in Giallombardo et al. [2]. They use quay crane proﬁles to handle the assignment of quay cranes to containerships. As highlighted by the authors, the concept of quay crane proﬁles can capture real-world issues, and works well to represent the control that the terminal has on several aspects of quay crane assignment during the optimization process. In this paper we apply the concept of crane proﬁles to the storage yard management problem. The diﬀerence is that [2] study the quayside operations including berth allocation and quay crane assignment while our work focuses on the storage yard management issues (storage allocation for containers and YC deployment). 2.2
 
 Model Formulation
 
 The yard management problem is modeled over a given time horizon which is divided into a series of working shifts. The problem should (1) determine the storage locations for incoming container groups in such a way that the total container moving distance can be minimized, and (2) choose YC assignment proﬁles for each service with an objective of minimizing the total workload delay. We deﬁne the following sets and parameters. Sets: – – – – – –
 
 K: the set of container groups Φ: the set of YCs Ω: the set of yard blocks T : the set of working shifts, T = {1, 2, · · · , t¯} S: the set of time steps within a working shift P (i, t): the set of feasible YC assignment proﬁles for service (i, t), ∀i ∈ Ω, t ∈ T
 
 A Service-Oriented Model for the Yard Management Problem
 
 237
 
 Parameters: s – δpj (i, t): ∈ {0, 1}. 1, if YC j is used at time step s in proﬁle p; and 0, otherwise, ∀j ∈ Φ, s ∈ S, p ∈ P (i, t) – γij : ∈ {0, 1}. 1, if block i is the favorable block of YC j; 0, otherwise, ∀i ∈ Ω, j ∈ Φ – vj : the penalty of YC j for leaving its favorable block, ∀j ∈ Φ  – cp : the YC processing capacity of proﬁle p ∈ P (i, t) – ak : the incoming working shift of container group k, ak ∈ T – bk : the outgoing working shift of container group k, bk ∈ T – ok : the origin (berthing position or terminal gate) of container group k ∈ K – dk : the destination (berthing position or terminal gate) of container group k∈K – qk : the storage space requirement of container group k ∈ K – lim : the container moving distance between block i ∈ Ω and berthing position/terminal gate m – ri : the delayed workload from the last planning horizon at block i ∈ Ω – Qi : the storage capacity of block i ∈ Ω – αkt : ∈ {0, 1}. 1, if t = ak ; and 0, otherwise, ∀k ∈ K, t ∈ T – βkt : ∈ {0, 1}. 1, if t = bk ; and 0, otherwise, ∀k ∈ K, t ∈ T – λ1 : the unit cost of container movement – λ2 : the unit cost of YC workload delay and moving penalty
 
 Note that we associate each YC with a favorable block by introducing parameter γij , as a YC deployment system that restricts crane movement yields a higher quay crane work rate than a system that allows greater mobility [6]. In other words, the parameters γij deﬁne a YC deployment template. We also deﬁne K + (t) = {k|k ∈ K, ak ≤ t} as the set of container groups that arrive at the terminal at or before working shift t, and K − (t) = {k|k ∈ K, bk < t} as the set of container groups that leave the terminal before working shift t. Decision variables: xki : ∈ {0, 1}. 1, if Group k is put into Block i for temporary storage; and 0, otherwise. ∀i ∈ Ω, k ∈ K p yit : ∈ {0, 1}. 1, if YC assignment proﬁle p is adopted for service (i, t); and 0, otherwise. ∀i ∈ Ω, t ∈ T, p ∈ P (i, t) wit : the scheduled workload for Service (i, t).∀i ∈ Ω, t ∈ T uit : the delayed workload for Service (i, t).∀i ∈ Ω, t ∈ T With the above notation, the total container moving distance can be determined by the storage allocation decisions as follows: A=
 
  k∈K i∈Ω
 
 (liok + lidk )qk xki
 
 (1)
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 The YC workload delay and the penalty for leaving their corresponding favorable blocks can be calculated by the YC deployment decisions as follows:    s p B= uit + vj (1 − γij )δpj yit (2) i∈Ω t∈T
 
 j∈Φ i∈Ω t∈T s∈S p∈P (i,t)
 
 Objective function: min {λ1 A + λ2 B}
 
 (3)
 
 The objective function consists of the above two parts which are converted to monetary cost by two parameters λ1 and λ2 . Constraints:
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 Constraints (4) ensure that each container group should be allocated to a certain block for temporary storage. Constraints (5) deal with the storage capacity requirement. k∈K + (t) qk xki represents the total amount of containers that have  arrived in Block i by Time Period t while k∈K − (t) qk xki is the total amount of containers that have left Block i before Time Period t. So the left-hand-side
 
 A Service-Oriented Model for the Yard Management Problem
 
 239
 
 of Constraints (5) is the storage status of Block i at Time Period t, and it should not exceed the storage capacity. The scheduled workload wit for each service is deﬁned by Constraints (6). Constraints (7) on proﬁle assignment guarantee that only one proﬁle is used for each service (i, t). The delayed work(9). Note that the exact deﬁnition load uit is deﬁned by constraints (8) and  p of uit should be uit = max{0, ri + wit − p∈P (i,t) cp yit } ∀i ∈ Ω, t = 1 and  p uit = max{0, ui(t−1) + wit − p∈P (i,t) cp yit } ∀i ∈ Ω, t ∈ T \{1}. However, constraints (8) and (9) are equivalent to them as uit is non-negative and the objective function is to be minimized. For each time step, a certain YC should be used by at most one service as ensured by Constraints (10). Finally, constraints (11)-(14) specify the domain for the decision variables.
 
 3
 
 Solution Approach
 
 In this section, we apply the RHA, which is commonly used in real-world container port operations, to obtain good solutions within a reasonable computational time. The RHA is a simple heuristic which decomposes the original problem into a series of smaller ones that can be solved eﬃciently by a commercial solver like CPLEX. As illustrated in Figure 3, planning is conducted within a ﬁxed horizon in which only immediate future is included and the horizon runs continually. Planning on time period t starts with updating the delayed workload and the storage status of the previous period t − 1. Such information is used as inputs for planning at the current time period. In order to consider the impact of current decision over future planning, the optimization for the current period t also includes τ time periods in the future, that is {t, t + 1, · · · , t + τ }. After solving the problem of current time period t, the delayed workload and the storage status for the current time period t can be obtained and passed on to the next period t + 1 as input information. The horizon runs continually until the planning horizon covers the last working shift. So, by rolling the planning horizon, we decompose the original problem into a series of smaller ones. planning horizon of period t xxx
 
 t
 
 t 1
 
 xxx
 
 t W
 
 t W 1
 
 xxx
 
 planning horizon of period t  1
 
 Fig. 3. The rolling planning horizon
 
 Note that the length of a planning horizon τ is a user-deﬁned parameter. For our problem, a short planning horizon would include less container groups and less working shifts. Thus less computational eﬀort is needed to determine the storage locations for containers and YC assignment within the horizon. However, a long planning horizon would favor predictive power about the future and result
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 in solutions closer to optimal one. The deﬁciency of setting a large value for τ is that long computational time is needed to obtain the optimal solution for each planning horizon. For solving the optimization problem on each planning horizon, we set a computational time limit tmax . If the problem cannot be solved to optimum by the time limit, the best solution that has been found by tmax is adopted. Because of the time limit, the performance of the RHA does not always get better as τ increases since the optimization problem on each planning horizon with a larger τ becomes harder to be solved to optimum. As a result, a sensitivity analysis should be conducted for τ to reach a compromise for the computational eﬀort and solution quality. In addition to high computational eﬃciency, another advantage of the proposed RHA is that it is able to capture dynamic changes of the container terminal operations. As the terminal operations are highly dynamic, perfect information about future events (e.g., vessel arrival and container delivery) is not always available. Hence, the optimization model should be rerun once the information is updated. As the whole planning problem is divided into a series of smaller sub-problems by the RHA, only the sub-problems aﬀected by the updated information need to be rerun. Thus, the computational cost of updating the aﬀected sub-problems is much lower than that of rerunning the whole optimization problem.
 
 4
 
 Numerical Experiments
 
 In this section, computational experiments are conducted to test the performance of the proposed service-oriented model and the RHA. The solution approach is coded in C++ and CPLEX 12.1 is used as the underlying optimization solver, while the service-oriented formulation is coded in ILOG IDE 6.3 which also invokes CPLEX 12.1 solver. All computational experiments are conducted on a PC with 3GHz CPU and 4GB RAM. In the numerical experiments, a working shift is divided into three time steps. We set the working capacity of a YC for one time step to 100 and the storage capacity of a block to 1,500. Each YC is assigned a favorable yard block.The YC movement penalty vj is proportional to the geographical distance between its favorable block and other blocks. YC assignment proﬁles are generated in which YCs are allowed to travel only within the neighborhood of their favorable blocks. Regarding the RHA, we set τ = 2 and tmax = 10sec. Three sets of instances are randomly generated each of which has ﬁve instances with the same parameters as shown in Table 1. The arriving schedule ak is uniformly distributed within the whole planning horizon and the duration-of-stay (bk − ak ) in the storage yard is set to uniformly distributed within [1, 5]. The origins ok and destinations dk of container groups are randomly assigned to the berths at the quayside and the terminal gate. The storage space requirement of a container group qk is uniformly distributed in [50, 200]. Note that the instance scale of Set 3 is comparable to that of real-world operations.
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 Table 1. Predetermined parameters for three instance sets
 
 Set 1 Set 2 Set 3
 
 |Ω|
 
 |Φ|
 
 |T |
 
 |K|
 
 4 8 12
 
 4 8 12
 
 8 12 16
 
 35 100 180
 
 Table 2 presents the computational results of all the test instances. The second and third columns report the optimal solutions or best solutions that have been found by the time limit 10,800 seconds and the CPU time consumed. As CPLEX can only handle smaller scale instances, we report the lower bounds returned by CPLEX in the fourth column denoted by LB in case that no optimal solution is found by the time limit. The results and computational times of RHA are shown in column 5 and 6. The last two columns report the gap between the result of RHA and CPLEX and LB, respectively. GAP 1 compares the results of RHA and CPLEX. As can be seen, near-optimal solutions or better solutions than those found by CPLEX can be obtained by RHA. Besides, RHA is more eﬃcient than CPLEX as much less time is consumed. GAP 2 shows the upper bound of the gap between the RHA solutions and the optimal ones. The results also indicate Table 2. Computational results for three instance sets GAP 1a GAP 2b
 
 CPLEX
 
 LB
 
 RHA
 
 Result (1) Time (sec)
 
 (2)
 
 Result (3) Time (sec)
 
 (%)
 
 19,821.70 67,669.90 33,373.40 14,079.30 13,893.80
 
 1.23 1.25 0.86 15.91 6.01
 
 0.88 0.79 1.08 2.19 0.89
 
 (%)
 
 Set Set Set Set Set
 
 1-1 1-2 1-3 1-4 1-5
 
 19,649.35 67,139.10 33,015.20 13,778.00 13,771.75
 
 8.73 3.13 2.55 840.33 369.19
 
 Set Set Set Set Set
 
 2-1 2-2 2-3 2-4 2-5
 
 70,120.00 44,930.30 63,656.55 21,651.00 56,951.60
 
 > 10, 800 > 10, 800 > 10, 800 > 10, 800 > 10, 800
 
 70,044.85 44,617.55 63,160.55 20,653.35 56,426.35
 
 70,521.70 45,876.60 64,329.15 22,348.90 57,715.75
 
 42.24 58.59 53.84 41.47 35.96
 
 0.57 2.11 1.06 3.22 1.34
 
 0.68 2.82 1.85 8.21 2.29
 
 Set Set Set Set Set
 
 3-1 3-2 3-3 3-4 3-5
 
 95,178.25 71,875.95 79,158.80 70,989.95 115,137.00
 
 > 10, 800 > 10, 800 > 10, 800 > 10, 800 > 10, 800
 
 94,486.05 70,418.20 76,016.65 70,713.60 107,852.20
 
 95,143.75 72,895.25 77,300.50 72,046.55 109,965.15
 
 103.41 109.54 104.43 96.61 111.71
 
 -0.04 1.42 -2.35 1.49 -4.49
 
 0.70 3.52 1.69 1.88 1.96
 
 Average
 
 0.68
 
 2.56
 
 a b
 
 : GAP 1 = [(3) − (1)]/(1) × 100 : GAP 2 = [(3) − (2)]/(2) × 100
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 the good performance of RHA. In conclusion, RHA is a good heuristic approach that balances the computational eﬀorts and solution quality.
 
 5
 
 Conclusion
 
 This paper has proposed a novel service-oriented model for the yard management problem in port container terminals. Unlike previous literature in which two sub-problems of the yard management problem, storage allocation and YC deployment, are solved hierarchically, we integrate the two decision problems to achieve a better storage yard management plan. Besides, the service-oriented model features a concept of YC assignment proﬁle which takes into account the requirement of YC work patterns. The problem is formulated as a mixed integer program and an RHA is applied to obtain near-optimal solutions eﬀectively. Computational experiments have shown that the solution approach can balance the computational eﬀort and solution quality.
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 Abstract. When thinking about automated operations, ports and terminal operators worldwide are investigating new technology to increase the eﬃciency and throughput of their terminals. Recently, double and triple rail mounted gantry crane solutions have been considered and are already in use or currently implemented. While in a latest conﬁguration, a pair of twin cranes running on the same rails in addition to a large cross-over crane running on its own rails is used, it seems not yet clear to which extent using three cranes in one block or stack is proﬁtable even if cross-over cranes are not considered. This paper investigates the possible productivity increase for a side-loaded block layout when two or three rail mounted gantry cranes are used.
 
 1
 
 Introduction
 
 In a world when the time between initial developments to introducing the ﬁnal product to the customer is shrinking continuously, the necessity of a fully functional logistic system is a basic requirement. Today over 60 % of the world’s deep-sea cargo is being placed in containers and transported by ship to harbors all around the world. Because of the increase in traﬃc, the terminals are under strong pressure to match the rising volume with the right amount of capacity. Therefore, the port is playing a key role in connecting water traﬃc with inland transportation, and the target is to minimize and utilize time most eﬃciently. Ports located near major cities usually have problems with the limited amount of storage and thus need to use their available storage space in the most eﬃcient way. The key to matching the increase in traﬃc with a ﬁxed amount of storage is the use of highly automated cargo handling equipments for in-yard transportation, stacking and storing. These technical tools can help to increase the throughput and decrease the ship turnaround time at the terminal. Nowadays these desired improvements are realized through the use of various technical J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 243–255, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 equipments such as automated guided vehicles (AGVs), automated rail mounted gantry (RMG), automated rubber tired gantry (RTG) and automated double rail mounted gantry cranes (DRMG). Nevertheless, ports and terminal operators are always looking for new technology to increase the eﬃciency and throughput of the terminal. As an example, Container Terminal Burchardkai (CTB) in Hamburg, Germany, for the ﬁrst time is going to implement a triple rail mounted gantry crane (TRMG) solution in 2012 [18,8,7]. In a TRMG conﬁguration, a pair of twin cranes running on the same rails in addition to a large cross-over crane running on its own rails is used. However, one has to ask and seek new answers to several questions before executing new plans. Does adding a crane to existing systems automatically lead to more productivity? And if it does, what is the extent of the increase in productivity? Furthermore, one would also have to test whether adding a crane might in fact lower productivity because of the cranes interfering with each other while operating. To provide appropriate answers to these questions there have been several attempts; see the literature review below. Most studies on latest technology as it can be found, e. g., in Hamburg assume that the investigated stacks or blocks in the container yard are operated with end loading. This means that pickup and delivery of the containers takes place in an area which is located at each end of the block (water/landside). Related study results can be applied in container terminals which already use end loaded stacks or when their existing layout can be modiﬁed. Terminals which are using side loaded stacks and which cannot modify their layout due to various reasons might be interested in a side loaded TRMG solution. Note that latest technology developments not only assume front and end loading but also side loading. For instance, the latest automated container system of ZPMC [14] utilizes an automated grid system on the waterside while accessing the blocks/stacks by side loading. The goal of our paper is to provide a simulation study comparing DRMG and TRMG solutions with side loading where overtaking of the cranes is not permitted. To the best of our knowledge this is the ﬁrst attempt to investigate a related side loaded TRMG block layout. After a short literature review we discuss gantry crane processes in Section 3 and the simulation in Section 4.
 
 2
 
 Literature
 
 Container terminal operations have been the topic of almost uncountable research eﬀorts in recent years. A very comprehensive survey is provided and updated in [17,15]. A general exposition of various related problems can also be found in a recent handbook [1]. Scheduling single yard cranes and RTGs is discussed in quite a few papers but the handling of DRMGs is already an issue with much less consideration due to its innovative nature. A simulation approach for operations of an automated terminal is presented in [11] comparing the following concepts: – AGV/single RMG, – conveyance system/single RMG,
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 – overhead grid rail/AGV, – rack/AGV in terms of performance and costs. The results show that automation could improve the performance of conventional terminals substantially at considerably lower cost. It turns out that the AGV/RMG-system is the most cost-eﬀective one. In [2] deployment strategies of DRMG systems for loading outbound containers in traditional yard truck based terminals (without AGVs) are proposed. The authors present an integer programming model and a greedy heuristic, a simulated annealing approach, and a combined DRMG scheduling heuristic for solving the problem. In [13] a comparison of single RMG, twin RMG, and DRMG is presented. Diﬀerent stacking alternatives are evaluated by means of simulation in terms of throughput, ﬂexibility, complexity, operational costs, and investment costs. In [12] twin RMG, DRMG, and TRMG are compared. Overall results show that the twin RMG is the best performing one when storage capacity is taken into account. Per stack module, the triple RMG is the most productive one. The outline is similar to what is available in the studies by [16] for DRMG and [4] for TRMG, where front and end loading is assumed. Most recently, [16] describe an approach for scheduling DRMGs and [4] for scheduling TRMGs in an automated container storage block with asynchronous hand over at the transfer areas at both block front ends. Side loading can be found in many container terminals world wide, but also at intermodal transshipment terminals; see, e. g., [6]. A simulation study on operation rules for automated container yards is presented in [9]. In particular, the authors investigate container stacking rules as well as operational rules of DRMGs in an AGV based system with AGVs driving in an extra lane of the large crane beside the block. They aim at testing two sequencing rules (ﬁrst-in-ﬁrst-out rule and minimum empty travel distance rule) and two crane dispatching rules with and without diﬀerentiating the two cranes based upon their capabilities.
 
 3
 
 Gantry Crane Processes in a Storage Block
 
 A simpliﬁed terminal layout consists of ﬁve basic elements: – One or more quays. – Several cranes, loading and unloading vessels docked at a speciﬁc quay. – Transport means like AGVs/straddle carriers/tractor trailers which deliver the containers from the cranes to the storage block. – Diﬀerent kinds of gantry cranes, which handle the container storage inside the yard and load them onto trucks. – Trucks and trains ensuring the connection from the harbor to the hinterland transportation and therefore handle the transportation to the ﬁnal customer. Details on the structure and handling equipment of a terminal are provided, e. g., in [17]. A basic overview of operations and the basic ﬂow of transports at a seaport container terminal can be found in Figure 1.
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 Truck and Train Operation Area Hinterland Operation
 
 Empty Stock Yard Import/Export Stock
 
 Yard Moves Sheds
 
 Quayside Operation Ship Operation Area Fig. 1. Operation areas of a seaport container terminal and ﬂow of transports [17]
 
 Because of the complex interactions that are caused by the above described layout this paper focuses only on the operations that are performed by the gantry cranes serving the storage block. All activities concerning unloading the vessel itself and transport of containers from the vessel to the yard and from the yard to the trucks which handle the inland transportation will not be considered. 3.1
 
 Storage Block System and Layout
 
 First a basic overview seems appropriate about the container block that is located between the waterside (quay) and the landside (inland transportation). A container block consists of many containers placed next and on top of each other. Usually the block has three predeﬁned dimensions in width, length and height, depending on the space that is available at the terminal and the restrictions by the equipment operating at the block. Subsequently when these dimensions are mentioned they refer to bays and rows in x- and y-dimension and tiers in z-dimension. In everyday business the block may consist of various types of containers, e. g., standard 20 ft and 40 ft containers, reefers which need electrical connection, dangerous goods and oversized (height/width) containers. To simplify matters this paper deals only with 20 ft and 40 ft standard containers (which seems in line with the fact that usually other containers like reefers or oversized containers are handled in speciﬁc areas). At one side of the block a two lane road is located right along the full length of the block. Here AGVs will stop right at the bay location of the eﬀected container to either deliver or pick up a container (this also relates to settings in intermodal (truck-train) terminals [6]). The two lane road is assumed so that transport means such as AGVs are able to pass each other while waiting for pick up or delivery of a container. The lane located closer to the block will be the lane for pickup and delivery, the lane located
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 to the left will be the passing lane. Without the ability to pass each other there would have been a mass backup in traﬃc if an AGV would have stopped right at the ﬁrst bay of the block, blocking the access to the remaining 36 bays. The layout is shown in Figure 2, modifying expositions from [10,16]. Note that this description is not restricted to AGVs and RMGs as handling equipment could easily accommodate, e. g., tractor trailer units rather than AGVs. Furthermore, the situation at the CTB which served as basis for [4] is slightly diﬀerent as water access is from more than one side of the terminal; see, e. g., [8,7].
 
 Fig. 2. Layout of a storage block served by a TRMG (conﬁguration with three cranes of the same height, running on the same rail)
 
 3.2
 
 Diﬀerent Options to Serve the Storage Block
 
 The container block above can be operated through diﬀerent types of technical equipment, yet always depending on the overall applied terminal layout. This paper will focus on two possible ways how to handle in-yard transportation and storage. In the ﬁrst case the block is served by a DRMG system, meaning that two cranes with the same height are running on the same rail. Second the block is served by a TRMG system. In this TRMG conﬁguration, three cranes all with the same height are running on the same rail. In both setups the cranes cannot pass each other due to the fact that they all travel on the same rail tracks. To be able to provide a scientiﬁcally based answer to the initial hypothesis, many diﬀerent conditions, which may aﬀect the productivity, need to be considered. This paper concentrates on comparing the two diﬀerent systems with identical initial situation and identical boundary conditions.
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 Block Fragmentation and Container Placement Inside the Block
 
 Dividing a block can be done in various ways. One option is to split up the block in sections, one only for export containers and one only for import containers. Another possibility is to have no sections at all, i. e., import and export containers will be mixed while stored in the block. This simulation will use the mixed block layout to prevent dead lock situations. The container placement inside the block is based on a weighted search. A weighted search is a search through the entire block the container is assigned to. Every possible position for a container inside the block gets a score based on diﬀerent values for that position. Finally the container is placed at the position with the highest score. The weighted search used in our simulation focuses on three diﬀerent parameters (number of containers in a row, stacking trucks in transit to the bay and unstacking trucks in transit to the bay) and is always applied to the same block. The ﬁrst parameter leads to the result that containers will be placed in rows with the least number of containers already in that row. The two other parameters will prevent AGVs from parking in the same spot to stay as close as possible to the real environment. A constant value will be assigned to all three parameters and depending on the value of the constant the search is weighted. For all simulation runs all three parameters had the same constant value of -0.5 meaning that all parameters had the same impact. To illustrate two diﬀerent positions in the block will be picked at random and the weighted search will be applied; see Table 1 for an example. Due to the result of the weighted search the container will be placed at position 2 because the ﬁnal score is higher (-0.5) than the score for position 1 (-2). Table 1. Position scores in a block
 
 Location (Bay/Row)
 
 Position 1
 
 Position 2
 
 30/3
 
 24/8
 
 Number of containers already placed at this position
 
 3
 
 1
 
 Number of AGVs already parked at the bay
 
 1
 
 0
 
 Final score
 
 3.4
 
 3×(−0.5)+1× 1×(−0.5)+0× (−0.5) = −2 (−0.5) = −0.5
 
 Restacking Problem
 
 The restacking problem occurs when a container that needs to be moved is blocked by others on top of it (for a survey on related relocation and restacking problems see [3]). Considering the layout of the block in Section 3.1, the speciﬁc container in question can either be blocked by just one container or by a maximum of three containers on top of it. To get to the container that needs to be moved next seems obvious. One of the cranes just has to move the blocking containers. The diﬃculty concerning those situations is how to move the container in the least amount of time and with the smallest number of container movements. Because of the complexity of a restacking problem, a fully independent simulation study could be performed focusing on the time that is needed
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 for each restacking operation. Therefore, this simulation will not diﬀerentiate between diﬀerent restacking algorithms and just use one algorithm based on the predetermined container placement strategy for the storage block. If a restacking operation needs to be performed the crane will look within the aﬀected bay for the row with the least amount of containers already in it. After the row is located the container is automatically placed there. If there is no free spot at all, the crane will switch the bay and the algorithm will start over again until the operation is ﬁnished. Choosing the row with the least amount of containers could also help to prevent new restacking operations. But to provide a scientiﬁc answer to the statement another simulation study using some other restacking algorithm needs to be performed. 3.5
 
 Processes within the Block System
 
 This paper diﬀerentiates between two kinds of diﬀerent jobs that can be executed by the cranes. The movement of the containers itself concerning the two jobs is the same. The only diﬀerence is that export containers have the vessel as ﬁnal destination and import containers have the yard as ﬁnal destination. The only diﬀerence between the two systems is that in the DRMG setup only two cranes will perform the stacking and unstacking operations in the block compared to three cranes in the TRMG setup. Possible container movements are: 1. Import containers will be unloaded by one of the three quay cranes, loaded to the AGVs which will ensure the transport of the containers from the vessel to the yard where they will be picked up from the RMGs and stored in the block using the weighted search explained above. 2. Export containers will be picked up by the RMGs inside the block, loaded to the AGVs which will ensure the transport from the yard to the vessel where they will be picked up from one of the three quay cranes and loaded into the vessel. Movements from the yard to the gate or to trucks which handle the hinterland transportation will not be considered in this simulation study. 3.6
 
 Crane Rules
 
 This section concentrates on the interferences of the cranes while operating. In order for the cranes to work without any kind of disturbances (e. g., collisions) the cranes need to follow some basic rules as follows (these rules or restrictions will apply for both systems DRMG and TRMG): – While operating, a safety distance between the cranes must be respected at all points in time. – The velocity of the cranes is considered constant. No acceleration and breaking time will be taken into account. – The length and the width of the block itself are predeﬁned. – A new job can only be started by a crane if the preceding job is already ﬁnished.
 
 250
 
 J. Klaws, R. Stahlbock, and S. Voß
 
 – A loaded crane always has the right of way. – If two loaded cranes hinder each other, the crane with the earlier due date of its container has the right of way. – Before starting the simulation the block is assumed to be ﬁlled (either based on real data or) randomly with import and export containers using the container placement strategy described in Section 3.3 (in this way it would be easy to replace the blockﬁlling by real data). – A crane is performing a movement only in one direction at a time (Manhattan metric). – The simulation is based on a pre-deﬁned number of containers that will pass through the system. On which side of the system the containers will enter is based on the service applied to the vessel; see below.
 
 4
 
 Simulation Scenario Design
 
 In this section we describe the settings of our simulation together with related results. As simulator we use the simulation software Flexsim CT 3.0 [5]. All experiments are run on a personal computer with 2 GB RAM and an AMD Turion X2 CPU, 2.2 GHz. 4.1
 
 Simulation Setup
 
 As basic setting, the following parameters are used. The block consists of 10 rows, 37 bays and 4 tiers counting up to 370 positions for 20 ft containers and 185 for just 40 ft containers. The overall simulation setup consists of four basic elements: 1. 2. 3. 4.
 
 A speciﬁc quay (500 m long) for the vessel. Three quay cranes which will unload and load the vessel. AGVs which will transport the containers between the vessel and the yard. Two or three RMGs serving the block depending on which system is applied.
 
 In our study we assume that all RMGs operating at the block regardless of the system they are part of (DRMG/TRMG) are of the same height and will all travel on the same rail tracks which means they are not able to pass each other. To avoid a collision between the RMGs a safety distance of at least two bays is implemented and respected at all points in time. The AGVs will travel along the side of the block and will stop right next to the bay location of the container where they will be either loaded or unloaded by one of the RMGs. The RMGs are not tied to a speciﬁc area of the block (bays/rows) and could (in theory) serve the whole block but are always restricted in their movements because of the safety distance. Therefore, there will be a dynamical distribution of the RMGs on the entire block. The total numbers of import and export containers are displayed in the hatch proﬁle, which is a table of operations that are to be executed on the hatch by a single quay crane. Operations are executed in order, commencing with the ﬁrst
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 Fig. 3. Hatch proﬁle
 
 row and proceeding to each subsequent row until the full table has been executed. The hatch proﬁle used for all simulation runs can be found in Figure 3. A service which consists of multiple hatches is always assigned to a vessel and describes how many import and export containers in total are loaded to or discharged from the vessel. The service used in all simulation runs consists of the hatch described above multiplied by three, meaning that a total of 240 containers will be discharged and 270 containers will be loaded onto the vessel. The 270 export containers will be assigned to the block using the weighted search while starting the simulation. By using this method there will be no required warm up time or a previous simulation run necessary to have the storage block ﬁlled with containers. Details on the service can be found in Figure 4.
 
 Fig. 4. Service table
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 The applied service results in a frequent traﬃc of AGVs between the quay cranes and the RMGs serving the yard. Because the transport of the containers between the quay and the yard is not the focus of this paper we assume that there are enough AGVs to prevent a bottleneck situation caused by the AGVs. Moreover, we assume no deadlock situations due to too many AGVs operating in the same area. RMGs and quay cranes therefore do not have to wait on AGVs and are just limited to their own performance. The RMGs serving the block will place import containers inside the block using the weighted search explained above. If export containers that are scheduled to move next are blocked a restacking operation needs to be performed. In this case the RMG looks for the next free spot inside the same bay and the blocking container will be moved there. The last part of this subsection provides a brief overview of how the simulations were performed. For all simulation runs just one vessel with the above mentioned service is processed. This counts up to 510 moves that need to be completed before the vessel can exit the berth. Entering and leaving the berth is always bonded with a certain amount of time that is needed to tie down the vessel at the quay and to untie the vessel before leaving the quay. For both operations a total of 75 minutes are considered into the calculation. To tie down the vessel 45 minutes are considered before the quay cranes can actually start unloading the vessel. After completing to load the vessel it takes another 30 minutes for the vessel to prepare to leave the quay. The simulation system is conﬁgured so that computation times are 60 times faster compared to the real world. 4.2
 
 Results
 
 For the results presented next, twenty simulation runs for each system (DRMG and TRMG) were performed. After some initial simulation runs it became obvious that the traﬃc was always concentrated at one part of the storage block. To avoid the concentration to just a small section of the block and cause a traﬃc jam by the waiting AGVs, the block was separated into three sections: two sections consisting of 12 bays and 10 rows and one section consisting of 13 bays and 10 rows, counting up to a total of 37 bays with 10 rows. The three sections were combined to an import/export area. A container coming from the vessel was assigned at random to one of the three sections of the area and the placement of the containers was still done using the weighted search. Furthermore the RMGs were still just limited in movements because of the safety distance due to the fact that they all were assigned to the import/export area and not just to a speciﬁc section of the block. Using this setup helped a lot to spread traﬃc throughout the whole block and to stay closer to the real environment. We also assumed that AGVs are able to recognize when an operation is nearly completed so they can begin to work on the next operation. Without this ability the AGVs would have waited in the yard next to their last discharge. Because this is ineﬃcient the value ”Look ahead” in the hatch proﬁle was set to one. The overall gain in productivity between both systems was quite signiﬁcant. By looking at the average time at berth for a vessel served by a DRMG system
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 Fig. 5. Average time at berth for a vessel whose storage block is served by either a TRMG or a DRMG system
 
 and the average time at berth for a vessel served by a TRMG system a signiﬁcant increase was observed. The average time at berth for a vessel served by a DRMG system was 8.34 hours compared to an average of 7.17 hours for a vessel served by a TRMG system. The data shows that a TRMG system always performed better than the DRMG system in all twenty simulation runs; see Figure 5. This means an average reduction of more than 14 % of the time at berth for a vessel. Finally, we discuss some results to investigate the sensitivity of the above results. First we assume that the containers are no longer spread over the whole block but that they have been stacked more densely over each other. That is, rather than distributing containers over the whole block we assume that Table 2. Sensitivity analysis results for DRMG and TRMG systems Simulation run Segregated bays Segregated bays Empty no. DRMG TRMG bays/positions Berth time Berth time DRMG (in h) (in h) Berth time (in h)
 
 Empty bays/positions TRMG Berth time (in h)
 
 1 2 3 4 5 6 7 8 9 10
 
 7.79 8.01 7.79 7.89 7.92 8.28 8.05 7.97 7.92 8.02
 
 6.99 7.05 7.01 6.91 6.81 7.16 6.76 6.94 7.02 6.56
 
 8.30 8.38 8.20 8.17 8.49 8.28 8.26 8.46 8.35 8.37
 
 7.63 7.18 7.22 7.21 7.23 7.09 7.21 7.21 7.11 7.37
 
 Mean
 
 7.96
 
 6.92
 
 8.33
 
 7.25
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 containers are stored in segregated bays (see columns 2 and 3 of Table 2), i. e., bays holding containers which are all the same type. Another test assumes a setting similar to the weighted search described above but with a simpliﬁcation such that we are searching for empty bays and positions ﬁrst (see columns 4 and 5 of Table 2). Overall we can see that the productivity gain of a TRMG system over a DRMG system is similar no matter which of the modiﬁed search rules is applied. Additional tests would be necessary to recommend speciﬁc weights but this was beyond the scope of the reported simulation results.
 
 5
 
 Conclusion
 
 In this paper we have studied a speciﬁc TRMG system in comparison with a related DRMG system. Compared to more advanced systems where one crane may overtake one or two others, this system may be more easily implemented in already existing terminals. Looking at the simulation results it can be clearly admitted that a block served by a TRMG system is more productive than a block served by a DRMG system. A third crane therefore leads to more productivity in the simulated scenarios. Note, however, that the achieved results are only valid for a block setup where the RMGs are side loaded. Further research in the performed simulation could focus on dual cycling mode which means, AGVs dropping oﬀ an import container at the block will automatically be loaded with an export container. This reduces empty travels of the AGVs between the yard and the quay and therefore contributes to even better productivity. Other ideas could focus on changing the algorithm on how to place containers in the yard or changing the rules for restacking operations. Various parameters can be change in the simulation setup and they will probably all have a diﬀerent eﬀect on the productivity of a terminal. Most interesting could be the comparison of a side loaded and an end-loaded stack served by a TRMG system. Here not only the time at berth for a vessel is important but also a possible gain in space using the end-loaded stack plays an important role when the overall ship traﬃc develops as predicted. Looking at the research in container terminal setups using simulation software like Flexsim CT 3.0 one has to admit that the development has just begun to pick up pace and will support more and more when deciding which layout or which system (TRMG/DRMG) for a container yard is more productive. This will help to choose the best possible solution before even starting to implement any changes.
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 Abstract. This paper describes a randomized algorithm with Tabu Search (TS) for multi-objective optimization of large containership stowage plans. The algorithm applies a randomized block-based container allocation approach to obtain a Pareto set of stowage plans from a set of initial solutions in the ﬁrst stage, and uses TS to carry out multi-objective optimization on the Pareto set of stowage plans in the second stage. Finally, a group of non-dominated solutions is generated based on objectives such as the number of re-handles, the completion time of the longest crane, the number of stacks that exceed the weight limit, the number of idle slots, horizontal moment diﬀerence and cross moment diﬀerence. Experimental results based on real data show that the proposed algorithm is able to obtain better stowage plans compared with human planners.
 
 1
 
 Introduction
 
 Nowadays, approximately 90 % of the commodity around the world are containerized and transported by containerships [4]. The stowage planning of containers onboard the ships is one of the most critical problems in shipping industry and it aﬀects the shipping lines’ operating cost signiﬁcantly. Existing stowage planning process is mainly carried out by human planners. The quality of the stowage plans prepared by human planners largely depends on their experience and intuition about the characteristics of containers and stowage requirements. However, to become a professional stowage planner, it takes years of training onboard containerships. Thus, there is a shortage of experienced planners in the shipping industry. Furthermore, the ,market of maritime transportation has been growing dramatically over the past 20 years. This requires larger containerships to cater to the increased demands from the customers. The largest containership available now has reached the size of 15,000 TEUs (Twenty-Foot Equivalent Unit) [9]. Therefore, shipping lines are facing increasing challenges in generating eﬃcient and feasible stowage plans for large containerships. In order to help the shipping industry cope with this increasing challenge, our research work aims to develop a fully automated stowage plan generation system J.W. B¨ ose et al. (Eds.): ICCL 2011, LNCS 6971, pp. 256–272, 2011. c Springer-Verlag Berlin Heidelberg 2011 
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 for large containerships. The detailed architecture of the system can be found in our previous published work [8]. In this paper, we proposed a randomized algorithm with TS for multi-objective optimization of large containership stowage plans in the automated stowage plan generation system. The remainder of the paper is organized as follows. Section 2 reviews some related literatures in the ﬁeld of stowage planning. In Section 3, we present deﬁnitions of some key objectives in the stowage planning problem. Our proposed optimization algorithm in the automated stowage plan generation system is described in Section 4. In Section 5, case studies and experimental results are presented. Finally, Section 6 concludes this paper and outlines some future work.
 
 2 2.1
 
 Literature Review Previews Research
 
 The Master Bay Plan Problem (MBPP) [1], which refers to the problem of deciding the stowage conﬁguration of containers on a containership, has been studied by shipping companies and researchers since 1970. Initially the researchers tried to use traditional method to solve this problem. They mainly focused on establishing a set of 0-1 linear programming formulation which can translate the stowage planning problem including all the constraints and requirements into a mathematical model. If the linear programming formulations are well deﬁned, theoretically an optimal solution can be obtained. However, the search space of the established mathematical model depends on the capacity of the ship, volume of containers and the complexity of the operational constraints. Even for a medium size containership, e.g., a 2,000 TEUs vessel, the problem becomes a non-trivial one due to the large number of variables and inequalities needed for the formulations. Moreover, the stowage planning problem has been proven to be NP-complete in [2,3]. It is very hard or even impossible to guarantee an optimal solution in a reasonable execution time for a real size commercial containership. On the other hand, the ship building industries have been growing dramatically over the years. Ships with new structures are coming out every year. It is sometimes diﬃcult to establish a set of linear programming formulations to express the stowage planning problem due to the nature of the special structure of the ships. Thus, researchers have been trying to develop heuristics to provide feasible and eﬃcient solutions. A brief review of some recent research works follows. The work by Ambrosino and Sciomachen in 2004 [1] described a strategy for solving the stowage planning problem. They proposed a heuristic approach before performing a 0-1 linear programming model. The idea is to take a set of heuristic preprocessing of containers and pre-stowing procedures to allow the relaxation of some constraints of the original 0-1 linear programming model, and ﬁnally reduce the search space of the model. Although this strategy reduced the processing time to a reasonable level, about 20 minutes for one plan, some assumptions applied in the preprocessing stage made the problem unrealistic. For example, usually a containership has to visit several ports in one voyage. At
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 each port some containers onboard have to be discharged and new containers have to be loaded. But in [1], they only considered the loading problem at the ﬁrst port. Crane intensity, which stands for the utilization of quay cranes used to load and unload containers, was also not considered. Wilson and Roach [10,11] developed a methodology for generating computerized stowage plan. In their approach, instead of establishing a 0-1 linear programming model, they proposed a two-step stowage planning procedure which consists of a strategic level and a tactical level. First in the strategic level, a branch-and-bound algorithm was developed to assign generalized containers in each bay of a vessel. In the second tactical step, TS was applied to match each individual container into a proper location of one bay. Their approach is capable of obtaining a feasible solution but optimality is not guaranteed. Also, a single objective function is used for the optimization purpose. Kang and Kim [7] developed a method to divide the stowage planning problem into two sub-problems, one for allocating container groups into the cargo holds and one for determining the detailed allocation pattern of containers within each cargo hold. The ﬁrst sub-problem was solved by a greedy search algorithm, while the second sub-problem was solved by a tree search method. A single objective function was developed to evaluate the solutions. These two sub-problems were solved iteratively until the objective value cannot be improved anymore. However, in this research they simpliﬁed the problem by only allowing 40Ft container to be stowed onto the ship. Because their approach still involved linear programming, the computation time was also relatively long compared with Wilson and Roach’s approach [10,11]. The stowage planning problem is inherently a multi-objective optimization problem where some of the objectives can be conﬂicting. In multi-objective optimization, the goal is to look for a set of solutions which represents trade-oﬀs with respect to the constraints. But all the research work mentioned above simpliﬁed this requirement. They designed a single objective function which associated a weight to each objective factor of the problem and obtained a single value to evaluate the solution. Using such methodology, a solution with optimum value in term of a single objective function may not be the optimal in term of multiobjective optimization. Xiao et al. [12] proposed a block stowage algorithm to take the distribution of workload among quay cranes into consideration. This algorithm tried to optimize two important objectives, namely the number of re-handles and the quay cranes’ utilization at the same time. By setting tolerance factor to diﬀerent levels, solutions with a low number of re-handles and a high quay crane utilization could be obtained. Although their work did not yet consider the issue of ship stability, their proposed framework contained a planned module to solve the ship stability problem. In their follow-up work [8], besides the existing block stowage algorithm, Liu et al. proposed a block selection algorithm to further consider the quay crane utilization and ship stability problem. In this block selection algorithm, they proposed two diﬀerent approaches to cater to the requirements for quay crane
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 utilization and ship stability, namely the workload-based approach and the distancebased approach. The former was designed to obtain solutions with better quay crane utilization, while the latter was aimed at achieving better container weight distribution along the ship. The experimental results showed that the block selection algorithm exhibited good performance in terms of quality of the solutions and execution time. However, as the two proposed approaches were mutually exclusive, the quay crane utilization and the even distribution of containers weight may not be optimized at the same time. In this paper, we describe a randomized algorithm with TS for multi-objective optimization of large containership stowage plans based on [12,8]. 2.2
 
 Tabu Search
 
 The initial idea of TS was introduced by Glover in 1977 [5], and in 1993 the principal method of TS was proposed by Glover, Taillard and de Werra in their research work [6]. They explained that a global optimum of an optimization problem could be obtained by making a sequence of moves from one feasible solution of an optimization problem. Each move from one solution to another is the best available, but some moves are deﬁned as tabu or illegal at certain iterations to avoid cycling and getting stuck to the local optimum. However, in some circumstance a tabu move may be desirable and an aspiration criterion is needed to allow the move to be made. Since its introduction, this mechanism has been successfully used to solve optimization problems such as job scheduling, layout optimization, traveling salesman problem and vehicle routing problem. In this paper, we applied TS to solve the stowage planning optimization problem for large containerships.
 
 3 3.1
 
 The Stowage Planning Problem Problem Description
 
 The stowage planning problem is to generate a stowage plan for a given containership at a port which will go on a given voyage. A containership contains a number of bays with bay index increasing from bow to stern. There are two kinds of bays, 40 foot and 20 foot bays, respectively. A 40 foot bay consists of two contiguous 20 foot bays. Each bay is formed by a number of rows across the width of the ship. Each row is a vertical stack of stowage locations from bottom to top. Bays are usually divided by hatches into two sections, on deck and under deck. Detailed introduction of containership structure can be found in [8]. The voyage of the containership is a sequence of the ports this ship will visit to unload and load containers. The stowage planner will also be given a list of containers that are to be loaded at the current port and to be unloaded at the various downstream ports along the voyage. There are mainly two types of containers deﬁned by the physical size. The dimension of a 20 foot container is 8 feet wide, 8 feet 9 inches high and 20 feet long. A 40 foot container is with the same width and height as a
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 20 foot container, but twice the length of it. Besides grouping the containers by their sizes, containers can be grouped based on their characteristics into general containers, reefers, high cubes and hazardous containers. For detailed information of the diﬀerent types of containers, one can refer to [8]. A stowage plan needs to be generated which optimizes on a number of objectives. 3.2
 
 Objectives
 
 The following objectives are considered. • Number of re-handles Containers are stowed in vertical stacks on a containership, which is a LIFO (last in, ﬁrst out) system. When a container is discharged from the ship, all the containers above it in the same stack must be discharged ﬁrst. In some cases, if the container is located under a hatch, in order to access this container, all the other containers above the same hatch must be discharged as well. Re-handle happens when a container is supposed to remain on board at one port, but for some reasons, either discharging other containers or stowing in new containers under it, this container has to be discharged ﬁrst and loaded back again. This kind of operations brings additional quay crane movements for containers, which results in extra cost in both time and money. Therefore, reducing the number of re-handles is one of the key objectives in our research work. It can be described as, min
 
 
 
 [oh (ruh + ah ) + (1 − oh )rah ]
 
 (1)
 
 h∈H
 
 H denotes the set of all the hatches. oh denotes whether hatch h is opened. ruh denotes the number of re-handled containers under hatch h. ah denotes the number of containers not being unloaded at the current port on hatch h. rah denotes the number of re-handled containers on hatch h. 
 
 oh = min(1,
 
 x(p−1)ijkc
 
 ¯p i∈Bh ,j∈Rh ,k∈UTij ,c∈C
 
 +
 
 
 
 |x(p−1)ijkc − xpijkc |)
 
 (2)
 
 ˆp i∈Bh ,j∈Rh ,k∈UTij ,c∈C
 
 Bh denotes the set of bays contain hatch h. Rh denotes the set of rows contained in hatch h. U Tij denotes the set of tiers under deck in bay i row j. C¯p denotes the set of containers being unloaded at port p. xpijkc is a variable indicating whether a container c is stowed in bay i row j tier k at port p. Cˆp denotes the set of containers on board the ship both before unloading and after loading at port p.
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 (3)
 
 ˆp i∈Bh ,j∈Rh ,k∈ATij ,c∈C
 
 ATij denotes the set of tiers on deck in bay i row j. rah = {c ∈ Cˆp |∃i ∈ Bh , ∃j ∈ Rh , ∃k ∈ ATij ,  x(p−1)ijmc2 x(p−1)ijkc = 1, +
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