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 INTRODUCTION
 
 R. Bayer, R.M. Graham, J.H. S a l t z e r , G. SeegmUller
 
 This book contains the l e c t u r e notes of an Advanced Course on Operating Systems held at the Technical U n i v e r s i t y Munich in 1977 and 1978. The material of the course was discussed and organized during a preparatory seminar attended by a l l lecturers in early 1977. An attempt was made to agree upon a uniform approach to the f i e l d of Operating Systems. The course d i f f e r s from the usual approaches in i t s emphasis and selection of topics. We presume t h a t the reader has had the experience of a more t r a d i t i o n a l operating systems course and that he has worked with some real operating systems also. The set of topics of t h i s course is not the t r a d i t i o n a l set. I t is strongly influenced by two considerations. The f i r s t
 
 observation is the beginning of a dramatic change in trade-
 
 offs in view of decreasing hardware costs. The second one has to do with r e c e n t l y emerging new r e s u l t s in computer science which r e f l e c t a better understanding of several areas c l o s e l y related to operating systems. So we are not going to present much on programs, processes, scheduling, resource control blocks, b u i l d i n g of f i l e
 
 systems
 
 and performance modelling. Rather an attempt w i l l be made at a more i n t e n s i v e t r e a t ment of areas l i k e protection, correctness, r e l i a b i l i t y ,
 
 networks and d e c e n t r a l i z a t i o n .
 
 What is an operating system? Although there are many terms used for the versions of e x i s t i n g operating systems, and no u n i v e r s a l l y accepted d e f i n i t i o n , there is c e r t a i n l y agreement t h a t operating systems are essential parts of at least the f o l l o w i n g three conceptual kinds of computing systems.
 
 Programming systems consisting of e d i t o r s , compilers, debuggers, . . . the operating system, the hardware. Data base systems consisting of data base managers, the operating system, the hardware. A p p l i c a t i o n system s c o n s i s t i n g of a p p l i c a t i o n programs, the operating system, the hardware. There is also agreement on those aspects that are at the heart of operating systems. In f a c t , the terms nucleus or kernel are often used f o r the most essential functions of an operating system. Much of the research and development in operating systems has focused on resource management and the userls i n t e r f a c e to t h i s management. Our view of operating systems and the focus of t h i s course is resource management in a very wide sense and the attendant user i n t e r f a c e . We shall concentrate on the semantics of t h i s i n t e r f a c e , on internal system structure and, to some extent, on hardware a r c h i tecture. I t is i n t e r e s t i n g and i n s t r u c t i v e to look b r i e f l y at the h i s t o r y of modern computer systems. In the beginning, computers were small, simple, and free standing. Each i n dividual could use the machine on a one-to-one basis. Generally, there has been an evolution from t h i s state to the current large, complex, multiprogramming, m u l t i p r o cessor, central systems with v i r t u a l memory and many a n c i l l a r y devices and subsystems. The major trends have been: from one user to many users of the same system; from isolated users to cooperating users; from sequential batch to multiprogran~ing, to time sharing; and, in beth hardware and software, an increase in the degree of concurrency. Most importantly, we see a trend toward increased concern with the management of non-physical resources. The f i r s t
 
 computer users always had the e n t i r e computer a l l to themselves f o r some
 
 interval of time. A user always had a l l the resources. Any resource management facilities
 
 provided by an operating (or programming) system were e n t i r e l y for the
 
 user's convenience. As the user community grew i t was necessary to insure e f f i c i e n t ,
 
 equitable d i s t r i b u t i o n of the system's physical resources among a l l the contenders. I t has become clear that any kind of sharing, even sharing between the operating system and a single user, requires resource management f o r the shared resources. Even in a sequential batch system, a user had to be prevented from monopolizing the computer. Thus: system management of the central processor was required~ at least to the extent of l i m i t i n g the execution time of user programs. Memory was another resource t h a t was managed quite e a r l y . The operating system i t s e l f
 
 required some p r i -
 
 mary memory. The programs and data of other users in the batch had to be protected from destruction by the user program c u r r e n t l y executing. This was e s p e c i a l l y true as soon as d i r e c t access secondary memory was a v a i l a b l e in s u f f i c i e n t q u a n t i t y to make permanent data storage f e a s i b l e . Hence, system management of I/0 devices and secondary memory were required. As the hardware became more complex, the management of these physical resources became more comprehensive and complex. Multiprogramming and time sharing had a substantial impact on resource management. Management of the processor evolved from simply enf o r c i n g the maximum execution time f o r a user's program to m u l t i p l e x i n g the central processor(s) among a number of d i f f e r e n t user programs. Primary memory management evolved from a simple d i v i s i o n between the system and a s i n g l e user to v i r t u a l memories, which f a c i l i t a t e
 
 simultaneous sharing of primary memory among many users and the t r e a t -
 
 ment of secondary memory as a d i r e c t extension of primary memory. I t is a p r i n c i p l e of science that as complexity increases, the need for abstractions to deal with t h i s complexity also increases. The evolution of operating systems is no exception. Early abstractions were f i l e s and processes. In each instance the abstraction takes the form of some non-physical resource and benefits both the user and the system. The abstraction of a f i l e
 
 gives the user a u n i t of information that is extreme-
 
 l y useful in organizing his data. Complex movement and manipulation of large amounts of data can be expressed very simply by the user in a d e v i c e / l o c a t i o n independent way. At the same time, because of the abstract nature of f i l e s ,
 
 system management of these
 
 resources translates e a s i l y i n t o the management of physical secondary storage and I / 0 devices. In a d d i t i o n , since the user does not specify d e t a i l s , the system has much greater l a t i t u d e in physical memory management and more potential for e f f i c i e n t u t i l i z a t i o n of i t . In l i k e manner: the abstraction of a process permits more e f f i c i e n t systems management of the central processor(s) as well as i n d i r e c t l y c o n t r i b u t i n g to the ease of management of a l l other resources. The user also benefits from the process abstraction. With i t he can establish sets of cooperating concurrent ~rocesses which not only take maximum advantage of the system's p a r a l l e l i s m , but often r e s u l t in clearer formulation of
 
 the problem to be solved. The notion of an abstract machine which is available to each user encompasses the essence of t h i s d i r e c t i o n of abstraction. What is the current state of a f f a i r s ? In a recent workshop the lecturers of t h i s .course concluded that the classic problems of physical resource management and concurrency management are well understood: at least to the extent that t h e i r implementa t i o n is routine and minor enough that operating systems that are s a t i s f a c t o r y to the market place are being b u i l t . We have chosen to omit from t h i s course any consideration of these problems. Acceptable solutions are widely known. In f a c t , a l l of the recent textbooks on operating systems contain extensive discussions of these problems and t h e i r solutions. Rather we t r i e d to focus on problems that were less well understood in the past - that are on or near the f r o n t i e r of the f i e l d and that showed s i g n i f i c a n t progress w i t h i n the l a s t few years. For example, none of the textbooks has an adequate discussion of protection, yet t h i s is one of the most important problems in the design of new operating systems. Abstractions are based on models. We recognize that models are not only needed to cope with complexity, but u l t i m a t e l y they are needed to v e r i f y or v a l i d a t e the correctness and other desired properties of a s p e c i f i c system design. Models for the underl y i n g hardware are the foundation upon which more abstract, general models are b u i l t , since they give us i n s i g h t into the fundamental mechanisms for the f i n a l i n t e r p r e t ation of a program that is required to produce actual r e s u l t s . In a d d i t i o n , through them we can glimpse a future kind of a r c h i t e c t u r e with many p a r a l l e l a c t i v i t i e s , highly distributed. The object model is the basis for the abstract resource, an object. This very general model is applicable to both software and hardware. I t has benefitted from more recent developments in the study of programming languages. This b e n e f i t is not i n c i d e n t a l . There, the need for careful s p e c i f i c a t i o n of interfaces with t o t a l protection of t h e i r implementation has led to the i n t r o d u c t i o n of abstract data types. Objects in operating systems correspond to data types as they appear in some more recent programming languages. The object model seems, in some sense, to capture fundamental properties that pervade a l l aspects of modern operating systems: protection, naming, binding, data~ procedures, and physical devices. A model of t h i s nature seems to be necessary in order to r e a l i s t i c a l l y
 
 consider the v a l i d a t i o n of important properties
 
 of an operating system, such as correctness and r e l i a b i l i t y . There are
 
 a substantial number of major problems that a f f e c t the e n t i r e f i b e r of the
 
 more advanced operating systems. Most of these problems appear in the newer system organizations, such as, data base operating systems, d i s t r i b u t e d systems, and networks of computers. In these new settings the problems tend to be an order of magni-
 
 tude more d i f f i c u l t .
 
 Naming and binding are fundamental. Resources cannot be managed
 
 without the use of names. The value of symbolic names was recognized long ago. Symbolic names need to be bound to specific objects. The complexity of this problem, when conjoined with protection and multiple computers networked together, is staggering. Protection, d i f f i c u l t
 
 enough in multiuser, timesharing systems, is f a r more com-
 
 plex when the access controls must extend throughout a network with a d i s t r i b u t e d data base. An important property of networks and d i s t r i b u t e d systems is that d i s t i n c t components are often under d i f f e r e n t administrative controls, thereby adding new problems of coordination, protection, naming, and r e l i a b i l i t y . The importance and need for correctness and r e l i a b i l i t y
 
 of operating systems has a l -
 
 ways been recognized. However, sensitive applications are currently being implemented within unreliable systems. Correctness and r e l i a b i l i t y
 
 issues are not unique to operat-
 
 ing systems, but they are much more s i g n i f i c a n t in t h i s context. An undiscovered, minor bug in the system or a breach of the protection mechanism can r e s u l t in great financial loss or even the loss of human l i v e s . What about the future? New hardware developments always influence the organization and function of new operating systems. Advances in communications technology have made networks of computers possible. New production and m i n i a t u r i z a t i o n techniques make i t possible to mass produce cheap processors. Distributed systems and highly p a r a l l e l machines are i n e v i t a b l e . What are the advantages and disadvantages of such systems? What is the appropriate user interface? Current models are inadequate to deal with questions of correctness and r e l i a b i l i t y
 
 - nor are they of much help in
 
 guiding the designer to a simple and e f f i c i e n t implementation. Many of the readers w i l l be deeply involved in these problems. In the lectures that follow, we hope that we w i l l be able to help the reader prepare to cope with these problems.
 
 CHAPTER 2.A.
 
 Anita K. Jones Carnegie-Mellon University Pittsburgh, Pa., USA
 
 The Object Model:
 
 A conceptual Too] f.0.r, Struc.tur.ing software.
 
 THE O ~ E C T MQDEL: A CgNCEP~AL TOOL FOR STRUCTURING SOFTWARE Anita K. Jones Department of Computer Science Carnegie-Mellon University Pittsburgh, PA 15213 USA
 
 Computers are programmed to simulate complex physical and abstract design, construct, and communicate
 
 systems~
 
 these programmed systems to others,
 
 need appropriate conceptual tools.
 
 The object model is
 
 both a concept and
 
 a tool.
 
 It provides guidelines for characterizing the abstract entities in terms of think.
 
 In particular,
 
 expression
 
 of the
 
 conducive
 
 can
 
 them
 
 object model
 
 different
 
 integrated with
 
 provides a framework
 
 in terms of it is
 
 between
 
 as programs.
 
 be assigned
 
 can be
 
 programmed systems; volume.
 
 of the
 
 dependency relations
 
 to render~g
 
 programmers products
 
 use
 
 An
 
 parts of
 
 a minimum
 
 can
 
 lead to
 
 clear
 
 these entities example benefit a
 
 design to
 
 which to think
 
 in a
 
 way
 
 used in
 
 that is
 
 that different
 
 program, The
 
 and their
 
 object model
 
 about and communicate
 
 implicitly and explicitly
 
 which we
 
 and explicit
 
 is
 
 of inconsistencies.
 
 To
 
 human beings
 
 designs for
 
 other papers
 
 in this
 
 evolved over the past decade or so.
 
 It has
 
 Thus, it is appropriate to explore the model itself.
 
 The notion of the object model has roots at least as
 
 far back as the
 
 Simula language design [Dah168].
 
 Researchers in
 
 the area of programming methodology are investigating the object model and of abstractions it enables [Liskov76]. incorporate constructs
 
 to assist
 
 object model [Wulf77, Liskov77]. and against use
 
 thinking in
 
 programming languages the framework
 
 In this paper I will not develop the
 
 of the object model,
 
 explain the model generally, and
 
 Some recently designed
 
 the programmer
 
 nor will I explore
 
 the kinds
 
 of the
 
 arguments for
 
 its many nuances.
 
 consider some of its ramifications with
 
 I will
 
 respect to
 
 operating systems.
 
 I.
 
 The Object Model In the object model emphasis is placed on crisply characterizing
 
 of
 
 the
 
 physical or
 
 abstract
 
 system to
 
 be
 
 modeled by
 
 a
 
 the components
 
 programmed
 
 components, that are thought of as being "passive', are called objects. a certain "integrity" which should not--in fact, cannot-~be violated. only change state, behave, be manipulated, ways
 
 appropriate
 
 to
 
 that
 
 object.
 
 properties that characterize an object is
 
 characterized by
 
 An
 
 object can
 
 or stand in relation to other
 
 objects in
 
 Stated
 
 differently,
 
 and its behavior.
 
 invariant properties
 
 including: it
 
 inside its shaft; it cannot
 
 be moving and stopped at
 
 only one
 
 it's maximum
 
 floor at
 
 cannot be exceeded.
 
 a time; Any
 
 system~ The Objects have
 
 there
 
 invariant
 
 An elevator,
 
 for example,
 
 only travels
 
 up
 
 the same time; it can
 
 capacity, measured
 
 in volume
 
 elevator simulation must incorporate these
 
 they are integral to the notion of an elevator.
 
 exist
 
 and down stop at
 
 and weight,
 
 invariants, for
 
 The object model dictates that these invariant properties are preserved by a set of operation~ that are the only means by which an object can be directly manipulated. To alter or even to determine the state of the object~ an appropriate be
 
 invoked,
 
 behavior.
 
 Thus,
 
 the set
 
 of
 
 operations for
 
 an object
 
 operation must
 
 collectively
 
 define its
 
 In practice, the number of operations required for an object is relatively
 
 small (say, from three to twelve). The behavior The first one state.
 
 of any elevator
 
 would be used
 
 only once to
 
 For example, the Install
 
 building,
 
 such as
 
 elevator is
 
 the number
 
 Installed, the
 
 passengers who wish only the
 
 object could be
 
 three operations.
 
 'install' the elevator,
 
 initializing its
 
 operation would fix the relevant parameters of floors,
 
 other two
 
 in which
 
 the elevator
 
 operations, Up
 
 to change floors.
 
 procedures implementing
 
 state of the elevator.
 
 defined using
 
 In
 
 exists.
 
 and Down,
 
 can be
 
 a programmed simulation of
 
 the three operations
 
 of the
 
 would be
 
 Once an invoked by
 
 the elevator,
 
 able to
 
 alter the
 
 For example, synchronization of actions necessary to preserve
 
 elevator invariants are found in
 
 the code bodies of the procedures
 
 implementing the
 
 Up and Down operations. Because many objects essentially have the same behavioral characteristics, convenient to
 
 define a
 
 single set
 
 of operations,
 
 equally applicable tic marly objects. they share
 
 the same set
 
 contains numerous articles
 
 constitutes a type definition. a
 
 programmed
 
 The
 
 For our purposes
 
 it is
 
 precisely what
 
 I will rely on the reader's intuitions.
 
 J~plementation
 
 of
 
 provide syntactic constructs designed to
 
 a
 
 type,
 
 the
 
 programmed
 
 operations are
 
 Some recently designed languages
 
 permit and encourage a programmer
 
 his program as a set of independent type modules. Clu [Liskov77]
 
 type if
 
 p r o g r a m m ~ g methodology
 
 theology that surrounds the issue of
 
 collected together in what is called a type module.
 
 construct;
 
 type.
 
 it is
 
 that are
 
 are said to be of the same
 
 literature on
 
 explicating the notion of
 
 not necessary to delve into the
 
 In
 
 Two objects
 
 of operations.
 
 perhaps parameterized,
 
 includes the
 
 Alphard [Wulf77] includes the form
 
 cluster.
 
 appears a description of the representation,
 
 to build
 
 Within
 
 a type
 
 module definition
 
 if any, that is created when
 
 an object
 
 is instantiated, as well as the procedures that implement the operations of the type. Scope rules are
 
 defined so that only
 
 the code that is
 
 part of the type
 
 directly manipulate the representation of an object of that type. the
 
 code in
 
 invariant
 
 the type
 
 properties
 
 module that
 
 implementation must
 
 hold
 
 for
 
 objects
 
 of
 
 be considered the
 
 type.
 
 result, only
 
 to
 
 determine the
 
 Every
 
 specification that expresses all that is known or can be assumed by the type module.
 
 Details of
 
 implementation, both of an object's
 
 module can
 
 As a
 
 type
 
 has
 
 a
 
 programs outside representation and
 
 the exact algorithm followed in the implementation of an operation, are hidden behind the type module boundary. understand
 
 enough about
 
 The intent is that from the type specifications a user can the type
 
 to use
 
 it, but
 
 cannot make
 
 use of
 
 type module
 
 implementation details. To express a new
 
 abstraction, a designer specifies
 
 a new type.
 
 New
 
 types are
 
 10
 
 defined using
 
 existing types.
 
 types provided by a represented
 
 in
 
 implemented
 
 assuming
 
 design techniques.
 
 implements
 
 of
 
 whatever,
 
 repeated until
 
 all types a
 
 system.
 
 second type module depends
 
 upon a
 
 tool;
 
 of the second.
 
 it does not imply
 
 programmer types
 
 by the
 
 "bottom up"
 
 designs
 
 seem
 
 implementation
 
 programmer or
 
 design technique
 
 the object
 
 types
 
 that are deemed to be useful building blocks.
 
 detail.
 
 is
 
 as primitives. constructs
 
 and eventually
 
 He
 
 to the entire implementing
 
 He focuses only on the specifications
 
 of the new type he is currently defining and on the
 
 illustrate
 
 then
 
 This process
 
 In either case, at each step in the design process a programmer
 
 the types he is using to construct
 
 the main
 
 convenient,
 
 for designing the main program. either
 
 a particular
 
 "top down" and
 
 a
 
 nonexistent,
 
 the "bottom up"
 
 type are
 
 for manipulating set of
 
 builds up to the higher level abstractions,
 
 a type can ignore unnecessary
 
 To
 
 yet,
 
 usually are--
 
 constructs a
 
 use with both the
 
 are defined,
 
 designer using
 
 that express low level abstractions successively
 
 operations
 
 a programmer
 
 down" technique,
 
 as
 
 the types found necessary
 
 Alternatively,
 
 a
 
 merely a structuring
 
 is amenable to Using the "top
 
 in terms
 
 the specified
 
 related by dependence;
 
 is
 
 It
 
 some primitive
 
 for the new
 
 in the first are assumed for the implementation
 
 The object model
 
 program
 
 Operations
 
 implement an entire system
 
 type module definitions if operations
 
 of
 
 existence of
 
 Objects may be--in fact,
 
 component objects.
 
 the existence
 
 To
 
 design technique.
 
 one assumes the
 
 language or a machine.
 
 terms of other
 
 component objects~
 
 first,
 
 First,
 
 and the
 
 specifications
 
 of
 
 the new type.
 
 model
 
 and
 
 the corollary
 
 notion
 
 of
 
 type modules,
 
 consider an example of a customer of a telephone service as seen by those who provide the service.
 
 Relevant
 
 operations that need to be performed
 
 Lookup -- given a customer's ChangeService
 
 name, determine customer's
 
 for the customer
 
 include:
 
 primary telephone number
 
 -- alter the current service provided to a customer,
 
 e.g., remove the
 
 phone, or install a new extension Credit -- credit the customer's Debit -- debit the customer's
 
 account by a certain amount
 
 account by a specified amount
 
 WriteBill -- output a formatted
 
 copy
 
 of a customer's
 
 bill suitable for
 
 sending to
 
 him for payment Each
 
 customer
 
 can
 
 be
 
 telephone-service-customer. the
 
 kind of
 
 information. service; telephone service
 
 represented Each
 
 telephone service
 
 in the
 
 customer
 
 computer
 
 by
 
 is characterized
 
 presently provided,
 
 an
 
 object
 
 by a name
 
 as well
 
 as billing
 
 There are various groups of people that cooperate to
 
 each group operator
 
 has a need needs to
 
 representatives
 
 of
 
 the company
 
 otherwise alter (ChangeServi~e) Business office employees
 
 to reference
 
 should
 
 the current
 
 upon request.
 
 be able
 
 to assign
 
 a user's account
 
 objects. Likewise,
 
 new
 
 service that is provided to
 
 need to be able to print bills,
 
 data, and to credit and debit
 
 and credit
 
 provide telephone
 
 telephone-service-customer
 
 Lookup telephone numbers
 
 called a
 
 and address,
 
 A the
 
 numbers or a customer.
 
 inspect billing and service
 
 (WriteBill,
 
 Debit,
 
 Credit).
 
 Each of
 
 11
 
 the above sees the customer from a different perspective
 
 and has available operations
 
 which support that perspective. As part
 
 of the type
 
 definition,
 
 a
 
 customer might be
 
 containing at least the following component objects
 
 represented
 
 by
 
 a record
 
 (of types not specified here):
 
 name address current service (an array, one entry for each installed phone number) assigned phone number location of phone number of extensions color/type of phone billing data (an array, one entry for each installed phone number) rate schedule local call charges itemized long dlstance charges credit or debit carried from previous month billing address As stated earlier, is
 
 not available
 
 service-customer
 
 the representation
 
 for manipulation type
 
 module,
 
 details of implementation,
 
 in
 
 of the
 
 except by
 
 telephone-service-customer
 
 code that
 
 particular the
 
 such as record formats,
 
 implements
 
 operations
 
 object
 
 the telephone-
 
 sketched
 
 above.
 
 Thus,
 
 are not available outside the type
 
 module. 2.
 
 The Object Model Applied t~ Operating ShAstems An operating
 
 i/o
 
 support,
 
 communication.
 
 system provides a
 
 and
 
 process
 
 variety of services--address
 
 management
 
 including
 
 synchronization
 
 and interprocess
 
 Following the object model, an operating system can be described as a
 
 set of types, each of which can be thought of as a kind of resource. have a direct physical realization, from the
 
 space management,
 
 hardware,
 
 such
 
 such as i/o devices.
 
 as processes,
 
 messages between processes),
 
 semaphores,
 
 and files.
 
 intuitively described operations for
 
 Others are
 
 mailboxes
 
 Each resource
 
 (for
 
 is an object.
 
 two types, processes
 
 Some resources further removed communication
 
 of
 
 As
 
 an example,
 
 and mailboxes,
 
 are listed
 
 below: process operations: Create -- create a new process capable of executing code Destroy -- destroy an existing process Fork -- create a new process to execute in Fork operation Join -- two ~rocesses are joined other contlnues execution
 
 parallel with the invoker
 
 together so that
 
 one is destroyed
 
 of the and the
 
 Schedule -- cause a process to compete for CPU resources Unschedule m~%box
 
 -- remove a process from competition
 
 for CPU resources
 
 operations:
 
 Create -- create empty mailbox Destroy -- destroy an existing mailbox Send -- place a particular message Receive -appears,
 
 take a message if necessary
 
 into a specified mailbox
 
 from a specific
 
 mailbox,
 
 waiting until
 
 ConditionalReceive -- take a message from a specific mailbox, if the mailbox is empty
 
 but do
 
 a message not wait
 
 12
 
 Any dependency the user.
 
 between operating system types
 
 For example,
 
 a message
 
 type.
 
 A
 
 implementation
 
 some synchronization
 
 module.
 
 or not code implementing model
 
 paradigm is
 
 facilities
 
 a
 
 are provided
 
 create and initialize a
 
 particular for
 
 type executes
 
 designing an
 
 in different
 
 the type;
 
 code executes
 
 no other
 
 with that
 
 application
 
 the boundary between
 
 two modules
 
 system
 
 domains of privilege.
 
 has the privilege to manipulate
 
 is the
 
 in
 
 The object
 
 which different
 
 In particular,
 
 the code
 
 the components of an
 
 object of
 
 privilege.
 
 programs can be
 
 with whether
 
 in privileged mode.
 
 operating
 
 of
 
 otherwise
 
 relies upon
 
 the user need not be concerned
 
 of each type module
 
 operating systems and
 
 message,
 
 In addition the mailbox type module
 
 Note that
 
 a basis
 
 interest to
 
 of the mailbox type relies on the existence
 
 user must be able to
 
 mailboxes will not be very useful.
 
 may or may not be of
 
 Note
 
 also that
 
 designed using the
 
 same; no artificial
 
 when both
 
 object model,
 
 boundary
 
 separates
 
 the
 
 operating system and the application. Next
 
 I
 
 consider
 
 synchronization--from
 
 three the
 
 operating
 
 perspective
 
 system of
 
 the
 
 features--naming, object model.
 
 protection,
 
 My
 
 discuss how these features common to operating systems manifest themselves in the object model framework.
 
 First,
 
 in the terms of the object model, contrast,
 
 most
 
 extant systems
 
 memory segments.
 
 consider naming.
 
 it is appropriate
 
 provide to
 
 From the perspective
 
 is to
 
 as viewed
 
 When thinking or programming
 
 to be able to name
 
 users a space
 
 of names
 
 o~jects.
 
 for one
 
 of the object model such systems
 
 naming of only a single type of object--segments.
 
 and
 
 objective
 
 Let us consider
 
 In
 
 or more
 
 provide
 
 for
 
 the ramifications
 
 of segment naming. In systems that
 
 restrict the space
 
 objects are usually named an
 
 object is
 
 example,
 
 the address
 
 in many
 
 ofthe
 
 systems a
 
 segment used
 
 process context
 
 system to represent a process object. used as
 
 the name for
 
 the process.
 
 each time it is used (e.g~, possible,
 
 restricting
 
 segments only, other
 
 its use
 
 types of
 
 In one case, the name of
 
 for representing
 
 block is
 
 maintained
 
 the
 
 object.
 
 by
 
 For
 
 the operating
 
 The address of the first word in that block is This
 
 necessitates
 
 presented to the operating to trusted programs.
 
 which a check of whether an address attempt to determine
 
 of names to
 
 in one of the two following ways.
 
 either validating
 
 an address
 
 system as a parameter),
 
 It is
 
 very sad to read
 
 or, if code in
 
 is on a double word boundary is made, as a futile
 
 whether a parameter
 
 is a process name
 
 or not.
 
 Such
 
 a naming
 
 scheme is inadequate. The second technique for each new type integers that Only code in
 
 For example,
 
 are interpreted as the process type
 
 process names process type
 
 for naming an object is to introduce a new name interpreter
 
 of object.
 
 is part
 
 of the
 
 process into a
 
 objects may be named, table of
 
 module can access this process type module.
 
 module maps integers
 
 submitted parameter
 
 indices
 
 whether that
 
 to processes,
 
 not that it
 
 that the caller should be able to access it in any way. also inadequate.
 
 table, so the But this
 
 integer name designates
 
 say using
 
 process representations. interpreter
 
 means only can determine
 
 a legitimate
 
 of
 
 that the from a
 
 process,
 
 or
 
 This second naming scheme is
 
 13
 
 It would seem that a facility to name objects--not just
 
 segments--is desirable.
 
 Such a facility would m~:e programming more convenient, and would free the programmer from
 
 the burden
 
 of mentally
 
 object's representation. Such
 
 naming of
 
 translating from
 
 It
 
 the object
 
 is unclear how such
 
 objects can
 
 be supported
 
 to the
 
 details
 
 a facility should
 
 dynamically by
 
 of that
 
 be implemented.
 
 the operating
 
 applications programmers can be constrained to write programs only ~
 
 system or,
 
 languages that
 
 provide object naming syntax and a compiler to map objects to their representations. Closely related system
 
 to naming is
 
 to constrain
 
 the way
 
 p~o~eetion, a facility
 
 information is
 
 used and
 
 provided by
 
 changed.
 
 an operating
 
 Because logically
 
 separate pieces of ~formation are encoded in different objects, it is appropriate to provide
 
 protection
 
 requested
 
 by
 
 for each
 
 specifying
 
 object
 
 an
 
 individually.
 
 operation
 
 to
 
 be
 
 Manipulation performed
 
 on
 
 of
 
 an
 
 that
 
 object is object.
 
 straightforward technique for constraining arbitrary manipulation of an object constrain
 
 the ability
 
 to
 
 perform operations
 
 on
 
 that object.
 
 Rights
 
 to perform
 
 certain operations defined for an object are distributed only to those who able to
 
 manipulate the object.
 
 successfully invoked only
 
 A protection mechanism
 
 if the invoker possesses
 
 should be
 
 permits an operation
 
 the right to do
 
 the memory cells fine
 
 between
 
 the
 
 telephone-service-customer
 
 Certainly,
 
 than protecting on the basis of read/write
 
 used for representing
 
 distinctions
 
 objects.
 
 Such protection
 
 manipulations allowed
 
 example the
 
 operator can
 
 to
 
 access to
 
 mechanisms enable
 
 various
 
 be granted
 
 to be
 
 so. Controlling
 
 the use of an object based on the operations defined for it is desirable. it is more meaningful to users
 
 A
 
 is to
 
 users.
 
 only the
 
 In the right to
 
 Lookup telephone numbers, while the telephone service office can be granted the right to perform
 
 both the
 
 perform the
 
 Lookup and ChangeService
 
 billing operations.
 
 Thus, the
 
 operations, yet service office
 
 not be
 
 permitted to
 
 can cause
 
 the customer
 
 object to be altered, but only in constrained ways related to the responsibilities of the service office. Our conclusion is that both naming and protection can profitably be the basis of objects. provided for
 
 In an operating system in which both naming and protection are
 
 all objects--not
 
 just segments, there
 
 protection and naming are integrated. It will be investigated objects that
 
 that identifies a particular object.
 
 unique
 
 object
 
 specified
 
 mechanism, code is restricted
 
 information
 
 i.e., the
 
 program,
 
 in
 
 descriptor is an
 
 acquisition and
 
 be sketched.
 
 in
 
 set of
 
 particular, an of descriptors,
 
 unforgeable token
 
 of an object is a local name,
 
 The system name interpreter the
 
 to use of only those
 
 naming mechanism and the protection domains,
 
 Each
 
 The name
 
 of descriptors. by
 
 of a
 
 in which
 
 Let the
 
 A domain can be expressed as a set
 
 capabilities [Dennis66].
 
 integer offset into a list
 
 paper on protection.
 
 during the execution
 
 operation, be called the d~ain.
 
 exist implementations
 
 For now, an implementation will
 
 in more detail in the
 
 are accessible
 
 sometimes called
 
 provided on
 
 descriptor.
 
 Using
 
 dispersion of
 
 domain must be controlled in a disciplined manner.
 
 this naming
 
 objects in its domain.
 
 mechanism to be well defined, the descriptors via
 
 say an
 
 locates the
 
 For the
 
 alteration of execution
 
 in a
 
 14
 
 This
 
 naming mechanism
 
 can be
 
 extended to
 
 support protection
 
 if a
 
 domain is
 
 redefined to be not just a set of objects, but a set of rights to objects.
 
 We extend
 
 the descriptor to encode rights to an object in addition to the information needed to find a unique object.
 
 An operation can be successfully performed in a domain only if
 
 the right to do so is in that domain. There are types
 
 a number of
 
 besides
 
 remains a
 
 memory
 
 extant systems
 
 segments
 
 research issue to
 
 cost-effectively.
 
 If
 
 which support the
 
 [Burroughs61,
 
 Lampson76,
 
 determine how to
 
 the operating
 
 naming of
 
 Wulf74,
 
 provide object naming
 
 system supports
 
 objects of
 
 Needham77].
 
 and protection
 
 generalized object
 
 naming, an
 
 interesting issue is what hardware support, if any, should be provided. ~zlexpensive can object naming be made? system
 
 as the
 
 ~front end s' to the
 
 support object naming. and a minimal
 
 As exemplified by the
 
 run time system
 
 (virtual) memory
 
 and have
 
 it.
 
 the
 
 the compiler,
 
 between an object
 
 The supporting
 
 provide more modest naming and protection mechanisms.
 
 a language
 
 language system
 
 Burroughs 5000 system,
 
 would support the mapping
 
 used to represent
 
 Indeed, how
 
 Another alternative is to provide
 
 operating system
 
 It
 
 operating system
 
 and the need only
 
 A disadvantage of this
 
 is the
 
 lack of support for individual naming and protection of objects for debugging and for runtime reliability checks. S~cqhronization is object model paradigm. an object
 
 yet another facility
 
 which is affected
 
 by adoption
 
 of the
 
 According to the object model, each different manipulation of
 
 is performed by
 
 a different
 
 synchronization is naturally
 
 operation.
 
 It is
 
 expressed at the level
 
 certain sequences of operations are allowed.
 
 frequently the
 
 case that
 
 of operations, i.e.,
 
 that only
 
 For example, one invariant
 
 property of
 
 a mailbox is that the number of messages removed cannot exceed the number of messages sent to that
 
 mailbox.
 
 This can
 
 be expressed by
 
 saying that the
 
 cannot be performed more times than the Send operation. a notation called path
 
 Receive operation
 
 Habermann [77] has developed
 
 expressions to express permissible operation
 
 sequences.
 
 One
 
 advantage of expressing synchronization restrictions as relations among operations is that
 
 synchronization
 
 constraints
 
 specification of the type module. the
 
 user in
 
 object.
 
 can
 
 can
 
 view
 
 a
 
 in terms
 
 path
 
 synchronization constraints
 
 meaningfully
 
 stated
 
 as
 
 part
 
 of
 
 the
 
 Thus, synchronization constraints are expressed to
 
 natural terms--i.e.,
 
 One
 
 be
 
 of permissible
 
 expression
 
 are to
 
 as
 
 be observed.
 
 a
 
 operation
 
 declarative
 
 The
 
 sequences on
 
 statement
 
 code actually
 
 of what
 
 realizing that
 
 synchronization may not even be written by the author of the type module, but
 
 may be
 
 provided statically by the language system or dynamically by the operating system. In this
 
 section I have
 
 operating
 
 system provides
 
 paradigm.
 
 In particular,
 
 tried to argue all have each
 
 operations that are meaningful perhaps the designers and
 
 object model is
 
 one can
 
 the correct
 
 the features
 
 expression, given
 
 be phrased
 
 to the user.
 
 implementors above the
 
 that three of
 
 a natural
 
 It is
 
 in
 
 the
 
 my opinion that some
 
 one, is needed
 
 level of that
 
 terms of
 
 the
 
 to raise
 
 that every object model objects and model, and
 
 operating system
 
 common denominator,
 
 the memory
 
 word, and all the extraneous, debilitating detail it forces us to think about.
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 3.
 
 Mechanics of Suppor~.In~ Tvoe Modules Consider the invocation of operations defined as part of a type.
 
 are implemented
 
 as procedures in
 
 Provisions must be made to invoke
 
 hardware, firmware, and
 
 The operations
 
 more often,
 
 in software.
 
 these procedures in a well defined manner,
 
 and to
 
 provide a domain containing the objects that are to be accessible for the duration of the procedure's execution.
 
 To support the
 
 notion of a type module there
 
 must exist
 
 an invocation mechanism that, at a minimum, locates the procedure that implements the desired operation, acquires or constructs a domain to make available to the procedure those
 
 objects
 
 required for
 
 its
 
 correct
 
 execution, and
 
 causes
 
 execution
 
 of the
 
 procedure to begin at the procedure entry point. Because objects are specified as parameters to operation invocations, a question arises: does the ability to perform operations on an object change as a result of its being passed as
 
 a parameter?
 
 slave program that is
 
 If one
 
 program passes an object
 
 to perform a task
 
 as a parameter
 
 that the caller could
 
 to a
 
 conceivably perform,
 
 the second program should not have any rights to manipulate the parameter object that the caller program does not have. In contrast, part of
 
 if an
 
 the object's
 
 ability
 
 to
 
 required
 
 object is passed as a type, the code
 
 manipulate
 
 amplification,
 
 In fact, the second program may have less.
 
 the
 
 i.e., for
 
 [Jones75].
 
 Most
 
 amplification mechanism.
 
 obJect's
 
 obtaining
 
 parameter to an operation
 
 implementing that representation.
 
 additional rights
 
 extant hardware
 
 provides
 
 defined as
 
 operation will Thus,
 
 some
 
 to manipulate only
 
 require the
 
 an
 
 means an
 
 for
 
 object is
 
 extremely primitive
 
 When a user program invokes an operation that happens to be
 
 provided by a module of the operating system, the hardware state changes so that when the
 
 operating system
 
 particular,
 
 it has
 
 code is all
 
 entered, it
 
 necessary access
 
 has access to
 
 to al___ll of main
 
 the representation
 
 of
 
 memory.
 
 In
 
 the parameter
 
 object, but it also has much, much more. Such a
 
 mechanism does not
 
 support the
 
 object model very
 
 well.
 
 It
 
 undue burden on the implementor of the operating system, because that
 
 programmer has
 
 no means to restrict the objects, or memory, that are accessible to his debugging
 
 more
 
 difficult.
 
 software reliability. Multics hardware nameable
 
 Such mechanisms
 
 support
 
 in
 
 the Muitics
 
 execution to be system,
 
 that
 
 code, making
 
 the
 
 More selective amplification mechanisms can be
 
 permits domains of
 
 objects
 
 inadequately
 
 to
 
 can
 
 eliminating the that
 
 lack
 
 [Wulf74].
 
 be
 
 augmented
 
 so
 
 that
 
 ordering constraint
 
 hardware
 
 to
 
 perform
 
 Programming languages
 
 each
 
 domain
 
 [Schroeder72].
 
 amplification that support
 
 can
 
 be
 
 Other
 
 provide
 
 treated
 
 such
 
 domain are The Multics
 
 independently
 
 systems, such
 
 the concept
 
 The
 
 segments, the one
 
 available both to it and to domains lower in the ordering [Organick72]. hardware
 
 concept of
 
 designed.
 
 ordered so that
 
 are available
 
 places an
 
 support
 
 as Hydra, in software
 
 of abstract
 
 data types
 
 the notion of
 
 a domain.
 
 provide such amplification mechanisms [Jones76]. So, to support
 
 the object model
 
 requires support for
 
 Ideally, domains are small; only the rights and objects necessary to perform the task
 
 16
 
 at
 
 hand
 
 are available.
 
 Domain
 
 support
 
 must include
 
 a
 
 facility
 
 for suspending
 
 execution in one domain in order to enter another, and subsequently to return first.
 
 Some provision for amplification is required.
 
 efficient for domain entry and
 
 exit occur often.
 
 Domain management needs
 
 Current operating
 
 to the to be
 
 system research
 
 and some programming language research is addressing these issues. 4.
 
 Obse#~a#&qA The fidelity with which a
 
 widely.
 
 particular system adheres to the object
 
 model varies
 
 Some operating systems, such as Multics, define a single type of object, the
 
 segment, and permit users to create segments at will. permit users to dynamically create new in particular, provides
 
 Other systems, such
 
 object types, as well as new
 
 naming and protection of
 
 objects. Hydra,
 
 objects of user defined
 
 well as operating system types, as was sketched above. the operating system design
 
 as Hydra,
 
 does not closely adhere
 
 However, even in
 
 types, as cases where
 
 to the object model,
 
 often provides a convenient vehicle for describing system
 
 components.
 
 the model
 
 Consequently,
 
 in the other papers ~, this volume authors have used the notion with greater fidelity, 5.
 
 or less
 
 as suited their needs and their taste.
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 COMPUTER ORGANIZATION AND ARCHITECTURE*
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 ABSTRACT The instruction set is a defining influence on the machine organization that interprets it. A well mapped machine is one whose organization directly supports a single instruction set and whose state transition matches those called for by the instruction. An important determinant in the architecture is the mechanism for naming and locating an object in the storage hierarchy. Three classes of issues are involved in name specification; the process name space which deals with issues unique to a single program, the processor name space which is concerned with interprocess communication issues and finally a memory space which is concerned with the physical parameters of access time and bandwidth. A Canonic Interpretive Form (CIF) of higher level languages programs is proposed to measure the "minimum" space to represent and time to interpret a given program. This "ideal" is a basis for a comparison with traditional machine languages which require ten times more program space than the CIF. Synthesis of program forms (called Directly Executed Languages--DELs) which approach CIF measures is proposed as well as results of a recently completed FORTRAN DEL (DELTRAN). Within the context of traditional machine architectures, concurrency or parallel arrangement of processors is possible to improve performance. Two classes of organizations are discussed: the single instruction multiple data stream type and the multiple instruction multiple data stream. These organizations,
 
 together with a performance analysis based on certain program
 
 behavior characteristics,
 
 is reviewed.
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 I.
 
 MACHINE MAPPING AND WELL MAPPED MACHINES
 
 Introduction A machine is largely known by its instruction set. such
 
 Of
 
 the user basically sees the instruction set of the machine. thus, is the interface between programs and resources. instructions that accomplish a desired user end. by
 
 course,
 
 other
 
 issues
 
 as space, power, algorithms used, may be important in certain applications but
 
 a
 
 control
 
 unit
 
 which
 
 activates
 
 The
 
 instruction
 
 set,
 
 The program is a sequence of
 
 The instructions
 
 the system's resources
 
 are
 
 interpreted
 
 (data paths) to cause
 
 proper transformations to occur (Figure i). The instruction set is sometimes called the architecture of the processor. is, of course, actually a language.
 
 requires to represent a program and time required tions.
 
 Recent
 
 developments
 
 in
 
 to
 
 interpret
 
 current
 
 research
 
 efforts
 
 additional understanding in the nature of the instruction set. these notes to explore these developments. with
 
 a
 
 review
 
 these
 
 representa-
 
 technology allow a great deal more flexibility in
 
 control unit structure while a variety of
 
 concerned
 
 It
 
 Its usefulness is best measured by the space it
 
 have
 
 brought
 
 It is the purpose of
 
 In this first section we
 
 shall
 
 be
 
 more
 
 of fundamental notions related to computer architecture.
 
 This will allow us to discuss issues and concepts in traditional
 
 machine
 
 architec-
 
 tures. Instruction Action The instruction consists of a pair of rules, an action rule rule.
 
 and
 
 a
 
 sequencing
 
 The action rule specifies a function which takes n domain arguments--where n
 
 is the order of the function--maps domain priori.
 
 arguments
 
 it into a (usually) single
 
 range
 
 element.
 
 Both
 
 and range element are finite, in fact, the bound is established a
 
 Thus, the action rule has the following form: fi(xl'x2'x3"'''Xn)
 
 = Yi
 
 fi+l(Xl'X2'X3'''''Xn)
 
 = Yi+l
 
 The number of different types of functions, f, is the vocabulary
 
 of
 
 the
 
 instruction set.
 
 number
 
 of
 
 elements
 
 in
 
 the
 
 For general purpose computers, the order of f
 
 rarely exceeds 2 and the order of the range is usually 0 or i. Since a program is a sequence of instructions, sequencing fi+l" single
 
 mechanism.
 
 That
 
 is,
 
 a
 
 the instruction must
 
 contain
 
 a
 
 method of specifying the successor to itself,
 
 The successor in all familiar computer organizations is a instruction specifies a single successor.
 
 unary
 
 rule;
 
 each
 
 However, a particular instruction
 
 may require inspection of several arguments before determining which of several possible
 
 successors
 
 is
 
 the
 
 correct one.
 
 This is a variation of the familiar condi-
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 Programs
 
 representing
 
 various user environments
 
 l v
 
 Instruction
 
 Set
 
 Controls
 
 v Resources
 
 < ..............
 
 Figure
 
 I:
 
 The Instruction
 
 Set
 
 tional branch instruction. Specification From the above there are five objects to be specified: fi;
 
 two
 
 source
 
 argument;
 
 arguments
 
 (assuming
 
 and finally a successor
 
 (i)
 
 (i)
 
 by fragment
 
 (ii)
 
 by coordinate
 
 (iii)
 
 by implication
 
 (iv)
 
 immediately
 
 Specification
 
 ciation
 
 or
 
 content.
 
 piece
 
 is
 
 Now,
 
 a single result
 
 specification
 
 may
 
 be
 
 accom-
 
 (Figure 2)
 
 address
 
 identification
 
 In specification
 
 is also called specification
 
 by record fragment,
 
 of a piece of the object or
 
 usually called the tag.
 
 tags match the inquiring
 
 element,
 
 identification
 
 by fragment
 
 must be in possession
 
 operation
 
 a binary order instruction);
 
 instruction.
 
 plished by one of the four methods:
 
 the
 
 record
 
 to
 
 by
 
 asso-
 
 as the name implies, we he
 
 retrieved.
 
 This
 
 The entire storage is searched and records whose
 
 tag are retrieved.
 
 Since
 
 multiple
 
 matches
 
 may
 
 develop,
 
 retrieval must be done with care. (ii) Coordinate addressing
 
 address-- specification
 
 scheme.
 
 index, or address. range
 
 Every element,
 
 object that is retrieved
 
 When binary addresses
 
 address, or object specification, (iii)
 
 Specification
 
 address is the familiar direct
 
 that can be retrieved has an associated
 
 A number of objects can be retrieved from storage is called
 
 and the size of an individual
 
 the resolution.
 
 by coordinate
 
 object,
 
 are
 
 used,
 
 then
 
 the
 
 from storage is called
 
 clearly
 
 the
 
 size
 
 of
 
 the
 
 must contain log 2 of the range.
 
 by implication
 
 is a useful method of more efficient
 
 coding
 
 of
 
 21 Tag .k
 
 I i$ I
 
 j
 
 Inquiry
 
 ...........
 
 t,,,, 'lt,~'~ i-I
 
 "'
 
 1
 
 tl l~eeords retrieved record (on unique match)
 
 Match (unique)
 
 I
 
 •
 
 Match (multiple)
 
 .~
 
 no Match
 
 (i) Specification by Fragment Identification (tag association)
 
 record address
 
 #
 
 •
 
 Q
 
 i
 
 record (ii) Specification by Coordinate Address
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 aF--] instruction location counter
 
 GO TO j instruction replaces the value in the counter with j. i
 
 each instruction increments t h e c o u n t e r by 1.
 
 j
 
 (iii) Specification by Implication (for in-line instruction convention)
 
 (the value of X is used by f°) i
 
 (iv) Immediate Specification
 
 Figure 2:
 
 Object Specification
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 instructions.
 
 Effectively,
 
 interpretation.
 
 Thus,
 
 both the programmer and the control
 
 for
 
 i.e.
 
 one following another.
 
 tion
 
 of
 
 the
 
 successor
 
 next instruction special
 
 example, instructions
 
 unit
 
 explicit
 
 which
 
 will
 
 an
 
 specifica-
 
 Of course, when the programmer did not wish the
 
 to be located at the present location plus one, he must
 
 instruction
 
 on
 
 could be assumed to lie in line,
 
 This would avoid the need for an
 
 function.
 
 agree
 
 tell the interpreter
 
 insert
 
 a
 
 to jump or go to the correct
 
 location (iv)
 
 The immediate reference
 
 corresponds
 
 object, directly in the instruction
 
 to placement of the
 
 itself.
 
 Clearly,
 
 program is no more general than its ability to operate objects.
 
 Once
 
 immediate specification
 
 Most general specification
 
 a
 
 example,
 
 schemes, as used in instruction specification
 
 and
 
 of
 
 instruc-
 
 set design,
 
 This in turn forces the interpreter
 
 may
 
 concen-
 
 Addressing by
 
 one.
 
 It
 
 of
 
 to examine each
 
 corresponds
 
 to,
 
 for
 
 the overall space-time
 
 efficiency.
 
 ment is usually restricted
 
 in use to
 
 tion has some notable drawbacks.
 
 In
 
 particular
 
 applications
 
 Also, as mentioned
 
 where
 
 earlier,
 
 the
 
 immediate
 
 multiple specifica-
 
 It may tend to increase program size and certainly
 
 and implication really form the basis
 
 Thus, combinations of
 
 instruction
 
 sets--by the number of addresses that the instruction
 
 See Table 1 for a list of the five classes of instruction
 
 __The Interpretation
 
 of an Instruction
 
 set
 
 of the execution unit
 
 and
 
 the
 
 and operation.
 
 is a conventional memory with data retrieval by address.
 
 All
 
 may
 
 further
 
 The storage module
 
 system
 
 the control unit acting on registers i~ the processor.
 
 can be thought of as separate from storage and the execution
 
 control
 
 control unit,
 
 As shown in Figure 3, the execution unit
 
 broken down into two basic pieces--addressing
 
 by
 
 con-
 
 sets.
 
 consider the functional units that make up the processor:
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 the total number of outputs required can be significantly are
 
 then
 
 referred
 
 described,
 
 to
 
 as independent control points.
 
 reduced.
 
 These
 
 outputs
 
 For the hypothetical system
 
 there might be anywhere from 50 to 200 independent control points depend-
 
 ing upon the variety of instructions. The operation code specifies the operation to be performed; insufficient
 
 to
 
 be
 
 itself
 
 it
 
 is
 
 to specify multiple control steps for the execution of an instruction;
 
 some additional counting mechanism is also required. is
 
 by
 
 done with hardware implementation--using
 
 If the control
 
 implementation
 
 a combinatorial network--then a
 
 counter is used to sequence through the control steps to transmit signals to control points.
 
 This counter identifies the particular step of the instruction that is exe-
 
 cuted at any moment. input
 
 to
 
 The combination of the sequence count and the operation is the
 
 the network which then describes the exact state of each control point at
 
 each cycle of every instruction.
 
 (Figure 8)
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 -
 
 The primary issue we wish to study in this section is the relationship
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 names or unique identifiers and objects that contain the desired information. It has long been recognized that the management mappings
 
 (Denning
 
 of
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 as we shall see, things are not this simple for related
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 of memory locations defines a memory space. either
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 a
 
 a
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 must first move it into the name space available
 
 to
 
 the
 
 program.
 
 pro-
 
 Rather, it
 
 While
 
 perhaps
 
 somewhat moot, the key issue is that the program uses an object in the same space as an action argument. tecture
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 By
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 space notion. instruction
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 space--a
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 a little less formal and somewhat more intuitive about the name
 
 Name space consists of all locations visible to the action rules
 
 (or
 
 set) of the program clearly including the program locations themselves,
 
 the register sets and all possible data areas, but excluding the I/O space
 
 (if
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 exists). One program's name space is another program's I/0 space, one might with
 
 respect
 
 which
 
 are
 
 sought by the central processor.
 
 blocks
 
 of
 
 The main purpose of these
 
 notes is to review the structure of a program's and a proeessor's name attention
 
 since
 
 to I/O one could surely conceive of channel or disc controller action
 
 rules which operate directly on the space of named objects which contain information
 
 say;
 
 space.
 
 Our
 
 is primarily directed at the main memory and process actions which can be
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 defined upon it as distinct from focusing on peripheral units. What is a process? state
 
 vector
 
 A process is a program together with its state
 
 consists
 
 of
 
 to
 
 by
 
 the
 
 program.
 
 Thus,
 
 a
 
 program
 
 notably from a process in the sense that a program is a pure piece of code,
 
 whereas a process is a program in execution. not
 
 A
 
 an initial program state together with an assignment of
 
 values for all objects initially referred differs
 
 vector.
 
 necessarily
 
 a
 
 physical, sense.
 
 values we bind them.
 
 Execution here is used
 
 in
 
 a
 
 logical
 
 By identifying a mapping between objects and
 
 Because of the multiple levels of interpretation active in the
 
 overall processor, a single process may be actively executed at one level, suspended at a lower level, and not even be a process at still a lower level, since values are not bound to a space at that level. our view is of one level:
 
 Thus, it is again very important to stress that
 
 a process resident in a space called memory being
 
 preted by a processor and memory system.
 
 inter-
 
 Thus, a process is created with respect to
 
 this level when it is assigned and enters the name space of the processor.
 
 The name
 
 space
 
 The pro-
 
 of
 
 the processor and the process need not necessarily be the same.
 
 cess, in general, will have a proper subset of the name space of the processor. Some Definition on Naming (I)
 
 A process name space is the set of objects that can be used by a process.
 
 (2)
 
 A processor name space is the set of objects that can be used by all processes.
 
 (3)
 
 The memory space is the set of locations used to interpret a
 
 (4)
 
 Virtual memory space is an informal term indicating a multiple
 
 processor name space.
 
 level interpretive process associating a physical location to a process or processor name space object. (5)
 
 Binding" is an association between objects or between objects and locations or between locations and values
 
 (the contents map).
 
 For binding to be nontrivial the association, or mapping, is restrictive.
 
 The binding function actually restricts the domain
 
 of possible objects,
 
 locations or contents.
 
 Nam___~eSpaces and MemorxSa_~.@_q~ It is instructive to separately consider the issues posed by the space,
 
 the
 
 processor
 
 name
 
 space
 
 and
 
 the memory space.
 
 process
 
 While considering these
 
 issues separately, one should realize that any intelligent design will provide sistent
 
 and
 
 name
 
 con-
 
 congruent handling of objects across each of these boundaries so as to
 
 minimize interpretation time and overall cost.
 
 Process N a m e Space--Issues A name used by a process is a surrogate for a value. object, is also called the referand.
 
 This value, or name space
 
 The assignment of meaning to referand template
 
 is the data representation problem where the template is merely bits,
 
 or
 
 symbols, within the referand.
 
 a
 
 partitioning
 
 of
 
 Our discussion here is limited only to the
 
 name and not the value or even to the referand template.
 
 Values
 
 are
 
 assigned
 
 to
 
 names by an operation called "content map" so that the contents of the name produces the correct value.
 
 For purposes of this discussion we assume that the
 
 content
 
 map
 
 is established externally (by the loader). Some naming issues that are unique to the name space (Figure I0) of
 
 a
 
 process
 
 include: i.
 
 range and resolution of objects,
 
 2.
 
 range extension--I/O handling and files,
 
 3.
 
 homogeneity of the space,
 
 4.
 
 reference coding.
 
 i. Range and resolution -- the range and resolution refer to the maximum objects
 
 that
 
 in that name space respectively. usually
 
 no
 
 number
 
 of
 
 can be specified in a process space and the minimum size of an object Traditionally,
 
 instructions
 
 provide
 
 resolution
 
 smaller than an 8 bit byte, and frequently a 16 bit or larger word, and
 
 range defined as large as one can comfortably accomodate within the bounds of a reasonable instruction size and hence program size.
 
 Thus, ranges from 216 for minicom-
 
 puters to 224 for System 360 include most common arrangements. 2. Range extension -- I/O and file handling--since the process range is bounded, is
 
 essential that an extension mechanism be provided.
 
 stems from the bounded nature of the process name space range. range
 
 were
 
 unlimited
 
 then
 
 After
 
 all,
 
 problem
 
 is
 
 that
 
 of
 
 location
 
 to
 
 an
 
 area
 
 before it can be operated on. space
 
 the
 
 An associ-
 
 attaching records to an established process name space.
 
 Usually this attachment must be done by a physical movement of present
 
 if
 
 as soon as objects were entered anyhere in the system,
 
 that place of entry could be regarded as part of the process name space. ated
 
 it
 
 The need for range extension
 
 the
 
 data
 
 from
 
 its
 
 within the bounds of the present process name space The programmer must manage data movement from the I/O
 
 into the process name space through I/O commands.
 
 This binding or attachment
 
 is the responsibility of the programmer and must be performed at the correct sequential interval so as to insure the integrity of the data and yet not exceed the range requirements of the name space objects--overflow buffers, for example. to
 
 communicate
 
 between
 
 an
 
 unbounded I/O media and a bounded processor name space
 
 allows the programmer to simulate for himself an open ended name space. is
 
 a
 
 requirement
 
 placed
 
 inefficient operation.
 
 This ability
 
 on
 
 However, it
 
 the programmer and it is frequently a cumbersome and
 
 Of course, the larger the range, the more precise and
 
 vari-
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 able the resolution, the more easily managed objects in a process name space.
 
 Hav-
 
 ing flexibility at this level allows conciseness of code representation. From the above, the desirability of
 
 an
 
 unbounded
 
 name
 
 space
 
 with
 
 flexible
 
 attachment possibilities is clear. 3. Homogeneity of the space -- the name space may be partitioned in but
 
 the
 
 type
 
 Action rules or
 
 in the same way.
 
 instructions
 
 one
 
 generally
 
 cannot
 
 treat
 
 all
 
 Certain classes of objects are established such as regis-
 
 ters, accumulators, and memory objects. way:
 
 ways
 
 of partitioning referred to here is that distinguished by the action
 
 rule within a process. objects
 
 different
 
 Action rules are applied in a
 
 non-symetric
 
 of the arguments for an action rule must be a register whereas the other
 
 may be a register or a memory object.
 
 The premise of this partitioning
 
 is
 
 perfor-
 
 mance, i.e. the assumption that access to registers is faster than access to memory. Thus, many familiar machines have their name space partitioned into a register space and
 
 memory
 
 space:
 
 360,
 
 PDP-I1,
 
 etc.
 
 As
 
 the
 
 partitioning
 
 of the name space
 
 increases, its homogeneity decreases. 4. Reference coding -- the actual identification of the object, i.e.,
 
 its
 
 name
 
 or
 
 address, is a subtle series of design issues--a constant series of tradeoffs between intepretation time and program size or representation size.
 
 We outline below tradi-
 
 tional issues in the design of the address reference facilities.
 
 range extension I/0 r
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 Reference Generation of address direct indexed computed Types multiple indexed combination index, look-up, etc. sub-program computation Use of address immediate direct indirect depth Format full address short Types reference relative address base: zero, implied, register implied Multiplicity multiple choice in operation code
 
 The Processor or System Name Space The processor or system name space is actually the space of spaces.
 
 Thus,
 
 many
 
 of
 
 all
 
 process
 
 name space now exist between the processes and the processor name space. must
 
 be
 
 located
 
 same time. cess
 
 name
 
 the same issues that existed between objects in a process Processes
 
 relative to one another, they cannot occupy the same space at the
 
 The processor name space then may be considerably larger than
 
 name space, although the resolutions need not be the same.
 
 space (Figure ii) for example may deal with much larger objects if the ventions are followed at all levels.
 
 the
 
 pro-
 
 The processor name proper
 
 con-
 
 Listed below are some of the more notable pro-
 
 cessor name space issues:
 
 i. were
 
 i.
 
 range, resolution and range extension
 
 2.
 
 dimensionality
 
 3.
 
 process reference coding:
 
 Range, resolution and range extension -- the issues here are the same in
 
 as
 
 they
 
 the process name space: unbounded versus bounded range, and given that the
 
 range is bounded how can the range be extended--what are the I/O
 
 and
 
 file
 
 conven-
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 tions for i n t r o d u c i n g n e w tasks data sets. 2.
 
 D i m e n s i o n a l i t y -- one m e t h o d of d e a l i n g w i t h range e x t e n s i o n is to use
 
 a
 
 mul-
 
 t i d i m e n s i o n a l p r o c e s s o r n a m e space; w h e r e one d i m e n s i o n identifies a process or p r o cess data set name, the o t h e r d i m e n s i o n identifies an index w i t h i n that p r o c e s s n a m e space.
 
 If
 
 neither
 
 the
 
 dimensional unbounded
 
 p r o c e s s n a m e s nor the indicies are b o u n d e d , w e h a v e a two
 
 range p r o c e s s o r n a m e space.
 
 In general, p r o c e s s o r n a m e spaces m a y h a v e single linear d i m e n s i o n dimensional
 
 with o r d e r e d or u n o r d e r e d prefix.
 
 q u e n t l y called segmented
 
 [4].
 
 s e p a r a t e linear n a m e spaces.
 
 be
 
 two
 
 This type of name space
 
 is
 
 composed
 
 of
 
 a
 
 set
 
 of
 
 Each linear name space is part of a process name space
 
 w i t h i n w h i c h objects h a v e b e e n ordered to f o r m a segment.
 
 A segmented name space is
 
 a two d i m e n s i o n a l space since it is n e c e s s a r y to specify two names ment and n a m e of the index w i t h i n the segment) object.
 
 or
 
 Two d i m e n s i o n a l n a m e spaces are fre-
 
 in order to
 
 (name of the seg-
 
 access
 
 an
 
 item
 
 or
 
 an
 
 The d i s a d v a n t a g e of segmented p r o c e s s o r name spaces over linear n a m e space
 
 is the added c o m p l e x i t y of the a d d r e s s i n g m e c h a n i s m required for address i n t e r p r e t a tion.
 
 Notice
 
 that
 
 s e g m e n t e d name spaces m a y b e h o m o g e n e o u s ,
 
 the space b y a c t i o n rules is required. requirements
 
 i.e. no p a r t i t i o n of
 
 Rather, the space is p a r t i t i o n e d b y
 
 t h e m s e l v e s and the p a r t i t i o n i n g is dynamic.
 
 process
 
 As p o i n t e d out b y R a n d a l l
 
 [5], two types of s e g m e n t e d n a m e spaces are of p a r t i c u l a r interest, the linear mented
 
 name
 
 space
 
 and
 
 the symbolic or u n o r d e r e d segmented n a m e space.
 
 d i f f e r e n c e b e t w e e n these two is that in the latter the ordered•
 
 segments
 
 are
 
 in
 
 no
 
 sense
 
 This l a c k of o r d e r i n g m e a n s that there is no name c o n t i g u i t y
 
 cause p r o b l e m s of t a s k a l l o c a t i o n and r e a l l o c a t i o n of addresses.
 
 This can b e of b e n e f i t w h e r e the segment had a b o u n d e d range.
 
 Process or segment r e f e r e n c e coding --
 
 [6]
 
 Process
 
 (Segment) R e l o c a t i o n C o n t i g u o u s - Base and Bound Map type N o n - c o n t i g u o u s - fixed b l o c k size associative direct set a s s o c i a t i v e
 
 Process
 
 (Segment) R e l o c a t i o n -
 
 Process
 
 C o n t i g u o u s - Base and Bound Non-contiguous - Keyed Direct - Ordered Priority
 
 (Segment) C o m m u n i c a t i o n s - a c c e s s i n g rights read write • read/write - acquiring rights - m o d i f y i n g rights
 
 to
 
 W h e r e a s the advan-
 
 tage of the linear segmented name space is that they permit indexing across
 
 3.
 
 The basic
 
 The segment n a m e is a r b i t r a r y and operations on segments n a m e s do not pro-
 
 duce another name.
 
 names•
 
 seg-
 
 segment
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 ii
 
 process communication
 
 range extension /
 
 / ' ~
 
 \
 
 7
 
 process
 
 ~i]iil.on
 
 /~/'
 
 Figure ii : Processor Name Space
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 Memory Space Memory space issues are focused on the physical arrangement memory hierarchy.
 
 There are basically only two parameters
 
 of elements in
 
 the
 
 that the system observes:
 
 the memory space latency and memory space bandwidth. Latency is the time for a particular to the
 
 number
 
 of requests
 
 spaces with desirable employ
 
 multiple
 
 request to be completed.
 
 supplied per unit time.
 
 access time (latency)
 
 levels of storage
 
 (Figure
 
 cost per bit than larger, slower levels. hierarchy,
 
 system
 
 number
 
 and bandwidths, 12). Smaller,
 
 If there
 
 are
 
 modern
 
 memory
 
 n
 
 levels
 
 in
 
 of factors--the
 
 Program Behavior
 
 The
 
 goal
 
 of
 
 physical
 
 characteristics
 
 properties
 
 The three principles of reference
 
 any
 
 within t references
 
 of the device used in each level
 
 The principle
 
 S i.
 
 among the levels.
 
 locality:
 
 this
 
 proS i has
 
 region
 
 is
 
 allows
 
 us
 
 to
 
 Block size need
 
 if they were.
 
 Given a reference pattern R during which
 
 following R there are elements of the
 
 be accessed with much greater probability
 
 than U.
 
 a
 
 then the probability reference
 
 string
 
 R
 
 That is given R = Si,
 
 Si+N the
 
 within t references
 
 {Sj I Sj
 
 following R.
 
 the number of blocks The principal
 
 in
 
 The principle of spacial locality
 
 designs would certainly be simplified
 
 of temporal
 
 Prob.
 
 (3)
 
 virtual
 
 >> U
 
 of N addresses has been made to the storage hierarchy
 
 Si+l,... , Sj,...,
 
 a
 
 then given that reference
 
 of another reference ocurring
 
 {Sj I Sj ~ (S j i g ) }
 
 following
 
 that within t references will
 
 of
 
 are:
 
 size of a block to be transferred
 
 not be uniform--although
 
 that
 
 on
 
 That is, given S i then the
 
 Prob.
 
 (2)
 
 good
 
 of the programs or processes being executed.
 
 address at random being accessed
 
 much greater than U.
 
 sequence
 
 a
 
 locality or spacial locality: Assume that U is
 
 just occured then the probability
 
 the
 
 of
 
 [7,8]
 
 The principle
 
 determine
 
 storage
 
 How well this goal will be achieved depends
 
 Three important principles of program behavior assist in design memory system.
 
 bability
 
 the
 
 design is to provide the processor with an effective memory space of
 
 as well as the behavioral
 
 (i)
 
 systems
 
 faster levels have greater
 
 closest level to Sn, T n for the largest level.
 
 S n with an access time close to T o . a
 
 refers
 
 then the levels may be ordered by their size and access time from So, T O
 
 the smallest, memory
 
 Bandwidth
 
 In order to provide large memory
 
 ~ R} >> U The principle of temporal locality helps
 
 identify
 
 to be contained at each level.
 
 of sequentiality:
 
 Given that reference
 
 S i has just occurred,
 
 then
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 level 0
 
 level 1
 
 level n
 
 Scheduling: when replaced / /
 
 processor accesses
 
 i
 
 ~(
 
 TI
 
 t SO: Size to: access time
 
 4" I I
 
 I
 
 I
 
 Mapping
 
 SI ' t I
 
 block size: b
 
 block size: b
 
 Sn
 
 t
 
 n
 
 n
 
 1
 
 I I I I
 
 I I
 
 I ! I
 
 control
 
 I I
 
 Figure 12:
 
 Memory Space
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 it is likely within the next several references accessed.
 
 that the successor
 
 to
 
 Si
 
 will
 
 be
 
 That is, given that S i has occurred: Prob.
 
 within t references
 
 {Si+l} >> U
 
 of Si, with t usually less than 4.
 
 ity allows address distribution
 
 to concurrently
 
 The principle
 
 operating
 
 of sequential-
 
 devices for certain levels
 
 of hierarchy. Individual programs have individual aforementioned
 
 principles--each
 
 to
 
 standing
 
 for which
 
 Fundamental
 
 Assuming
 
 13.
 
 a reasonable
 
 being processed
 
 fixed choice of block size (determined
 
 of the storage media),
 
 additional
 
 entire
 
 is
 
 in
 
 illus-
 
 part
 
 then figure 13 illustrates
 
 to capture this most
 
 pages are added to a particular
 
 a significant
 
 the W 1 region.
 
 is
 
 by
 
 the
 
 3 regions
 
 pages,
 
 which
 
 at a particular moment. Usually at least four pages--i for pro-
 
 3 for data sets is required
 
 constant until a larger environment passing
 
 The miss curve
 
 The W O region includes the active, data and instruction
 
 gram and perhaps
 
 design
 
 A typical miss curve has distinct regions of locality.
 
 characteristics
 
 of locality.
 
 his
 
 to any design is an under-
 
 of the miss rate as a function of program size.
 
 physical
 
 As
 
 the program environment
 
 operate the better the design.
 
 trated in Figure
 
 are
 
 with respect to each of the
 
 program behaves slightly differently.
 
 The more the designer understands expected
 
 characteristics
 
 intimate
 
 region.
 
 storage level, the miss rate remains
 
 is captured.
 
 Perhaps now several
 
 pages
 
 encom-
 
 program function together with its data sets are contained
 
 Finally~
 
 as additional pages are added for
 
 the
 
 same
 
 program,
 
 program will eventually be captured and the fault or miss rate diminishes
 
 a constant level.
 
 in the to
 
 This sets a lower bound for demand page systems and is determined
 
 by the first incidence of a particular page and explicit I/O movement. Th._~ePhysical Memory Syste ~ The physical memory system is illustrated
 
 on Figure
 
 level must be big enough to contain a significant significant known
 
 elements from the W 1 region.
 
 (which
 
 complex,
 
 is
 
 never)
 
 involving a significant
 
 Desisn issues (I)
 
 almost
 
 Even when the
 
 design of a multi-level
 
 Of course the smallest
 
 program
 
 behavior
 
 memory hierarchy
 
 is
 
 well
 
 system is
 
 number of design issues and tradeoffs.
 
 include:
 
 The number of levels in the hierarchy--clearly
 
 especially
 
 12.
 
 number of elements from the W 0 and
 
 a two level hierarchy
 
 if the ratio of T O to T I is significant--several
 
 is limited
 
 orders of magnitude.
 
 A
 
 small number of levels force the designer to use large sizes at low levels resulting in expensive designs. (2) Device characteristics--at
 
 each
 
 level
 
 the
 
 bandwidth
 
 and
 
 access
 
 time
 
 form
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 important levels
 
 parameters
 
 and
 
 the
 
 and are significant
 
 block
 
 size.
 
 in determining
 
 Also many physical devices such as drum or disc have
 
 natural size increments which determine particular
 
 such issues as the number of
 
 the total number of blocks
 
 available
 
 at
 
 a
 
 level.
 
 (3)
 
 Block size--as mentioned
 
 els
 
 of
 
 the hierarchy.
 
 earlier block size need not be uniform across the lev-
 
 While program locality considerations
 
 alone argue for some-
 
 what smaller block sizes of the order of perhaps 64 or 256 bytes, access time versus bandwidth
 
 considerations
 
 blocks--iK
 
 to 4K bytes--when
 
 (4)
 
 Number
 
 rotational
 
 sical memory space. Replacement
 
 devices
 
 force
 
 designers
 
 to
 
 use larger
 
 dealing with these devices.
 
 of blocks--clearly,
 
 the block size determine
 
 (5)
 
 of
 
 at the highest level, Sn, the number of
 
 blocks
 
 and
 
 the total number of entries that can be stored in this phy-
 
 At intermediate
 
 algorithm--since
 
 levels there is a cost performance
 
 lower levels of the hierarchy
 
 tradeoff.
 
 can only
 
 contain
 
 a
 
 small fraction of the memory space only the most active regions can be stored in it. The problem is identifying the
 
 overall
 
 design.
 
 the "most active" regions without needlessly
 
 Simple
 
 algorithms
 
 such as LRU
 
 complicating
 
 (Least Recently Used) or FIFO
 
 (First In First Out) are widely used. (6)
 
 Write strategy--there
 
 "store
 
 through"
 
 are two basic strategies
 
 philosophy
 
 and
 
 the
 
 regime, when a store type reference entry
 
 "swap"
 
 for stores into the system.
 
 philosophy.
 
 is made to a locality currently
 
 in level S O that
 
 is updated in S O as well as in each higher level of the hierarchy.
 
 swapping
 
 regime,
 
 contained
 
 the write reference
 
 in the memory hierarchy.
 
 swapped back to its higher level. each
 
 The
 
 Under the store through
 
 Under the
 
 is updated only at the lowest level where it is Then when this page is to be replaced it must be
 
 In store through,
 
 swapping
 
 is not necessary since
 
 level of the hierarchy always has an updated picture of the memory system.
 
 actual practice, memory
 
 combinations
 
 systems.
 
 of store through and swapping are used in most
 
 Store through is used for the SoS I (cache-main memory)
 
 In
 
 modern
 
 transaction
 
 while swapping is used at higher levels. Sharing Two types of sharing are quite significant process
 
 and processor
 
 sharing.
 
 gle processor contains multiple processes. than
 
 waiting
 
 for
 
 the
 
 required
 
 another process in the system. at
 
 reasonably
 
 processes higher
 
 low
 
 levels
 
 in
 
 to
 
 degrees
 
 of
 
 memory
 
 systems
 
 designer--
 
 , or multiprogramming,
 
 a sin-
 
 When a miss occurs in process Pi'
 
 rather
 
 block to be swapped in, the processor moves on to
 
 This requires the
 
 memory
 
 that multiple processes hierarchy.
 
 is called the degree of multiprogramming multiprogramming
 
 memory hierarchy being allocated
 
 the
 
 Under process sharing
 
 allowed
 
 be
 
 available
 
 The number of such active in
 
 the
 
 system.
 
 result in a particular hierarchy
 
 Since
 
 level of the
 
 in smaller and smaller pieces to various processes,
 
 49
 
 its exercise can rapidly be self-defeating per
 
 process.
 
 The degeneration
 
 because of potentially higher miss
 
 of performance
 
 due to inadequate availability
 
 rates of low
 
 levels of storage is called trashing. Processor same
 
 space.
 
 sharing for multiprocessing
 
 The principle design problems for multiprocessing
 
 updating problem--several storage block. appropriately
 
 involves several processors
 
 processes
 
 simultaneously
 
 require
 
 the
 
 sharing
 
 the
 
 systems involves the same
 
 data
 
 set
 
 or
 
 The memory system design must take care that the multiple copies are updated.
 
 Performance Models of Processor Memory Interactions Review of Stochastic Models
 
 [9,10] Q
 
 ......... >
 
 ~ , , ,
 
 arrivals
 
 queue
 
 Arrival Process:
 
 departures
 
 ......... >
 
 ......... > server
 
 Requests made on a system.
 
 The interarrival
 
 times are random variables with arrival time probability distribution.
 
 Server:
 
 Service by the system, service times are random variables
 
 with service time probability distribution. Markovian Distributions
 
 (M)
 
 Poisson Arrival:
 
 Probability of n arrivals at time t ( %is
 
 average arrival rate): n
 
 _(At) e-%t Pn (t) - n!
 
 Exponential
 
 Service-Time Distributions:
 
 Probability
 
 that
 
 service is completed by time t ( ~ is average service rate)
 
 F(t) = 1 - e -~t o2 Other distributions:
 
 C =
 
 coef. of variation ~2
 
 M:
 
 C = 1
 
 G:
 
 General
 
 C = anything
 
 D:
 
 Constant
 
 C = 0
 
 Er: Erlangian
 
 C < 1
 
 H:
 
 C > 1
 
 Hyperexponential
 
 Queue Models are categorized by
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 Arrival Dist/Service
 
 Dist/Number
 
 of Servers
 
 thus, M/M/I is a singler server queue with Markovian
 
 arrival
 
 and server distributions. Queue Properties:
 
 if Q is average queue length
 
 request being serviced) for completion
 
 Q = p =
 
 (including
 
 and T w is average waiting
 
 time
 
 of service:
 
 #T w _~_
 
 and M/G/I yi
 
 rw =
 
 for M/M/I
 
 {P+
 
 p2 (I+C2)} 2 (I-P)
 
 C = I 2 I ~- {P+~P~ }
 
 Tw = Closed Queueing Systems
 
 Consider simple CPU - Drum Model: CPU
 
 ......©
 
 O
 
 DRUM
 
 queue length cannot grow beyond CPU limits. Let drum act as server of memory system faults:
 
 ( T, rotation period)
 
 i Requests depend memory size, miss rate, and processing
 
 ability of CPU.
 
 In par-
 
 ticular: request/sec
 
 = miss rate (faults/memory
 
 references)
 
 x(references/instruction) x instructions/sec In a multiprogramming another
 
 process.
 
 system if a
 
 fault
 
 This transfer procedure
 
 occurs,
 
 control
 
 is
 
 transferred
 
 to
 
 continues until either the fault has been
 
 handled or there are not other available processes.
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 Let n be the degree of multiprogramming
 
 and the fraction of processor activity.
 
 Then A
 
 pn-i pn+l_l
 
 this is plotted in Figure be computed
 
 '
 
 14.
 
 if the program fault behavior
 
 ure 14 by the computed points. leads
 
 to
 
 Note that the optimum degree of multiprogramming
 
 an
 
 has decreased
 
 is known.
 
 Note that extending
 
 This is illustrated the degree
 
 of
 
 can
 
 in the Fig-
 
 multiprogramming
 
 activity falloff since the average memory size allocated to a process to a point that higher fault rates dominate.
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 TRADITIONALMACHINE
 
 III.
 
 Traditional
 
 LANGUAGE PROBLEMS AND SOME FUNDAMENTAL CONCEPTS
 
 instruction sets have
 
 been
 
 designed
 
 within
 
 the
 
 [Ii] con-
 
 following
 
 straints:
 
 (a)
 
 The instruction repertoire is static and cannot be dynamically modified.
 
 The introduction of new instructions is a difficult
 
 procedure at best. (b)
 
 Instruction execution time is dominated by the time required to fetch an instruction and its operands from memory. ten or twenty internal operations
 
 As many as
 
 (cycles) comprise the
 
 interpretation of an instruction. (c)
 
 Since most of the time is spent accessing memory, the instruction set is chosen to minimize the number of memory references at the expense of new and more complex instruction sets of second and third generation architectures.
 
 These constraints, while understandable ogy,
 
 give
 
 in the context of slow memory
 
 rise to significant inefficiencies
 
 in program representation.
 
 substantial improvements in memory technology have yet to be reflected ments in these representations.
 
 technolMoreover,
 
 in
 
 improve-
 
 Some more notable inefficiencies include:
 
 i.
 
 fixed name space representations
 
 2.
 
 rigid operational environments
 
 3.
 
 limited format types.
 
 We review each of these areas as well as a preliminary evaluation of efficiency in the remainder of this section. Name Space As discussed in the preceding section, some characteristics of the process name space include: I.
 
 range and resolution
 
 2.
 
 homogeneity
 
 3.
 
 flexibility in interpreting object structures
 
 (i) Range and Resolution -- The traditional instruction set arrangement has tion
 
 to
 
 an 8 bit byte and range defind as large as possible within the bounds of a
 
 reasonable instruction size. low, field. which
 
 resolu-
 
 Hammerstrom
 
 [12]
 
 The information content of such an arrangement is very
 
 estimates
 
 less
 
 than 5% information content in the address
 
 The principal of locality in programs defines regions can
 
 be
 
 captured
 
 in
 
 a small fast working storage.
 
 of
 
 current
 
 activity
 
 Since each region is of
 
 small size, it is clear that the actual entropy in the address
 
 information
 
 is
 
 far
 
 less than the total range of the program address. (2) Th__~eHomogeneity of the N a m e Space -- Many machines have their name space
 
 parti-
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 tioned into a register space and memory space:
 
 System
 
 360,
 
 PDP-II,
 
 etc.
 
 As
 
 we
 
 shall
 
 see, available data does not support such partitions for performance improve-
 
 ment.
 
 In order to improve performance,
 
 into
 
 the incidence of load and store instructions
 
 registers from the memory space must be small enough to justify the partition.
 
 For example consider the following accumulator oriented sequence: Load accumulator, A Add accumulator, B Store accumulator,
 
 C
 
 compared to a three address instruction. designers
 
 eye
 
 was
 
 The reason
 
 for
 
 the
 
 accumulator
 
 to avoid unnecessary data references to memory.
 
 that programs could be partitioned into
 
 relatively
 
 long
 
 operations with a minimum of register initialization.
 
 in
 
 the
 
 The premise is
 
 sequences
 
 of
 
 arithmetic
 
 When the average incidence of
 
 load and store instructions approach twice the incidence of
 
 functional
 
 operations,
 
 this premise has vanished. (3) Interpretation Flexibility -- Flexibility of interpetation of the object ture
 
 struc-
 
 refers to the number, variety and richness of the data structures available to
 
 the operation vocabulary.
 
 Inflexible object structures result in considerable
 
 pro-
 
 gram representation manipulation being required to cause proper functional transformations.
 
 Operational Environments Higher level language representation of programs presents between
 
 the
 
 a
 
 serious
 
 lary of the processor,
 
 l~us, inconsistencies between arithmetic types
 
 procedural
 
 in
 
 language
 
 mismatch
 
 functional operations in the language and the actual operation vocabu-
 
 facilities representation
 
 the create
 
 as
 
 well
 
 as
 
 instruction set representation and the higher level additional
 
 instructions,
 
 requiring
 
 additional
 
 interpretation time to f~lly execute the higher level language statement. Familiar examples include the IF statement--a three way brancb in FORTRAN which may
 
 require three machine language instructions;
 
 the same number of machine instructions. both
 
 a
 
 the DO statement involves at least
 
 Even a simple
 
 assignment
 
 often
 
 requires
 
 load and a store instruction as a result of the previously mentioned split-
 
 ting of the name space. Format Limitations Most familiar machines used for large computation are of the fixed format type. The
 
 size
 
 of the instruction may vary but not the interpretation or the transforma-
 
 tion of the operands.
 
 Thus, A op B := A is the familiar System 360
 
 transformation,
 
 where
 
 either a register name or memory space name.
 
 It is generally
 
 A,
 
 B
 
 may
 
 be
 
 impossible to do A op B := B if op is non-commutative.
 
 It is also not
 
 possible
 
 to
 
 implicitly specify a stack or accumulator. This rigidity in type
 
 of
 
 transformation
 
 and
 
 incompleteness
 
 of
 
 classes
 
 of
 
 transformation represents another source of inefficiency in machine instruction program representation that will be discussed next. Measuring the Efficiency of Machine Instruction Prosram Representation
 
 [13]
 
 In this section we review some well known data describing instruction usage the
 
 IBM 7090 computer series, System 360 and PDP-10.
 
 in
 
 This code usage data is exam-
 
 ined as to the relationship between a computer architecture to its user environment. Different architectures exist because they presume to provide more efficient program representations and executions. required
 
 to
 
 represent
 
 a
 
 That is, the static program size (amount of storage
 
 program)
 
 as well as the dynamic program size (number of
 
 instructions required for program execution) have in some sense been minimized. One measure of this "optimization"
 
 is to compare program statistics for a
 
 ticular architectue against an ultimately simple, fully explicit architecture. simple architecture nothing is implied--no registers or counters
 
 are
 
 invisible
 
 parIn a to
 
 the problem state programmer.
 
 Each instruction contains an operation, the full gen-
 
 eralized address specification
 
 (allowing, if necessary, multiple levels of
 
 tin
 
 indirec-
 
 through tables, etc.) for both source operands, a result operand, and a test of
 
 the result which selects an address for the next instruction. architectures
 
 achieve
 
 their
 
 compact
 
 Of
 
 course,
 
 familiar
 
 instruction representation at the expense of
 
 additional "over- head" instructions to load and
 
 store
 
 registers,
 
 and
 
 alter
 
 the
 
 inline sequence of code (branch), etc. We define three types of instructions I M-instructions are memory partition movement instructions;
 
 such as
 
 the LOAD and STORE instruction which move data items within a storage hierarchy. P-instructions are procedural
 
 instructions which perform functions
 
 associated with instruction sequencing, i.e., TEST, BRANCH, COMPARE, etc., but perform no transformation on data. F-instructions perform computational functions in that they operate on data.
 
 They include arithmetic operations of all types, as well as
 
 logical and shifting operations. Instructions which merely rearrange data across partitions space
 
 of
 
 a
 
 or which alter ordinary sequencing are "overhead" instructions.
 
 memory
 
 name
 
 The ratio of
 
 i The categorization of M, P and F type instructions is for the technical code presented only. Obviously for a SORT program a MOVE might be a F-type instruction: pointing up the more general problem of separating an architectural artifact from a true program function.
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 these overhead instructions to functional instructions is indicative of the an
 
 architecture.
 
 use
 
 An overhead instruction exists in the representation of a program
 
 so as to match the original program requirements to the requirements of the languages.
 
 machine
 
 The most common overhead instructions concern the range, resolution and
 
 homogeneity of the name space: stack,
 
 of
 
 etc.
 
 Overhead
 
 e.g. load and store of registers, push and
 
 instructions
 
 are
 
 pop
 
 the
 
 clearly undesirable because they require
 
 additional space for the program as well as additional interpretation
 
 time
 
 of
 
 the
 
 execution of the program. To quantify "overhead" we define three ratios: i.
 
 M-ratio:
 
 ratio of M-instructions to F-instructions
 
 2.
 
 P-ratio:
 
 ratio of P-instructions to F-instructions
 
 3.
 
 NF-ratio:
 
 ratio of the sum of M and P instructions to F instructions
 
 These ratios are tabulated in Table 2 for IBM 7090, System 360 and PDP-10
 
 [14].
 
 TABLE 2 Processor
 
 "Ideal"
 
 7090
 
 360
 
 PDP-10
 
 M-ratio
 
 0.0
 
 2.0
 
 2.9
 
 i. 5
 
 P-ratio
 
 0.0
 
 0.8
 
 2.5
 
 I. 1
 
 NF-ratio
 
 0.0
 
 2.8
 
 5.5
 
 2.6
 
 Note that the "ideal" machine would have a zero entry note
 
 that
 
 for
 
 these
 
 for
 
 all
 
 ratios.
 
 Also
 
 machines between 2.6 and 5.5 non-functional instructions are
 
 required for each functional instruction implying that the size of programs could be reduced by this factor.
 
 56
 
 IV.
 
 TOWARDS IDEAL PROGRAM REPRESENTATIONS
 
 [ii]
 
 By what criteria should program representations ciency
 
 measure
 
 should
 
 lie
 
 in
 
 be judged?
 
 Clearly,
 
 an
 
 effi-
 
 some sort of space-time product involving both the
 
 space needed to represent an executable program and the time needed to interpret it; although
 
 other
 
 representations,
 
 factors--such
 
 as
 
 the
 
 space
 
 and time needed to create executable
 
 or the space needed to hold the interpreter--may
 
 also be important.
 
 This report considers only the space and time needed to represent
 
 and execute a pro-
 
 gram. Canonic Interpretive Forms Characterizing complicated,
 
 "ideal" program representations
 
 depending
 
 on one's point of view.
 
 insight into the problems at hand, however. constructive
 
 space-time measures
 
 clearly
 
 superior
 
 representations,
 
 following
 
 Canonic
 
 they should
 
 be
 
 to
 
 develop
 
 alternatives.
 
 satisfied
 
 only
 
 by
 
 easy to define, easy to use, and in clear agree-
 
 intuition and pragmatic
 
 Interpretive
 
 extremely
 
 Neither extreme offers significant
 
 that can be used to explore practical
 
 these measures need not be achievable,
 
 tion in a high level programming
 
 or
 
 It is therefore imperative
 
 Although
 
 ment with both a programmerts
 
 is either trivial
 
 observations.
 
 We propose
 
 the
 
 Form, or CIF, as a measure of statement representalanguage.
 
 ! : ~ Property Instructions
 
 -- one CIF instruction
 
 is permitted
 
 for each
 
 non-assignment
 
 type
 
 operation in a }ILL statement. Name Space -- One CIF name is permitted
 
 for each unique I
 
 HLL
 
 name
 
 in
 
 a
 
 HLL
 
 statement. Lo_~2 Property Instructions
 
 -- each CiF instruction
 
 A single operation identifiers, Referencin$
 
 identifier
 
 each of size
 
 consists of:
 
 of size
 
 [log2(F)]2;
 
 and
 
 one
 
 or
 
 more
 
 operand
 
 [log2(V)]3.
 
 Property
 
 Instructions
 
 -- each HLL procedural
 
 (program
 
 control)
 
 statement
 
 causes
 
 one
 
 canonic reference.
 
 ll.e., distinct name in the HLL statement; variable "A" and the constant "I". 2F is the numberof distinct HLL operators HLL statement. 3V is the number of distimct HLL program etc.--in the relevant scope of definition.
 
 "A = A+I" contains
 
 two unique
 
 in the scope of definition objects--variables,
 
 names--the
 
 for the;
 
 labels,
 
 given
 
 constants,
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 Name Space -- one reference is allowed for each unique variable or constant
 
 in
 
 the HLL statement.
 
 Space is measured by the number of bits needed to represent tion
 
 of
 
 a
 
 program;
 
 needed to interpret applied
 
 time
 
 by the number of instructions
 
 the program.
 
 Source
 
 programs
 
 to
 
 the static
 
 defini-
 
 and name space references
 
 which
 
 these
 
 measures
 
 are
 
 should themselves be efficient expressions of an optimal abstract algorithm
 
 -- so as to eliminate
 
 the possible effects of algorithm optimization
 
 during transla-
 
 tion -- such as changing "X = X/X" to "X = I." Generating of
 
 the
 
 I:I
 
 canonic program representations
 
 property.
 
 Traditional
 
 should be straight
 
 forward
 
 because
 
 three address architectures 4 also satisfy the
 
 first part of this criteria, but do not have the unique naming property. For example, hence
 
 can
 
 the statement "X = X + X" contains only one unique
 
 be represented by a single CIF instruction
 
 tion identifier
 
 and one operand identifier.
 
 The
 
 consisting
 
 three
 
 this statement also requires only a single instruction, identifiers
 
 address
 
 variable,
 
 representation
 
 rather than the two required by the CIF.
 
 (+, -, *, /, SQRT, etc.) are clear enough; however,
 
 made for selection operators the array specification (two dimensional
 
 that manipulate
 
 structured data.
 
 For instance~ we view involving one operator
 
 Therefore,
 
 and at least three operands
 
 i:
 
 Example
 
 2:
 
 (the array
 
 A,
 
 and
 
 its
 
 unlike the previous case, the canonic equivalent of
 
 "A(I,J) = A(I,J) + A(I,J)" requires two instructions proper array element,
 
 Functional
 
 allowance must also be
 
 "A(I,J)" as a source level expression
 
 qualification)
 
 subscripts I and J).
 
 Example
 
 of
 
 but it would consist of four
 
 There may be some confusion as to what is meant by an "operation". operators
 
 and
 
 of only one opera-
 
 --
 
 the
 
 and the second to compute the sum.
 
 first
 
 to
 
 select
 
 the
 
 "A(I,J)",
 
 and
 
 Thus:
 
 X = X + X A(I~J) = A(I,J) + A(I,J)
 
 [@ [ A l
 
 I ]
 
 J]
 
 The operator "@" computes the address of the doubly indexed dynamically completes
 
 AIj
 
 [
 
 element
 
 the definition of the local identifier "AIj".
 
 This identifier
 
 is then used in the same manner as the identifier "X" is used in the first example. We count each source level procedural operator.
 
 operator,
 
 such as IF or DO, as
 
 a
 
 single
 
 The predicate expression of an IF must, of course, be evaluated indepen-
 
 dently if it is not a simple variable reference.
 
 Distinct
 
 labels
 
 are
 
 treated
 
 41.e., instruction sets of the form OP X Y Z -- where OP is an identifier for (binary) operation; X the left argument; Y t-he right argument; and Z the result.
 
 as
 
 a
 
 58
 
 distinct operands
 
 Example 3:
 
 , so that:
 
 I IxIY I ji j i01 2o 130 i
 
 IF (X~f) 10,20,30
 
 Two accesses to the process name space (references) first
 
 example:
 
 one
 
 value as a result of executing the statement. required:
 
 one
 
 are required to execute the
 
 to fetch the value of X as an argument, and one to update its In example two, four
 
 references
 
 each to fetch the values of I and J for the subscripting operation;
 
 one to fetch the value of AIj as an argument; and one to update the array
 
 element
 
 after execution.
 
 value
 
 identifier
 
 of
 
 this
 
 Note that no references are required to access the
 
 array A, even though it appears as an operand of the @ function -single
 
 are
 
 in
 
 general,
 
 no
 
 in a CIF instruction can cause more than one reference unless it
 
 is bound to both an argument and a result, and then it will initiate only two references.
 
 No references are needed for either example just to maintain the instruction
 
 stream, since the order of execution is entirely linear 5.
 
 The 1:1 property measures
 
 both space and time, while the log 2 property measures space alone, and the referencing property measures time alone. or
 
 dynamically
 
 --
 
 although
 
 These measures may be applied
 
 static reference
 
 either
 
 statically
 
 counts are strictly comparative, and
 
 hence of iimited value. The i:i property defines, in part, a notion of transformational a
 
 term
 
 which
 
 we
 
 use
 
 to
 
 completeness --
 
 describe any intermediate language satisfying the first
 
 canonic measure.
 
 Translation of source programs into a transformationally
 
 language
 
 require
 
 should
 
 neither
 
 insertion of non-functional canonic
 
 measures
 
 complete
 
 the introduction of synthetic variables, nor the
 
 memory
 
 oriented
 
 instructions 6.
 
 However,
 
 since
 
 the
 
 described above make no allowance for distinguishing between dif-
 
 ferent associations of identifiers to arguments and results, it is unlikely that any practical language will be able to fully satisfy the CIF space requirements. Comparison of CIF to Traditional Machine Architectures Consider the following three line excerpt from a FORTRAN subroutine: I
 
 I = I + 1
 
 2
 
 J = (J-l)*l
 
 3
 
 K = (J-I)*(K-I)
 
 .Assume that I, J, and K are fullword (32 bit)
 
 integers
 
 whose
 
 initial
 
 5The assumption here is that such reference activity can be fully it is so predictable.
 
 values
 
 overlapped
 
 6E ~ to hold the results of intermediate computations, or move data about • the" 6 "storage hierarchy merely to make it accessable to functiona 1 operators.
 
 are
 
 since within
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 stored in m e m o r y prior
 
 to entering
 
 the excerpt,
 
 and
 
 final
 
 must
 
 be
 
 The canonic measures
 
 for
 
 whose
 
 stored in m e m o r y for later use before leaving the excerpt.
 
 values
 
 this example are:
 
 CANNONIC MEASURE OF THE FORTRAN FRAGMENT Instructions Statement Statement Statement
 
 1 -- i instruction 2 -- 2 instructions 3 -- 3 instructions
 
 (i operator) 12 operators) operators)
 
 6 instructions
 
 (6 operators)
 
 Total Instruction
 
 Size
 
 Identifier
 
 Size
 
 Operation identifier size = Tlog~ 4T = 2 bits (operations are: +, -. ~ = ) Operand Number
 
 identifier size = ~logo 4~ = 2 bits (operands are: i, I, J,'K)
 
 of Identifiers
 
 Statement Statement Statement
 
 1 -- 3 identifiers 2 -- 5 identifiers 3 -- 7 identifiers
 
 (2 operand, (3 operand, (4 operand,
 
 i operator) 2 operator) 3 operator)
 
 15 identifiers
 
 (9 operand,
 
 6 operator)
 
 Total P r o g r a m Size
 
 6 operator identifiers x 2 bits = 12 bits 9 operand identifiers x 2 bits 18 bits Total
 
 30 bits
 
 References I n s t r u c t i o n Stream -- 1 reference Operand Loads -- 9 references Operand Stores -- 3 references Total
 
 (nominal)
 
 13 references
 
 The following
 
 listing was produced
 
 on an IBM System
 
 370
 
 using
 
 an
 
 optimizing
 
 compiler7:
 
 1
 
 L L LR A ST
 
 i0,i12(0,13) Ii,80(0,13) 3,11 3,0(0.10) 3,0(10)
 
 2
 
 L SR MR ST
 
 7,4(0,10) 7,11 6,3 7,4(0,10)
 
 7FORTRAN I V level H, OPT = 2, run in a 500K partition on a Model
 
 168, June
 
 1977.
 
 60
 
 3
 
 LR SR LCR A MR ST
 
 4,7 4,3 3,3 3,8(0,10) 2,4 3,8(0,10)
 
 A total of 368 bits are required to contain this program body (we have excluded some 2000 bits of prologue/epilogue
 
 code required by the 370 Operating System and FORTRAN
 
 linkage conventions) -- over 12 times the space indicated by Computing
 
 reference
 
 the
 
 canonic
 
 process name space are required to evaluate the 370 representation excerpt.
 
 measure.
 
 activity in the same way as before, we find 48 accesses to the of
 
 the
 
 FORTRAN
 
 If allowance is made for the fact that register accesses consume almost no
 
 time in comparison to accesses to the execution store, this count drops to 20 references -- allowing one access for each 32 bit word in the instruction stream. The increase in program size, number of references
 
 instructions,
 
 and
 
 number
 
 of
 
 memory
 
 is a direct result of the partitioned name space, indirect operand iden-
 
 tification, and restricted instruction formats of the 370 architecture. facilitate
 
 the
 
 discussion at this point, it is useful to define
 
 In order to
 
 [13] three general
 
 classes of instructions: M-instructions, which simply move data items within the storage hierarchy tamiiiar LOAD and STORE operators);
 
 (e.g., the
 
 - -
 
 P-instructions, which modify the default sequencing between instructions during exe-cution (e.g., JUMP, BRANCH and LINK operators); and F-instructions, which actually perform functional computations by assigning new values to result operands after transforming the current values of argument operands (e.g., all arithmetic, logical, and shifting operators).
 
 - -
 
 Instructions that merely rearrange data aecross partitions space,
 
 or
 
 of
 
 instructions
 
 functional instructions ture.
 
 memory
 
 name
 
 that alter the normal order of instruction sequencing, are "overhead" in
 
 the sense that they do not directly contribute to a computation. overhead
 
 a
 
 Overhead
 
 (i.e.,
 
 M-
 
 and
 
 (F-instructions)
 
 instructions
 
 must
 
 be
 
 The ratio of these
 
 P- type instructions in our terminology) is indicative of the use inserted
 
 into
 
 of
 
 an
 
 the desired sequence of F-
 
 instructions to match the computational requirements of the original program to capabilities of the machine architecture.
 
 in
 
 the
 
 Statically, M-instructions are by far the
 
 most common overhead instructions -- indeed, instruction
 
 to
 
 architec-
 
 almost all existing machines.
 
 they
 
 are
 
 the
 
 most
 
 common
 
 type
 
 of
 
 Dynamically, however, P-instructions
 
 become equally significant. The table below illustrates the use of ratios for the foregoing example. Synthesis of Canonic Program Representations Belore treating the synthesis problem the introduction of some additional cepts will be useful.
 
 con-
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 COMPARIS~
 
 FOR THE EXAMPLE
 
 370 FORTRAN-IV (level H extended) optimized non optimized
 
 CIF
 
 No. of Instructions
 
 15
 
 19
 
 M-type Instructions
 
 9
 
 13
 
 0
 
 F-type Instructions
 
 6
 
 6
 
 6
 
 M-ratio
 
 1.5
 
 Program Size
 
 J
 
 defines
 
 0
 
 604 bits
 
 20
 
 Target Machine: level
 
 2.7
 
 368 bits
 
 Memory References
 
 6
 
 30 bits
 
 36
 
 13
 
 The semantics of a program representation
 
 the
 
 at
 
 target machine for that representation.
 
 any
 
 hierarchical
 
 Traditional machine
 
 languages are usually thought of as target machines for emulation while cepts
 
 in
 
 environmentally
 
 oriented
 
 directly executed languages
 
 corresponds
 
 representation.
 
 to
 
 ~EL):
 
 a name space
 
 2.
 
 operation vocabulary
 
 3.
 
 sequence rules.
 
 J-l.
 
 In
 
 as
 
 machine
 
 together
 
 with
 
 a
 
 particular
 
 The host machine is actually a target machine at level
 
 in our context,
 
 together with a J-2 host
 
 the level 0 machine is the final
 
 phy-
 
 then is that program written for the host machine which takes a
 
 ate state transformations
 
 to the DEL transformation
 
 in the DEL name space.
 
 rules, appropri-
 
 In order to accomplish
 
 this,
 
 the
 
 must have its own name space and cause its own host machine state tran-
 
 The name space of the interpreter
 
 interpreter
 
 target
 
 consists of:
 
 A host machine,
 
 DEL and causes, corresponding
 
 interpreter
 
 the
 
 conto as
 
 of the required state transformations.
 
 The interpreter particular
 
 sitions.
 
 DEL
 
 turn, it may he interpreted by a J-1 interpreter While not important
 
 sical realization
 
 referred
 
 is the agent that responds to DEL rules and causes correct transi-
 
 tions in the DEL name space.
 
 machine.
 
 We define the
 
 The DEL, being a target machine,
 
 I.
 
 interpreter,
 
 newer
 
 are
 
 a simple one step mapping of a higher level language program
 
 Host Machine and DEL Interpreter: DEL
 
 representations
 
 (DELs).
 
 Directly Executed Lanznages which
 
 program
 
 and the
 
 DEL
 
 should
 
 be
 
 separate,
 
 the
 
 for example residing in "control store" which is otherwise unaddressable
 
 by any other entity. Synthesis of Simple Host Machines
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 Simple Host Machine Structures Since the host machine will undergo a number of completes
 
 the interpretation
 
 state
 
 of a single DEL instruction
 
 transitions
 
 before
 
 it
 
 unit, and since presumably
 
 the host machine will not be designed uniquely for the interpretation
 
 of
 
 a
 
 single
 
 DEL, the need for speed in interpretation
 
 is obvious.
 
 The program for the interpre-
 
 tation of the DEL must be stored in high
 
 speed
 
 write
 
 storage
 
 will
 
 by
 
 and
 
 large
 
 therefore also determine
 
 speed of the host
 
 this
 
 time, it will
 
 machine.
 
 Since
 
 the
 
 of host machine instructions
 
 seem to
 
 This would stress:
 
 (I)
 
 multiple
 
 (2)
 
 overlapped
 
 simultaneous
 
 Additionally~
 
 access to the resources of the system
 
 access to fast interpretive
 
 interpretive
 
 which
 
 Since
 
 premise of slow memory access is no longer true, at
 
 least for small memory sizes, a new arrangement
 
 [16]
 
 storage.
 
 determine host machine state transition
 
 the interpretation
 
 traditional machine instructions
 
 be in order.
 
 read
 
 store which contains
 
 parameters.
 
 a number of specific host machine attributes have been identified
 
 are
 
 significant
 
 in
 
 producing
 
 interpretive
 
 performance.
 
 We mention
 
 several of these below: (i)
 
 Flexible field extraction
 
 and manipulation
 
 (2)
 
 Residual
 
 (3)
 
 Capability
 
 (4)
 
 A large amount of writeable
 
 for generalized
 
 decoding. control for dynamically
 
 reconfiguring
 
 both internal
 
 and external environment.
 
 mechanisms (5)
 
 for constructing
 
 complex address mapping interpretive
 
 functions.
 
 storage with simple
 
 for reading or writing any portion.
 
 Flexible host instruction
 
 sequencing with comprehensive
 
 facility
 
 for bit setting and testing which can be used for sequencing. (6)
 
 Parallelism within a host instruction and host environment arranged
 
 to aid in eliminating host overhead
 
 instructions.
 
 Sample Host Architecture Consider the organization contain
 
 the
 
 instruction
 
 outlined
 
 in Figure 16.
 
 register and instruction counter.
 
 tion width is the same as the data word width instruction primitive
 
 is
 
 The general purpose registers
 
 partitioned
 
 into
 
 three
 
 instruction with simultaneous
 
 (perhaps 32
 
 fragments,
 
 (F)
 
 C(RI)
 
 II.
 
 (M)
 
 C(R3)
 
 0P
 
 C(R2)
 
 action of typically host
 
 := C(RI)
 
 LOAD := STORE
 
 C (MICROSTORAGE
 
 A
 
 typical
 
 host
 
 each of which is essentially
 
 ments shown below: !.
 
 Assume that the instrucbits).
 
 ADDRESS)
 
 instruction
 
 a
 
 frag-
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 IIl.
 
 (a)
 
 (P)
 
 IF
 
 (TEST = i)
 
 THEN
 
 *
 
 +
 
 *
 
 + A
 
 ELSE
 
 *
 
 +
 
 *
 
 + 1
 
 A register-to-register
 
 operation of the F-type.
 
 the contents of R 2 as arguments, (b)
 
 OP uses the contents of R 1 and
 
 placing the result in R 1.
 
 A load or store from microstorage
 
 into the general purpose registers.
 
 Immedi-
 
 ate values can be contained in the address field in this structure fragment. (c)
 
 The branch instruction or P-type.
 
 and an offset value
 
 This includes specification
 
 (A) relative to the location counter
 
 The net effect is to simultaneously machines;
 
 an F machine,
 
 an M machine,
 
 of
 
 the
 
 instances
 
 fragments
 
 F
 
 fragment transforms current data values,
 
 type of overlapped
 
 by
 
 operation:
 
 instruction
 
 since every F fragment
 
 nanoseconds--using conflicts
 
 carries
 
 (We make no pretense here that a split name space is always
 
 foregoing
 
 executes
 
 follow-
 
 Notice that while a split name space is still used, no
 
 time is required to manage the partition;
 
 the
 
 while
 
 the P fragment tests the results of
 
 in an efficient host or that the above is the only way to handle
 
 event,
 
 storage,
 
 use of the registers
 
 Also it may not be possible in many
 
 and the M fragment fetches ahead new data for the
 
 fragment.
 
 M fragment with it.
 
 required any
 
 instruction
 
 F instruction
 
 additional an
 
 Actually it will not always
 
 to write code which uses all three fields.
 
 the preceding ing
 
 mask
 
 (*).
 
 Inconsistent
 
 could cause a confict.
 
 The concurrency gives us to an interesting the
 
 test
 
 control the operation of three finite state
 
 and a P machine.
 
 he possible to exploit concurrent operations. two
 
 of a
 
 in
 
 ordinary between
 
 instruction
 
 essentially
 
 one
 
 circuitry. the
 
 it.)
 
 In
 
 resembles a familiar microinstruction. machine
 
 cycle--perhaps
 
 Depending upon the arrangement
 
 load/store
 
 fragment
 
 and
 
 This 200
 
 of micro
 
 next-instruction-
 
 fetch
 
 mechanism could double the instruction execution time. For transfer of input data to and from main memory, format
 
 is used.
 
 This instruction
 
 blocks of data between microstorage ways
 
 treated as an I/O device.
 
 an
 
 format is block-oriented and main storage.
 
 alternate
 
 instruction
 
 and asynchrono~sly moves
 
 Thus, main memory is in
 
 Notice that this treatment,
 
 many
 
 except for its explicit
 
 nature, is very similar to cache-based memory systems already in use. The example is actually an abstraction EMMY
 
 [17,18].
 
 similar to this example. pretive purposes
 
 of a machine in use at
 
 Stanford
 
 called
 
 EMMY word size, timing and parallel host instruction philosophy are Other host machine structures designed for similar
 
 should also be mentioned
 
 [16], especially Burroughs
 
 BI700
 
 DE__~LSynthesis~8
 
 8 The material presented
 
 in this section is a much simplified
 
 inter-
 
 [19].
 
 version of [20].
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 Terms and Assumptions In order to synthesize
 
 simple "quasi-ideal" DELs, let us make some fairly obvi-
 
 ous straight forward assignments
 
 and assumptions:
 
 (i)
 
 The DEL program representation
 
 (2)
 
 The interpreter
 
 lies in the main storage of
 
 the host machine. for the DEL lles in a somewhat faster, smaller
 
 interpretive
 
 storage.
 
 interpretive
 
 subroutines
 
 The interpreter includes the actual as well as certain parameters
 
 associated
 
 with interpretation. (3)
 
 A small number of registers exist in the host machine which contain local and environmental interpretation
 
 information associated with the
 
 of the current DEL instruction.
 
 that communicatins
 
 between interpretive
 
 Further assume
 
 storage and this register
 
 set can be overlapped with transformations
 
 on the register set
 
 (Figure 17). Before proceeding,
 
 an elaboration on some notions
 
 structure will be useful.
 
 A template is a binary string partitioned
 
 by action of the interpretive string.
 
 It is an identifier
 
 In general,
 
 the containers
 
 program.
 
 instruction
 
 into containers
 
 A container is an element of the vector
 
 bit
 
 for either a format, operand field, or operation field.
 
 format and (implicitly)
 
 (2)
 
 the operands
 
 (3)
 
 operations
 
 the number of operands
 
 to be performed
 
 on the identified sequencing
 
 DEL
 
 specify the following information:
 
 (i)
 
 (4)
 
 concerning
 
 (of a most binary order)
 
 operands
 
 information,
 
 A format is a transformation
 
 if required. rule identifying:
 
 (i)
 
 template partition
 
 (2)
 
 the order of the operation:
 
 (3)
 
 ordering precedence
 
 (i.e. number and meaning of containers) i.e. whether the operation
 
 is nullary, unary or binary among operands.
 
 The container size is the maximum size that a field
 
 may
 
 take
 
 size is determind by the number of elements required in a locality,
 
 on.
 
 Container
 
 thus~ the struc-
 
 ture of the DEL instruction unit might consist of a template outlined below.
 
 66
 
 (a) Storage Assignments
 
 DEL
 
 DEL INTERPRETER
 
 DEL
 
 INSTRUCTION
 
 HOST REGISTERS
 
 PROGRAM
 
 CURRENT DEL SCOPE
 
 ENVIRONMENT
 
 REPRESENTATION
 
 INTERPRETIVE STORAGE
 
 DEL INSTRUCTION ENVIRONMENT
 
 MAIN MEMORY DEL TARGET PROGRAM
 
 DEL SUBROUTINE ENVIRONMENT
 
 (b) DEL Instruction Unit
 
 Figure 17:
 
 ~operation
 
 DEL Model
 
 container
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 DELs Which Approach Canonic Form There four notions useful in defining a DEL which environment,
 
 contour,
 
 approaches
 
 canonical
 
 form:
 
 operation and format.
 
 Environment The notion of environment tional
 
 machine
 
 languages
 
 memory concepts.
 
 is fundamental not only to DELs but
 
 as evidenced by widespread
 
 also
 
 is
 
 transparent
 
 interpreter. (i)
 
 to
 
 the
 
 DEL name space but recognized
 
 Properties of the environment
 
 The DEL name space is homogeneous unbounded
 
 (2)
 
 cache
 
 con-
 
 We recognize locality as an important property
 
 of a program name space and handle it explicitly under interpreter locality
 
 tradi-
 
 adoption of cache and virtual
 
 What is proposed here is akin in some respects to the
 
 cept and yet quite distinct from it.
 
 to
 
 control.
 
 Thus,
 
 and managed by the
 
 are: and uniform with an a priori
 
 range and variable resolution.
 
 Operations,
 
 involving for example the composition
 
 which use registers,
 
 of addresses
 
 should not be present in the DEL code but
 
 should be part of the interpreter
 
 code only.
 
 Thus, the
 
 register name space and the interpreter name space are largely not part of the DEL name space. interpreter (3)
 
 It is the function of the
 
 to optimize register allocation.
 
 The environmental
 
 locality will be defined by the higher level
 
 language for which this representation for example, (4)
 
 it would correspond
 
 Unique to every environment (i)
 
 is created.
 
 In FORTRAN,
 
 to function or subroutine scope.
 
 is a scope which includes:
 
 a label contour,
 
 (ii)
 
 an operand contour,
 
 (iii)
 
 an operation table.
 
 Contours Following descriptors.
 
 the model of J. Johnson When
 
 an
 
 addresses must be placed simple
 
 static
 
 languages before memory) space
 
 language
 
 environment
 
 a
 
 is
 
 invoked,
 
 (or be already present) like
 
 that allow recursion,
 
 entering
 
 [21], contour is a vector a
 
 (a table) of object
 
 contour of label and variable
 
 in the interpretive
 
 storage.
 
 FORTRAN this creation can be done at load time. etc., the creation of
 
 new environment.
 
 the
 
 contour
 
 wowld
 
 Type information
 
 For done
 
 An entry in the contour consists of the (main
 
 address of the variable to be used; this is the full and complete address.
 
 be
 
 For a
 
 and other descriptive
 
 DEL
 
 name
 
 details may also be included
 
 as part of the entry. The environment must provide a pointer into the current further
 
 mwst
 
 provide
 
 contour.
 
 Environment
 
 an index of width of the container for labels and variables.
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 F and W identify A
 
 DEL instruction i envlronment
 
 L
 
 Host Registers
 
 )
 
 EP + A
 
 Interpretive Storage
 
 !
 
 L ~ C°n~°ur I
 
 Target Program Storage
 
 Fig. 18a:
 
 Variable Accessing in DEL
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 F Host Registers
 
 i
 
 I~ ~oeraodsl OP
 
 ---~
 
 I...... I'EOP
 
 EOP + OP
 
 to Host Instruction Register
 
 /////////////////////////I Interpretive
 
 l
 
 Storage
 
 Fig. 18b:
 
 Operation Access in DEL
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 Typically, ters
 
 of
 
 the environoent pointer and width index would be maintained in the registhe host machine.
 
 the environmental storage,
 
 then
 
 pointer
 
 Figure
 
 If W is the index of width of the environment and EP is into
 
 the
 
 current
 
 contour
 
 contained
 
 18a illustates the accessing process.
 
 ables may be indexed off the same environmental pointer.
 
 in
 
 interpretive
 
 Both labels and vari-
 
 The DEL source instruction
 
 unit has containers which define indices in the current contour that identify a target name space address. Operations Each verb or operation in the higher level language identifies a interpretive operator in the DEL program representation trol actions which will be discussed shortly). familiar
 
 operations
 
 unusual operations, in
 
 the
 
 are
 
 expected
 
 interpretive
 
 storage.
 
 total
 
 interpreting
 
 the interpretive storage.
 
 all
 
 Certain
 
 A pointer to an operator translation table must be
 
 (Figure 18b).
 
 For simple languages,
 
 number
 
 in
 
 for
 
 the actual operations used are indicated by a
 
 container off this pointer
 
 the
 
 lie
 
 (exclude for the moment con-
 
 The routines
 
 such as the trigonomentric functions may not always be contained
 
 part of the environment;
 
 tive storage.
 
 to
 
 corresponding
 
 small
 
 index
 
 The table is also present in the interpre-
 
 this latter step is probably unnecessary
 
 since
 
 of operations may be easily contained in, for example, a six bit
 
 field and the saving in DEL program representation may not justify the added
 
 inter-
 
 pretive step. Formats for Transformational Completeness In order to achieve a form of the transformational completeness tioned
 
 earlier,
 
 the order of the operation--the nullary operation unary
 
 operation
 
 property
 
 which
 
 assumes
 
 which
 
 assumes
 
 no
 
 operand,
 
 completeness,
 
 a
 
 stack should also be available.
 
 should contain no overhead instructions: will
 
 always
 
 be
 
 the
 
 one source and produces one result, and the binary
 
 operation which takes two source operands and produces a single result. achieve
 
 men-
 
 three distinct kinds of transformation must be considered based on
 
 However,
 
 for handling the stack.
 
 In order to
 
 the DEL formats
 
 That is, the stack
 
 "pushed" when used as a sink and always be "popped" when used as a
 
 source. Then for tranformational
 
 completeness we have the following formats.
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 nullary case, one format
 
 unary ease, five formats
 
 (T is top of stack)
 
 FI, 1
 
 A
 
 OP
 
 + B
 
 F_
 
 _
 
 A
 
 0P
 
 .I
 
 !
 
 OP A
 
 + T
 
 F1, 3
 
 A
 
 OP
 
 OPT
 
 ÷ A
 
 FI, 4
 
 A
 
 i OP
 
 OP A
 
 ÷ A
 
 OPT
 
 + T
 
 binary case, formats (T,U are top and under the top elements of the stack, respectively)
 
 F2, 2
 
 A
 
 F2, 3
 
 B
 
 OP
 
 B
 
 jo ;
 
 F2, 5
 
 A
 
 OP I
 
 F2, 6
 
 A
 
 B
 
 F2, ~
 
 A
 
 B
 
 F2, 8
 
 A
 
 B
 
 F2, 9
 
 A
 
 oP
 
 F2,10
 
 A
 
 oP
 
 F2,11
 
 A
 
 OP
 
 A
 
 B + B
 
 B+A A
 
 t O~OP
 
 OP
 
 OP
 
 A + A
 
 I
 
 A
 
 OP
 
 B + T
 
 I
 
 ~
 
 OP
 
 T + B
 
 OP I
 
 T
 
 OP
 
 A + B
 
 T
 
 OP
 
 A ÷ A
 
 A
 
 OP
 
 T + A
 
 A
 
 OP
 
 A ÷ T
 
 F2,12
 
 A
 
 OP
 
 A
 
 OF
 
 T ÷ T
 
 F2,13
 
 A
 
 OP
 
 T
 
 OP
 
 A ÷ T
 
 F2,14
 
 A
 
 OP
 
 T
 
 OP
 
 T -~ A
 
 F2,15
 
 A
 
 OP
 
 T
 
 OP
 
 U ÷ A
 
 F2,16
 
 OP
 
 T
 
 OP
 
 U ÷ T
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 The binary formats vary from oriented formats, TUT format.
 
 all
 
 explicit
 
 ABC
 
 type
 
 formats
 
 a
 
 total
 
 of
 
 stack
 
 stack.
 
 While
 
 there
 
 over three hundred format transformations possible, it is easy to
 
 show more formally that the above 21 accomplish all possible without
 
 all
 
 Note that A, B and C are explicit variables, T infers
 
 the top of the stack, U the element underneath the top of the are
 
 to
 
 overhead.
 
 valid
 
 transformations
 
 Note that transformatins such as U OP B :=A, U O P T
 
 follow a uniform stack discipline while transformations such as C
 
 OP
 
 := T do not
 
 B
 
 :=
 
 A
 
 are
 
 (to a binary order)
 
 set
 
 merely identifier permutations and unnecessary. Furthermore, can
 
 be
 
 the size of a transformationally complete
 
 minimized by observing that the trailing OP container can specify the order
 
 of the operation. Also
 
 This allows F 0 and F 1 formats to be
 
 the four "identical" source formats
 
 to identify argument equivalence.
 
 subsumed
 
 into
 
 the
 
 binary.
 
 (such as A OP A := B) require the compiler
 
 Given such
 
 a
 
 compiler,
 
 it
 
 would
 
 more
 
 likely
 
 optimize the source to eliminate the redundancy rather than require such formats for representation. Thus, practical binary transformational formats.
 
 So
 
 completeness is achievable with
 
 far we have ignored the control problem;
 
 GOTO actually represent a transformation on the sequencing structure appropriately
 
 recognized
 
 twelve
 
 statements such as IF, DO or and
 
 are
 
 as distinct formats rather than functional operations.
 
 format for each of the aforementioned procedures would add three to the twelve viously discussed totaling fifteen formats as a useful complete set of formats. AN EXAMPLE AND SOME RESULTS
 
 [II]
 
 Again consider the previous example: 1 2 3
 
 I = I+I J = (J-l)*l K (J-I)*(K-I)
 
 This might be implemented as:
 
 Statement
 
 Implementation
 
 Semantics
 
 4
 
 2
 
 2
 
 2
 
 1
 
 ABA
 
 I
 
 1
 
 +
 
 I
 
 2
 
 ABT
 
 J
 
 [
 
 -
 
 T := J-i
 
 TAB
 
 I
 
 J
 
 *
 
 J := T*I
 
 ABT
 
 J
 
 !
 
 -
 
 T := J-i
 
 ABT
 
 K
 
 I
 
 -
 
 T := K-I
 
 TUA
 
 K
 
 *
 
 3
 
 more
 
 := I+l
 
 K := T*U
 
 A
 
 pre-
 
 7S
 
 where T and U are the top and next-to-top The
 
 size,
 
 in
 
 bits,
 
 of
 
 each
 
 directly above the corresponding ically
 
 by
 
 the 5 th instruction
 
 (under top) stack elements,
 
 identifier mnemonic.
 
 field
 
 respectively.
 
 in the first instruction
 
 appears
 
 Note that the stack is "pushed" automat-
 
 and the 6 th instruction "pops" the stack for further
 
 use. Our CIF rules apply directly to container tify
 
 the four variables
 
 number of instructions sizes;
 
 however,
 
 are achieved,
 
 as are the
 
 variable
 
 rules,
 
 (out of the fifteen instruction
 
 and the achieved transformational
 
 for statements containing tion
 
 contains
 
 identifier references
 
 operation
 
 iden-
 
 container
 
 formats discussed
 
 in
 
 section).
 
 There is a difference between the transformational canonic
 
 and
 
 to
 
 The canonic
 
 4 additional bits per instruction are needed in this implementation
 
 to identify the correct format the preceding
 
 size--two bits are allowed
 
 and two bits are used for the four operations.
 
 an
 
 completeness.
 
 at most one functional operator--so
 
 additional
 
 in instruction 6. since
 
 completeness
 
 J-identifier
 
 in
 
 instruciton
 
 required by the
 
 The two agree only
 
 that
 
 the
 
 implementa-
 
 3 and an additional K-
 
 These do not, however, necessitate
 
 additional
 
 memory
 
 separate domain and range references are also required in the CIF
 
 if a single variable
 
 is used both as a source and sink
 
 within
 
 a
 
 given
 
 statement.
 
 The comparison with the CIF measures are shown below.
 
 ACHIEVED vs. THEORETICAL Number of
 
 EFFICIENCY
 
 Achieved
 
 Instruction Units
 
 CIF
 
 6
 
 6
 
 Operand Identifiers
 
 Ii
 
 9
 
 Operator Identifiers
 
 6
 
 6
 
 Memory References
 
 2 (i.u.) 12 (data)
 
 1 (i.u.) 12 (data)
 
 14
 
 13
 
 Totals
 
 Size of
 
 total
 
 Achieved
 
 Each Identifier Total Program
 
 total
 
 CIF
 
 2 bits
 
 2 bits
 
 58 bits
 
 30 bits
 
 We assume that 32 bits are fetched per memory reference during the fetch
 
 portion of the interpretation
 
 respect to CIF measure,
 
 process.
 
 instruction
 
 While the program size has grown with
 
 it is still substantially
 
 less than System
 
 370
 
 representa-
 
 tion; other measures are comparable to CIF. The example discussed
 
 in the preceding
 
 section may be criticized
 
 as being
 
 non-
 
 74
 
 typical in its DEL comparisons: i.
 
 The containers are quite small, thus reducing size size measures for the DEL code.
 
 ii.
 
 Program control is not included.
 
 iii.
 
 The program reduction in space may come at the expense of host machine interpretation time.
 
 With respect to the first criticism, note that the size of a program tation
 
 represen-
 
 grows as a log function of the number of variables and operations used in an
 
 environment.
 
 If sixteen variables
 
 increase by 50% (to 90 bits).
 
 were
 
 used~
 
 for
 
 example,
 
 program
 
 size
 
 happens to the same three statements when they are interspersed in a larger with
 
 perhaps
 
 would
 
 It is even more interesting, however, to observe what context
 
 16 variables and 20 statements and compiled into System 370 code.
 
 size of the object code produced by the compiler for either optmized or
 
 The
 
 unoptimized
 
 versions increases by almost exactly the same 50%--primarily because the compiler is unable to optimize variable and register usage. The absence of program control also has no significant statistical typical
 
 FORTRAN
 
 DO
 
 affect.
 
 A
 
 or IF is compiled into between 3 and 9 System 370 instructions
 
 (assuming a simple IF predicate)
 
 depending upon the size of the context in which the
 
 statement
 
 inclusion of program control will not significantly
 
 occurs.
 
 Thus~
 
 the
 
 alter the statistics and may even make the DEL argument more favorable. The third criticism is more difficult to interpretation
 
 time
 
 should
 
 respond
 
 to.
 
 We
 
 submit
 
 that
 
 host
 
 not be noticeably increased over a traditional machine
 
 instruction if the same premises are made, since i.
 
 16 DEL formats must be contrasted asainst perhaps 6 or 8 System 370 formats (using the same definition of ~ormat)--not a significant implementation difference.
 
 ii.
 
 Some features are required by a 370 instruction even if not required by the instruction--e.g., indexing. Name completion through base registers is a similar situation since the base values remain the same over several instructions.
 
 iii.
 
 Approximately the same number of state transitions are required for either a DEL instruction or a traditional machine instruction if each is referred to its own "well mapped" host interpreter. In fact, for an unbiased host designed for interpretation the interpretation time is approximately the same for either a DEL instruction or a System 370 instruction.
 
 The language DELtran, upon which the aforementioned developed host EMMY the
 
 same
 
 as a FORTRAN DEL.
 
 The performance and vital statistics of DELtran on the
 
 [24] is interesting, especially when compared to the system.
 
 370
 
 performance
 
 on
 
 The table below is constructed using a version of the well-known
 
 Whetstone benchmark and widely accepted and used The
 
 example was based, has been
 
 for
 
 FORTRAN
 
 machine
 
 evaluation.
 
 EMMY host system referred to in the table is a very small system--the processor
 
 consists of one board with 305 circuit modules and 4096 32 bit words of interpretive storage.
 
 It is clear that the DELtran performance is significantly superior to the
 
 75
 
 370 in every measure.
 
 DELtran vs. System 370 Comparison for the Whetstone Benchmark Whetstone Source -- 80 statements (static) -- 15,233 statements (dynamic) -- 8,624 bits (excluding comments) System 370 FORTRAN-IV opt 2
 
 DELtran
 
 ratio 370/DELtran
 
 Program Size (static)
 
 12,944 bits
 
 2,428 bits
 
 5.3:1
 
 Instructions Executed
 
 101,016 i.u.
 
 21,843 i.u.
 
 4.6:1
 
 6.6
 
 Instructions/Statement
 
 1.4
 
 220,561 ref.
 
 Memory References
 
 4.7:1
 
 0.14 sec.
 
 5:1
 
 0.70 sec. EMMY Execution Time (370 emulation approximates 360 Model 50) Interpreter Size (excludes I/O)
 
 4.6:1
 
 46,939 ref.
 
 800 words
 
 2,100 words
 
 2.6:1
 
 Before concluding, a further comparison is in order, Wilner
 
 [31]
 
 compares
 
 the
 
 S-language for FORTRAN on the B-1700 as offering a 2:1 space improvement over System 360 code. tainer
 
 The FORTRAN S-language instruction consists of a 3 or 9 bit OP code
 
 followed
 
 by
 
 operand
 
 segment and displacement
 
 con-
 
 containers of (usually) 24 bits--split as descriptor,
 
 (not unlike our interpretive storage
 
 entry).
 
 The
 
 format
 
 set used in this work is of limited size, and does not possess transformational pleteness.
 
 However, even this early effort offers noticable improvement
 
 of
 
 com-
 
 static
 
 program representation. Language Directed Operating Systems Thus far in this paper we have examined the implication host
 
 of
 
 fast
 
 interpretive
 
 machines on program representation largely in the absence of an operating sys-
 
 tem or operating system functions.
 
 In this section we outline some of the
 
 implica-
 
 tions of language oriented machines on operating systems. To repeat interpretation
 
 an
 
 ideal
 
 discussed
 
 the
 
 initial
 
 representation
 
 is
 
 the
 
 issue--and
 
 is an implementation technique which provides efficient realizations
 
 and executions of this representation. to
 
 earlier:
 
 If the representation is poor
 
 with
 
 respect
 
 problem there is nothing that the operating system designer or the
 
 machine designer can do to recover efficiency.
 
 Thus, both the machine designer
 
 and
 
 the operating systems designer are forced to closely examine the initial representations in which they find the programs--the higher level language.
 
 If
 
 one
 
 of
 
 the
 
 messages of the preceding section was that machine designers have blinded themselves by looking too closely at machines and not nearly closely enough which
 
 were
 
 initially
 
 at
 
 used to perform the program representations;
 
 the
 
 languages
 
 so too the same
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 can be said about operating universal
 
 instruction
 
 (or language oriented) sysfem catering
 
 systems designers.
 
 to all environments
 
 and
 
 that
 
 operating
 
 further,
 
 What we are actually attempting tem based on interpretation.
 
 a
 
 the image language switching problem.
 
 of OS entities,
 
 (A) The Interpretive ~
 
 let us examine
 
 function
 
 as
 
 requirements
 
 function
 
 is
 
 a
 
 such operating
 
 semantics
 
 of
 
 the
 
 systems is that
 
 each
 
 sys-
 
 varying
 
 image machines.
 
 a
 
 atomic
 
 certain
 
 atomic of entry
 
 viewpoint
 
 However, physical
 
 in
 
 and device
 
 For
 
 example
 
 indefinitely.
 
 Of course, each computation
 
 in which interrupts
 
 Such hierarchies
 
 an
 
 usually in one:one
 
 that interrupts be serviced at regular intervals.
 
 level abstractions
 
 ble at another.
 
 process
 
 of
 
 the relative significance
 
 of interrupt
 
 each performing
 
 is interruptable
 
 that this is define with respect to physical
 
 higher
 
 to
 
 Clearly one would like to make an
 
 A sequence of atomic functions may now be defined, cant computation.
 
 appropriate
 
 This prescribes
 
 an atomic function cannot mask interrupts
 
 Notice
 
 to
 
 system is
 
 functional parameters.
 
 is
 
 noninterruptable
 
 during interpretation.
 
 mandate
 
 tailored
 
 model of the operating
 
 which
 
 large as possible and thus minimize
 
 of
 
 multil-
 
 and
 
 system
 
 with a language primitive.
 
 specification
 
 the
 
 some general concepts.
 
 A primary concept 9 in developing
 
 and exit overhead
 
 The concept of
 
 System:
 
 In order to identify the operating
 
 atomic
 
 oriented operating
 
 to define is a language directed operating
 
 the identification
 
 An
 
 t e
 
 A discussion of this involves two distinct aspects:
 
 (B)
 
 correspondence
 
 that
 
 The thesis of this note is
 
 system must be
 
 new
 
 (A)
 
 function.
 
 seen
 
 is probably just as inefficient.
 
 in which levels are associated with interpretive
 
 environments
 
 have
 
 system is not able to efficiently represent
 
 oriented machine design situation.
 
 environment
 
 required
 
 we
 
 sets so too the concept of a universal
 
 that the inner layer of the traditional language
 
 as
 
 set is inefficient when compared to environmentally instructions
 
 a single layered operating ingual interpretively
 
 Just
 
 time.
 
 a
 
 signifi-
 
 on atomic boundries.
 
 Naturally
 
 one can cascade
 
 are masked at one level and yet visistructures
 
 are beyond
 
 the
 
 scope
 
 of
 
 this short outline but are obvious extensions. With the above concepts in mind language
 
 oriented
 
 operating
 
 operating
 
 system is now considered
 
 variable
 
 and
 
 associated
 
 we
 
 system.
 
 with
 
 a
 
 now
 
 examine
 
 the
 
 layers
 
 As in the earlier discussion
 
 an enviromental particular
 
 91 am indebted to Professor Freeman for pointing tion concept in this context [15,40,41].
 
 object.
 
 of
 
 interpreted
 
 of machines,
 
 Significant
 
 higher level language;
 
 aspects
 
 the are
 
 other aspects
 
 out the utility of the atomic func-
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 remain stable over many environments.
 
 The most variable aspects of an OS are
 
 most closely associated with linguistic operations and semantics.
 
 those
 
 We propose a typ-
 
 ical four layer hierarchy consisting of (Figure 15): (i)
 
 Absorbed functions
 
 (2)
 
 Constituent atoms
 
 (3)
 
 Constructed OS functions
 
 (4)
 
 Meta lingual functions.
 
 (I) Absorbed functions -- These are functions that lie linguistic operation, such as name interpretation.
 
 completely
 
 within
 
 common to several linguistic subroutines it is a sub-atomic function that lies pletely
 
 within
 
 a semantic operation--which is itself an OS atom,
 
 checking, communication, etc.
 
 it
 
 adds
 
 operation.
 
 Normally fault handling occupies its own atom.
 
 These
 
 types
 
 of
 
 linguistic
 
 [15,40,41].
 
 (2) Constituent Atoms -- There are many routines in an operating outside
 
 map-
 
 functions make the image machine match the linguistic environment in
 
 so far as names, operations, context, etc. are concerned
 
 are
 
 function
 
 a considerable amount of time to the interpretation of a linguistic
 
 Absorbed OS functions are really the most intimate pings.
 
 relo-
 
 as well as the memory management.
 
 Handling memory faults, however, probably cannot be considered an absorbed since
 
 com-
 
 Here we find all
 
 processor name space issues, as discussed in the preceding section; including cation, protection,
 
 the
 
 While name interpretation may be
 
 system
 
 which
 
 the specified language primitive yet essential for ordinary operation.
 
 Such extra lingual constituent atoms arise from one of two sources. (a)
 
 an exceptional condition arises in the course of the interpretation of a linguistic atom and absorbed OS function.
 
 The exceptional condition handler then is an
 
 atom of its own.
 
 Examples include, the memory fault handler
 
 memory protect exception, arithmetic exception (overflow), access rights violation, etc. (b)
 
 The second class of constituent atoms arise from the fact that certain language primatives cannot (due to real time constraints) be represented as OS atoms but must be expressed in terms of lower level atomic functions not found in the language. Thus primitive I/O atoms each corresponding to specific device control commands must be available in the system.
 
 (3) Constructed OS Functions -- Higher level language primatives such as and
 
 READ
 
 are operations which must be composed of constituent OS atoms.
 
 PRINT
 
 Thus, the
 
 PRINT command is actually a subroutine of constituent atoms which performs the PRINT
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 I
 
 (i)
 
 Traditional View
 
 Figure 15(a):
 
 Meta - Lingual I
 
 (ii)
 
 Language Oriented View
 
 Layers of Interpretation in an Operating System
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 Storage
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 Storage
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 Program
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 ..............
 
 Functions
 
 loaded as < ........... required Interpreter for HLL no. 1
 
 constituent OS atoms (interpreter)
 
 Figure 15 (b) :
 
 No. 2
 
 Storage Assignments
 
 liii Figure 15(c) :
 
 Switching Processors vs. Switching Interpretive Memory
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 semantics.
 
 Usually these contructs are restricted
 
 extensive library operations nametrie
 
 and logarithmic
 
 interrupt handling.
 
 to
 
 the
 
 I/0
 
 also fall into this class--they might include the trig-
 
 functions not interpretable
 
 in the time required
 
 about a minimum number of constituent
 
 for atomic
 
 user
 
 program,
 
 such
 
 as
 
 instructions
 
 labels
 
 to
 
 language designer.
 
 Many an operating
 
 representation
 
 is the issue.
 
 representation
 
 are the hallmarks
 
 this level, however,
 
 names
 
 which
 
 etc.
 
 that the OS
 
 designer
 
 becomes
 
 a
 
 system fails because the designer forgets that
 
 Conciseness,
 
 flexibility
 
 and
 
 the loader, definition of
 
 resources required by a process, overall security checking, It is in the meta lingual function definition
 
 functions
 
 atoms.
 
 (4) Meta Lingual Functions -- these include actions, the
 
 although
 
 These utility functions would then become constructed
 
 which are designed
 
 surround
 
 comoands,
 
 straightforwardness
 
 and
 
 usefullness
 
 of successful meta lingual command design.
 
 Even at
 
 is possible so that the meta lingual artifacts
 
 have aterable definition depending upon the environment. lingual functions is a dual level interpretation
 
 The interpretation
 
 of constituent
 
 of
 
 may
 
 of meta
 
 atoms and subsequent
 
 host instructions. Figure cessor.
 
 15(b) shows the levels of OS function assignment
 
 The
 
 absorbed
 
 functions
 
 naturally
 
 lie
 
 itself.
 
 The routines for commonly used constituent
 
 pretive
 
 storage,
 
 while
 
 constructed
 
 in the image storage.
 
 cial constituent
 
 in an interpretive
 
 pro-
 
 the language interpreter
 
 atoms also reside in the
 
 OS functions written in constituent
 
 requiring a dual level of interpretation or
 
 within
 
 inter-
 
 atoms and
 
 may lie in either the interpretive
 
 storage
 
 Meta lingual functions, which will surely consist of spe-
 
 atoms as well as
 
 constructed
 
 functions,
 
 reside
 
 outside
 
 program
 
 image
 
 machine
 
 switch-
 
 storage until required. (B) Language Directed OS Machines The basic issue here is one of separate machines versus ing.
 
 Figure
 
 15(c) illustrates
 
 sharing a coomon storage. language
 
 machines
 
 The underlying image
 
 as
 
 an arrangement of multiple language oriented machines
 
 Here absorbed functions are
 
 are both common constituent
 
 issue is one of performance versus
 
 language
 
 dedicated
 
 to
 
 each
 
 atoms and constructed cost.
 
 The
 
 1
 
 millisecond
 
 consists of at least 2 to 4 thousand words of interpretive
 
 hardware tion
 
 for an image switching
 
 it may be more reasonable
 
 rather
 
 than
 
 various environments single
 
 host
 
 system
 
 paying
 
 the
 
 time.
 
 With continuing
 
 decrease
 
 to dedicate specific machines
 
 the
 
 functions.
 
 interpreter
 
 This would require, within the current state of the art, from 200 micro
 
 of
 
 for
 
 an
 
 storage.
 
 seconds--to
 
 in the cost of
 
 to a language func-
 
 speed penalty for image switching among machines as
 
 are encountered.
 
 The sharing of multiple interpreters within a
 
 requires very careful systems analysis to insure that the most
 
 commonly used and important parts are captured in
 
 the
 
 interpretive
 
 store
 
 at
 
 the
 
 80
 
 critical moments of the program execution.
 
 The success of such shared
 
 interpreters
 
 depends largely on the stability of the environment and the care with which the original allocation and analysis was formed. to
 
 Since the interpretive storage, in
 
 order
 
 be fast, will invariably be of limited size and hence unable to capture complete
 
 environments the issue of critical section analysis and routine placement is a critical one in environmentally oriented systems.
 
 81
 
 V.
 
 PARALLEL PROCESSOR FORMS OF COMPUTING SYSTEMS
 
 [24]
 
 Gross Structures In order to discribe a machine structure from a macroscopic
 
 point of
 
 the one hand, and yet avoid the pitfalls of relating some descriptions lar problem,
 
 the stream concept will be used
 
 means a sequence of items notion of "instruction" To
 
 avoid
 
 trivial
 
 [25].
 
 Stream in
 
 this
 
 or "datum" is defined with respect to a of
 
 parallelism,
 
 the
 
 organizations
 
 reference
 
 of interaction of
 
 The single-instruction-stream
 
 represents most conventional (2)
 
 their
 
 instruction
 
 (3)
 
 including
 
 Solomon
 
 Mutiple-instruetion-stream
 
 include
 
 specialized
 
 single-data
 
 streaming
 
 era are a degenerate
 
 instructions,
 
 machine.
 
 and
 
 (either in space
 
 data
 
 streams.
 
 This
 
 of machine organizations.
 
 stream
 
 multiple-data
 
 organization
 
 (SISD),
 
 which
 
 stream (SIMD), which includes
 
 most
 
 [26] and llliac IV.
 
 single-data stream type organizations organizations
 
 single sequence of data and the derivatives bygone
 
 The
 
 computing equipment.
 
 The single-instruction-stream
 
 array processes,
 
 simply
 
 (e.g., IBM 7094).
 
 are categorized by the magnitude
 
 immediately gives rise to four broad classifications (i)
 
 context
 
 reader should consider a reference
 
 instruction or datum as similar to those used by familiar machines
 
 or time multiplex)
 
 on
 
 (instructions or data) as operated on by a processor.
 
 cases
 
 In this description,
 
 view,
 
 to a particu-
 
 (MISD),
 
 using multiple-instruction thereof.
 
 which
 
 streams on a
 
 The plug board machines
 
 form of MISD wherein the instruction
 
 of
 
 a
 
 streams are single
 
 and a derived datum (SD) is passed from program step i to program step
 
 i + 1 (MI). (4)
 
 Multiple-instruction
 
 zations referred
 
 stream-multiple-data
 
 to as "multiprocessor."
 
 stream (MIMD), which include
 
 Univac
 
 organi-
 
 [27], among other corporations,
 
 was
 
 an early proposer of MIMD structures.
 
 These are qualitative notations.
 
 They could be quantified
 
 ing the number of streams of each type in the organization
 
 somewhat by specify-
 
 or the number of instruc-
 
 tion streams per data stream, or vice versa. SIMD and Its Effectiveness There are three basic types of SIMD processors,
 
 that is, processors
 
 character-
 
 ized by a master instruction applied over a vector of related operands.These (Figure 19) the following (I) The Array Processor: ments.
 
 Each
 
 processing
 
 include
 
 types. One control unit and m directly connected element
 
 is
 
 independent,
 
 processing
 
 ele-
 
 i.e., has its own registers and
 
 storage, but only operates on command from the control unit.
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 Control Unit
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 Fig. 19a:
 
 Control
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 Array Processor
 
 IMULTIPL Y ETC. Memory
 
 i
 
 Fig. 19b:
 
 dedicated stagad resources
 
 Pipeline Processor
 
 Control I
 
 Unit
 
 I
 
 t
 
 I InquiryRegister
 
 L_ register E: Execut~If matchfs sQtlsfied Fig. 19c:
 
 Associative Processor
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 (2) The Pipelined Processor: A time-multiplexed version of the array processor, is,
 
 that
 
 a number of functional execution units, each tailored to a particular function.
 
 The units are arranged in a production line fashion, staged operands every At time units.
 
 to
 
 accept
 
 a
 
 pair
 
 of
 
 The control unit issues a vector operation to memory.
 
 Memory is arranged so that it is suitable to a high-speed data transfer and produces the source operands which are entered a pair every At time units into the designated function.
 
 The result stream returns to memory.
 
 (3) The Associative Processor:
 
 This is a variation of the array processor.
 
 ing elements are not directly addressed.
 
 Process-
 
 The processing elements of the associative
 
 processor are activated when a generalized match relation is
 
 satisfied
 
 between
 
 an
 
 input register and characteristic data contained in each of the processing elements. For those designated elements the control unit
 
 instruction
 
 is
 
 carried
 
 out.
 
 The
 
 other units remain idle.
 
 A number of difficulties can be anticipated for the SIMD
 
 organization.
 
 These
 
 would include the following problems: (i)
 
 Communications between processing elements.
 
 (2) Vector Fitting: This is the matching of size between the logical
 
 vector
 
 to
 
 be
 
 performed and the size of the physical array which will process the vector. (3) Sequential Code tions
 
 ~onvector):
 
 This includes housekeeping and
 
 associated with the preparation of a vector instruction.
 
 the Amdahl
 
 [28] effect.
 
 bookkeeping
 
 opera-
 
 This corresponds to
 
 Degradation due to this effect can be masked out
 
 by
 
 over-
 
 lapping the sequential instructions with the execution of vector type instructions. (4) Degradation Due to Branching: When a branch point occurs, several of the executing elements will be in one state, and the remainder will be in another.
 
 The master
 
 controller can essentially control only one of the two states; thus the
 
 other
 
 goes
 
 idle. (5)
 
 Empirically, Minsky and Papert
 
 has
 
 performance
 
 all
 
 of
 
 the
 
 the
 
 SIMD
 
 organization
 
 portional to the log2m (m, the number of data streams per instruc-
 
 tion stream) rather than linear. to
 
 [29] have observed that
 
 preceding
 
 If this is generally true, it is
 
 effects
 
 (and
 
 perhaps others).
 
 undoubtedly
 
 due
 
 We will demonstrate an
 
 interpretation of it based upon branching degradation. Communication in SIMD organizations has been widely studied to
 
 date,
 
 however,
 
 anticipated. noted
 
 that
 
 [30]-[32].
 
 Results
 
 indicate that it is not as significant a problem as was earlier
 
 Neuhauser
 
 [33], in an analysis of
 
 communications
 
 time
 
 several
 
 classical
 
 SIMD
 
 programs,
 
 for an array-type organization rarely exceeded 40
 
 percent of total job time and for the matrix inversion case was about 15 percent. The fitting problem is illustrated in Figure 20.
 
 Given a source vector of size
 
 m, performance is effected in an array processor when the M physical processing ele-
 
 84
 
 ments do not divide m [34]. this
 
 effect
 
 However, so long as m is substantially larger
 
 will not contribute significant performance degradation.
 
 than
 
 M,
 
 The pipeline
 
 processor exhibits similar behavior, as will be discussed later. The Amdahl effect is caused by a lack of "parallelism" this can be troublesome in any multistream organization.
 
 in the
 
 source
 
 program;
 
 Several SIMD organizations
 
 use overlapping of "sequential type" control unit instructions with
 
 "vector
 
 opera-
 
 tions" to avoid this effect, with some apparent success. Multiple-execution use
 
 organizations such as SIMD have potential difficulty in
 
 of the execution resources.
 
 the same instruction at a particular unit of time. sidered
 
 the
 
 The reason for this is that all units must process When nested decisions
 
 are
 
 con-
 
 (Figure 21), difficulty arises because the execution units are not available
 
 to work on any other task. Consider an SIMD system with p data streams. uniformly
 
 on
 
 p
 
 pairs
 
 of
 
 operands.
 
 N o w a single instruction will act
 
 With respect to our reference instruction I
 
 (which operates on only a pair of operands)
 
 the SIMD instruction, designated I*~ has
 
 p times the effect. To achieve close to the i/p bound, the identical
 
 code segments.
 
 We
 
 now
 
 must
 
 be
 
 items
 
 make a simplifying assumption:
 
 required
 
 to
 
 be
 
 processed
 
 available will be executed initially remainder.
 
 Thus,
 
 a
 
 in
 
 p
 
 if at least one
 
 the alternate path instnctions must be fully the number of source instructions
 
 are the same for the primary branch path and the alternate. data
 
 partitionable
 
 When a conditional branch is encountered,
 
 of the p data differs in its condition, executed.
 
 problem
 
 Since
 
 the
 
 number
 
 of
 
 by a branch stream is p, only the fraction
 
 and
 
 the
 
 task
 
 will
 
 be
 
 reexecuted
 
 for
 
 the
 
 branch identifying two separate tasks, each of length N, will
 
 take twice the amount of time as their unconditional expectation. Assume that the overhead for reassigning execution elements to alternate tasks
 
 is prohibitive.
 
 swapping overhead is large (an array processor, each of whose private
 
 data
 
 storage).
 
 as
 
 data
 
 streams
 
 has
 
 (i.e., not the well- known "parallel
 
 matrix inversion, etc.) it has been suggested
 
 type"
 
 programs
 
 [29] that the actual perfor-
 
 mance of the SIMD processor is proportional to the log 2 of the number of slave cessing
 
 elements
 
 rather
 
 a
 
 Based on empirical evaluation of program performance in a
 
 general scientific environment such
 
 paths
 
 This is usually true when the task size is small or when the
 
 than the hoped for linear relation.
 
 pro-
 
 This has been called
 
 Minsky's conjecture: perf'sIMD ~ log 2 M. While this degradation is undoubtedly due to many causes, it is interesting interpret
 
 it
 
 as
 
 a branching degradation:
 
 will require nested branches to level i ~ q i i
 
 to
 
 Now define qi: probability that program = i.
 
 Assume that
 
 the
 
 probability
 
 of
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 returned to the overlapped SISD. MIMD and Its Effectiveness
 
 SIMD.
 
 In
 
 fact,
 
 we
 
 have
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 The multiple-instruction
 
 stream organizations
 
 (the
 
 "multiprocessors")
 
 include
 
 at least two types. i) True MultiRrocess0rs: independent
 
 Configurations
 
 SI processors
 
 in which
 
 several
 
 physically
 
 complete
 
 share storage at some level for the cooperative
 
 and
 
 execution
 
 of a multitask program. 2) Shared Resource Multiprocessor: arranged
 
 As the
 
 to share the system resources.
 
 Traditional MIMD organizational lelism;
 
 2) communicatins
 
 overhead;
 
 cessors, while performance providing
 
 a
 
 name
 
 implies,
 
 These arrangments
 
 problems include:
 
 processors
 
 I) available program
 
 (critical
 
 tasks)--this
 
 TI:
 
 uniprocessor
 
 of resources
 
 number of independent
 
 Tp :
 
 time for computation
 
 Sp:
 
 h__ ~obability -~P
 
 qi
 
 =
 
 pro-
 
 and
 
 4)
 
 to match changing pro-
 
 in pro-
 
 Again we define terms: (SISD) cooputation
 
 p:
 
 qi:
 
 paral-
 
 is related to I).
 
 Kuck [35] and others have studied the question of available parallelism grams for MIMD organizations.
 
 are
 
 later.
 
 3) cost increases linearly with additional
 
 increases at a lesser rate (due to interference);
 
 method for dynamic reconfiguration
 
 gram environment,
 
 skeleton
 
 will be discussed
 
 time
 
 processors:
 
 pIpD
 
 as plpD
 
 of i processors being active simultaneously
 
 I
 
 i=l Kuck has emperically •
 
 Sp R. Lee
 
 observed
 
 p
 
 i0 lOgl0 IO-
 
 [36] presents an interesting
 
 on a generalized
 
 argument
 
 for Kuck's empirical
 
 result
 
 Since for every program some time must be spend without benefit of (or
 
 low
 
 parallelism)--if
 
 equal to zero.
 
 only
 
 to
 
 Then we know that
 
 s
 
 i
 
 < P
 
 i
 
 
 [,<position>]) [HOLD] RETURNS () Which r e t r i e v e s the r e c o r d p o i n t e d at by the named cursor. The record is mowed to the specified target. If the p o s i t i o n is s p e c i f i e d the c u r s o r is first positioned. If HOLD is s p e c i f i e d the record is locked fo£ u p d a t e (exclusive), o t h e r w i s e the record is l o c k e d in s h a r e mode. I N S E R T (<cursor> [ , < p o s i t i o n > ] ,) Inserts the s p e c i f i e d record into the set s p e c i f i e d by cursor. If the set is key s e q u e n c e d or entry sequenced then the cursor is moved to the c o r r e c t position before the record is inserted, o t h e r w i s e the r e c o r d is i n s e r t e d at (after) the c u r r e n t position of the c u r s o r in the set. If the r e c o r d type a u t o m a t i c a l l y a p p e a r s in other sets, it also i n s e r t e d in them.
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 U P D A T E (<cursor> , [ < p o s i t i o n > ] ,) If position is s p e c i f i e d the cursor is first positioned. The new record is t h e n inserted in the set at the c u r s o r position r e p l a c i n g t h e r e c o r d pointed at by the cursor. If the set is seguenced by the updated fields, this may cause the r e c o r d and cursor to move in the set. DELETE (<cursor> [,<position>]) Deletes the record ppinted at r e p o s i t i o n i n g the cursor.
 
 by
 
 HOVE C U R S O R (<cursor> ,<position>) Repo~itions the cursor i n the set.
 
 the c u r s o r
 
 after
 
 optionally
 
 HOLD
 
 3.3.3. CURSOR P O S I ; I O N I N G A cursor is opened to traverse e x p r e s s i o n s have the syntax:
 
 a
 
 particular
 
 set.
 
 Positioning
 
 --+ . . . . . . . . . . . . . --+ +-GROUP---+
 
 where RID, FIRST, N-th, and LAST specify specific record occurrences while the o t h e r options specify the address r e l a t i v e to the c u r r e n t cursor position. It is also possible to set a cursor from another cursor. The selection e x p r e s s i o n may be any b o o l e a n e x p r e s s i o n valid for all record types in the se~. The s e l e c t i o n expression includes the r e l a t i o n a l operators: =, ~=, >, I T4|---I l Z51 ..... S1
 
 before the
 
 (b).
 
 i t ....
 
 < > ..... S2
 
 I t
 
 i J I S3
 
 Figure. S y s t e m states, $0 is initial state, SI is c h e c k p o i n t state, S2 is a c r a s h and S3 is the state that r e s u l t s in the absence of a crash. If some t r a n s a c t i o n does not hold update locks to commit point then: Backing up the t r a n s a c t i o n may deadlock (because reacguire the locks in order to perform undo.)
 
 backup
 
 must
 
 Backing up a t r a n s a c t i o n may loose updates (because an update may have bee applied to the output of the undone transaction but backup will restore the e n t i t y to its o r i g i n a l value.)
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 Consequentall~, backup may cascade: backing up one transaction may require backing up another. (Randell calls this the domino effect.) If for example, T3 writes a record, r, and then T~ further updates r then undoing T3 will cause the update of T4 to to be lost. This situation can only arise if some transaction does not hold its write locks to commit point. For these reasons, ~ i known data manaqe_mment systems (which support concurrent updators} require that all transactions hold their u ~ a t e locks to commit point.
 
 On the other hand, If all the transactions hold all update locks to commit point then system recovery loses no updates of complete transactions. However there may be no schedule which would give the same result because transactions may have r_e~ad outputs of undone transactions. If all the transactions observe the consistency lock protocol then the recovered state is consistent and derives from the schedule obtatined from the original system schedule by deleting incomplete transactions. Note that consistency prevents read dependencies on transactions which might be undone by system recovery. The schedule obtained by considering only the actions of completed transactions produces the recovered state. Transaction crash gives ris~ to transaction backu~ which has properties analogous to system recovery.
 
 5.7.5. LOWER DEGREES OF CO~SISTENCX Most systems do not provide consistency as outlined here. Typically they do not hold read locks to EOT so that R->W->R dependencies are not precluded. Very primitive systems sometimes set no read locks at all, rather they only set update locks so as to avoid lost update and deadlock during backout. We have characterized these lock protocols as degree 2 and degree I consistency respectively and have studied them extensively (see "Granularity of locks and degrees of consistency in a shared data base", Gray, Lorie, Putzolu, and Tzaiger, in Modeling i_n Data Base sS _ ~ , ~orth Holland Publishing (1976).) I believe that the lower degrees of consistency are a bad idea but several of my colleagues disagree. The motivation of the lower degrees is performance. If less is locked then less computation and storage is consumed. Further if less is locked, concurrent] is increased since fewer conflicts appear. (Note that the granularity lock scheme of the next section is motivated by minimizing the number of explicit locks set.) 5.7.6.
 
 LOCK GHANULAHITY
 
 An important issue which arises in the design of a system is the choice of !ockable unit~, i.e. the data aggregates which are atomically locked to insure consistency. Examples of lockable units are areas, files, individual records, field values, and intervals of field values. The choice of lockable units presents a tradeoff between concurrency and overhead, which is related to the size or granularity of the units themselves. On the one hand, concurrency is increased if a fine lockable unit (for exam[le a record or field) is chosen. Such unit is appropriate for a "simple" transaction which accesses few records. On
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 t h e other hand a fine unit of locking would be costly for a "complex" trans action which accesses a large number of records. Such a transaction would have to set and reset a large number of locks, i n c u r r i n g the c o m p u t a t i o n a l overhead of many i n v o c a t i o n s of the lock manager, and the storage o v e r h e a d of r e p r e s e n t i n g many locks. A coarse lockable uuit (for e x a m p l e a file) is probably convenient for a t r a n s a c t i o n w h i c h accesses many records. However, such a coarse unit discriminates against transactions which only want to lock one member of the file. From this discussion it f o l l o w s that it would be desirable to have lockable units of different g r a n u l a r i t i e s c o e x i s t i n g in the s a m e system. The following presents a lock protocol s a t i s f y i n g these requirements and discusses the r e l a t e d i ~ p l e m e n t a t i o n issues of scheduling, granting and c o n v e r t i n g lock requests. 5.7.6.1.
 
 Hierarchical Locks
 
 We will first assume that the set of r e s o u r c e s to be locked is o r g a n i z e d in a hierarchy. Note that this h i e r a r c h y is used in the context of a c o l l e c t i o n of resources and has nothing to do with the data model u s e d in a data b a s e system. The h i e r a r c h y of the following figure may be suggestive. We adopt the notation that each level of the hierarchy is given a node Zype which is a generic name for all the node i n s t a n c e s of that type. ~or example, the data base has nodes of type area as its i m m e d i a t e descendants, each area in turn has node~ of type file as its i m m e d i a t e descendants and each file has nodes of type record as its immediate d e s c e n d a n t s in the hierarchy. Since it is a hierarchy, each node has a unique parent. DATA
 
 BASE
 
 ! i aREAS
 
 ! i FILES
 
 i ! RECORDS Figure
 
 I:
 
 A sample lock hierarchy.
 
 Each node of the hierarch~ can be locked. If one requests e x c l u s i v e access (X) to a p a r t i c u l a r ~ode, then when the request is granted, the r e g u e s t o r has e x c l u s i v e access to that node and implicitlz to each of ! ~ descenda--!rt-~ sIf one requests sh_aare__dda c c e s s (S| to a particular node, then w h e n t h e request is granted, the requestor has shared access to that node and i m p l i G ~ l _ ~ t__qoeaq~ desc@ndant of that node. These two access modes lock an entire subtree r o o t e d at the r e q u e s t e d node. O u r goal is to find some technique for i m D ~ locking an entire subtree. In order to l o c k a sl,btree r o o t e d at node R in share or e x c l u s i v e mode it is i m p o r t a n t to prevent locks on the a n c e s t o r s of R which might implicitly lock R and its d e s c e n d a n t s in an i n c o m p a t i b l e mode. Hence a new a c c e s s mode, i n t e n t i o n mode ( I ) , is introduced. I n t e n t i o n mode is used to "tag. (lock) all ancestors of a node to be locked in s h a r e or e x c l u s i v e mode. These tags signal the fact that locking is being done at a "finer" level and t h e r e b y prevents implicit or e x p l i c i t e x c l u s i v e or s h a r e locks on the ancestors. The protocol to lock
 
 a subtree rooted
 
 at node R
 
 in exclusive o~ share
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 mode is to first lock all ancestors of R in i n t e n t i o n mode and then to lock node R in exclusive or share mode. For e x a m p l e , using the figure above, to lock a particular file one s h o u l d obtain i n t e n t i o n access to the data base, to the a r e a c o n t a i n i n g the file and then request e x c l u n i v e (or share) a c c e s s to the file itself. This i m p l i c i t l y locks all records of the file in exclusive (or share) mode. 5.7. 6.2.
 
 Access
 
 Modes and C o m ~ a t i b i l i t Z
 
 We say that two lock r e q u e s t s for the same node by two d i f f e r e n t t r a n s a c t i o n s are c o ~ t i b l e if t h e y can be g r a n t e d concurrently. The mode of the r e q u e s t d e t e r m i n e s its c o m p a t i b i l i t y with r e q u e s t s made by other t n a n s a c t i o n s . The three modes X, S and I are i n c o m p a t i b l e with one a n o t h e r but d i s t i n c t S requests may be granted together and distinct I r e q u e s t s may be granted together. The c o m p a t i b i l i t i e s among modes d e r i v e from their semantics. Share mode allows r e a d i n g but not m o d i f i c a t i o n of the c o r r e s p o n d i n g resource by the r e q u e s t o r and by ot~er t r a n s a c t i o n s . The s e m a n t i c s of e x c l u s i v e mode is that the grantee m a y read and modify the r e s o u r c e but no other t r a n s a c t i o n may read or modify the resource while the e x c l u s i v e lock is set. The reason for d i c h o t o m i z i n g s h a r e and e x c l u s i v e access is that several share r e q u e s t s can be granted c o n c u r r e n t l y (are compatible) whereas an e x c l u s i v e r e q u e s t is not c o m p a t i b l e w i t h any other r~guest. Intention mode was intrpduced to be incompatible with share and exclusive mode (to p r e v e n t s h a r e an d e x c l u s i v e locks). However, i n t e n t i o n m o d e is c o m p a t i b l e with itself since two t r a n s a c t i o n s having i n t e n t i o n a c c e s s to a node will e x p l i c i t l y lock d e s c e n d a n t s of the node in X, S or I mode and thereby will either be c o m p a t i b l e with one another or w i l l be s c h e d a l e d on #he basis of their r e q u e s t s at the finer level. For example, two t r a n s a c t i o n s can simultaneously be g r a n t e d t h e data base and some area and some file in i n t e n t i o n mode. In this case their e x p l i c i t locks on p a r t i c u l a r r e c o r d s in the file will r e s o l v e any conflicts among them. The notion of i n t e n t i o n m o d e is refined to i n t e n t i o n s h a r e mode (IS) and i n t e n t i o n e x c l u s i v e m o d e (IX) for two reasons: the i n t e n t i o n share mode only r e q u e s t s s h a r e or i n t e n t i o n share locks at the lower nodes of the tree (i.e. never requests an e x c l u s i v e lock below the i n t e n t i o n share node), hence IS is c o m p a t i b l e with S mode. Since read o n l y is a c o m m o n form of a c c e s s it will be profitable to d i s t i n g u i s h this for greater concurrency. Secondly, if a t r a n s a c t i o n has an i n t e n t i o n share lock on a node it can c o n v e r t this to a share lock at a later time, but one c a n n o t c o n v e r t an i n f e n t i o n e x c l u s i v e lock to a s h a r e lock on a node. Rather to get the c o m b i n e d rights of share mode and i n t e n t i o n exclusive mode one must obtain an X or SIX m o d e lock. (This issue is d i s c u s s e d in the s e c t i o n on r e r e q u e s t s below). We recognize one further refinement of modes, namely share and i n t e n t i o n e x c l u s i v e mode ( S I ~ . Suppose one t r a n s a c t i o n wants to read an e n t i r e s u b t r e e and to update p a r t i c u l a r nodes of that subtree. Using the modes prodded so far it w o u l d have t h e options of: (a) requesting exclusive a c c e s s to the root of the subtree and doing no further locking or (b) requesting intention e x c l u s i v e access to the root of the subtree an~ explicitly locking the lower nodes in intention, share or exclusive mode° Rlterna tire (a) has low concurrency. If only a small fraction of the r e a d n o d e s are u p d a t e d then a l t e r n a t i v e (b) has nigh locking overhead. The c o r r e c t access mode would be share a c c e s s to the suhtree thereby allowing the t r a n s a c t i o n to read all n o d e s of the subtree without further locking a__nn_d i n t e n t i o n e x c l u s i v e access to the s u b t r e e thereby a l l o w i n g the t r a n s a o t a o n &o set e x c l u s i v e locks on those n o d e s in the s u b t r e e which
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 are to be updated and IX or SIX locks on the i n t e r v e n i n g nodes. Since this is a common case, SIX mode .is introduced. It is c o m p a t i b l e with IS mode since other transactions requesting IS mode will e x p l i c i t l y lock lower nodes in IS or S mode t h e r e b y avoiding any updates (IX or X mode) produced b y the SIX mode transaction. However SIX mode is not c o m p a t i b l e with IX, S, SIX or X mode requests. The table null mode
 
 below gives the c o m p a t i b i l i t y of t h e r e q u e s t (NL) represents the absence of a request.
 
 I__ J NL IS .... IX • S { NL | [ES YES YES XES | IS { YES YES YES YES | IX | YES YES YES NO | S { YES YES NO YES I SIX | YES YES NO NO l X l y~S ....NO NO NO Table To summarize,
 
 I. C o m p a t i b i l i t i e s
 
 we r e c o g n i z e
 
 NL: Gives no access of a resource.
 
 six
 
 to a node,
 
 modes i.e.
 
 among
 
 SIX YES [ES NO NO NO NO access
 
 of a c c e s s represents
 
 X YES NO NO NO NO NO
 
 modes,
 
 where
 
 i | | { | i
 
 modes.
 
 to a resource: the absence
 
 of a request
 
 IS: Gives i n t e n t i o n share access to the r e q u e s t e d node and allows the requestor to lock descendant n o d e s in S or IS mode. (It does ~ o implicit locking.) IX:
 
 Gives intention exclus~ive access to the requested node and allous the requestor to e x p l i c i t l y lock descendants in X, S, SIX, IX or IS mode. (It does n_~o implicit locking.}
 
 S: G i v e s s h a r e a c c e s s to ~ h e r e q u e s t e d node and to all d e s c e n d a n t s of the requested node without setting further locks. (It implicitly sets S locks on all d e s c e n d a n t s of the requested node.) SIX:
 
 Gives share and i n t e n t i o n e x c l u s i v e a c c e s s to the requested node. (In p a r t i c u l a r it i m p l i c i t l y l o c k s all d e s c e n d a n t s of the node in share mode and allows the r e q u e s t o r to e x p l i c i t l y lock d e s c e n d a n t nodes in X, SIX or IX mode.}
 
 X: Gives e x c l u s i v e access t o the r e q u e s t e d node and to all d e s c e n d a n t s o f the r e q u e s t e d node w i t h o u t s e t t i n g further locks. (It i m p l i c i t l y sets X locks on all descendanhs. Locking lower nodes in S or IS mode w o u l d give no i n c r e a s e d access.) IS mode is the weakes% n @ n - n u l l form of a c c e s s to a resource. It c a r r i e s fewer p r i v i l e g e s than IX or S modes. IX mode allows IS, IX, S, SIX and X mode locks to be set on d e s c e n d a n t n o d e s while S mode allows read onl~ a c c e s s to all descendants of the node without further locking. SIX mode carries the p r i v i l e g e s of S and of I X mode (hence the name SIX}. X mode is the most p r i v i l e g e d form of access and allows reading and writing of all descendants of a node without further locking. Hence the modes can be r a n k e d in the partial order of privileges s S o w n the figure below. Note that it is not a total order since IX and S are incomparable.
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 l J SIX
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 ! J
 
 S
 
 IX
 
 ! i
 
 J | I IS
 
 i I
 
 NL
 
 Figure 5.7.6.3.
 
 2.
 
 The partial
 
 ordering
 
 Rules for ~ e q u e s t i n ~
 
 of modes
 
 by t h e i r
 
 privileges.
 
 Nodes
 
 The i m p l i c i t locking of n o d e s will not work if t r a n s a c t i o n s are a l l o w e d to leap into the middle of the tree and b e g i n locking n o d e s at random. The i m p l i c i t locking i m p l i e d by the S and X modes d e p e n d s on all t r a n s a c t i o n s o b e y i n g the f o l l o w i n g protocol: (a) Before r e q u e s t i n g an S or IS lock on a node, all a n c e s t o r nodes of the requested node mus~ be held in iX or IS m o d e by the requestor. (b)
 
 Before r e q u e s t i n g an n o d e s of the r e q u e s t e d requestor.
 
 X, SIX or IX lock on a node, all a n c e s t o r node must be held in SIX or IX mode by the
 
 (c) Locks s h o u l d be r e l e a s e d e i t h e r at the end of the t r a n s a c t i o n (in a n y order) or in leaf to root order. In p a r t i c u l a r , if locks are not held to end of t r a n s a c t i o n , one s h o u l d not hold a lock a f t e r r e l e a s i n g its a n c e s t o r s . To paraphrase this, locks a_~r~ r e q u e s t e d root to leaf, and r e l e a s e d l e a f tc root. N o t i c e that l e a f nodes are n e v e r r e q u e s t e d in i n t e n t i o n mode since they h a v e no d e s c e n d a n t s , and that once a node is a c q u i r e d in S or X mode, no f u r t h e r e x p l i c i t l o c k i n g is r e q u i r e d at lower levels. 5.7.6.~.
 
 Several
 
 Examples
 
 To lock record R for read: lock d a t a - b a s e w i t h mode = I S lock area c o n t a i n i n g B with mode = IS lock file c o n t a i n i n g R w i t h mode = I S lock record R with mode = S Don't panic, the transaction probably already a n d file lock.
 
 has
 
 the
 
 data
 
 base,
 
 area
 
 To lock r e c o r d R for w r i t e - e x c l u s i v e access: lock d a t a - b a s e with mode = IX lock area c o n t a i n i n g R with mode = IX lock file c o n t a i n i n g R with mode = IX lock r e c o r d R with mode = X Note that if the records of this and the p r e v i o u s e x a m p l e are distinct, each request can be g r a n t e d s i m u l t a n e o u s l y to different transactions even though both refer to the s a m e file.
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 To lock a file F for read and write access: lock d a t a - b a s e with mode = IX lock area c o n t a i n i n g F with m o d e = IX lock file F with mode = X Since this r e s e r Y e s e x c l u s i v e access to the file, if this request uses the s a m e file as the p r e v i p u s two e x a m p l e s it or the other transactions will have to wait. Unlike examples I, 2 and 4, no a d d i t i o n a l locking n e e d be done (at the record level). To lock a file F for c o m p l e t e s c a n and occasional update: lock data-base with ~ode = IX lock area c o n t a i n i n g F with mode = IX lock file F with mode = SIX Thereafter, p a r t i c u l a r records in F can be locked for update by l o c k i n g records in X mode. Notice that (unlike the previous example) this t r a n s a c t i o n is c o m p a t i b l e with the first example. This is the reason for introducing SiX mode. Tc quiesce the data base: lock data base w i t h mode = X. Note that this locks e v e r y o n e else out. 5.7.6. 5. Directed
 
 Acyclic ~raphs of Locks
 
 The n o t i o n s so far i n t r o d u c e d can be g e n e r a l i z e d to work for d i r e c t e d acyclic graphs (DAG) qf r e s o u r c e s rather than simply hierarchies of resources, a tree is a simple D~Go ~he key o b s e r v a t i o n is that to i m p l i c i t l y or e x p l i c i t l y lock a node, one should lock all the p a r e n t s of the node in the DaG and so by induction lock all a n c e s t o r s of the node. In particular, to lock a subgraph one must i m p l i c i t l y or e x p l i c i t l y lock all a n c e s t o r s of the s u b g r a p h in the a p p r o p r i a t e mode (for a "~ree t h e r e is only one parent). To give an example of a n o n - h i e r a r c h i c a l structure, imagine the locks are o r g a n i z e d as: DaTA BaSE
 
 I I AR~AS
 
 ! !
 
 !
 
 F i i ES
 
 I I
 
 INDICES
 
 ! !
 
 ! i
 
 IREC OR DS
 
 F i g u r e 3. a n u n - h i e r a r c h i c a l l o c k graph. We p o s t u l a t e that areas are "physical" notions and that files, indices and records are logical actions. The data base is a c o l l e c t i o n of areas. Each area is a c o l l e c t i o n of files and indices. Each file has a corresponding index in the same area. Each r e c o r d belongs to some file and to its c o r r e s p o n d i n g index, a record is c o m p r i s e d of field values and some field is indexed by the index a s s o c i a t e d w i t h the file c o n t a i n i n g the record. The file gives a sequential access path to the r e c o r d s and the index gives an a s s o c i a t i v e access path to the records based on field values. Since i n d i v i d u a l fields are never locked, t h e y dc not appear in the lock graph.
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 To write a record R in file P with i n d e x I: lock data base with mode = IX lock area c o n t a i n i n g F with mude = IX lock file F ~ith mode = I X lock index I ~ith mode = IX lock record R w i t h mode = X Note that al_l paths to record E are locked. lock F and I in exclusive mode thereby e x c l u s i v e mode.
 
 Alternatively, one could implicitly locking R in
 
 To give a more c o m p l e t e e x p l a n a t i o n we o b s e r v e that a node can be locked ~ ~ (by r e q u e s t i n g it) or i m p l i c i t l y (by a p p r o p r i a t e e x p l i c i t l o c k s on the a n c e s t o r s of the node) in one of five modes: IS, IX, S, SIX, X. However, the d e f i n i t i o n of implicit locks and the protocols for setting e x p l i c i t locks have to be extended for D~G's as follows: A node is i_~m£licitl_~ q r a n t ~ d ~ S_ m o d e to a t r a n s a c t i o n if at least one of its p a r e n t s is (implicitly or explicitly) granted to the t r a n s a c t i o n in S, SIX or X mode. By i n d u c t i o n that means that at least one of the node's a n c e s t o r s must be e x p l i c i t l y granted in S, SiX or X mode to the transaction. A node is i m p l i c ~ t ! y granted i__%~ mode if all of its parents are (implicitly or explicitly) granted to the t r a n s a c t i o n in X mode. By induction, this is e q u i v a l e n t to the c o n d i t i o n that all nodes in some cut set of the c o l l e c t i o n of all paths l e a d i n g from the node to the roots of the graph are e x p l i c i t l y granted to the transaction in X mode and all a n c e s t o r s of n o d e s in Zhe cut set are e x p l i c i t l y granted in IX or SIX mode. By e x a m i n a t i o n of the p a r t i a l order of modes (see figure above), a node is i m p l i c i t l y g r a n t e d in iS u o d e if it is i m p l i c i t l y granted in S mode, and a node is i m p l i c i t l y g r a n t e d in Is, IX, S and SIX mode if it is i m p l i c i t l y granted in X mode. 5.7.6.5.
 
 The P r o t o c o l For ~ e q u e s t i n q Locks On a DAG
 
 (a) Before r e q u e s t i n g an S or IS lock on a node, one should request at least one parent (and by i n d u c t i o n a path to a root) in IS (or greater) mode. As a c o n s e q u e n c e none of the a n c e s t o r s along this path can be granted to another t r a n s a c t i o n in a mode incompatible with IS. (b) Before r e q u e s t i n g IX, SIX or X mode a c c e s s to a node, one should request all parents of the node in IX (or greater) mode. As a c o n s e q u e n c e all a n c e s t g r s will be held in IX (or greater mode) and c a n n o t be held by othex t r a n s a c t i o n s in a mode i n c o m p a t i b l e with IX (i.e. S, SIX, X). (c) Locks should be r e l e a s e d either at the end of the t r a n s a c t i o n (in any order) or in leaf to root order. In particular, if locks are not held to the end of transaction, one should not hold a lower lock a f t e r r e l e a s i n g i t s ancestors. To give an e x a m p l e using t h e n o n - h i e r a r c h i c h a l lock graph in the figure above, a sequential scan of all r e c o r d s in file F need not use an index so one can get an i m p l i c i t share lock on each record in the file by: lock data base lock area c o n t a i n i n g F
 
 with m o d e = IS with mode = IS
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 lock
 
 file
 
 with
 
 F
 
 mode
 
 = S
 
 This gives implicit S mode access to all r e c o r d s in F. Conversely, r e a d a r e c o r d in a f i l e v i a the i n d e x I f o r file F, cue n e e d n o t get i m p l i c i t or e x p l i c i t l o c k on file F: lock lock lock This file
 
 data b a s e area containing index I
 
 to an
 
 with m o d e = IS w i t h mode = IS with m o d e = S
 
 R
 
 a g a i n gives i m p l i c i t S mode a c c e s s to a l l r e c o r d s F)° In both these c a s e s , o nl__Z ode p a t h was l o c k e d
 
 But to i n s e r t , d e l e t e or u p d a t e m u s t get a n i m p l i c i t or e x p l i c i t
 
 a r e c o r d R in f i l e F lock o n all a n c e s t o r s
 
 in i r d e x I (in for reading. with i n d e x of R.
 
 I one
 
 The first e x a m p l e of this s e c t i o n s h o w e d how an e x p l i c i t X lock on a r e c o r d is o b t a i n e d . To get an i m p l i c i t X lock on all r e c o r d s in a f i l e one c a n s i m p l y l o c k the i n d e x add f i l e in X mode, or l o c k t h e a r e a i n X mode. The l a t t e r e x a m p l e s allow bulk l o a d or u p d a t e of a file w i t h o u t f u r t h e r l o c k i n g s i n c e all r e c o r d s in the file are i m p l i c i t l y g r a n t e d in X mode.
 
 5.1.6.1.
 
 Proof
 
 Of E~u/vale~ce
 
 we w i l l now prove that conventional one w h i c h explicitly locks atomic
 
 Of
 
 The Lock
 
 Protocol
 
 the d e s c r i b e d l o c k p r o t o c o l is e q u i v a l e n t to a uses only two modes (S and X), and which resources (the l e a v e s of a t r e e or s i n k s of a
 
 bAG). L e t G = (N,R) be a f i n i t e ( d i r e c t e d acyclic) q r a p h where N is the set of n o d e s and A is t h e set of arcs. C i s a s s u m e d to be w i t h o u t c i r c u i t s (i.e. there i s no n o n - n u l L path l e a d i n g from a n o d e n to itself). R n o d e p is a 9 a r e n t of a n o d e n a n d n is a .chi!d of p if there is an a r c f r o m p to n. A node n is a s o u r c e (sink) if n h a s no p a r e n t s (no children). Let Q be t h e s e t of s i n k s ef G. An a n c e s t o r of n o d e n is a n y n o d e ( i n c l u d i n g n) in a lath from a s o u r c e to n. A D o d e T s l $ c e of a s i n k n is a c o l l e c t i o n of m o d e s such t h a t e a c h path from a s o u r c e to n c o n t a i n s a t l e a s t one node of the slice. We a l s o i n t r o d u c e t h e set o f lock m o d e s M = [NL,IS,IX, S,SIX, X] and t h e compatibility matrix C : MxM->{YES,NO] d e s c r i b e d i n T a b l e I. Let c : m x m - > [ Y E S , N O } be the re.~tr~ction of C t o m = {NL, S,X]. A l o c k , g r a p h is a m a p p i n g L : N->M such that: (a) if L(n) e {IS,S} t h e n e i t h e r n is a s o u r c e or t h e r e e x i s t s a p a r e n t p of n such that L(p) e { I S , I X , S , S I X , X } . By i n d u c t i o n t h e r e e x i s t s a path from a s o u r c e to n such that L takes only -alues in {IS, IX, S, SlX,X] on it. E q u i v a l e n t l y Z is n o t e q u a l to NL on the path. (b) i f L(n) e {IX, SIX, X} t h e n e i t h e r n is a r o o t or f o r all p a r e n t s p l . . . p k of n we have L(:pi) ~ {IX,SIX, X] (i=1...k). By i n d u c t i o n L t a k e s only v a l u e s in {IX,SIX, X] on a l l the a n c e s t o r s of n. The i n t e r p r e t a t i o n of a lock-graph is t h a t it gives a map of the e x p l i c i t locks held by a p a r t i c u l a r t r a n s a c t i o n o b s e r v i n g the six s t a t e lock protocol described above. The notion of projection of a l o c k - g r a p h is now i n t r o d u c e d to m o d e l the set of i m p l i c i t l o c k s on atomic resources acquired by a transaction.
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 The p r o j e c t i o n of a l o c k - g r a p h L is the mapping I: Q->m c o n s t r u c t e d as follows: (a) l(n)=X if t h e r e exists a n o d e - s l i c e [nl...ns} of n such that T (~i)=X for each node in the slice. (b) l(n)=S if (a) is not s a t i s f i e d and there exists an ancestor aa of n such that L ( n a ~ C IS, SIX,X}. (c) I(n)=NL if (a) and (b) are not satisfied. Two lock-graphs LI and L2 are said to be c o m p a t i b l e if C ( L I ( n ) , L 2 ( n ) ) = Y E S for all n q N. Similarly two p r o j e c t i o n s 11 and 12 are c o m p a t i b l e if c ( 1 1 ( n ) , 1 2 ( n ) ) = Y E S for a l l n e Q. Theorem: If two l o c k - g r a p h s LI and L2 are c o m p a t i b l e then their projections 11 and 12 are compatible. In other words if the e x p l i c i t locks set by two t r a n s a c t i o n s do not c o n f l i c t then a l s o the t h r e e - s t a t e locks i m p l i c i t l y acguired do not conflict. Proof: Assume that 11 and 12 are incompatible. He want to prove that LI and L2 are incompatible. By d e f i n i t i o n of c o m p a t i b i l i t y there must exist a sink n such that 11 (n)=X and 12 (n) e IS,X] (or vice versa). By d e f i n i t i o n of p r o j e c t i o n there must exist a n o d e - s l i c e {nl...ns} of n such that L 1 { n l ) = . . . = L 1 ( n s ) = X . A l s o there must e x i s t an ancestor n0 of n such that L2(n0) e IS,SIX,X}. From the d e f i n i t i o n of l o c k - g r a p h there is a path PI f r o m a source to nO on w h i c h L2 does not take the value NL. If PI i n t e r s e c t s the n o d e - s l i c e at ni then L I and L2 are i n c o m p a t i b l e since LI (ni)=X which is i n c o m p a t i b l e with the non-null value of L2(ni). Hence the theorem is proved. A l t e r n a t i ~ e l y there is a path P2 from n0 to the s i n k n which i n t e r s e c t s the n o d e - s l i c e at ni. Frpm the d e f i n i t i o n of lock-graph LI takes a value in [IX,SIX,X} on all a n c e s t o r s of ni. in particular LI (n0) e [IX,SIX,x}. Since L2(n0) ~ [5,SIX,X] we have C ( I I ( n 0 ) , L 2 (nO))=NO. Q. E. D.
 
 5.7.7. LOCK ~ A N A G E M E N T PRAGMATICS Thus far we have d i s c u s s e d when to lock (lock before a c c e s s and hold locks to c o m m i t point) and why to lock (to g u a r a n t e e c o n s i s t e n c y and to m a k e r e c o v e r y p o s s i b l e without c a s c a d i n g t r a n s a c t i o n backup,) and what to lock (lock at a g r a n u l a r i t y T h a t b a l a n c e s concurrency against i n s t r u c t i o n overhead i n setting locks.) The r e m a i n d e r of this s e c t i o n will discuss issues a s s o c i a t e d with hcw to i m p l e m e n t a lock manager. 5.7.7.1.
 
 The Lock Mann eg~ ~I_~nterface
 
 This is a s i m p l e v e r s i o n of the System R lock manager. 5.7.7oi.1o
 
 Lock a c t i o n s
 
 Lock manager
 
 has two basic calls:
 
 LOCK , <mode> ,, < c o n t r o l > Where < l o c k > is the resource name (in System R foe example an e i g h t byte name). <mode> is one of the modes specified above (S I X | SIX | IX I IS). is a notion described below. can be either WAIT in which case the call is synchronous and waits until the request is g r a n t e d or is cancelled by the
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 deadlock detector, or can be TEST in which case request is canceled if it cannot be granted immediately.
 
 the
 
 UNLOCK < l o c k > , < c l a s s > Releases the s p e c i f i e d lock in the specified class. If the is not specified, all locks held in the specified class are released. 5.7.7.1.2.
 
 Lock Names
 
 The a s s o c i a t i o n between lock names and objects is purely a convention. Lock manager associates np semantics with names. G e n e r a l l y the first byte is reserved for the subsystem (component) identifier and the remaining seven bytes name the object. For example, data manager might use bytes (2...4) for the file name and bytes (4...7) for the record name in c o n s t r u c t i n g names for record locks. Since there are so many locks, one only allocates those with non-null queue headers. (i.e. free locks occupy no space.) Setting a lock consists of hashing the lock name into a table. If the header already exists, the request enqueues on it, otherwise the request allocates the lock header and places it ~n the hash table. When the queue of a lock becomes empty, the header is d e a l l o c a t e d (by the unlock operation).
 
 5_.7_.1.3.!. Lock Classes Many operations acquire a set of locks. If the operation is successful, the locks should be retained. If the operation is unsuccessful or when the operation commits the locks should be released. In order to avoid double book-keeping the lock manager allows users to name sets of locks (in the new DBTG proposal these are called keep lists, in IMS program isolation these are called *Q class
 
 locks). For each lock held by each process, lock manager keeps a list of pairs. Each lock request for a class increments the count for that class. Each unlock request decrements the count. ~hen all counts for all the lock's classes are zero then the lock is not held by the process. 5.7.7.1.4.
 
 Latches
 
 Lock manager needs a serialization mechanism to perform its function (e.g. inserting elements in a queue or hash chain). It does this by implementing a lower level primitive called latches. Latches are semaphores. They p~ovide a cheap serialization mechanism without providing deadlock detection, class tracking, modes o~ sharing (beyond S or X) ,... They are used by lock manager and by other performance critical managers (notably buffer manager and log manager). 5. 7._7,_I. 5. Performance
 
 of ~ock Hanaqe_~
 
 Lock manager is about 3:900 lines of {PL/1 like) source code. It depends c r i t i c a l l y on the Compare and Swap logic provided by the multiprocessor feature of System 370. It c o m p r i s e s three percent of the code and about ten percent of the instruction execution of a program in System B (this may vary a great deal. ) A l o c k - u n l o c k pair currently costs 350 instructions but if these notes are ever finished, this will be reduced to 120 instructions (this should reduce its slice of the execution pie.) A latch-unlatch pair require 10 instrt~ctions
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 (they expand i~-line). (Initially they required careful r e d e s i g n i m p r o v e d ~this dramatically.) 5.7.7.2.
 
 120 i n s t r u c t i o n s but a
 
 S c h e d u l i n ~ and G r a n t i n g R e _ ~ t _ ~ s
 
 Thus far we have d e s c r i b e d the s e m a n t i c s of the various request modes and have d e s c r i b e d the p r o t o c o l which requesters must follow. To complete the d i s c u s s i o n we discuss how requests are s c h e d u l e d and gr ant ed. The set of all r e q u e s t s f e r a p a r t i c u l a r r e s o u r c e are kept in a queue s o r t e d by some fair scheduler. By "fair" we mean that no particular t r a n s a c t i o n will be d e l a y e d indefinitely. F i r s t - i n first-out is the simplest fair s c h e d u l e r and we a d o p t such a scheduler for this d i s c u s s i o n modulo d e a d l o c k preemption decisions. The group of mutually c o m p a t i b l e r e q u e s t s for a resource a p p e a r i n g at the head of the queue is c a l l e d the qranted qro~R. All these requests can be granted c o n c u r r e n t l y . A s s u m i n g that each transaction has at most one request in the q u e u e then the c o m p a t i b i l i t y of two requests b y different t r a n s a c t i o n s d e p e n d s only on the modes of the requests and may be c o m p u t e d using Table I. A s s o c i a t e d with t h e granted group is a ~ o _ ~ m o d e w h i c h is the s u p r e m u m mode qf the members of the group which is c o m p u t e d using Figure 2 or Table 3. Table 2 gives a list of the possible types of requests that can coexist in a group and the c o r r e s p o n d i n g mode of the group. Table 2. Possible request groups and their group mode. Set brackets i n d i c a t e t h a t several such requests may be present. OD .S
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 The figure b e l o w d e p i c t s the queue for a p a r t i c u l a r resource, ~ h o w i n g the reque~sts and t h e i r mpdes. The granted g r o u p c o n s i s t s of five requests and has group mode IX. Xhe next request in the ~ueue is for S mode which is i n c o m p a t i b l e with the group mode IX and hence must wait.
 
 # GRANTED GROUP: G R O U P M O D E = IX * iIS|--iIXt--IlSl--IlSl--|ISl--*-isl-ilSl-lXi-ltsi-IIXl Figure 5. The queue of r e q u e s t s f o r a resource. When a new r e q u e s t for a r e s o u r c e a r r i v e s , the scheduler appends it to the end of the queue. There are two cases to consider: either someone is already w a i t i n g or all o u t s t a n d i n g r e q u e s t s for this resource are granted (i.e. no one is waiting). If waiters exist, then the r e q u e s t can not be granted and the new r e q u e s t must wait. If no one is waiting and the new request is o o m p a t i b l e w i t h the granted group mode then the new request can be granted immediately. O t h e r w i s e the new request must wait its turn in the queue and in the case of deadlock it may preempt some incompatible re quests in the queue. (Alternatively the new request could be canceled. In Figure 5 all the requests decided to wa it. )
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 When a p a r t i c u l a r request lea~es the g r a n t e d group the group ~ode of the group may change. If the mode of the first waiting request in the queue is c o m p a t i b l e with the new m o d e of the granted group, then the w a i t i n g r e ~ e s t is granted. In F i g u r e 5, if the IX request leaves the group, then the g r o u p mode becomes IS which is c o m p a t i b l e with S and so the S may be granted. The new group mode will be S and since this is compatible with IS mode the IS request following the S request may also join the granted group. This produces the s i t u a t i o n depicted in Figure 6:
 
 GRANTED GROUP GROUPHODE = S
 
 iZSl--iiSl--llSl--Iisl--|sj--iiSl--,-lXl-|ISl-IiXl Figure
 
 6= The queue after the IX request is released.
 
 The X request of Figure 6 will not be granted u n t i l all requests leave the granted group s i n c e it is not c o m p a t i b l e with any of them. 5.7.7.3.
 
 Conversions
 
 I t r a n s a c t i o n might r e - r e q u e s t the same resource for several reasons: P e r h a p s it has forgotten %hat it already has access to the record; after all, if it is s e t t i n g many locks it may be simpler to just always request a c c e s s to the record rather than first asking itself " h a v e I seen this r e c o r d before". The lock manager has all the i n f o r m a t i o n to answer this question and it seems wasteful to duplicate. Alternatively, the t r a n s a c t i o n may know it has a c c e s s to the record, but want to increase its access mode (for e x a m p l e from S to X mode if it is in a read, test, and sometimes update scan of a file). So the lock manager must be p r e p a r e d for r e - r e q u e s t s b ~ a transaction for a lock. We call such re-requests conversions. When a request is f o u n d to be a conversion, the old (granted,'. mode of the requestor to the resource and the newly requested mode are c o m p a r e d using Table 3 to compute the new mode w h i c h is the supremum of the old and the r e q u e s t e d mode (ref. Figure 2). Table 3.
 
 The new mode given the requested and old mode.
 
 l I__ I IS I IX | S I SIX l_/X
 
 ! I I I I !
 
 Is Is IX S SIX x
 
 So for example, if one has mode is SIX.
 
 NEW MODE Ix s Ix s IX SIX SiX S SIX SIX x x .......
 
 IX m o ~ e and
 
 I s i x .........x six x SiX X SIX X SIX X x x
 
 I I I I } I
 
 r e q u e s t s S mode then
 
 the new
 
 If the new mode is equal to the old m o d e (note it is never less t h a n the old mode) t h e n the request can be granted i m m e d i a t e l y and the granted mode is unchanged. If the new mode is c o m p a t i b l e with the group mode of the other members of the g r a n t e d group (a requestor is always c o m p a t i b l e with him,self) then again the request can be granted immediately. The granted mode is the new mode and the group mode is recomputed using Table 2. In all other cases, the requested c o n v e r s i o n must wait u n t i l the group mode of the other granted requests is compatible with the new mode. Note that this i m m e d i a t e granting of
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 conversions sc hed uling.
 
 oyez
 
 waiting
 
 requests
 
 is
 
 a
 
 minor
 
 violation
 
 of
 
 fair
 
 If two c o n v e r s i o n s are waiting, each of w h i c h is i n c o m p a t i b l e with an already granted request of the other transaction, then a deadlock e x i s t s and the a l r e a d y granted access of one must be preempted. O t h e r w i s e t h e r e is a way of s c h e d u l i n g the waiting conversions: tamely, grant a c o n v e r s i o n when it is c o m p a t i b l e with all other granted modes in the granted group. (Since there is no deadlock cycle this is a l w a y s possible.) The following example may help to clarify t h e s e points. queue for a p a r t i c u l a r resource is:
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 IISl---l~Sl Figure 7. A s i m p l e queue. Now s u p p o s e the f i r s t t r a n s a c t i o n wants to convert t o X mode. It must wait for the s e c o n d (already granted) request to leave the queue. If it d e c i d e s to wait then the s i t u a t i o n becomes: ****************************** # G E O U P M O D E = IS * • |IS @ F I L E 2
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 The n o t i o n of wait-for graph must be generalized %o handle global deadlock. T h e n o d e s of t h e g r a p h a r e p r o c e s s e s a n d r e s o u r c e s (sessions are resources). The e d g e s of t h e g r a p h a r e c o n s t r u c t e d as follows: •
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 in s e s s i o n with all local deadlock d e t e c t o r s and c o o r d i n a t e s the activities of the local deadlock detectors. This global deadlock detector can run in any node, but probably should be located to m i n i m i z e its c o m m u n i c a t i o n distance to the lock managers. Each local deadlock detector r e e d s to find all potential global deadlock ~ s in his node. In the previous section it was shown that a global deadlock cycle has the form: locKwait->...->sessionwait ->lockwait->.~.->sessionwait-> So each local d e a d l o c k d e t e c t o r p e r i o d i c a l l y
 
 e n u m e r a t e s all
 
 s e s s i o n - > l o c k w a i t - > . . . - > s e ssion wait paths in his n o d e by w o r k i n g b a c k w a r d s from processes which are in session-wait. (as opposed to c o n s o l e wait, disk wait, processor wait, ...) S t a r t i n g at s u c h a process it sees if some local process is lock waiting for this process. If so the deadlock detector searches backwards l o o k i n g for some process which has a session in progress. W h e n such a path is found the global d e a d l o c k d e t e c t o r :
 
 following information
 
 Sessions and t r a n s a c t i o n s at e n d p o i n t s of p r e e m p t i o n costs. The m i n i m u m cost t r a n s a c t i o n in the cost.
 
 i s sent
 
 to the
 
 the path and their local
 
 path and his local p r e - e m p t i o n
 
 (It may make sense to batch this i n f o r m a t i o n to the global detector.) Periodically,
 
 the global d e a d l o c k detector:
 
 o
 
 c o l l e c t s these m e s s a g e s ,
 
 •
 
 glues all these
 
 paths t o g e t h e r by m a t c h i n g up s e s s i o n s
 
 e n u m e r a t e s cycles and s e l e c t s v i c t i m s just as in the local deadlock d e t e z t o r case. One tricky point is that the cost of a d i s t r i b u t e d transaction is the sum of the c o s t s of its cohorts. The global deadlock detector approximates t h i s cost by summing the c o s t s of the c o h o r t s of tLe t r a n s a c t i o n known to it (not all cohorts of a deadlocked t r a n s a c t i o n w i l l be in known to the g l o b a l d e a d l o c k detector.) When a victim is selected, the lock manager of the node the victim is waiting in is i n f o r m e d of the den@lock. The local lock manager in turn i n f o r m s the v i c t i m with a d ~ a d l o c k return. The use of periodic d e a d l ~ c k d e t e c t i o n (as o p p o s e d to d e t e c t i o n every t i m e anyone waits) is even more i m p o r t a n t for a d i s t r i b u t e d system than for a c e n t r a l i z e ~ system. ~he cost of d e t e c t i o n is much higher in a d i s t r i b u t e d system. This will a l t e ~ the i n t e r s e c t i o n of the cost of d e t e c t i o n and cost of d e t e c t i n g late curves. If the n e t w o r k is really large the deadlock d e t e c t o r can be staged. That is we can look for d e a d l o c k a m o n g four nodes, then among s i x t e e n nodes, and so on. If one node
 
 crashes, then its p a r t i t i o n of the
 
 system is unavailable.
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 In this case, its cohorts in other n o d e s can wait for it to recover or they can abort. If the down node happens to house the global lock manager then no global deadlocks will be d e t e c t e d until the n o d e recovers. If this is uncool, then the l o c k m a n a g e r s can nominate a new global lock manager w h e n e v e r the c u r r e n t one crashes. The new uanager can run in a n y node which can be in s e s s i o n with all other nodes. The new global lock manager c o l l e c t s the local graphs and goes about gluing them together, finding cycles, and picking victims. 5.7.7.6.
 
 R e l a t i o n s h i p t_~o O p e r a t i n Q System Lock Manage r
 
 Most operating systems provide a lock manager to r e g u l a t e access to files and other s y s t e m resources. This lock manager usually supports a limited set of lock names, the modes: share, e x c l u s i v e and beware, and has some form of d e a d l o c k detection. These lock managers are usually not prepared for the d e m a n d s of a data management system (fast calls, lots of locks, many modes, lock classes,...) The basic lock manager could be e x t e n d e d and refined and in t i m e that is what will h a p p e n There is a big prcblem about having two lock managers in the same host. Each may think it has no d e a d l o c k but if their graphs are glued t o g e t h e r a "global" d e a d l o c k exists. This makes it very difficult to build on top of the basic l o c k manager. 5.7.7.7.
 
 The Convoz P h e n o ~ n o n :
 
 Pr@e~mp~!ve S c h e d u l i n g is Bad
 
 Lock manager has s t r o n g i n t e r a c t i o n s with the scheduler. Suppose that there are certain high traffic sh~red system resources. O p e r a t i n g on these resources consists of locking them, a l t e r i n g them and then unlocking them {the buffer p o o l and log are e x a m p l e s of this.) These o p e r a t i o n s are designed t q be very fast so that the resource is almost a l w a y s free. In p a r t i c u l a r the r e s o u r c e is never held during an I/O operation. For example, ~he buffer manager latch is acquired e v e r y 1000 i n s t r u c t i o n s and is held for about 50 instructions. If the s y s t e m has no p r e e m p t i v e scheduling then on a uni-processor when a process begins the resource is free and when he c o m p l e t e s the r e s o u r c e is free ~ e c a u s e he does not hold it when he does I/O or yields t h e processor.) On a multi-processor, if the resource is busy, the process can sit in a b u s y wait until the r e s o u r c e is free because the r e s o u r c e is known to be held by others for only a short time. If the basic system has a preemptive scheduler, and if that scheduler preempts a process holding a critical r e s o u r c e (e.g. the log latch) then t e r r i b l e things happen: ~ii other processes waiting for the latch are d i s p a t c h e d and because the r e s o u r c e is high t r a f f i c each of these processes r e q u e s t s and w a i t s for the resource. Ultimately the holder of the resource is r e d i s p a t c h e d and he almost immediately grants the latch to the next waiter. But because it is high traffic, the process almost immediately rereque~ts the l a t c h (i.e. about 1000 i n s t r u c t i o n s later.) Fair s c h e d u l i n g r e q u i r e s that he wait so he goes on the end of the queue waiting for those ahead of him. This queue of waiters is called a ~OnVOy. It is a stable phenomenon: once a convoy is established it persists for a very long time. we (System R) have found several s o l u t i o n s to this problem. The obvious solution is to e l i m i n a t e such resources. That is a good idea and can be a c h i e v e d to some degree by refining the granularity of the lockable unit (e.g. twenty buffer manager latches rather than just one.) However, if a convoy ever forms on any of t h e s e latches it will be stable so that is not a solution. I leave it as an exercise for the reader to find a better solution to the problem.
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 5.7.8. BIBLIOSRAP HY Eagles, "Currency and Concurrency in the COBOL Data Base Facility", in Sodelinq in Da_~ta_ Base ~ sty. Nijssen editor, North Holland, 1976. (A nice discussion of how locks are used.) Eswaran et. a L "On the Notions of Consistency and Predicate Locks in a Relational Database System," CACM, Vol. 19, No. 11, November 1976. (Introduces the notion of consistency, ignore the stuff on predicat e locks.) ,,Granularity of Locks and Degrees of Consistency in a Shared Data Base", in M odelinq ~ Data Base ~anaqement systessNijssen editor, North Holland, 1976, (This section is a condensation and then elaboration of this paper. Hence Franco Putzolu and Ir¥ Traiger should be considered co-authors of this section.)
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 5.8. R E C O V E R Y MANAGEMENT
 
 5.8.1.
 
 MODEL OF ERRORS
 
 In order to design a recovery system, it is i m p o r t a n t to have a clear notion of what k i n d s of errors can be expected and what their probabilities are. The model of errors b e l o w is inspired by the p r e s e n t a t i o n by Lampson and Sturgis in "Crash R e c o v e r y in a D i s t r i b u t e d Data Storage System", which may someday a p p e a r in the CACM. We first postulate that all errors are detectable. c o m p l a i n s about a situation, then it is OK.
 
 That is, if no one
 
 5.8.1. I. ~odel of Storag ~ ~ r r 0 p s Storage c o m e s in three flavors i n c r e a s i n g reliability: •
 
 with i n d e p e n d e n t
 
 failure modes
 
 and
 
 Volatile storage: p a g i n g space and main memory, On-Line N o B - v o l a t i l e Storage: disks, more r e l i a b l e t h a n v o l a t i l e storage. Off-Line Non-volatile than disks.
 
 Storage:
 
 Tape
 
 usually survive
 
 archive.
 
 Even
 
 crashes.
 
 Is
 
 mere reliable
 
 To repeat, we assume that these three k i n d s of storage have independent failure modes. The s t o r a g e is blocked into fixed length units called the unit of a l l o c a t i o n and transfer. Any page transfer
 
 pages which are
 
 can have ene of three outcomes:
 
 •
 
 Success
 
 (target gets new value)
 
 •
 
 Partial failure
 
 -
 
 Total failure
 
 (target is a mess)
 
 (target is unchanged)
 
 Any page may s p o n t a n e o u B l y fail. That is a spec of dust may settle on it or a black hole may pass through it so that it no longer retains it's o r i g i n a l information. One can a l w a y s detect whether a t r a n s f e r failed or a page s p o n t a n e o u s l y f a i l e d by r e a d i n g the target page at a later time. (This can be made more and more certain by adding r e d u n d a n c y to the page.) Lastly, The p r o b a b i l i t y that N " i n d e p e n d e n t " archive negligable. Here we c h o o s e N=2° (This c a n be made c e r t a i n by c h o o s i n g larger and larger N.) 5.8.1.2.
 
 Mode of Data C o m m u n i c a t i o n s
 
 Communication via sessions.
 
 pages fail is more and more
 
 Errors
 
 traffic is broken into units c a l l e d messages which travel
 
 The t r a n s m i s s i o n of a m e s s a g e has one of t h r e e p o s s i b l e outcomes:
 
 460
 
 -
 
 S u c c e s s f u l l y received.
 
 e
 
 I n c o r r e c t l y received.
 
 •
 
 Not received.
 
 The receiver of the message c~n detect whether he has received p a r t i c u l a r message and w h e t h e r it ~as c o r r e c t l y received. F o r each message transmitted, will be s u c c e s s f u l l y received.
 
 there is a n o n - z e r o
 
 a
 
 probability that it
 
 It is the job of r e c o v e r y manager to deal with these storage and t r a n s m i s s i o n e r r o r s and correct them. This model of errors is implicit in what follows and will a p p e a r a g a i n in the e x a m p l e s at the end of the section.
 
 5.8.2.
 
 OVERV!FN
 
 OF RECOVERY
 
 MANAGEMENT.
 
 A t r a n s a c t i o n is begun e x p l i c i t l y when a process is allocated or when an e x i s t i n g process issues B E G I N _ T R A N S A C T I O N . When a transaction is initiated, recovery manager is i n v o k e d to allocate the recovery s t r u c t u r e n e c e s s a r y to recover the transaction. This process places a c a p a b i l i t y for the COMMIT, SAVE, and BACKUP calls of r e c o v e r y manager in the t r a n s a c t i o n ' s c a p a b i l i t y list. Thereafter, all a c t i o n s by the t r a n s a c t i o n on r e c o v e r a b l e data are recorded in the recovery leg using log manager. In general, each action p e r f o r m i n g an u p d a t e o p e r a t i o n should write an undo-log record and a r e d o - l o g record in the t r a n s a c t i o n ' s log. The undo log record gives the old v a l u e of the object and the redo log record gives the new value (see below}. At a t r a n s a c t i o n save point, r e c o v e r y manager r e c o r d s the save point identifier, and e n o u g h i n f p r m a t i o n so that each c o m p o n e n t of the system could be backed up to this point. In the event of a m i n o r error, the t r a n s a c t i o n may be undone to a save point in which case the a p p l i c a t i o n (on its next or pending call} is given f e e d b a c k i n d i c a t i n g that the d a t a base s y s t e m has amnesia a b o u t all r e c o v e r a b l e actions since %ha% save point. If the transaction is completely backed-up (aborted), it may or may not be restarted d e p e n d i n g on the a t t r i b u t e s of fhe t r a n s a c t i o n and of its i n i t i a t i n g message. If the t r a n s a c t i o n c o m p l e t e s successfully (commits}, then (logically} it is a l w a y s redone in case of a crash. On the other hand, if it is in-progress at the time of the local or s y s t e m failure, then the t r a n s a c t i o n is logically u n d c n e (aborted). R e c o v e r y manager must also respond to the f o l l o w i n g kinds of failures: A c t i o n failure: a particular call cannot c o m p l e t e due to a foreseen condition. In general the action undoes itself (cleans up its component) and then returns to the caller. Examples of this are bad parameters, r e s o u r c e limits, and data not found.
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 Transaction failure: a particular transaction cannot proceed and so is aborted. The transaction may be reinitiated in some cases. Examples of such errors are deadlock, ti~eout, protection violation, and transaction-local system errors. System failure: a serious error is detected below the action interface. The system ~s stopped and restarted. Errors in critical tables, wild branches by trusted processes, operating system downs and hardware downs are sources of system failure. Most nonvolatile storage is presumed to survive a system failure. Media failure: a nonrecoverable error is detected on some usually reliable (nonvolatile) storage device. The recovery of recoverable data from a media failure is the responsibility of the component which implements it. If the device contained recoverable data the manager must reconstruct the data from an archive copy using the log and then place the result on an alternate device. Media failures do not generally force system failure. Parity error, head crash, dust on magnetic media, and lost tapes are typical media failures. Software errors which make the media unreadable are also regarded as media errors as are catastrophes such as fire, flood, insurrection, and operator error. The system periodically ma~es copies copies of each recoverable object and keeps these copies in a safe place (archive). In case the object suffers a media error, all transactions with locks outstanding against the object are aborted. A special transaction (a utility) acquires the object in exclusive mode. (T~is takes the object "off-line".) This transaction merges an acc~mulatien of changes to the object since the object copy was made and a r e c e n t archive version of the object to produce the most recent committed version. This accumulation of changes may take two forms: it may be the REDO-log portion of the system log, or it may be a change accumulation log which was constructed from the REDO-log portion of the system log when the system log is compressed. After media recovery, the data is unlocked and made public again. The process of making an archive copy of an object has many varieties. certain objects, notably ~MS queue space, are recovered from scratch using an infinite redo log. Other objects, notably data bases, get copied to some external media which can be used to restore the object to a consistent state if a failure occurs. (The resource may or may not be off-line while the co[y is being made.) Recovery manager also periodically performs system checkpnint recording critical parts of the system state in a safe spot nonvolatile storage (sometimes called the warm start file.) Recovery shutdown.
 
 manager coordinates the process of system restart In performing system restart, it chooses among:
 
 by in
 
 system
 
 ~arm start: system shut down in controlled manner. Recovery n e e d o n l y l o c a t e l a s t c h e c k p o i n t r e c o r d and r e b u i l d control structure. Emergency restart: system failed in uncontrolled manner. Non-volatile storage contains recent state consistent with the log. However, some transactions were in progress at time of failure and must be redone or undone to obtain most recent consistent state.
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 Cold start: the system is being b r o u g h t up with amnesia about prior incarnations. The log is not referenced to determine previous state.
 
 5.8.3. R E C O V E R ~ PROTOCOLS All p a r t i c i p a n t s in a t r a n s a c t i o n , including all c o m p o n e n t s understand and obey the following protocols when operating r e c o v e r a b l e objects: o
 
 C o n s i s t e n c y lock
 
 -
 
 The D O - U N D O - R E D O p a r a d i g m for log records.
 
 -
 
 Write Ahead L o g p r o t o c o l
 
 -
 
 Two phase commit protocol.
 
 protocol.
 
 (WAL).
 
 The c o n s i s t e n c y lock p r o t o c o l was d i s c u s s e d in the s e c t i o n on management. The r e m a i n i n g p E o t o c o l s nee discussed below. 5.8.3.1. ~
 
 on
 
 lock
 
 and the D O - U ~ D O - R E D O Paradiq~o
 
 Perhaps the s i m p l e s t &nd easiest t¢ implement recovery technique is based on the o l d - m a s t e r n e ~ - m a s t e r dichotomy common to most batch data p r o c e s s i n g systems: If the run fails, one g o e s b a c k to the o l d - m a s t e r and tries again. Unhappil~, this t e c h n i q u e does not seem to g e n e r a l i z e to concurrent transactions. If several transactions concurrently a c c e s s an object, then m a k i n g a n e w - m a s t e r object or r e t u r n i n g to the o l d - m a s t e r may be i n a p p r o p r i a t e b e c a u s e it c o m m i t s or backs up all updates to the object by a l ! t r a n s a c t i o n s . It is desirable to be able to c o m m i t or undo updates on a per-transaction basis. ~iwen a action consistent state and a c o l l e c t i o n of i n - p r o g r e s s t r a n s a c t i o n s (i.e. c o m m i t not yet executed) one wants to be able to s e l e c t i v e l y undo a subset of the t r a n s a c t i o n s without a f f e c t i n g the others. Such a f a c i l i t y is called t r a n s a c t i o n backup. A second s h o r t - c o m i n g of versions is that in the e v e n t of a media error, one must r e c o n s t r u c t the most recent c o n s i s t e n t state. For example, if a page or c o l l e c t i o n of pages is lost from n o n - v o l a t i l e storage then they must be reconstructed from some redundant information. Doubly-recording the versions on i n d e p e n d e n t devices is quite e x p e n s i v e for large o b ~ c t s . However, this is the t e c h n i q u e used for some small o b j e c t s such as the warm start file. Lastly, w r i t i n g a ne, v e r s i o n of a large data base often consumes large a m o u n t s of storage and bandwidth. Having a b ~ d o n e d the n o t i o n of versions, we a d o p t the a p p r o a c h of K~datin--q !~ place and of k e e p i n g an i n c r e m e n t a l ~ of changes to the system state. (Logs are s p m e t i m e s called a u d i t trails or journals.) Each a c t i o n which m o d i f i e s a r e c o v e r a b l e object writes a log record giving the old and new v a l u e of the updated object. Read operations n e e d generate no log r e c o r d s , but update o p e r a t i o n s must record enough i n f o r m a t i o n in the log so that given the r e c o r d at a later time the o p e r a t i o n can be C o m p l e t e l y undone or redone. These records will be a g g r e g a t e d by transaction and c o l l e c t e d in a common system !o__q which r e s i d e s in n o n v o l a t i l e storage and will itself be duplexed and have
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 independent
 
 failure modes.
 
 ~n wh__~a! follows w_~e assum_____~etha___~% th__~e!o_~ never fails. By duplexing, triplexing,.., the log one can make this assumption less false. Every recoverable operation must have: A DO entry which does the action and also sufficient to undo and to redo the operation. An UNDO entry which undoes the by the DO action.
 
 records a
 
 action given the log record written
 
 A REDO entry which redoes the action given the by the DO action. Optionally a DISPLAY human-readable format.
 
 entry
 
 log record
 
 which
 
 translates
 
 log record written the
 
 log
 
 into
 
 a
 
 To give an example of an action and the log record it must write consider the data base record update operator. This action must record in the log the: (I) record name (2) the old record value (used for UNDO) (3) the new record value. (used for REDO) The log subsystem augments this with the additional fields: (4) transaction identifier (5) action identifier (6) length of log record (7) pointer to previous log record of this transaction DECLARE I UPDATE_LOG RECCRD BASED~ 2 LENGTH F~XED(16), /* length of log record *," 2 TYPE FIXED(16) , /* code assigned to update log recs*/ 2 TRANSACTION YIXED(~8),/* name of transaction */ 2 PRE~_LOG_REC POINTER (31), /~ relative address of prey log*/ /* record of this transaction */ 2 SET FIXED(32), /* name of updated set */ 2 RECORD FIXED(32), /* name of updated record */ 2 NPIELDS FIXED(16), /* number of updated fields */ 2 CHANGES (NFIELDS), /$ for each changed field: */ 3 FIELD FIXED (16), /* name of field */ 3 OLD VALUE, /* old value of field */ F_LENGTH FIXED(16} ,/* length of old field value */ F_ATOM CHAR (F_LENGTH),/* value in old field */ 3 NEW VALUE LIKE OLD .VALUE, /* new value of field */ 2 LENGTH_AT END FIXED(16);/* allows reading log backwards */ The data manager's undo operaticn restores the record to its old value appropriately updating indices and sets. The redo operation restores the record to its new value. The display operation returns a text string giving a symbolic display of the log record. The log itself is recorded on a dedicated media( disk, tape,...). Once a log record is recorded, it cannot be updated. However, the log component provides a facility to open read cursors on the log which will traverse the system log or will traverse the log of a particular transaction in either direction. The UNDO operation must face a rather difficult
 
 problem at restart:
 
 The
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 undo operation may be performed more than once if restart itself is redone several times (i.e. if the system fails during restart.) Also one may be called upon to nndo operations which were never reflected in nonvolatile storage (i.e. log write o c c u r r e d but object write did not.) Similar problems exist for REDO. One may have to REDO an already done action if the updated object was recorded in non-volatile storage before the crash or if resZart is restarted. The write ahead log p r o t o c p l and (see below). 5.8.3.2.
 
 Write
 
 high
 
 water marks solve
 
 these ~roblems
 
 Ahead Loq Protocol
 
 The recovery system postalates v o l a t i l e and n o n v o l a t i l e storage. system restart and nonvolatile restart.
 
 that memory comes in two flavors: Volatile storage does not survive a storage usually survives a system
 
 Suppose an object is recorded in non-volatile storage before the log records for the object are recorded in the non-volatile log. If the system c r a s h e s at such a point, then one cannot undo the update. Similarly, if the new object is one of a set which are committed together and if a media error occurs on the object then a nutually consistent v e r s i o n of the set of objects c a n n o t be construc%e~ from their non-volatile versions. Analysis of these two examples indicate that the log s h o u l d be y r i t t e n to non-volatile storage before the object is written. Actions are required to write log records whenever modifying r e c o v e r a b l e objects. The leg (once recorded in nonvolatile storage} is considered to be very reliable. IK general the log is dual recorded on physical media with independent failure modes (e.g. dual tapes or spindles) although single logging is a system option. The Wr~te Ahead ~ o ~ ~
 
 ~
 
 (W.AL) is:
 
 Before over-writing a recoverable object to nonvolatile storage with u n c o m m i t t e d updates, a transaction (process) should first force its undo log for relevant updates to nonvolatile log space. Before c ommi tti ng an update t o a recoverable object, the transaction coordinator (see below) must force the redo and undo log to n o n v o l a t i l e storage so that it can go either way on the transaction commit. (This is guaranteed by recovery management which will s y n c h r o n i z e the commit ~rocess with the writing of the phase12 log transition record at the end of phase I of commit processing. This point cannot be understood before the section on two phase commit processing is read.) This protocol needs to be interpreted b r o a d l y in the case of messages: One should not send a r e c o v e r a b l e message before it is logged (so that the message can be canceled or retransmitted.) In this case, the wires of the n e t w o r k are the " n o n - v o l a t i l e storage". The write ahead log protocol is i m p l e m e n t e d as follows. Every log record has a unique s e q u e n c e number. Every recoverable object has a "high water mark" which is the largest log sequence number that applies to it. Whenever an objec~ is updated, its high water mark is set to the log s e q u e n c e number of the new log record. The object cannot be written to non-volatile storage before the log has been written past the object's high water mark. Log manager provides a synchronous call
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 to force out all log records up to a certain s e q u e n c e number. At system restart a t r a n s a c t i o n may be undone or redone. If an error occurs the restart may be repeated. This means that an operation may be undone or redone more than once. Also, s i n c e the log is "ahead of" n o n - v o l a t i l e storage the first undo may a p p l y to an a l r e a d y undone (not-yet-done) change. S i m i l a r l y the first redo m a y redo an already done change. This r e q u i r e s that the redo and undo operators be repeatable (ide_e~otent) in the sense that doing them once produces the same result as doing them several times. Undo or redo may be invoked r e p e a t e d l y if restart is retried several times or if the failure occurs during p h a s e 2 of commit processing. Here again, the high water mark is handy. If the high water mark is recorded with t h e object, and if the movement of the object to n o n v o l a t i l e storage is a t o m i c (this is true for pages and for messages) then one can read to high water mark to see if u n d o or redo is necessary. This is a s i m p l e way to make the undo and redo operators idempotent. Message s e q u e n c e numbers on a session perform the function ~ f high water marks. That is the recipient can discard messages below the last s e q u e n c e number received. As a h i s t o r i c a l note , the need for WAL only b e c a m e a p p a r e n t with the w i d e s p r e a d use of LSI memories. Prior to that time the log b u f f e r s resided in core s t o r a g e w h i c h survived software errors, hardware errors and power failure. This allowed the system to treat the log buffers in core as n o n - v o l a t i l e storage. At power shutdown, an exception handler in the data m a n a g e m e n t dumps the log buffers. If this fails a s c a v e n g e r is run which reads them out of core to storage. In general the c o n t e n t s of LSI storage does not survive power failures. To guard against power failure, memory failure and wild stores by the software, most systems have opted for the WAL protocol. 5.8.3.3.
 
 The Two P_ahase C o m m i t Protoc.~ol
 
 5.8.3.3.1.
 
 The Generals Pa_~a~q~.
 
 In order to u n d e r s t a n d that the two phase c o m m i t protocol solves some prcblem it is useful to a n a l y z e th3 generals paradox. T h e r e are two generals on campaign. They have an objective (a hill) which they want to capture. If t h e y sim,!taneously march on the o b j e c t i v e they are assured of success. If only one marches, he will be annihilated. The generals are e n c a m p e d only a short distance apart, but due to technical difficulties, t h e y can c o m m u n i c a t e only via runners. These m e s s e n g e r s have a flaw, e v e r y time they venture out of camp they stand some chance of getting lost (they are not very smart.) The problem is to find some p r o t o c o l which allows the generals to march together even t h o u g h some m e s s e n g e r s get lost. There is a simple proof that no fixed length protocol exists: Let P be the shortest such protocol. Suppose the last m e s s e n g e r in P gets lost. Then either this messenger is useless or one of the g e n e r a l s doesn't get a needed message. By the m i n i m a l i t y of P, the last message is not useless so one of the gemeral d o e s n ' t march if the last message is lost. This c o n t r a d i c t i o n proves that no such p r o t o c o l P exists.
 
 466
 
 The generals paradox (which as you now see is not a paradox) has s t r o n g a n a l o g i e s to ~ r o b l e m s faced by a data r e c o v e r y m a n a g e m e n t when doing c o m m i t processing, Imagine that one of the generals is a computer in Tokyo and t h a t the other general is a cash dispensing t e r m i n a l in Fuesse~ German~. The goal is to ®
 
 open a cash drawer with a million M a r k s in it debit the appropriate T o k y o computer.
 
 account in
 
 (at Fuessen)
 
 the n o n - v o l a t i l e storage
 
 If only one thing h a p p e n s either the Germans or d e s t r o y t h e general that did not "march". 5.8.3.3.2.
 
 and of the
 
 the J a p a n e s e
 
 will
 
 The Two Phase C_~mmi~ P r o t o c o l
 
 As e x p l a i n e d above, t h e r e is no s o l u t i o n to the two g e n e r a l s problem. If however, the r e s t r i c t i o n that the the p r o t o c o l have some finite fixed maximum l e n g t h is r e l a x e d then a s o l u t i o n i s possible. The p r o t o c o l about to be d e s c r i b e d may require a r b i t r a r i l y m a n y messages. Usually it r e q u i r e s only a few m e s s a g e s , s o m e t i m e s it r e q u i r e s more and in some cases (a set of measure zero) i t r e q u i r e s an i n f i n i t e number of messages. The p r o t o c o l w o r k s by i n t r o d u c i n g a c o m m i t coordinato_~r. The commit coordinator has a communication path to all ~ c i pant_~s. P a r t i c i p a n t s are either cohorts (processes) at several nodes or are autonomous components within a process (like DB and DC) or are both. The commit C o o r d i n a t o r a s k s all the p a r t i c i p a n t s to go into a state such that~ no matter what happens, the p a r t i c i p a n t can either redo or undo the t r a n s a c t i o n (this means w r i t i n g the log in a very safe place). Once the c o o r d i n a t o r gets the votes from everyone: If anyone aborted, the coordinator broadcasts abort participants, records abort in his log and terminates. case all p a r t i c i p a n t s will abort.
 
 to all In this
 
 If all participants voted yes, the coordinator synchronously records a commit r e c o r d in the log, then b r o a d c a s t s c o m m i t %o all participants and when an acknowledge is r e c e i v e d from e a c h participant, the c o c r d i n a t o r terminates. The key to the success of this a p p r o a c h is that the decision to c o m m i t has been c e n t r a l i z e d in a single place and is not time constrained. The following diagrams show the possible interactions between a c o o r d i n a t o r and a participant. Note that a c o o r d i n a t o r may abort a participant which a g r e e s to commit. This may h a p p e n because another p a r t i c i p a n t has a b o r t e d
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 PARTICIP&NT
 
 COORDIN&TOR commit ........ >
 
 request
 
 ---- . . . . . . . . . . . .
 
 commit ---- . . . . .
 
 ---->
 
 agree < . . . . . . . .
 
 commit yes (I)
 
 commit ........ >
 
 Successful
 
 request
 
 commit
 
 exchange.
 
 commit
 
 abort < . . . . . . . . . .
 
 abort _ -- . . . . . . .
 
 nO
 
 >
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 {2 ) P a r t i c i p a n t commit .......
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 aborts
 
 commit.
 
 commit
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 -- . . . .
 
 ------>
 
 agree < . . . . . .
 
 abort abort
 
 ]I0
 
 < ...... (3) C o o r d i n a t o r Three
 
 possible
 
 two
 
 aborts
 
 commit.
 
 phase c o m m i t
 
 scenarios.
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 The logic for the c o o r d i n a t o r is best described by a simple program: COORDINATOR: PROCEDURE; VOTE='COMMIT'; /~ c o l l e c t votes ~/ DO FOR EACH P A R T I C I P A N T ~ H I L E ( V O T E = ' C O M M I T ~) ; DO; SEND HI~ R E Q U E S T C O M ~ I T ; IF REPLY ~= 'AGREE t THEN VOTE =e ABORT': END; IF FOTE='CO~MIT' THEN DO; /$ if all agree then c o m m i t # / WRITE_LOG(PHASEI2_COMMIT) FORCE: FOR EACH P A R T I C I P A N T ; DO UNTIL (+ACK) ; SEND HIM COMMIT; WAIT +ACKNOWLEDGE; IF TIME LIMIT T H E N RETRANSMIT; END; END $ ~LSE DO: /~ if any abort, then a b o r t S / FOR EACH P A R T I C I P A N T DO UNTIL (+ACK) ; S E N D M E S S A G E ABORT; WAIT + A C K N O W L E D G E ; IF T I ~ E L I M I T THEN RETRANSMIT; END END; W R I T E _ L O G ( C O O R D I N A T O B COMPLETE) ;/$common exits/ HETURN; END COORDINATOR; The p r o t o c o l
 
 for the p a r t i n i p a n t is simpler:
 
 PARTICIPANT: PROCEDURE; WAIT_FOR REQUEST COMMIT; /~ p h a s e I ~/ FORCE UNDO REDO LOG TO N O N V O L A T I L E STORE; IF SUCCESS THEN /$ writes AGREE in log $/ REPLY t AGREE~ ; ELSE REPLY 'ABORT'; WAIT FOR VERDICT; /~ phase 2 #/ IF VERDICT = 'COMMIT t THEN DO ; RELEASE RESOURCES g LOCKS; REPLY +ACKNOWLEDGE; END : ELSE DO; UNDO PARTICIPANT; REPLY + A C K N O W L E D G E ; END; END PARTICIPANT; T h e r e is a last p i e c e of iogic that needs to be included: In the ewent of restart, r e c o w e r y manager has only the log and the nonvolatile store. If the c o o r d i n a t o r c r a s h e d before the P H A S E I 2 _ C O M M I T record appeared in the log, then restart will b r o a d c a s t abort to all partlcipants. If the t r a n s a c t i o n 's P H A S E I 2 _ C O M M I T record appeared and the COORDINATOR_COMPLETE record did not a p p e a r then restart will re-broadcast the COSM II message. If the t r a n s a c t i o n 's COORDINaTORCOMPLETE record appears in the log, then restart will
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 i g n o r e the transaction. Similarly t r a n s a c t i o n s will be aborted if the log has not been forced with AGREE. If the AGREE record appears, then restart asks the coordinator whether the t r a n s a c t i o n committed or a b o r t e d and acts a c c o r d i n g l y (redo or undo.} Examination phases:
 
 of this
 
 protocol shows
 
 that t r a n s a c t i o n
 
 before its P H A S E I 2 _ C O ~ S I T w r i t t e n and,
 
 or
 
 after its written.
 
 or A G R E E _ C O M M I T
 
 PHASEI2_COM~IT
 
 AGREE COMMIT
 
 commit has
 
 log record
 
 log
 
 record
 
 two
 
 ha~
 
 been
 
 has
 
 been
 
 This is the r e a s o n it is called a t~1o phase c o m m i t protocol. A fairly lengthy a n a l y s i s is r e q u i r e d to convince oneself that a crash or lost message will not cause one participant to "march" the wrong way. Let us consider a few cases. If any p a r t i c i p a n t aborts or crashes in his phase I then the e n t i r e transaction will be aborted (because the coordinator will sense that he is not r e p l y i n g u s i n g timeout). If an p a r t i c i p a n t crashes in his ~haFe 2 then recovery manager as a part of restart of that p a r t i c i p a n t will ask the c o o r d i n a t o r whether or not to redo or undo the t r a n s a c t i o n instance. Since the p a r t i c i p a n t wrote enough i n f o r m a t i o n for this in the log during phase I, r e c o v e r y manager can go e i t h e r way on c o m p l e t i n g this participant. This requires that the undo and redo be i d e m p o t e n t operations. Conversely, if the c o o r d i n a t o r crashes before it writes the log record, then restart w i l l broadcast abort to all participants. No p a r t i c i p a n t has committed because the ccordinator's PHASEI2_COMMIT record is synchronously written before any commit messages are sent to participants. On the other hand if the c o o r d i n a t o r ' s P H A S E 1 2 _ C O M S I T record is found in the log at restart, then the r e c o v e r y manager broadcasts commit to all participants and waits for acknowledge. This redoes the t r a n s a c t i o n (coordinator). This rathe[ sloppy a r g u m e n t can be (has been} made more precise. The net effect of the a l g o r i t h m is that either all the p a r t i c i p a n t s commit or that none of them commit (all abort.) 5.8.3.3.3.
 
 Nested
 
 Two Phase Commit P r o t o c o l
 
 Many o p t i m i z a t i o n s of the two phase commit p r o t o c o l are possible. As described above, comwit requires ~N messages if there are participants. The c o o r d i n a t o r invokes each p a r t i c i p a n t once to take the vote and once to b r o a d c a s t the result. If invocation and return are e x p e n s i v e (e.g. go over thin wires) then a more e c o n o m i c a l protocol may be desired. If the p a r t i c i p a n t s can be linearly ordered then a simpler and faster commit protocol which has 2N calls and r e t u r n s is possible. This protocol is c a l l e d the n e s t e d two ~hase commit. The protocol works as follows: Each participant o r dee.
 
 is given
 
 a sequence
 
 n u m b e r in
 
 the commit
 
 call
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 In p a r t i c u l a r , each participant knows the name of the n ex__~t p a r t i c i p a n t and the l a s t p a r t i c i p a n t knows that he is the last.
 
 Commit c o n s i s t s of p a r t i c i p a n t s s u c c e s s i v e l y c a l l i n g one another (N-I calls) a f t e r performing p h a s e I commit. At t h e end of the c a l l i n g s e q u e n c e each p a r t i c i p a n t will h a v e s u c c e s s f u l l y c o m p l e t e d phase I or some participant will have b r o k e n the c a l l chain. So the last p a r t i c i p a n t can perform p h a s e 2 and returns success. Each p a r t i c i p a n t keeps this up so t h a t in t h e end there are N-I returns to give a grand total of 2(N-I} c a l l s and returns on a s u c c e s s f u l commit. There is one last call r e q u i r e d to s i g n a l the c o o r d i n a t o r (last participant) that the commit completed so that r e s t a r t can ignore redoing this transaction. If some p a r t i c i p a n t does not s u c c e e d in phase I then he i s s u e s abort and t r a n s a c t i o n undo is started. The following is the a l g o r i t h m of e a c h COMMIT:
 
 participant:
 
 PROCEDURE ; PERFORM PHASE I COMMIT; IF F A I L THEN R E T U R N FAILURE; IF I AM LAST THEN W H I T E L O G ( P H A S E 1 2 ) FORCE; ELSE DO; CALL COMMIT(I+I} ; IF FAIL THEN DO ; ABORT ; RETURN FAILURE;
 
 END; END; PERFORM PHASE 2 COMMIT; IF I _ A M F I R S T THEN I N F O R M LAST THAT COMMIT COMPLETED; RETURN SUCCESS; END ; The f o l l o w i n g giwes a picture of a three deep nest:
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 commit -- . . . . . . .
 
 -->
 
 -- PHASEI - - > R 2 -- PHESE1 ~3 --
 
 < - - PHASL2 -y es
 
 fin
 
 > (a)
 
 a successful
 
 commit.
 
 RI commit . . . . . .
 
 ---->
 
 -- PHASEI - - > R2 - - PEAS ZI--> R3 ]
 
 [W,
 
 ~ddress~> ,
 
 ~tring>
 
 ]
 
 <strin~ GO AHEAD
 
 R stands f o r "read" and W f o r "write" An [R,a]-message has to be answered by the s t r i n g which has been part of the l a t e s t preceding write-event with the same address a. I f there is no such w r i t e - e v e n t , some initial
 
 value has to be delivered.
 
 Example 3.2 (System $3.2; SS: " s e t - s t o r e " ) The storing u n i t of t h i s system remembers a set of s t r i n g s . I t answers questions whether a s t r i n g s t r is in the actual set or not. There are no addresses or the l i k e . One may add and delete stored objects. The digraph of the communication structure is i d e n t i c a l with the one in $3.1 with SS instead of MS. The message patterns are: f o r LI:
 
 f o r L2: (corresponding answers)
 
 -
 
 [TAKE,
 
 ~strin~
 
 ]
 
 -
 
 [DELETE, < s t r i n ~
 
 ]
 
 -
 
 GOAHEAD or GOAHEAD
 
 OVERFL
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 -
 
 {YESORNO, < s t r i n g > ]
 
 -
 
 YES
 
 or
 
 NO
 
 In the following s t r designates an a r b i t r a r y s t r i n g , but the same string in a l l cases. The answer to a
 
 {YESORNO, str]-message has to be YES i f and only i f there has
 
 been a successful [TAKE, strl-message without a subsequent [DELETE, str]-message. A TAKE-message at time t is successful, i . e . answered by GOAHEAD, i f and only i f the number of successful and relevent TAKE-messages before time t minus the number of the relevant DELETE-messages before time t is not larger than the CAPACITY (system constant). A successful {TAKE, str]-message is relevant i f a [YESORNO, str]-message, replacing i t , would have stimulated the answer NO. A [DELETE, strl-message is relevant i f a {YESORNO, str]-message, replacing i t , would have stimulated the answer YES. Example 3.3 (System 3.3; TS: t a p e - l i k e store) The storing u n i t to be specified here
 
 behaves l i k e a tape-drive with a tape of un-
 
 l i m i t e d length. For s i m p l i c i t y we exclude backspacing. With the usual digraph, the message patterns are: f o r L2: (corresponding answers):
 
 f o r LI:
 
 {WRITE, -
 
 ~tring>]
 
 READ
 
 GOAHEAD <string>
 
 or
 
 ERROR REWIND
 
 GOAHEAD
 
 For the d e f i n i t i o n of the h i s t o r i e s we introduce the notion of "actual position" to be defined f o r an event set as argument. The value of the function AP(ES), ES denoting a f i n i t e event set is the number of successful READ-messages ( i . e . not answered by ERROR or not yet answered at a l l in ES) plus the number of WRITE-messages, a l l these events counted from the l a s t REWIND only or from the beginning i f there is no REWIND. For an event e on L1, e ~ ES (ES obeying the rule of alternating events on L1,L2) the actual position of e is APE(e,ES) =Df. AP(the subset of ES consisting of a l l events u n t i l e, including e). An event set H is a history of $3.3 i f and only i f - H obeys the rule of a l t e r n a t i n g events on L1,L 2, the patterns being used as d e f i ned above -
 
 a READ-message ~ ~ H is answered by ERROR i f and only i f
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 APE(r,H)>APE(latest WRITE-message w preceding r,H) Remark: Obviously, an r cannot be successful unless there is at least one REWIND between w and r. i f a READ-message r is answered by a string str then str is identical with the string in the latest WRITE-message w, w preceding r and having the same actual position as r, i . e . APE(r,H)=APE(w,H).
 
 564 C. Se q u e n t i a l i z i n g u n i t s In t h i s section we are discussing a special class of systems comprising a star-shaped communication s t r u c t u r e : a central storing u n i t (CSU) surrounded by a number of c a l l ers
 
 asynchronously accessing CSU. The term " s t o r i n g u n i t " has to be understood in
 
 rather a broad sense i n c l u d i n g a FIFO-storage f o r readers and w r i t e r s , reservation systems, and so on. In some of these systems the CSUs d i s p l a y a behavior under asynchronous accesses which is a very important standard; i t can be called " s e q u e n t i a l i z i n g " behavior. Roughly spoken, what is meant is that each of the possible r e s u l t s of a set of overlapping accesses a l , a 2 . . . . . ap at CSU comes down to a r e s u l t which could also have I
 
 been reached by some sequence of (non-overlapping) accesses a~,a~ . . . . . ap, these l a t ter
 
 obtainable from a l , a 2 . . . . . ap by a rearrangement in time. We are going to make
 
 the notions of "access", "overlap" and " s e q u e n t i a l i z e " somewhat more precise. Example 1. (System SMMS) The next example w i l l be the system SMMS (multi-access main store) which is a gener a l i z a t i o n of the system $3.1 (MS) of section B. The digraph of the communication s t r u c t u r e is given by Fig. 7; the patterns associated with the pairs L i l , L i 2 are i d e n t i c a l with those given in $3.1 f o r the l i n k s LI,L 2. : As a f i r s t
 
 Lr
 
 r e s t r i c t i o n f o r the h i s t o r i e s
 
 we note that the message exchange on L i l , Li2 is s t r i c t l y
 
 a l t e r n a t i n g , s t a r t i n g on
 
 L i l f o r a l l i = l . . . . . ro The d e f i n i t i o n of the set of h i s t o r i e s of SMMS w i l l be based to a large extent on
 
 Fig, 7
 
 the notion of overlapping and non-overlapping accesses. Def. CI (accesses to NMS) I f ES is a set of events in the communication structure CS of SMMS then an access in ES is a pair of events [11,P1,t1] and [12,P2,t2] such that ll=Lil
 
 and 12=Li2 f o r some i from i=1 . . . . . r
 
 tlO,d2>O ( d l , d 2 may, e . g . , depend on Pl and P2; i t should be assured that RTI(a) is a nonempty i n t e r v a l ) . RTI(a) = [ t l , t 2 + d ] t h i s d e f i n i t i o n is perhaps not reasonable f o r the MMS but could be useful f o r l a t e r examples in t h i s section. RTI(a) = [ ( t z + t 2 ) / 2 - d 1 , ( t l + t 2 ) / 2 + d 2 ] RTI(a) = [ t z , t l + d ]
 
 Def. C3 (overlap of accesses to MMS) Two accesses a and b from a set AS(ES) (cf. Def. C2) overlap i f and only i f RTI(a)c~RTI(b) # ~ . For the f o l l o w i n g we assume that some d e f i n i t i o n of an RTI f o r the accesses has been chosen. Def. C4 ( f i n i t e
 
 h i s t o r i e s of the system SMMS)
 
 1st step (non-overlapping h i s t o r i e s ) F i r s t we define those h i s t o r i e s h having an AS(h) which does not contain overlapping accesses, i . e . where the r e l a t i o n < is a l i n e a r ordering. Such a set of events i s a h i s t o r y i f and only i f (1) there e x i s t s a h i s t o r y hms of the system $3.1 (MS; main store) of section B and an order-preserving one-to-one mapping m from AS(h) onto AS(hms) (the accesses in hms defined as in Def. CI), such that the input and output patterns of a and m(a) are i d e n t i c a l f o r a l l a ~ AS(h).
 
 566 (2) c e r t a i n time constraints are f u l f i l l e d
 
 concerning the response time behavior of
 
 MMS. 2nd step ( i n c l u s i o n of overlapping h i s t o r i e s ) A set ES of events in CS of SMMS (where AS(ES) is assumed to be defined according to Def. C2) i s a h i s t o r y of SMMS i f and only i f ( I ) there is an order-preserving one-to-one mapping of AS(ES) onto a set AS(h),where h is a non-overlapping h i s t o r y of SMMS, such that the input and output patterns of a and m(a) are i d e n t i c a l f o r a l l a ~ AS(ES). (2) (same as in the I s t step of the d e f i n i t i o n . ) Remark: I n f i n i t e which f u l f i l l
 
 h i s t o r i e s of SMMSmay be defined as those i n f i n i t e
 
 event sets in CS
 
 some obvious c o m p a t i b i l i t y constraints with respect to the f i n i t e
 
 his-
 
 tories. We give an example of some overlapping accesses and possible r e s u l t s of read-accesses. A l l accesses have the same address; the drawing shows t h e i r r e l e v a n t time i n t e r vals. W,strl F"--
 
 '
 
 W,str3 'I
 
 ~
 
 W,str2
 
 R,y 4
 
 R,x
 
 ~
 
 caller 1 |
 
 R,z
 
 caller 2 time
 
 x , y , z denote the s t r i n g s delivered by MMS. Applying the d e f i n i t i o n of h i s t o r i e s in SMMS one w i l l f i n d : x is s t r l or str2 or str3. y is equal to str2 or str3. z is equal to y. a d d i t i o n a l l y : i f y is not equal to str3 then both x and y must be equal to str2. (end of treatment of system SMMS) We t r y to o u t l i n e roughly how a general c h a r a c t e r i z a t i o n of the s p e c i f i c a t i o n technique i l l u s t r a t e d by the s p e c i f i c a t i o n of the system SMMSmight look l i k e . Let U be a u n i t in a given system S. The concept of a se___gquentializing u n i t is not an absolute one, but depends on a notion of access and overlap of accesses.
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 For the following we need the Def. C5 (unit-oriented subset of an event set) With respect to a u n i t U in a communication structure CS, the unit-oriented subset of an event set ES in CS consists of the events on l i n k s which end at U or s t a r t at U. This subset of ES is designated by ES/U. F i r s t , what is needed is a d e f i n i t i o n of accesses which can be given by defining a function AS on certain event sets ES/U where AS(ES/U) i s a p a r t i t i o n of ES/U. The elements of AS(ES/U) are called accesses in ES/U. The domain T of AS i s supposed to include at least a l l sets H/U where H is a history of system S. Second, a notion of overlap of accesses has to be introduced. This is done by d e f i ning a p a r t i a l ordering (written ').
 
 In other words, even f o r the consumer there is no w a i t i n g s i t u a t i o n of unknown dur a t i o n since FIFOS is supposed to answer a request s h o r t l y and then to forget about it.
 
 Of course, the s p e c i f i c a t i o n of FIFOS could prescribe a completely d i f f e r e n t be-
 
 havior, e.g. to l e t requesting u n i t s wait and to give p o s i t i v e answers only.
 
 569 1st step of a d e f i n i t i o n of the h i s t o r i e s of SFIFOS - events on l i n k pairs CLj,FLj occur s t r i c t l y
 
 in alternate order. The f i r s t
 
 event
 
 is on l i n k CLj, f o r a l l j = l . . . . . m. The accesses are defined in analogy to those in system SMMS, Example I . of t h i s section. -
 
 -
 
 each event on a l i n k PLi , i=1 . . . . . n, is regarded to be an access a l l by i t s e l f . the relevant time i n t e r v a l s are - f o r accesses on l i n k pairs CLj,FLj RTI( ~ C k i , R , t l ] ,
 
 [FL, < r p >
 
 where R stands f o r ' r e q u e s t ' ,
 
 ,t2] ) = [ t l , t 2 ] <rp>
 
 f o r 'response pattern'
 
 - f o r an access of a PLi RTI([PLi, < s t r i n g >
 
 ,t3] ) = [t3,t3+d]
 
 where d>O is a system constant (of type ' r e a l ' ) -
 
 two accesses of whatever type overlap i f and only i f t h e i r RTIs have a non-empty intersection.
 
 2nd step of a d e f i n i t i o n of the h i s t o r i e s of SFIFOS. The d e f i n i t i o n of h i s t o r i e s containing no overlapping accesses is given i n f o r m a l l y since a m i s i n t e r p r e t a t i o n is almost impossible - a request at a time t of a Ck w i l l be answered by FIFOS by the d e l i v e r y of an object s t r i n g as message pattern i f and only i f the number of objects delivered to FIFOS ( t h i s number being i d e n t i c a l with the number of events on the l i n k s PLI . . . . . PLn) before time t is larger than the number of object s t r i n g s d e l i v e red by FIFOS to the CI . . . . ,Cm altogether before time t . Otherwise, Cj w i l l receive the answer SORRY. - the l - t h s t r i n g given by FIFOS to some Ck is i d e n t i c a l with the l - t h s t r i n g received by FIFOS from the group of the producers. 1 is determined by counting through a l l events in a non-overlapping ( ! ) event set in the order of increasing time. 3rd step of a d e f i n i t i o n of the h i s t o r i e s of SFIFOS. S t a r t i n g from those f i n i t e event sets ES which obey the rule of a l t e r n a t i n g message exchange f o r the consumers we define such an ES to be a h i s t o r y of SFIFOS i f and only i f i t can be sequentialized ( c f . Def. C6) on the basis of the 1st and 2nd step. This version of a producer-consumer r e l a t i o n s h i p via a buffering "device" is rather i d e a l i z e d . E.g,, there i s no waiting s i t u a t i o n modelled f o r the producers. The system can e a s i l y be refined to be more r e a l i s t i c .
 
 570 Dropping the assumption of FIFOS' unlimited capacity means f i r s t
 
 a refinement of the
 
 communication s t r u c t u r e . We introduce l i n k s FPLk, k=l, . . . . n, from FIFOS to each Pk" Now one has to decide whether a message from FIFOS to Pk means: "the object has been taken over" or " t r y again l a t e r " or even "object not taken over; you w i l l
 
 be called
 
 on l a t e r f o r d e l i v e r y " . The relevant time i n t e r v a l of a producer-access has to be redefined. For a non-overlapping h i s t o r y i t is easy to define when a message pattern on an FPL d i f f e r e n t from "object taken over" may occur: i f and only i f the actual stock of objects - delivered to FIFOS and not yet consumed - exceeds FIFOS' capacity. Even with the refinements the system model is not detailed enough to describe such phenomena as the queueing of consumer requests i f a producer intends to d e l i v e r a message. Here the i n t e r f a c e s are chosen in such a way that t h i s type of queueing d i s c i p l i n e is " i n t e r n a l " ,
 
 i s an implementation oriented d e t a i l of FIFOS.
 
 Example 3. (System SRES) A simple reservation system can be obtained from the system SFIFOS by several modifications. - The message patterns of type
 
 <string>
 
 [~ategory>
 
 ,
 
 are replaced by a pair ]
 
 where categories can be represented by some special kind of s t r i n g , the number of objects by a p o s i t i v e integer. The message pattern of a request (by a consumer) w i l l contain a pair
 
 -
 
 [
 
 ~ n] with an obvious meaning, n>O being an integer.
 
 - A l l rules on passing of objects through FIFOS have to be formulated here to be val i d f o r the subsets of h i s t o r i e s characterized by some category c
 
 taking into
 
 account t h a t an access, containing a pattern [ c , n ] is equivalent ( w i t h respect to counting conditions) to n accesses producing or consuming a single object of category c
 
 (the c-objects being a l l i d e n t i c a l ) .
 
 As long as we maintain the d i s t i n c t i o n between producers and consumers the customers cannot cancel reservations (what is equivalent tO d e l i v e r i n g objects to RES). A single producer w i l l s u f f i c e who d e l i v e r s objects of category c u s u a l l y e x a c t l y once and in a large bulk. Consumers u s u a l l y absorb a single c-object or a handful by one request. I f k c-objects are requested, RES may d e l i v e r k'O, and t ~ (TMA×(ES), TMAX(ES)+m2], i f ml=O
 
 575 where TMAX(ES) is the largest value occurring as t h i r d component in an element of ES ("time maximum"). I f ES is empty: TMAX(ES)=DfO. Remark: There is no need of specifying by fu(ES) a sequence of output events °e l , oe2 . . . . This s i t u a t i o n i s taken care of by a sequence of values: fu(ES),fu(ESu{oel} ), fu(ESu{oel,oe2}), and so on. On the way of defining a set of events ES to be fu-COnsistent (or simply: u-consistent) we introduce the notion of a cut of an event set. Def. D3 (cut of an event set) A cut of an event set ES consists of two subsets ES1 and ES2 of ES, forming a p a r t i tion of ES, ESI being f i n i t e and possibly empty, ES2 being non-empty and TMAX(ES1) < TMIN(ES2) where TMAX(ES1) is defined as in Def. D2 and TMIN(ES2) is the smallest t occurring as t h i r d component in an element of ES2 ("time minimum"). Before the notion of a db-function is used to define fu-COnsistent event sets and the concept of a decomposable system i t seems worth while emphasizing some character i s t i c s of the db-functions. I t is especially important to recognize t h a t a db-function generally is not identical with an action function (even i f t h i s action function is multi-valued, modelling non-deterministic behavior which unconditionally predicts the output behavior of a u n i t on the basis of a state S (S corresponds to an event set ES). Informally spoken: the value fu(ES) describes the possible output behavior of u s t a r t i n g from the event set ES as long as u is not disturbed or diverted by an input event. I f an input event e (or several simultaneous input events) occurs before the predicted output event, the conditional prediction represented by fu(ES), i s immediately and e n t i r e l y invalidated. Now fu(ESU{e}) is v a l i d . Of course, fu(ESU{e}) may contain some or a l l the elements of fu(ES), perhaps with times recalculated. For the notion of a divertable u n i t cf° [Wiehle 731. Def. D4 (fu-COnsistent event set) A set of events ES in the communication structure CSu of a u n i t u is consistent with a db-function fu of u i f and only i f for each cut ESI,ES2 of ES the subset NE of ES2 of a l l events occurring at time TMIN(ES2) is compatible with fu(ESl). NE is compat i b l e with fu(ES1) i f and only i f the following two conditions are f u l f i l l e d : - an output event oe ~ NE is compatible with fu(ESl)(cf. Def. D2)
 
 576 - i f NE does not contain any output event then e i t h e r fu(ES) is empty or there must be at least one element [l,M,[ml,m2~
 
 of fu(ES1) such that
 
 TMIN(ES2) < TMAX(ES1) + m2. The i n t u i t i v e background of d e f i n i t i o n D4, second condition, may be informally explained as follows: i t says that the situation TMIN(ES2) ~ maxot, maxot=max (TMAX(ES1)+m2), the maximum taken from all elements [l,M,[ml,m2~
 
 E fu(ES1 ) , is i l l e g a l . There is no output event in (TMAX(ESl), TMIN(ES2) ], i . e . a predicted output event is missing, the admitted time intervals having elapsed.
 
 Remark: The framework proposed so far for separate unit specification is d e f i c i e n t in at least two closely related points: 1. i t is not possible to describe which of the possibly simultaneous output events should indeed be enabled to occur simultaneously.
 
 I f fu(ES), e.g., contains the
 
 two elements [ll,a,[ml,m2~_ and [12,b,[ml,m2~" , one may want to be able to specify that never two simultaneous events [I 1 , a , t ] , [ 1 2 , b , t ] can occur. This deficiency could be removed by extending fu(ES) by a set of i t s subsets; a set of simultaneous output events may only occur i f there is a corresponding (compatible) subset in the extended fu(ES). 2. i t is not possible to specify by fu(ES) that, starting from ES, u w i l l have to produce two or more simultaneous output events at some time t , t ~ [ t l , t 2 ] , t l < t 2. This deficiency, too, can be removed at the price of additional structure of fu(ES). Some examples of values fu(ES)will demonstrate how the time intervals may be used to define unit behavior. Exampl e I. fu(ES) contains the two elements: [ I ,a,[m 1,m2~
 
 and
 
 [ l ' , a ~,[m~,m~
 
 with simultaneity of the two events being excluded and with the intervals l=[ml,m2], l'=[m~,m~] overlapping or not. I being before I ' , fu(ES) says that, i f e = [ l , a , t ] has not occurred in time, an event e ' = [ l ' , a ' , t ~] has to be expected. Example 2. fu(ES) contains a sequence of elements [l,a,[ml,m2~
 
 , [l,a,[ml+d,m2+d ~ , [l,a,[ml+2*d,m2+2*d ~ . . . .
 
 577 with [ml,m2]~[ml+d,m2+d ] = ~. This fu(ES) says that exactly one output event [ l , a , t 1 w i l l occur in one of a sequence of periodical time i n t e r v a l s . One could model such situations by introducing some a r t i f i c i a l
 
 output patterns
 
 ("dummy output", "empty output") being output at b r i e f i n t e r v a l s ( i f no other events occur), however, t h i s would v i o l a t e the p r i n c i p l e of keeping the models as close to real systems as possible. Def. D5 (decomposable system) A system S=[CS,DBI is decomposable i f and only i f there is a db-function fu for each unit u in CS such that the histories of S may be defined as follows: an event set ES in CS is a history of S i f and only i f , for each u n i t u in CS, the subset ESu of ES containing exactly a l l events on links adjacent to u is consistent with the function fu (cf. Def. D4). Remark: The stack-system of section A is obviously decomposable. The separately spec i f i e d units w i l l simply ignore a l l inputs that do not conform with the supposed functioning of the partner. Now the question whether there are non-decomposable systems is near at hand. Example 3. The system SD3 (two children playing with two balls over a high w a l l , without shouting at each other), the digraph given by Fig. I0. M={ball}, with events occurring always simultaneously on both l i n k s at a r b i t r a r y points of time t l , t 2 . . . . , t i , t i + 1 . . . . with
 
 L1
 
 _
 
 b~-ti+l-ti~a>O, (a,b being system constants) and b~_tl~a, is not decomposable. Assume A and B have played c o r r e c t l y f o r a while,
 
 Fig, 1U
 
 having exchanged balls at times t l , t 2 . . . . . t rThe set ES (having as elements the 2*r past events) does not contain any more information than what is in the vector t l , t 2..... t r. On the basis of t h i s knowledge A cannot exclude any y, tr+a~y~tr+b , from being Y=tr+ I , i . e . we have f A ( E S ) = f A ( t l , t 2 . . . . . t r ) = { [ k l , { b a l l } ,[a,b~ } Likewise we have
 
 fB(ES)={[L2,{ball},[a,b~}. These two values cannot enforce the next two events on the d i f f e r e n t links to occur simultaneously, more precisely: an event set H, having a cut ESI,ES2 with
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 ES1 = ESU {el,e2}, time(el) # time(e2), is consistent up to ES1 with any pair of functions fA and fB" Remark: The non-decomposability of SD3 depends heavily on the r e s t r i c t e d set of message patterns. Example 4o Since the Example 3 may seem somewhat a r t i f i c i a l ,
 
 we look at system $2.1
 
 of section B., especially at the units PL2, PL4. There we find an analogous phenomenon as in system SD3o Assume an event set of $2.1 with MAXT(ES) = t and D(ES,PL2,t) = D(ES,PL4,t) = 1. ESpL4 contains no more information than the times of past events on OT,IR,IM2. On the basis of this knowledge fPL4(ESpL4) cannot exclude any event on e i t h e r IM2 or on IR which occurs l a t e r than 44, where t4 is the time of the l a t e s t event in ES on the l i n k OT:
 
 fPL4(ESpL4) = {[IM2, {token}, [ 0 , ~ , [IR, {token}, [ 0 , ~ } with no simultaneity admitted. fPL2(EXpL2) is defined in analogy to fPL4(ESpL4). The value of fM(ES) cannot r e s t r i c t the events occurring on links IMI,IM2. So, these values of db-functions cannot enforce that an event [ I M l , t o k e n , t l is accompanied by a simultaneous event [IM2,token,t ]. Since for certain purposes the usefulness of Petri-Nets is unquestioned there are useful system models which are not decomposable. This indicates that a conceptual framework f o r system models cannot s t a r t from unit specifications and proceed via system synthesis since the consequence would be to exclude a p r i o r i some useful system models.
 
 579 E. Some remarks on r e l a t i o n s between systems One of the reasons why we search f o r adequate and precise system s p e c i f i c a t i o n is to specify systems at an adequate level of d e t a i l , the s p e c i f i c a t i o n being complete for a c e r t a i n purpose. The same real information processing system ("RIHS") can be modelled at d i f f e r e n t l e v e l s of d e t a i l and from many d i f f e r e n t points of view. Each of the model systems SI,S 2 . . . .
 
 of the RIHS is l i k e l y to be d i f f e r e n t from a l l other model systems. (The
 
 term "system" is used here as defined in section B.) The obvious conjecture is that a l l the systems S1,S2 . . . . modelling a single RIHS, must be related to each other in a precise manner, i . e . ,
 
 in p r i n c i p l e , these r e l a t i o n s h i p s must be describable by
 
 mathematical tools and with mathematical precision. To give an idea of how manifold the r e l a t i o n s between systems may be we shall i n d i cate some procedures PI to P5 by which one system S' may be derived from a given system S, thus a r e l a t i o n s h i p between S and S' being established. ( I t is not claimed that these hints r e a l l y define the d e r i v a t i o n procedures.) - PI: contraction of subsystems. A subset ss of u n i t s of S is "contracted" to form a single u n i t NU in the graph of S'. All l i n k s between a u n i t U outside of ss and a u n i t of ss become l i n k s between U and NU. A l l the l i n k s between u n i t s of ss disappear. The h i s t o r i e s of S' are derived from the h i s t o r i e s of S by simply dropping a l l events on l i n k s inside of ss.
 
 -
 
 P2:
 
 putting together p a r a l l e l l i n k s . The d e r i v a t i o n of the h i s t o r i e s of S' is obvious i f there are no simultaneous events on the p a r a l l e l l i n k s in the h i s t o r i e s of S, or, i f there are only s i multaneous events on these l i n k s .
 
 -
 
 P3:
 
 contraction of sets of events. Especially a sequence of events ( i n S) on a certain l i n k may be mapped - under c e r t a i n conditions - onto a single event in the h i s t o r i e s of S'. Special case: combined contraction of an a l t e r n a t i n g sequence of events on a l i n k pair between two u n i t s , r e s u l t i n g in two events only, one on each l i n k .
 
 P4: introducing f a s t e r u n i t s . In S a u n i t u (or several u n i t s ) is replaced by a f a s t e r u n i t of otherwise identical behavior.
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 -
 
 P5:
 
 more complex example/S ~ with enlarged digraph. We roughly outline the relationship between a device-oriented and an employeeoriented reservation system (systems called SRESD and SRESE). We derive SRESD from SRES, section C., by replacing the partners Pi by devices Di , i=1 . . . . . r , and by adding two types of message patterns: LOGON < d e n t i f i c a t i o n >
 
 and
 
 LOGOFF, the meaning and use of these patterns being indicated by the choice of words. Let
 
 ~dentification>
 
 be one of the integers 1,2 . . . . . q, q>r by a fac-
 
 tor between 2 and 3, or so. The l i n k pairs in SRESD are named D L i l , DLi2, i=l,..o,r° The digraph of the communication structure
 
 CSE
 
 of the system SRESE is star-
 
 shaped, too, RESP in the centre, each of the employees EI . . . . . Eq connected to RESP by a l i n k pair ELjI,ELj2. The message patterns of CSE are identical with those of CSD without the LOGON- and LOGOFF-patterns. In SRESD, on a l i n k pair DLiI,DLi2 the usual t r a f f i c w i l l appear (as defined for such l i n k pairs in SRES) inside a single bracket pair LOGON/j and LOGOFF, each with some t r i v i a l
 
 response by RESD. The assumption is that there is never
 
 an open LOGON f o r the same j at more than one device. I f HD is a history of SRESD, completely partitioned into subsets of the structu re
 
 {[DLil,LOGON/j,tal,rn,al,bl,a2,b 2 . . . . . aw,bw,[DLil,LOGOFF,te],rf} ( r n , r f designating the t r i v i a l
 
 responses mentioned above)
 
 then there is a h i s t o r y HE of SRESE containing exactly a l l the corresponding event sets a l' , b l ', a 2', b 2' . . . . .
 
 a'
 
 w" b 'w' where an a~(b~) is derived from a l ( b l ) simp-
 
 l y by replacing the link-name DLiI(DLi2 ) by ELjl(ELj2 ). (end of P5) Such a derivation procedure of h i s t o r i e s in a communication structure CS2 from hist o r i e s in a communication structure CS1 (CSI,CS 2 d i f f e r i n g considerably) may be called an inductance-rule or a rule of flow-propagation. What can be learned from the more complex example P5 is that, in deriving systems from systems, the deformation of the digraph of the communication structure may be by far more drastic than in the case of the well-known contraction of subsets of nodes, as outlined in PI. Indeed, the relationship of the digraphs can be very loose, the digraph of the derived system can even be more complex than the one of the o r i ginal system.
 
 581 Having gained more experience with precisely established relationships between systems i t w i l l become promising to attack the d e f i n i t i o n of the meaning of such phrases as: - system S' is isomorphic with system S - system S is an implementation of system S' (with respect to a certain rule of flowpropagation of S into the communication structure of S') - system S is a layered system, the layers being the systems SI,S 2 . . . . Work in this direction w i l l c e r t a i n l y p r o f i t from the e f f o r t s made by Horning and Randell [Horning 7 3 1 i n defining such terms as "process image", "abstraction", etc.
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 RESEARCH
 
 PROBLEMS OF DECENTRALIZED
 
 SYSTEMS WITH LARGELY AUTONOMOUS NODES by
 
 Jerome H. Saltzer Massachusetts
 
 Institute of Technology
 
 A currently popular systems research project is to explore the possibilities problems
 
 for computer system organization
 
 computing hardware. intelligence
 
 Interconnecting
 
 fleets of mini- or micro-computers
 
 in terminals and concentrators
 
 to produce so-called
 
 systems" has recently been a booming development from ingenious revolution
 
 to misguided,
 
 in hardware
 
 activity.
 
 costs:
 
 that more than any other factor,
 
 and operating a free-standing,
 
 continues
 
 to drop rapidly.
 
 complete
 
 computer
 
 and putting
 
 "distributed
 
 While these efforts range
 
 many seem to miss a most important
 
 acquiring
 
 and
 
 that arise from the rapidly falling cost of
 
 aspect of the the entry cost of
 
 system has dropped and
 
 Where a decade ago the capital outlay required
 
 a computer system ranged from $150,000 up into the millions,
 
 to install
 
 today the low end of
 
 that range is below $15,000 and dropping. The consequence
 
 of this particular
 
 the next level of analysis. acquisitions centralized
 
 observation
 
 In most organizations,
 
 tend to be more centralized
 
 for system structure comes from decisions
 
 to make capital
 
 for larger capital amounts,
 
 for smaller capital amounts.
 
 and less
 
 On this basis we may conjecture
 
 that lower
 
 entry costs for computer systems will lead naturally
 
 to computer acquisition
 
 decisions being made at points lower in a management
 
 hierarchy.
 
 lower-level computers
 
 organization
 
 usually has a smaller mission,
 
 will tend to span a smaller range of applications,
 
 argument will be dedicated units
 
 to a single application.
 
 Further,
 
 because a
 
 those smaller-priced
 
 Finally,
 
 and in the limit of the the organizational
 
 that acquire these computers will by nature tend to operate somewhat
 
 independently
 
 and autonomously
 
 From another viewpoint, leads to acquisition According
 
 from one another,
 
 administrative
 
 of a computer
 
 to this view,
 
 each following
 
 its own mission.
 
 autonomy is really the driving force that
 
 system that spans a smaller application
 
 the large multiuser
 
 high entry cost, and does not represent
 
 range.
 
 computer center is really an artifact of
 
 the "natural" way for an organization
 
 to do
 
 its computing. A trouble with this somewhat autonomous, For example: department's
 
 Q
 
 decentralized
 
 oversimplified
 
 the production
 
 department's
 
 input~ and computer-generated
 
 1977 by J. H. Saltzer.
 
 analysis is that these conjectured
 
 computer systems will need to communicate with one another. output will be the inventory control reports of both departments
 
 All rights reserved.
 
 must be
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 submitted to higher management for computer analysis and exception display.
 
 Thus we
 
 can anticipate that the autonomous computer systems must be at least loosely coupled into a cooperating confederacy that represents the corporate information system. This scenario describes the corporate computing environment, but a similar scenario can be conjectured for the academic, government, military, or any other computin~ environment.
 
 The conjecture described here has been explored for validity in an
 
 undergraduate thesis
 
 [d'Oliveira,
 
 1977].
 
 The key consequence of this line of reasoning for computer system structure, then, is a technical problem:
 
 to provide coherence in communication among what will
 
 inevitably be administratively autonomous nodes of a computer network. autonomy appears as a force producing incoherence:
 
 Technically,
 
 one must assume that operating
 
 schedules, loading policy, level of concern for security, availability,
 
 and
 
 reliability, update level of hardware and software, and even choice of hardware and software systems will tend to vary from node to node with a minimum of central control.
 
 Further,
 
 individual nodes may for various reasons occasionally completely
 
 disconnect themselves from the confederacy, before reconnecting. beneficial,
 
 and operate in isolation for a while
 
 Yet to the extent that agreement and cooperation are
 
 there will be need for communication of signals, exchange of data, mutual
 
 assistance agreements,
 
 and a wide variety of other internode interaction.
 
 One-at-a-time ad hoc arrangements will probably be inadequate, because of their potential large number and the programming cost in dealing with each node on a different basis. Coherence can be sought in many forms.
 
 At one extreme, one might set a
 
 company-wide standard for the electrical levels used to drive point-to-point communication lines that interconnect nodes or that attach any node to a local communication network.
 
 At the opposite extreme, one might develop a data management
 
 protocol that allows any user of any node to believe that there is a central, unified database management system with no identifiable boundaries. be described as a very low-level protocol,
 
 The first extreme might
 
 the second extreme as a very high-level
 
 protocol, and there seem to be many levels in between, not all strictly ordered. By now, considerable experience has been gained in devising and usinB relatively low-level protocols, up to the point that one has an uninterpreted stream of bits flowing from one node of a network to another
 
 [Cerf,
 
 1974].
 
 The ARPANET and TELENET
 
 are perhaps the best-developed examples of protocols at this level, and local networks such as the ETHERNET a smaller scale geographically~ any two autonomous nodes
 
 [Metcalfe,
 
 1975] provide a similar level of protocol on
 
 In each of those networks,
 
 (of possibly different design)
 
 standard protocols allow
 
 to set up a data stream from
 
 one to the other; each node need implement only one protocol, no matter how many other differently designed nodes are attached to the network.
 
 However, standardized
 
 coherence stops there; generally each pair of communicating nodes must make some (typically ad hoc) arrangement as to the interpretation of the stream of bits:
 
 it
 
 586
 
 may represent a stream of data, a set of instructions~ or something else.
 
 a message to one individual,
 
 For several special cases, such as exchange of mail or remotely
 
 submitting batch jobs, there have been developed higher-level protocols;
 
 there tends
 
 to be a distinct ad hoc higher-level protocol invented for each application 1976].
 
 [Feinler,
 
 Some workers have explored the problems of protocols that interpret and
 
 translate data across machines of different origin
 
 [Levine,
 
 1977].
 
 Others have tried
 
 to develop a network-wide file system without user-noticeable boundaries 1973; Millstein,
 
 [Thomas,
 
 i976]o
 
 The image of a loose confederacy of cooperating autonomous nodes requires at a minimum the level of coherence provided by these networks; much more is appropriate,
 
 it is not yet clear how
 
 only that the opposite extreme in which the physically
 
 separate nodes effectively lose their separate identity is excluded by the earlier arguments for autonomy.
 
 Between lies a broad range of possibilities
 
 that need to be
 
 explored. Coherence and the ob~el~ model The first problem is to develop a framework for discussion that allows one to pose much more specific questions. possibilities, of computation,
 
 As a way to put some structure on the range of
 
 it is appropriate to think first in terms of familiar semantic models and then to inquire how the semantic model of the behavior of a
 
 single node might be usefully extended to account for interaction with other, autonomous nodes°
 
 To get a concrete starting point that is as developed as possible,
 
 let us give initial consideration to the object model Wu!f,
 
 1976]*.
 
 [Liskov,
 
 1975; Liskov,
 
 1977;
 
 Under that view, each node is a self-contained system with storage, a
 
 program interpreter that is programmed in a high-level object-oriented as CLU or Alphard,
 
 language such
 
 and an attachment to a data communication network of the kind
 
 previously discussed. We immediately observe that several interesting problems are posed by the interaction between the object model and the hypothesis of autonomy.
 
 There are two
 
 basic alternative premises that one can start with in thinking about how to compute with an object that is represented at another node:
 
 send instructions about w~at to
 
 do with the object to the place it is stored; or send a copy of the representation of the object to the place that wants to compute with its
 
 (In-between combinations are
 
 also possible, but conceptually it is simpler to think about the extreme cases first.)
 
 An initial reaction might be to begin by considering the number of bits that
 
 must be moved from one node to another to carry out the two alternatives, but that approach misses the most interesting issues:
 
 reliability,
 
 integrity, responsibility
 
 * Two other obvious candidates for starting points are the data flow model [Dennis, 1975; Arvind, 1976] and the actor model [Hewitt, 1977], both of which already contain the notion of communications; since neither is developed quite as far as the object model we leave them for future examination.
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 for protection of the object, original home.
 
 Semantics for requesting
 
 failures are needed, references
 
 to other, related objects.
 
 Suppose the object stays in its
 
 operations,
 
 For some kinds of objects,
 
 references are required. required.
 
 and naming problems.
 
 and reporting
 
 Semantics to properly interpret
 
 Checking of authorization
 
 if it is overloaded
 
 that return
 
 these
 
 to request operations
 
 Some way must be found for the (autonomous)
 
 queue, or refuse requests,
 
 results and
 
 there may be operations
 
 is
 
 node to gracefully defer,
 
 or not in operation at the moment.
 
 Suppose on the other hand, that a copy of the object is moved to the node that wants to do the computation. representation, representation
 
 Privacy, protection of the contents,
 
 and proper interpretation all are problems.
 
 integrity of the
 
 of names embedded in the object
 
 Yet, making copies of data seems an essential part
 
 of achieving autonomy from nodes that contain needed information but aren't always accessible.
 
 Considering
 
 simultaneously
 
 these two premises as alternatives
 
 so many issues of performance,
 
 seems to raise
 
 integrity of the object representation,
 
 privacy of its content, what name is used for the object, and responsibility object,
 
 that the question is probably not posed properly.
 
 illustrate suggests I.
 
 the range of considerations
 
 the following,
 
 problems
 
 reliability
 
 that an object have multiple representations
 
 and response speed this way
 
 time-sharing
 
 multiple representation
 
 at one
 
 One would expect to achieve
 
 [Alsberg,
 
 1976].
 
 An example of
 
 occurs whenever one user of a
 
 system confronts another with the complaint,
 
 you fixed that bug", and receives the response, old copy of the program.
 
 It also
 
 that require solutions:
 
 point in time but stored at different places.
 
 non-systematic
 
 for the
 
 it begins to
 
 that should be thought about.
 
 more specific,
 
 To arrange systematically
 
 However,
 
 "I did.
 
 What you have to do is type..."
 
 "I thought you said You must have gotten an Semantics are needed
 
 to express the notion that for some purposes any of several representations
 
 are
 
 equally good, but for other purposes they aren't. 2.
 
 An object at one node needs to "contain" representation)
 
 objects from other nodes.
 
 naming remote objects. relatively high-level segment numbers).
 
 (for example, use as part of its This idea focuses on the semantics of
 
 It is not clear whether the names involved should be (e.g., character-string
 
 file names) or low-level
 
 of naming in very large address spaces may turn out to have application decentralized 3.
 
 case
 
 (e.g.,
 
 Ideas involving the interaction among semantics and mechanics
 
 [Bishop,
 
 to the
 
 1977].
 
 Related to the previous problem are issues of object motion:
 
 suppose object A,
 
 which contains as a component object B, is either copied or moved from one node to another,
 
 either temporarily or permanently.
 
 be in yet another node?
 
 or new, temporary or permanent. cannot rely on availability Distributed
 
 Computing
 
 Can object B be left behind or
 
 The answer may depend on the exact combination Autonomy
 
 of copy
 
 is deeply involved here, since one
 
 of the original node to resolve the name of B.
 
 System (DCS) at the University of California,
 
 Irvine,
 
 The
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 provided a first cut trial of this idea by arranging for processes one node to another without having to change their names 4.
 
 More generally,
 
 [Farber,
 
 to move from 1972].
 
 semantics are needed for gracefully coping with objects that
 
 aren't there when they are requested. will often fall in this category.)
 
 (Information stored in autonomous nodes
 
 This idea seems closely related to the one
 
 of coping with objects that have multiple versions and the most recent version is inaccessible*. 5.
 
 Algorithms are needed that allow atomic update of two (or more) objects stored at different nodes, in the face of errors in communication and failures of individual nodes**~
 
 There are several forms of atomic update:
 
 consistency constraints across two or more different objects all the balances
 
 there may be
 
 (e.g.~
 
 the sum of
 
 in a bank should always be zero) or there may be a requirement
 
 that several copies of an object be kept identical.
 
 Process coordination
 
 semantics that were adequate for single-node systems do not necessarily stand up under the pressures of robustness and delay of the decentralized system.
 
 Reed
 
 and Kanodia have developed a promising semantics together with an implementation model in terms of messages
 
 [Reed,
 
 1977].
 
 The semantic view that objects are
 
 immutable may provide a more hospitable base for extension to interaction among autonomous nodes than the view that objects ultimately are implemented by cells that can contain different values at different times.
 
 (The more interesting
 
 algorithms for making coordinated changes in the face of errors seem to implement something resembling immutable objects Constraining
 
 1976; Thomas,
 
 !976]).
 
 the range of errors that must be tolerated seems to be a promising
 
 way to look an these last two problems. more important,
 
 [Lampson,
 
 Not all failures are equally likely, and
 
 some kinds of failures can perhaps be guarded against by specific
 
 remedies, rather than tolerated~
 
 For example, a common protocol problem in a network
 
 is that some node both crashes and restores service again before anyone notices; outstanding connections
 
 through the network sometimes continue without realizing that
 
 the node's state has been reset.
 
 Careful choice in the semantics o 2 the host-net
 
 interface can locally eliminate this kind of failure instead of leaving it as a problem for higher level protocols.
 
 * Semantics for dealing systematically with errors and other surprises have not really been devised for monolithic, centralized systems either. However, it appears that in the decentralized case, the problem cannot so easily be avoided by ad hoc tricks or finesse as it was in the past. ** Most published work on making atomic updates to several objects or several sites has concentrated on algorithms that perform well despite communication delay or that can be proven correct [Lamport, 1976 Acta Inf.; Stearns, 1976; Eswaran, 1976; Ellis, 1976; Rothnie~ 1977]. Unfortunately, algorithms constructed without consideration of reliability and failure are not easily extended to cope with those additional considerations, so there seems to be no way to build on that work.
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 The following oversimplified world view, to be taken by each node may offer a systematic way to think about multiply represented objects and atomic operations: there are two kinds of objects, mine and everyone else's.
 
 My node acts as a cache
 
 memory for objects belonging to others that I use, and everyone else acts as a backing store.
 
 These roles are simply reversed for my own objects.
 
 (One can quickly
 
 invent situations where this view breaks down, causing deadlocks or wrong answers, but the question is whether or not there are real world problems for which this view is adequate.) Finally,
 
 it is apparent that one can get carried away with generalized
 
 algorithms that handle all possible eases. investigation is real world applications.
 
 An area requiring substantial It may turn out that only a few of these
 
 issues arise often enough in practice to require systematic solutions.
 
 It may be
 
 possible, in many cases, to cope with distant objects quite successfully as special cases to be programmed one at a time.
 
 For example, recent measurements on the
 
 Multics system suggest that even though that system is designed for maximum ease in sharing data, actual use of the facilities for shared writable objects is mostly quite stylized:
 
 the full generality is exploited quite rarely
 
 [Montgomery,
 
 1977].
 
 Other problems in the semantics of coherence Usual models of computation permit only "correct" results, with no provision for tolerating "acceptably close" answers. result can be returned.
 
 Sometimes provision is made to report that n_oo
 
 In a loose confederacy of autonomous nodes, exactly correct
 
 results may be unattainable, but no answer at all is too restricting.
 
 For example,
 
 one might want a count of the current number of employees, and each department has that number stored in its computer.
 
 At the moment the question is asked, one
 
 department's computer is down, and its count is inaccessible. month's count for that department is available elsewhere.
 
 But a copy of last
 
 An "almost right" answer
 
 utilizing last month's count for one department may well be close enough for the purpose the question was asked, but we have no semantics available for requesting or returning such answers.
 
 A more extreme example would be if the Federal Reserve tried
 
 to determine the money supply by interrogating every bank's computer so as to obtain the sum of all checking account balances in the United States.
 
 Obtaining an exact
 
 result seems unrealistic as well as unnecessary. A general solution to the problem of providing acceptably close answers seems to require a perspective from Artificial Intelligence, but particular solutions may be programmable if there were available semantics for detecting that one object is an out-of-date version of another, or that a requested but unavailable object has an out-of-date copy.
 
 It is not clear at what level these associations should be made.
 
 Semantics are also needed to express constraints or partial contraints of time sequence.
 
 (e.g., "reservations are to be made in the order they are requested,
 
 except that two reservation requests arriving at different nodes within one minute
 
 590
 
 may be processed
 
 out of order.")
 
 about this problem
 
 [Lamport, March,
 
 nodes or communications The semantics
 
 Lamport has suggested 1976].
 
 of unreliable
 
 this problem.
 
 of information,
 
 the single system case, are a bewildering system.
 
 Note that the possibility
 
 severely complicates
 
 of protection
 
 one approach to thinking
 
 just beginning
 
 to be understood
 
 maze when one considers
 
 in
 
 the decentralized
 
 The capability model seems to offer little help when the capabilities
 
 must
 
 be sent from one node to other, potentially hostile ones, since one can't be sure that the capability won't be tampered with.
 
 Nevertheless,
 
 the capability model may
 
 be useful for eases where the nodes are known to be friendly Cryptographic
 
 techniques
 
 seem to offer some aid in authentication
 
 control signals in addition to their traditional [Branstad,
 
 1975; Diffie,
 
 to decentralized
 
 systems
 
 The semantics
 
 1976; Kent,
 
 overloaded,
 
 1976].
 
 is a promising
 
 idea
 
 [Karger,
 
 1976].
 
 and in protecting
 
 use in protecting
 
 Application
 
 of autonomy are not clear.
 
 network without disrupting information
 
 [Donnelley,
 
 data in transit
 
 of information
 
 flow models
 
 1977].
 
 When can I disconnect my node from the
 
 my (or other) operations?
 
 How do I refuse to report
 
 that I have in my node in a way that is not disruptive?
 
 If my node is
 
 which requests coming from other nodes can be deferred without causing
 
 deadlock?
 
 Early work in this area on DCS points the way, but needs to be extended
 
 more cases
 
 [Rowe,
 
 Heterogeneous
 
 1973].
 
 an__~dHomogeneous
 
 Systems
 
 A question that is immediately encountered that the various autonomous
 
 is whether or not one should assume
 
 nodes of a loosely coupled confederacy
 
 of systems are
 
 identical either in hardware or in lower level software support. autonomy and observations conclusion systems. addition
 
 to
 
 The assumption of
 
 of the way the real world behaves both lead to a strong
 
 that one must be able to interconnect Yet, to be systematic,
 
 heterogeneous
 
 some level of homogeneity
 
 the clarity that homogeneity
 
 provides
 
 (that is, different)
 
 is essential,
 
 and in
 
 in allowing one to see a single
 
 research problem at a time is very appealing. It may be that the proper approach node boundaries.
 
 Suppose that we insist that every node present
 
 a common, homogeneous
 
 interface,
 
 may be a native interface, by interpretation,
 
 to this issue lies in careful definition of to every other node
 
 whose definition we hope to specify.
 
 directly implemented
 
 That interface
 
 by the node, or it may be simulated
 
 using the (presumably different)
 
 native facilities
 
 This approach allows one to work on the semantics of decentralized
 
 of the node.
 
 systems without
 
 the confusion of hetrogeneity,
 
 yet it permits at least some non-conforming
 
 participate
 
 There is, of course, no guarantee
 
 in a confederacy.
 
 previously existing computer system will be able to simulate the required easily or efficiently.
 
 systems to
 
 that an arbitrary interface
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 Conclusion The various problems suggested here are by no means independent of one another, although each seems to have a flavor of its own.
 
 In addition, they probably do not
 
 span the complete range of issues that should he explored in establishing an appropriate semantics for expressing computations in a confederacy of loosely coupled, autonomous computer systems.
 
 Further, some are recognizable as problems of
 
 semantics of centralized systems that were never solved very well.
 
 But they do seem
 
 to represent a starting point that can to lead to more carefully framed questions and eventually some new conceptual insight. Acknowledgement Many of the ideas discussed here were suggested by David D. Clark, David P. Reed, Liba Svobodova, and students in an M.I.T. graduate seminar held during the Spring Semester, 1976-77. References Alsberg, P.A., Belford, G.G., Day, J.D., and Grapa, E., "Multi-Copy Resiliency Techniques," University of Illinois Center for Advanced Computation Document #202, May, 1976. Arvind, et al., "Programming in a viable data flow language," Univ. of Calif. (Irvine) Department of Information and Computer Science, Technical Report 89. Bishop, P.B., "Computer Systems with a Very Large Address Space and Garbage Collection," Ph.D. thesis, M.I.T. Department of Electrical Engineering and Computer Science, May, 1977, also Laboratory for Computer Science Technical Report TR-178. Branstad, D.K., "Encryption Protection in Computer Data Communications," Proe. Fourth Data Communications Symposium, Quebec, October, 1975, pp. 8.1-8.7. Cerf, V.G., and Kahn, R.E., "A Protocol for Packet Network Interconnection," IEEE Trans. on Communications 22, 5 (May, 1974) pp. 637-648. d'Oliveira, C., "A Conjecture About Computer Decentralization," B.S. thesis, M.I.T. Department of Electrical Engineering and Computer Science, August, 1977. Dennis, J.B., "First Version of a Data Flow Procedure Language," M.I.T. Laboratory for Computer Science Technical Memo TM-61, May, 1975. Diffie, W., and Hellman, M.E., "New Directions in Cryptography," IEEE Trans. on Info. The0ry 22, 6 ( November, 1976) pp. 644-654. Donnelley, J.E., "A Distributed Capability Computing System (DCCS)," ARPANET Request for Comments #712, Network Information Center, Stanford Research Institute, Menlo Park, California, February, 1976. Ellis, C.A., "Consistency and Correctness of Duplicate Database Systems," Sixth ACM Symposium on Operating System Principles, November, 1977, pp. 67-84. Eswaran, K.P., et al., "The Notions of Consistency and Predicate Locks in a Database System," Comm. of AC_M 19, ii (November, 1976) pp. 624-633. Farber, D.J., and Heinrich, F.R., "The Structure of a Distributed Computer System: The Distributed File System," Proc. First Int. Conf. on Computer Comm., 1972, pp. 364-370.
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