
	
		
		    
			
			    
			
			
			    
			    
			    
			 
		    

		                     
				 Home
	 Add Document
	 Sign In
	 Register


			
			    
				
				    
					
					
					    
					

				    

				

			    

			

		    

		

	

	
    
	
	        	    
		    		Foundations of Inductive Logic Programming (Lecture Notes in Computer Science)    	    

	    	    	Home 
	Foundations of Inductive Logic Programming (Lecture Notes in Computer Science)


	

    




    
        
	    

	    
            
		

		
		    		    
			
			    
				
				    Lecture Notes in Artificial Intelligence Subseries of Lecture Notes in Computer Science Edited by J. G. Carbonell and J...				

				    				
    				    Author: 
										    Shan-Hwei Nienhuys-Cheng | 										    Ronald de Wolf					    				

				
			    

			    
				

				 35 downloads
				 1186 Views
				    				 23MB Size
								 Report
			    

			    
				
				This content was uploaded by our users and we assume good faith they have the permission to share this book. If you own the copyright to this book and it is wrongfully on our website, we offer a simple DMCA procedure to remove your content from our site. Start by pressing the button below!
				
 Report copyright / DMCA form

				
			    

			

			
			    
				
				     DOWNLOAD PDF
				

			    

			    
				
				    
				    
					
				    
				    
				    
					
				    
				

				
				    

				

			    

			

			

			

			

			
			
			
		    

		    
						    Lecture Notes in Artificial Intelligence Subseries of Lecture Notes in Computer Science Edited by J. G. Carbonell and J. Siekmann
 
 Lecture Notes in Computer Science Edited by G. Goos, J. Hartmanis and J. van Leeuwen
 
 1228
 
 Springer Berlin
 
 Heidelberg New York Barcelona
 
 Budapest Hong Kong London
 
 Milan Paris Santa Clara
 
 Singapore Tokyo
 
 Shan-Hwei Nienhuys-Cheng Ronald de Wolf
 
 Foundations of Inductive Logic Programming
 
 ~ Springer
 
 Series Editors Jaime G. Carbonell, Carnegie Mellon University, Pittsburgh, PA, USA J6rg Siekmann, University of Saarland, Saarbrticken, Germany
 
 Authors Shan-Hwei Nienhuys-Cheng Ronald de Wolf Erasmus University of Rotterdam, Department of Computer Science P.O. Box 1738, 3000 DR Rotterdam,The Netherlands E-mail: cheng @cs.few.eur.nl
 
 Cataloging-in-Publication Data applied for Die Deutsche Bibliothek - CIP-Einheitsaufnahme
 
 Nienhuys-Cheng, Shan-Hwei: Foundations of inductive logic programming / S.-H. Nienhuys-Cheng ; R. de Wolf. - Berlin ; Heidelberg ; New York ; Barcelona ; Budapest ; Hong Kong ; London ; Milan ; Paris ; Santa Clara ; Singapore ; Tokyo : Springer, 1997 (Lecture notes in computer science ; 1228 : Lecture notes in artificial intelligence) ISBN 3-540-62927-0 kart.
 
 CR Subject Classification (1991): 1.2,F.4.1, D.1.6 ISBN 3-540-62927-0 Springer-Verlag Berlin Heidelberg New York This work is subject to copyright. All rights are reserved, whether the whole or part of the material is coneerned~ specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting, reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965, in its current version, and permission for use must always be obtained from Springer -Verlag. Violations are liable for prosecution under the German Copyright Law. 9 Springer-Verlag Berlin Heidelberg 1997 Printed in Germany Typesetting: Camera ready by author SPIN 10549682 06/3142 - 5 4 3 2 1 0
 
 Printed on acid-free paper
 
 Foreword One of the most interesting recent developments within the field of automated deduction is inductive logic programming, an area that combines logic programming with machine learning. Within a short time this area has grown to an impressive field, rich in spectacular applications and full of techniques calling for new theoretical insights. This is the first book that provides a systematic introduction to the theoretical foundations of this area. It is a most welcome addition to the literature concerning learning, resolution, and logic programming. The authors offer in this book a solid, scholarly presentation of the subject. By starting their presentation with a self-contained account of the resolution method and of the foundations of logic programming they enable the reader to place the theory of inductive logic programming in the right historical and mathematical perspective. By presenting in detail the theoretical aspects of all components of inductive logic programming they make it clear that this field has grown into an important area of theoretical computer science. The presentation given by the authors also allows us to reevaluate the role of some, until now, isolated results in the field of resolution and yields an interesting novel framework that sheds new light on the use of first-order logic in computer science. I would like to take this opportunity to congratulate the authors on the outcome of their work. I am sure this book will have an impact on the future of inductive logic programming.
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 About the Book Inductive logic programming (ILP) is a relatively young branch of machine learning. It is concerned with learning from examples, commonly called induction. The possible learning tasks include learning concept descriptions from instances of those concepts, finding regularities among large amounts of data, etc. The feature of ILP that distinguishes it from other branches of machine learning is its use of the framework provided by formal (clausal) logic. On the one hand, the use of logic in knowledge-based systems and problem solving has already been prominent in artificial intelligence (AI) for a long time. On the other hand, machine learning has also been recognized as a key subfield of AI. It seems only natural to combine these two, and to study learning in a logical framework. Hence ILP can be defined as the intersection of machine learning and logic programming. Although inductive logic programming can be traced back to the work of Plotkin and Reynolds around 1970 and the work of Shapiro in the early 1980s, many researchers have only turned to ILP in the last 5 to 10 years. In these years, the operational side of ILP has been well served: many ILP systems have been implemented and applied quite succesfully to various realworld learning tasks. However, the theoretical side of much work in ILP is sometimes less than optimal. As with many other young fields of research, many of the main concepts and results of ILP are only available in research papers, widely scattered over numerous journals, conference proceedings, and technical reports. As a consequence, concepts are not always uniformly defined, definitions are sometimes imprecise or unclear, and results and proofs are not always correct. Hence we feel that a unified, rigorous, self-contained book which gives the theoretical basis of ILP is needed. We have written this book to fill that need. Some existing books on logic could partly serve as a theoretical basis for the logical component of ILP, in particular the book by Chang and Lee [CL73] on theorem proving for general clauses, and the books by Lloyd [Llo87], Doets [Doe94], and Apt [Apt97] on logic programming. However, both Horn clauses and general clauses are sometimes used in ILP~ so both should be covered. Existing logic books usually address only one of these, instead of giving a unified treatment of both. Moreover, those books discuss resolution-
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 ABOUT THE BOOK
 
 based theorem proving only in relation to the refutation completeness, which is a completeness result for proof by contradiction. Actually, a different completeness result, called the Subsumption Theorem, provides a much more "direct" form of completeness than refutation completeness. The Subsumption Theorem gives us a more clear view of the structure of logical implication, which makes it a very powerful and important tool for theoretical analysis in clausal logic in general, and ILP in particular. It is used in many articles on ILP (though not always correctly). Therefore, Part I of the present book, which covers both general clauses and Horn clauses, and includes proofs of several versions of the Subsumption Theorem, is better suited as a basis for the logical component of ILP than existing books. In fact, this first part of the book can be seen as a basis for clausal logic in general. In Part II of the book, we consider the "learning" component of ILP: induction. This is not discussed in the logic books mentioned above. A number of books related to this learning component have appeared in recent years, but these are generally more oriented towards practice than theory, and typically focus, after a brief general introduction, on one or more particular systems implemented by their authors: [BGS91] focuses on ML-SMART, [DR92] is about CLINT, [MWKE93] is about a series of related systems (particularly MOBAL), [LD94] devotes most attention to LINUS, and [BG96a] is largely devoted to FILP and TRACY. There also exist two collections of ILP papers [Mug92a, DR96]. Though these contain some important papers, they do not provide a unified and self-contained introduction to the field. Other than earlier books on ILP, the present work neither contains detailed descriptions of existing implemented systems nor case studies of applications. Instead, we intend to explicate here what we regard as the foundations of the field. We give a unified treatment of the main concepts of ILP, illustrated by many examples, and prove the main theoretical results. The book is intended both as a reference book for researchers and as an introduction to ILP from the theoretical perspective. We hope in this work to provide the reader with a sound and sufficiently broad theoretical basis for future research, as well as implementation and application of ILP. Before giving a quick overview of the book in the following pages, we want to express our gratitude to Krzysztof Apt, who wrote the foreword and gave some very helpful comments concerning the logic programming part of the book. Furthermore, we would iike to thank Akihiro Yamamoto and Tam~s Horvg~th, who each read parts of the manuscript and gave many valuable comments. Finally, thanks should go to Springer and its editors Alfred Hofmann and Andrew Ross, for their co-operation and help in publishing this book. March 1997 Shan-Hwei Nienhuys-Cheng and Ronald de Wolf Rotterdam The Netherlands
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 A n Overview of the B o o k ILP is concerned with learning a general theory from examples, within a logical framework. Accordingly, its foundations are twofold: one component concerns logic (deduction), the other concerns learning (induction). This is reflected in the structure of the book. In the first part, Chapters 1-8, we introduce the logical framework that we need. This part is not concerned with induction, so it can be seen as a self-contained introduction to logic programming. The second part of the book, Chapters 9-19, discusses various concepts and techniques that form the fundamentals of learning within logic. Below we give a brief overview of these two parts.
 
 Logic C h a p t e r s 1 and 2 introduce propositional logic and first-order logic. In particular, these chapters define the concepts of a well-formed formula, an interpretation of a language, and logical implication. In ILP, most often we use only a special kind of formula, called a clause, and a special kind of interpretation, called a Herbrand interpretation. These are introduced in C h a p t e r 3. Then in C h a p t e r s 4-8, we turn to several ways in which logical implication between clauses can be characterized. We define various proof procedures for this: "unconstrained" resolution ( C h a p t e r s 4 and 5) and linear and input resolution ( C h a p t e r 6) for general clauses, and SLD-resolution for Horn clauses ( C h a p t e r 7). For each of these forms of resolution, we prove two completeness results: the Subsumption Theorem and refutation completeness. In the standard literature on resolution, only the latter is given. Though the two results can be proved from each other for the forms of resolution we consider, the Subsumption Theorem is a more direct form of completeness than refutation completeness, and hence sometimes more useful for theoretical analysis. The f~rst part of the book ends with C h a p t e r 8, where we discuss SLDNF-resolution. This is SLD-resolution augmented with a technique for handling negative information, tt forms the basis of the logic programming language PROLOG.
 
 Inductive Logic Programming The introductory C h a p t e r 9 characterizes ILP by means of two different problem settings. In the normal setting, we have to find a theory (a finite set of clauses) that is correct with respect to given example-clauses, taking any given background knowledge into account. In the nonmonotonic setting, particularly suited for the task of data mining, the examples are interpretations, and we have to find a theory that conforms to those interpretations. In either setting, we have to search for an appropriate theory, using generalization and specialization steps to adjust a theory to fit the examples. If some particular
 
 Part I
 
 Logic
 
 Chapter 1
 
 Propositional Logic 1.1
 
 Introduction
 
 Propositional logic is a formalization of some simple forms of reasoning. For example, suppose we know the following sentences (the premises) to be true: "If I swim, then I will get wet." "If I take a shower, then I will get wet."
 
 From these sentences, we are justified to conclude: "If I swim or I take a shower, then I will get wet."
 
 Propositional logic is able to capture the form of this argument. Let P represent "I swim", let Q represent "I take a shower", and let R stand for "I will get wet". Each of these sentences may be either true or false. Then the premises can be rephrased to: If P, then R. If Q, then R. and the conclusion becomes: If P or Q, then R. T h a t this is indeed a valid argument (i.e., if the premises are true, the conclusion must also be true), can be explained in propositional logic. George Boole [Boo58] is usually regarded as the founder of propositional logic, though traces of it can already be found in the stoic philosophers of Greek antiquity. In this chapter we will introduce those parts of propositional logic which are necessary for a thorough understanding of the rest of this work. We discuss propositional logic for two reasons. First, to facilitate the introduction of first-order logic in the next chapter. Propositional logic resembles first-order logic in a number of ways, but is much simpler. It is in
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 fact embedded in first-order logic. Accordingly, an introduction to propositional logic will facilitate understanding first-order logic. The second reason for this introduction is the fact that many concepts of the later chapters can be better illustrated by examples using propositional logic, than by examples in first-order logic. If the concepts of propositional logic are sufficient to express something, it is preferable to avoid using the more complex features of first-order logic. Hence we will use propositional logic where possible, avoiding unnecessary complexity. There are two sides to propositional logic: on the one hand we have syntax (or grammar), which specifies which sequences of symbols are considered wellformed. On the other hand stands semantics, which specifics the relations between those well-formed sequences, and their truth or falsity.
 
 1.2
 
 Syntax
 
 Every formal language has a syntax: an exact specification of which sequences of which symbols are allowed (considered well-formed), and which are not. Thus syntax starts with a specification of the alphabet of the language: the set of symbols from which well-formed sequences are constructed. Here is the definition for the propositional logic. D e f i n i t i o n 1.1 An alphabet of the propositional logic consists of the following symbols: 1. A non-empty set of atoms: P, Q, etc. These may be subscripted, so P1, P2, etc. are also allowed as atoms. 2. The following five connectives: -7, A, V, -+, and ~ . 3. Two punctuation symbols: '(' and ')'. With every possible set of atoms corresponds a different alphabet, but each alphabet has the same five connectives, and the same two punctuation symbols. Using the symbols from the alphabet, we can form sequences of symbols. The set of well-formed sequences (formulas) is defined as follows. D e f i n i t i o n 1.2 Well-formed formulas (usually just called formulas) are defined as follows: 1. An atom is a formula. 2. If r is a formula, then -7r is a formula. 3. If r and r are formulas, then (r A ~p), (4 V r are formulas.
 
 (r --+ r
 
 and (r ++ r
 
 The simplest kind of formula is an atom. A formula which is not an atom, for example -,P, or ( P V Q), is called a composite formula. E x a m p l e 1.3 The following sequences of symbols are all examples of formulas, assuming that the atoms used here are all in the alphabet:
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 .P 9 (Pvn) 9 A Q) v Q)) 9 A (0 v R)) (P1 (Q v R2))) The following sequences are not formulas, since they cannot be "generated" by applying the rules of Definition 1.2: 9 (P), the parentheses should be left out. | P V Q, this is no formula because, strictly speaking, it should be surrounded by parentheses according to rule no. 2 of Definition 1.2. However, in Section 1.4 we will loosen this restriction somewhat. 9 ( P V Q v R) is not a formula, since the placing of parentheses is not in accordance with Definition 1.2 (though see Section 1.4). 9 ( P V (QA -+ R)), the sequence 'A --+' cannot be generated by the three rules in our syntax definition. 9 ((P V Q) ++ -~-,P --+ Q), some parentheses are left out. There are several places where pairs of parentheses can be inserted in this sequence to turn it into a formula. For instance, ((P V Q) ++ (-~-~P --+ Q)), ((P V Q) +-~ -~(-~P --+ Q)) and (((P V Q) ++ -~-~P) --+ Q) are formulas. < D e f i n i t i o n 1.4 The propositional language given by an alphabet is the set of all (well-formed) formulas which can be constructed from the symbols of the alphabet. If alphabet ,41 and alphabet A2 are different--that is, if the set of atoms belonging to ~41 is different from the set of atoms belonging to A~--then the propositional language given by ,41 is different from the propositional language given by ~42. Note that a propositional language is always an infinite set, even if the set of atoms in the alphabet contains only one atom.
 
 1.3
 
 Semantics
 
 In the last section, we gave a specification of the concept of a propositional language: the set of (well-formed) formulas which can be constructed from some alphabet. In this section we define the semantics of this set. This is where a formula acquires its meaning. A formula can be either true or false, depending on the truth or falsity of the simpler formulas which are its components. For instance, the truth or falsity of ( P V Q ) depends on its components P and Q. Thus we can trace the truth or falsity of some formula all the way back to its smallest elements. These smallest elements are the atoms, which are simply given a value 'true' or 'false' according to some interpretation. 1.3.1
 
 Informally
 
 Before giving the formal semantics for the propositional logic, let us explain roughly how the meaning of a formula depends on the simpler formulas and
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 connectives it contains. Since five connectives can be used to construct composite formulas, we can consider five different kinds of composite formulas. Below we will discuss each of these in turn, informally explaining what they mean,
 
 1. First, formulas of the form --r where r is an arbitrary formula. The connective used here ('-,') is called negation. We say the formula --r is true if the formula r is false, and we say -,r is false if r is true. From this, we see that the connective '-~' can be used to model the way the word 'not' is used in English: "-~r is true if, and only if, r is not true". Thus the formula --r is pronounced as "not r 2. Second, formulas of the form (05 A r where r and r are arbitrary formulas. A formula of this form is called a conjunction. We say that the formula (r A r is true if and only if both components of the formula (i.e., r and ~) are true. This is similar to the way the word 'and' is used in English: we can say that the sentence "John is 25 years old and John is married" is true if, and only if, the components "John is 25 years old" and "John is married" are both true. Accordingly, (r A ~) is pronounced as "r and ~". 3. Third, formulas of the form (05 V r A formula of this form is called a disjunction. We say that the formula (05 V ~b) is true if and only if at least one of the components of the formula (i.e., 05 or V)) is true. This is similar to the way the word 'or' is used in English. Thus (05 A ~b) is pronounced as "05 or ~". Note that by 'or', we mean 'and/or' here: (05 V r is true if r is true, if ~b is true, or if 05 and r are both true. 4. Fourth, formulas of the form (05 -+ ~b). Such a formula is called an implication. By this connective, we want to model the way 'if... then' is used in English. Therefore, (r --+ ~b) is pronounced as "if 05 then ~b", or as "r implies ~b". We model 'if... then' by saying that (05 -+ ~) is false just in case 05 is true and r is false (i.e., in English we cannot call "if 05 is true, then ~/~is true" a true sentence if we observe that r is true, but r is false), and true otherwise. Note that we say (05 --> ~b) is true in case r is false, no matter what V~ is. This may seem strange at first: why would "if 05, then ~b" be true if ~ is false? But in fact this way of using the symbol :-+' is not so remote from the way we sometimes use 'if... then' in natural language. Consider for example the case where person A is extremely angry at person B. A might then say for instance to B "If you beg me ten billion times to calm down, I will forgive you". Obviously, the 'if' condition is not true, because B won't beg ten billion times. Yet this 'if... then' sentence certainly makes sense, and it can in a way be said that the sentence is true, independently of the fact whether or not A actually will forgive B.
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 5. Fifth, formulas of the form (0 ++ r Such a formula is called an equivalence. The formula (r ~ 3) is similar to the combination of the formulas (r --+ ~) and (~ -+ 6). The connective ' ~ ' is used to model the English words 'if, and only if'. Thus the formula is pronounced as "r if, and only if, r or as "r is equivalent to r We say (r ++ r is true if 6 and r are both true, or both false, and (6 ++ ~) is false otherwise. E x a m p l e 1.5 Let L be the propositional language which has {P, Q, R} as its set of atoms. Using the concepts defined so far, we can formalize--in terms of the language L - - t h e example given in the introduction to this chapter. Let P represent "I swim", let Q represent "I take a shower", and let R stand for "I will get wet". Then the premises of the example can be represented by: ( P --~ R), or "If I swim, then I will get wet". (Q -+ R), or "If I take a shower, then I will get wet". and the conclusion becomes: ((PVQ) ~ R), or "If I swim or I take a shower, then I will get wet". ', let a denote 1 and b denote 2. Then I is a model of the formula Vx P(z, x), since 1 _> 1 and 2 >_ 2. On the other hand, I is not a model of the formula Yx3y ~P(x, y), since there is no number n in the domain for which 2 > n is false. | The formula Q(a) is a logical consequence of the formula Vy Q(y). 9 The set of formulas {Q(f(b)), Q(f(f(c))} is a logical consequence of the
 
 set {vx (P(x)
 
 P(b), P(f(c))}.
 
 
_ 1 since C~+1 does not subsume C). Then we can write Cm+l = L1 V ... V Lk V C ~, where C ~ C_ C. Since C does not contain Li (1 < i < k), the clause C V -~Li is not a tautology. Also, since E ~ ~ C V -,C,~+1 and Cm+l is ground, we have that E ~ ~ CV-~Li, for each i. Then by the induction hypothesis there exists for each i a ground clause Di such that E' Fr Di and Di C (C V-~Li). We will use Cm+l and the derivations from E ~ of these Di to construct a derivation of a subset of C from E. For each i, -,Li E Di, for otherwise we would have Di C_ C and E' ~ C. So we can write each Di as -~LiVD},
 
 5,3.
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 and D~ C C (the case where some Di contains -~Li more than once can be solved by taking a factor of Di). Now we can construct a derivation of the ground clause defined as D = C' V D~ V ... V D;, from E, using C,~+1 and the derivations of D 1 , . . . , Dk from E'. See Figure 5.2 for a schematic representation of this derivation. In this tree, the derivations of D1, 9 Dk are indicated by the vertical dots. So we have that E t-r D. Since C' _C C, and D~ C_ C for each i, we have that D C C. Hence E [-4 C. []
 
 Cm+l
 
 = L1 v .
 
 V Lk V C j
 
 D 1 -= ~ L 1 v D~
 
 L~ V ... v Lk V C' v D'1
 
 D2 = ~L~ v D~
 
 L3 V .. . v Lk v C' v D'1 v D~
 
 La v CJ v D~ v
 
 9
 
 v D'k - 1
 
 C/
 
 D=C'v
 
 Dk
 
 =
 
 -,Lk V D~
 
 D~ v . . . v D~k
 
 Figure 5.2: The tree for the derivation of D from E
 
 5.3.2
 
 The
 
 Subsumption
 
 Theorem
 
 when
 
 C is G r o u n d
 
 In this section, we will prove the Subsumption Theorem in case C is ground and E is a set of arbitrary clauses. The idea is to "translate" E ~ C to Eg ~ C, where Eg is a set of ground instances of clauses of E. Then by L e m m a 5.7 there is a clause D such that Eg k~ D, and D subsumes C. Finally, we "lift" this derivation to a derivation from E. The next two results show that logical implication between clauses can be translated to logical implication between ground clauses. The first of these is Herbrand's Theorem. T h e o r e m 5.8 ( H e r b r a n d )
 
 A set o f clauses E is u n s a t i s f i a b l e i f f there e x i s t s
 
 a f i n i t e u n s a t i s f i a b l e s e t Eg o f g r o u n d i n s t a n c e s o f clauses f r o m E .
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 Proof r Eg is a finite set of ground instances of clauses from E, so E ~ Eg~ Hence if Eg is unsatisfiable, then E is unsatisfiable. :=~: Let E ~ be the (possibly infinite) set of all ground instances of clauses from E. It is not very difficult to see that a Herbrand interpretation I is a model of a clause C iff I is a model of the set of all ground instances of C. Hence such an I is a model of E iff it is a model of Eq Now: E is unsatisfiable iff (by Proposition 3.30) E has no Herbrand models iff E' has no Herbrand models iff (by Proposition 3.30) E t is unsatisfiable. Finally, by the Compactness Theorem (Theorem 2.42) there is a finite unsatisfiable subset Eg of E'. O
 
 T h e o r e m 5.9 Let E be a non-empty set of clauses, and C be a ground clause. Then E ~ C iff there exists a finitc set Eg of ground instances of clauses from E, such that E 9 ~ C. Proof ~ : If Eg is a finite set of ground instances of clauses from E, then E ~ Eg. Hence if Eg ~ C, then E ~ C. ~ : Suppose E ~ C. Let C = L1 V ... V Lk (k > 0). Note that since C is ground, -~C is equivalent to -~L1 A . . . A -~Lk. Then: E ~ C iff (by Proposition 2.37) E U {-~C} is unsatisfiable iff E U {-~L1,...,-~Lk} is unsatisfiable iff (by Theorem 5.8) there exists a finite unsatisfiable set E ~, consisting of ground instances of clauses from E U {-~L1,...,--~Lk}. Since adding clauses to an unsatisfiable set preserves unsatisfiability, we may assume without loss of generality that E' contains every -~Li, 1 < i < k. Thus we can write E' = Eg U {-~L1,...,-~L~}, where Eg is a finite set of ground instances of clauses from E. (Eg may be empty if C is a tautology.) Now: E' is unsatisfiable iff Eg U {-~L1,...,-~Lk} is unsatisfiable iff Eg U {-'(/,1 V . . . V Lk)} is unsatisfiable iff (Proposition 2.37) Eg ~ L 1 V . . . V L k .
 
 E x a m p l e 5.10 Let E = {(P(f(x)) V --,P(z)), P(a)} and C = P(f(f(a))). Then E ~ C. Here Eg = {(P(f(f(a)))V-,P(f(a))), (P(f(a))V-~P(a)), P(a)} is a set of ground instances of clauses of E, for which we have Eg ~ C.					    
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