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 McGraw-Hill Higher Education and Blackboard have teamed up. Blackboard, the Web-based course-management system, has partnered with McGrawHill to better allow students and faculty to use online materials and activities to complement face-to-face teaching. Blackboard features exciting social learning and teaching tools that foster more logical, visually impactful and active learning opportunities for students. You’ll transform your closed-door classrooms into communities where students remain connected to their educational experience 24 hours a day. This partnership allows you and your students access to McGraw-Hill’s ConnectTM and CreateTM right from within your Blackboard course—all with one single sign-on. Not only do you get single sign-on with ConnectTM and CreateTM , you also get deep integration of McGraw-Hill content and content engines right in Blackboard. Whether you’re choosing a book for your course or building ConnectTM assignments, all the tools you need are right where you want them—inside of Blackboard. Gradebooks are now seamless. When a student completes an integrated ConnectTM assignment, the grade for that assignment automatically (and instantly) feeds your Blackboard grade center. McGraw-Hill and Blackboard can now offer you easy access to industry leading technology and content, whether your campus hosts it, or we do. Be sure to ask your local McGraw-Hill representative for details.
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 Seeing the Beauty and Power of Mathematics
 
 The calculus course is a critical course for science, technology, engineering, and math majors. This course sets the stage for many majors and is where students see the beauty of mathematics, encouraging them to take upper-level math courses. In a calculus market-research study conducted in 2008, calculus faculty pointed out three critical components to student success in the calculus. The most critical is mastery of the prerequisite algebra and trigonometry skills. Our market research study showed that 58 percent of faculty mentioned that students struggled with calculus because of poor algebra skills and 72 percent said because of poor trigonometry skills. This is the number one learning challenge preventing students from being successful in the first calculus course. The second critical component for student success is a text that presents calculus concepts, especially the most challenging concepts, in a clear and elegant manner. This helps students see and appreciate the beauty and power of mathematics. Lastly, calculus faculty told us that it is critical for a calculus text to include all the classic calculus problems. Other calculus textbooks may reflect one or two of these critical components. However, there is only ONE calculus textbook that includes all three: Smith/Minton, 4e. Read on to understand how Smith/Minton handles all three issues, helping your students to see the beauty and power of mathematics.
 
 Mastery of Prerequisite Algebra and Trigonometry Skills ALEKS Prep for Calculus is a Web-based program that focuses on prerequisite and introductory material for Calculus, and can be used during the first six weeks of the term to prepare students for success in the course. ALEKS uses artificial intelligence and adaptive questioning to assess precisely a student’s preparedness and provide personalized instruction on the exact topics the student is most ready to learn. By providing comprehensive explanations, practice and feedback, ALEKS allows students to quickly fill in gaps in prerequisite knowledge on their own time, while also allowing instructors to focus on core course concepts. Use ALEKS Prep for Calculus during the first six weeks of the term to see improved student confidence and performance, as well as fewer drops.
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 ALEKS PREP FOR CALCULUS FEATURES: r Artificial Intelligence: Targets Gaps in Individual Student Knowledge r Adaptive, Open-Response Environment: Avoids Multiple-Choice Questions and
 
 Ensures Student Mastery
 
 r Automated Reports: Monitor Student and Class Progress
 
 For more information about ALEKS, please visit: www.aleks.com/highered/math ALEKS is a registered trademark of ALEKS Corporation.
 
 Elegant Presentation of Calculus Concepts Calculus reviewers and focus groups worked with the authors to provide a more concise, streamlined presentation that maintains the clarity of past editions. New examples and exercises illustrate the physical meaning of the derivative and give real counterexamples. The proofs of basic differentiation rules in sections 2.4–2.6 have been revised, making them more elegant and easy for students to follow, as were the theorems and proofs of basic integration and integration rules. Further, an extensive revision of multivariable calculus chapters includes a revision of the definition and proof of the derivative of a vector-valued function, the normal vector, the gradiant and both path and surface integration. “More than any other text, I believe Smith/Minton approaches deep concepts from a thoughtful perspective in a very friendly style.”—Louis Rossi, University of Delaware “[Smith-Minton is] sufficiently rigorous without being considered to too ‘mathy’. It is a very readable book with excellent graphics and outstanding applications sections.”—Todd King, Michigan Technological University
 
 “Rigorous, more interesting to read than Stewart. Full of great application examples.”—Fred Bourgoin, Laney College “The material is very well presented in a rigorous manner . . . very readable, numerous examples for students with a wide variety of interests.”—John Heublein, Kansas State University–Salina
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 xv
 
 Classic Calculus Problems Many new classic calculus exercises have been added. From basic derivative problems to related rates applications involving flow, and multivariable applications to electricity and magnetism, these exercises give students the opportunity to challenge themselves and allow instructors flexibility when choosing assignments. The authors have also reorganized the exercises to move consistently from the simplest to most difficult problems, making it easier for instructors to choose exercises of the appropriate level for their students. They moved the applications to a separate section within the exercise sets and were careful to include many examples from the common calculus majors such as engineering, physical sciences, computer science and biology. “Thought provoking, clearly organized, challenging, excellent problem sets, guarantee that students will actually read the book and ask questions about concepts and topics.”— Donna Latham, Sierra College
 
 “[Smith-Minton is] a traditional calculus book that is easy to read and has excellent applications.”—Hong Liu, Embry-Riddle Aeronautical University—Daytona Beach
 
 “The rigorous treatment of calculus with an easy conversational style that has a wealth of examples and problems. The topics are nicely arranged so that theoretical topics are segregated from applications.”—Jayakumar Ramanatan, Eastern Michigan University
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 the future of custom publishing is here.
 
 begin creating now: www.mcgrawhillcreate.com
 
 Introducing McGraw-Hill Create™ –a new, selfservice website that allows ws you to create custom course materials by drawing ing upon McGraw-Hill’s ciplinary content and other comprehensive, cross-disciplinary
 
 Start by registering for a free Create account. If you already have a McGraw-Hill account with one of our other products, you will not need to register on Create. Simply Sign In and enter your username
 
 third party resources. Select, ect, then arrange the content in a way that makes the most sense for your course. Even personalize your book ok with your course information and choose the best format for your students–color print, black-and-white ck-and-white print, or eBook.
 
 and password to begin using the site.
 
 nd eBooks easily • Build custom print and om diﬀerent sources • Combine material from and even upload your ur own content
 
 • Receive a PDF revieww copy in minutes
 
 xviii
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-FM-MAIN
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO January 8, 2011
 
 12:17
 
 LT (Late Transcendental)
 
 what you’ve only imagined. edit, share and approve like never before.
 
 receive your pdf review copy in minutes!
 
 After you've completed your project, simply go to the My Projects tab at th the top right corner of the page to access and manag manage all of your McGraw-Hill Create™ projects. Here you w will be able to edit your projects and share them with colleagues. An ISBN will be
 
 Request an eBook review copy and receive a free PDF sample in minutes! Print review copies are also available and arrive in just a few days.
 
 assigned once your review copy has been ordered. Click Approve to ma make your eBook available for student purchase or print book available for your school or bookstore to order. At any time you can modify your projects and are free to create as many projects as needed.
 
 Finally–a way to quickly and easily create the course materials you’ve always wanted. Imagine that.
 
 questions? Please visit www.mcgrawhillcreate.com/createhelp for more information.
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 SUPPLEMENTS ONLINE INSTRUCTOR’S SOLUTIONS MANUAL An invaluable, timesaving resource, the Instructor’s Solutions Manual contains comprehensive, worked-out solutions to the odd- and even-numbered exercises in the text.
 
 STUDENT SOLUTIONS MANUAL (ISBN 978-0-07-7256968) The Student Solutions Manual is a helpful reference that contains comprehensive, workedout solutions to the odd-numbered exercises in the text.
 
 ONLINE TESTBANK AND PREFORMATTED TESTS Brownstone Diploma® testing software offers instructors a quick and easy way to create customized exams and view student results. Instructors may use the software to sort questions by section, difficulty level, and type; add questions and edit existing questions; create multiple versions of questions using algorithmically-randomized variables; prepare multiple-choice quizzes; and construct a grade book.
 
 ONLINE CALCULUS CONCEPTS VIDEOS Students will see essential concepts explained and brought to life through dynamic animations in this new video series available on DVD and on the Smith/Minton website. The twenty-five key concepts, chosen after consultation with calculus instructors across the country, are the most commonly taught topics that students need help with and that also lend themselves most readily to on-camera demonstration.
 
 CALCULUS AND TECHNOLOGY It is our conviction that graphing calculators and computer algebra systems must not be used indiscriminately. The focus must always remain on the calculus. We have ensured that each of our exercise sets offers an extensive array of problems that should be worked by hand. We also believe, however, that calculus study supplemented with an intelligent use of technology gives students an extremely powerful arsenal of problemsolving skills. Many passages in the text provide guidance on how to judiciously use— and not abuse—graphing calculators and computers. We also provide ample opportunity for students to practice using these tools. Exercises that are most easily solved with the aid icon. of a graphing calculator or a computer algebra system are easily identified with a
 
 IMPROVEMENTS IN THE FOURTH EDITION Building upon the success of the Third Edition of Calculus, we have made the following revisions to produce an even better Fourth Edition:
 
 Presentation r A key goal of the Fourth Edition revision was to offer a clearer presentation of
 
 calculus. With this goal in mind, the authors were able to reduce the amount of material by nearly 150 pages. r The level of rigor has been carefully balanced to ensure that concepts are presented in a rigorously correct manner without allowing technical details to overwhelm beginning calculus students. For example, the sections on continuity, sum rule, chain rule, the definite integral and Riemann sums, introductory vectors, and advanced multivariable calculus (including the Green’s Theorem section) have been revised to improve the theorems, definitions, and/or proofs. r The exercise sets were redesigned in an effort to aid instructors by allowing them to more easily identify and assign problems of a certain type. r The derivatives of hyperbolic functions are developed in Section 6.6, giving this important class of functions a full development. Separating these functions from the
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 exponential and trigonometric functions allows for early and comprehensive exploration of the relationship between these functions, exponential functions, trigonometric functions, and their derivatives and integrals.
 
 Exercises r More than 1,000 new classic calculus problems were added, covering topics
 
 from polynomials to multivariable calculus, including optimization, related rates, integration techniques and applications, parametric and polar equations, vectors, vector calculus, and differential equations. r A reorganization of the exercise sets makes the range of available exercises more transparent. Earlier exercises focus on fundamentals, as developed in examples in the text. Later exercises explore interesting extensions of the material presented in the text. r Multi-step exercises help students make connections among concepts and require students to become more critical readers. Closely related exercises are different parts of the same numbered exercise, with follow-up questions to solidify lessons learned. r Application exercises have been separated out in all appropriate sections. A new header identifies the location of applied exercises which are designed to show students the connection between what they learn in class, other areas of study, and outside life. This differentiates the applications from exploratory exercises that allow students to discover connections and extensions for themselves.
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 CHAPTER
 
 0 In this chapter, we present a collection of familiar topics, primarily those that we consider essential for the study of calculus. While we do not intend this chapter to be a comprehensive review of precalculus mathematics, we have tried to hit the highlights and provide you with some standard notation and language that we will use throughout the text. As it grows, a chambered nautilus creates a spiral shell. Behind this beautiful geometry is a surprising amount of mathematics. The nautilus grows in such a way that the overall proportions of its shell remain constant. That is, if you draw a rectangle to circumscribe the shell, the ratio of height to width of the rectangle remains nearly constant. There are several ways to represent this property mathematically. In polar coordinates (which we present in Chapter 10), we study logarithmic spirals that have the property that the angle of growth is constant, corresponding to the constant proportions of a nautilus shell. Using basic geometry, you can divide the circumscribing rectangle into a sequence of squares as in the figure. The relative sizes of the squares form the famous Fibonacci sequence 1, 1, 2, 3, 5, 8, . . . , where each number in the sequence is the sum of the preceding two numbers. The Fibonacci sequence has an amazing list of interesting properties. (Search on the Internet to see what we mean!) Numbers in the sequence have a surprising habit of showing up in nature, such as the number of petals on a lily (3), buttercup (5), marigold (13), black-eyed Susan (21) and pyrethrum (34). Although we have a very simple description of how to generate the Fibonacci sequence, think about how you might describe it as a function. A plot of the first several numbers in the sequence (shown in Figure 0.1) should give you the 13 impression of a graph curving up, perhaps a parabola or an exponential curve. 21 Two aspects of this problem are impor2 3 tant themes throughout the calculus. One of 8 5 these is the importance of looking for patterns to help us better describe the world. A second theme is the interplay between graphs A nautilus shell and functions. By connecting the techniques of algebra with the visual images provided by graphs, you will significantly improve your ability to solve real-world problems mathematically.
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 FIGURE 0.1 The Fibonacci sequence
 
 0.1
 
 THE REAL NUMBERS AND THE CARTESIAN PLANE
 
 The Real Number System and Inequalities Our journey into calculus begins with the real number system, focusing on those properties that are of particular interest for calculus. The set of integers consists of the whole numbers and their additive inverses: 0, p ±1, ±2, ±3, . . . . A rational number is any number of the form q , where p and q are 27 are all rational numbers. Notice that every integers and q = 0. For example, 23 , − 73 and 125 integer n is also a rational number, since we can write it as the quotient of two integers: n n= . 1 p The irrational numbers are all those real numbers that cannot be written in the form q , where p and q are integers. Recall that rational numbers have decimal expansions that either ¯ 1 = 0.125 and 1 = 0.166666¯ are terminate or repeat. For instance, 12 = 0.5, 13 = 0.33333, 8 6 all rational numbers. By contrast, irrational numbers have decimal expansions that do not repeat or terminate. For instance, three familiar irrational numbers and their decimal expansions are √ 2 = 1.41421 35623 . . . , π = 3.14159 26535 . . . e = 2.71828 18284 . . . . and
 
 We picture the real numbers arranged along the number line displayed in Figure 0.2 (the real line). The set of real numbers is denoted by the symbol R. 兹2 5 4 3 2 1
 
 兹3 0
 
 1
 
 p
 
 2
 
 3
 
 4
 
 5
 
 e
 
 FIGURE 0.2 The real line
 
 For real numbers a and b, where a < b, we define the closed interval [a, b] to be the set of numbers between a and b, including a and b (the endpoints). That is, a
 
 b
 
 FIGURE 0.3 A closed interval
 
 [a, b] = {x ∈ R | a ≤ x ≤ b}, as illustrated in Figure 0.3, where the solid circles indicate that a and b are included in [a, b].
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 Similarly, the open interval (a, b) is the set of numbers between a and b, but not including the endpoints a and b, that is, a
 
 b
 
 FIGURE 0.4 An open interval
 
 (a, b) = {x ∈ R | a < x < b}, as illustrated in Figure 0.4, where the open circles indicate that a and b are not included in (a, b). Similarly, we denote the set {x ∈ R | x > a} by the interval notation (a, ∞) and {x ∈ R | x < a} by (−∞, a). In both of these cases, it is important to recognize that ∞ and −∞ are not real numbers and we are using this notation as a convenience. You should already be very familiar with the following properties of real numbers.
 
 THEOREM 1.1 If a and b are real numbers and a < b, then (i) (ii) (iii) (iv)
 
 For any real number c, a + c < b + c. For real numbers c and d, if c < d, then a + c < b + d. For any real number c > 0, a · c < b · c. For any real number c < 0, a · c > b · c.
 
 REMARK 1.1 We need the properties given in Theorem 1.1 to solve inequalities. Notice that (i) says that you can add the same quantity to both sides of an inequality. Part (iii) says that you can multiply both sides of an inequality by a positive number. Finally, (iv) says that if you multiply both sides of an inequality by a negative number, the inequality is reversed. We illustrate the use of Theorem 1.1 by solving a simple inequality.
 
 EXAMPLE 1.1
 
 Solving a Linear Inequality
 
 Solve the linear inequality 2x + 5 < 13. Solution We can use the properties in Theorem 1.1 to solve for x. Subtracting 5 from both sides, we obtain (2x + 5) − 5 < 13 − 5 2x < 8.
 
 or
 
 Dividing both sides by 2, we obtain x < 4. We often write the solution of an inequality in interval notation. In this case, we get the interval (−∞, 4). „ You can deal with more complicated inequalities in the same way.
 
 EXAMPLE 1.2
 
 Solving a Two-Sided Inequality
 
 Solve the two-sided inequality 6 < 1 − 3x ≤ 10. Solution First, recognize that this problem requires that we find values of x such that 6 < 1 − 3x
 
 and
 
 1 − 3x ≤ 10.
 
 It is most efficient to work with both inequalities simultaneously. First, subtract 1 from each term, to get 6 − 1 < (1 − 3x) − 1 ≤ 10 − 1 or
 
 5 < −3x ≤ 9.
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 Now, divide by −3, but be careful. Since −3 < 0, the inequalities are reversed. We have 5 −3x 9 > ≥ −3 −3 −3
 
 y
 
 4
 
 5 −3 ≤ x < − , 3
 
 4
 
 You will often need to solve inequalities involving fractions. We present a typical example in the following. x 2
 
 1
 
 4
 
 EXAMPLE 1.3
 
 Solving an Inequality Involving a Fraction
 
 x −1 ≥ 0. x +2 Solution In Figure 0.5, we show a graph of the function, which appears to indicate that the solution includes all x < −2 and x ≥ 1. Carefully read the inequality and observe that there are only three ways to satisfy this: either both numerator and denominator are positive, both are negative or the numerator is zero. To visualize this, we draw number lines for each of the individual terms, indicating where each is positive, negative or zero and use these to draw a third number line indicating the value of the quotient, as shown in the margin. In the third number line, we have placed an “  ” above the −2 to indicate that the quotient is undefined at x = −2. From this last number line, you can see that the quotient is nonnegative whenever x < −2 or x ≥ 1. We write the solution in interval notation as (−∞, −2) ∪ [1, ∞). Note that this solution is consistent with what we see in Figure 0.5. „
 
 Solve the inequality
 
 8
 
 FIGURE 0.5 y=
 
 
 
 x −1 x +2
 
 0
 
 
 
 x1
 
 1
 
 
 
 0
 
 x2
 
 2
 
 
 
 
 
 We usually write this as
 
 or in interval notation as [−3, − 53 ). „
 
 4
 
 
 
 −
 
 8
 
 2
 
 
 
 5 > x ≥ −3. 3
 
 or
 
 0
 
 2
 
 
 
 x1 x2
 
 1
 
 For inequalities involving a polynomial of degree 2 or higher, factoring the polynomial and determining where the individual factors are positive and negative, as in example 1.4, will lead to a solution.
 
 y
 
 EXAMPLE 1.4
 
 20
 
 Solving a Quadratic Inequality
 
 Solve the quadratic inequality
 
 x
 
 6 4 2
 
 2
 
 4
 
 FIGURE 0.6 y = x2 + x − 6 
 
 0
 
 0
 
 (x + 3)(x − 2) > 0.
 
 (1.2)
 
 This can happen in only two ways: when both factors are positive or when both factors are negative. As in example 1.3, we draw number lines for both of the individual factors, indicating where each is positive, negative or zero and use these to draw a number line representing the product. We show these in the margin. Notice that the third number line indicates that the product is positive whenever x < −3 or x > 2. We write this in interval notation as (−∞, −3) ∪ (2, ∞). „
 
 x3
 
 3
 
 
 
 Solution In Figure 0.6, we show a graph of the polynomial on the left side of the inequality. Since this polynomial factors, (1.1) is equivalent to
 
 6
 
 10
 
 
 
 (1.1)
 
 x 2 + x − 6 > 0.
 
 10
 
 
 
 No doubt, you will recall the following standard definition. x2
 
 2
 
 
 
 0 3
 
 
 
 0 2
 
 
 
 (x  3)(x  2)
 
 DEFINITION 1.1 The absolute value of a real number x is |x| =
 
 
 
 x, −x,
 
 if x ≥ 0. if x < 0
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 Make certain that you read Definition 1.1 correctly. If x is negative, then −x is positive. This says that |x| ≥ 0 for all real numbers x. For instance, using the definition, |−4| = −(−4) = 4. Notice that for any real numbers a and b, |a · b| = |a| · |b|,
 
 NOTES For any two real numbers a and b, |a − b| gives the distance between a and b. (See Figure 0.7.)
 
 |a + b| = |a| + |b|,
 
 although
 
 in general. (To verify this, simply take a = 5 and b = −2 and compute both quantities.) However, it is always true that |a + b| ≤ |a| + |b|.
 
 兩a  b兩 a
 
 b
 
 FIGURE 0.7 The distance between a and b
 
 This is referred to as the triangle inequality. The interpretation of |a − b| as the distance between a and b (see the note in the margin) is particularly useful for solving inequalities involving absolute values. Wherever possible, we suggest that you use this interpretation to read what the inequality means, rather than merely following a procedure to produce a solution.
 
 EXAMPLE 1.5
 
 Solving an Inequality Containing an Absolute Value
 
 Solve the inequality |x − 2| < 5. 5 2  5  3
 
 5 257
 
 2
 
 FIGURE 0.8 |x − 2| < 5
 
 (1.3)
 
 Solution First, take a few moments to read what this inequality says. Since |x − 2| gives the distance from x to 2, (1.3) says that the distance from x to 2 must be less than 5. So, find all numbers x whose distance from 2 is less than 5. We indicate the set of all numbers within a distance 5 of 2 in Figure 0.8. You can now read the solution directly from the figure: −3 < x < 7 or in interval notation: (−3, 7). „ Many inequalities involving absolute values can be solved simply by reading the inequality correctly, as in example 1.6.
 
 EXAMPLE 1.6
 
 Solving an Inequality with a Sum Inside an Absolute Value
 
 Solve the inequality |x + 4| ≤ 7. 7 4  7  11 4
 
 7 4  7  3
 
 FIGURE 0.9 |x + 4| ≤ 7
 
 (1.4)
 
 Solution To use our distance interpretation, we must first rewrite (1.4) as |x − (−4)| ≤ 7. This now says that the distance from x to −4 is less than or equal to 7. We illustrate the solution in Figure 0.9, from which it follows that the solution is −11 ≤ x ≤ 3 or [−11, 3]. „ Recall that for any real number r > 0, |x| < r is equivalent to the following inequality not involving absolute values: −r < x < r. In example 1.7, we use this to revisit the inequality from example 1.5.
 
 EXAMPLE 1.7
 
 An Alternative Method for Solving Inequalities
 
 Solve the inequality |x − 2| < 5. Solution This is equivalent to the two-sided inequality −5 < x − 2 < 5. Adding 2 to each term, we get the solution −3 < x < 7, or in interval notation (−3, 7), as before. „
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 1
 
 For any two real numbers x and y we visualize the ordered pair (x, y) as a point in two dimensions. The Cartesian plane is a plane with two real number lines drawn at right angles. The horizontal line is called the x-axis and the vertical line is called the y-axis. The point where the axes cross is called the origin, which represents the ordered pair (0, 0). To represent the ordered pair (1, 2), start at the origin, move 1 unit to the right and 2 units up and mark the point (1, 2), as in Figure 0.10. In example 1.8, we analyze a small set of experimental data by plotting some points in the Cartesian plane. This simple type of graph is sometimes called a scatter plot.
 
 2
 
 EXAMPLE 1.8
 
 FIGURE 0.10
 
 Suppose that you drop an object from the top of a building and record how far the object has fallen at different times, as shown in the following table.
 
 The Cartesian plane
 
 y
 
 Time (sec)
 
 0
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 Distance (ft)
 
 0
 
 4
 
 16
 
 36
 
 64
 
 Plot the points in the Cartesian plane and discuss any patterns you notice. In particular, use the graph to predict how far the object will have fallen in 2.5 seconds.
 
 60 Distance
 
 Using a Graph Obtained from a Table of Data
 
 40
 
 20 x 0.5
 
 1.0 1.5 Time
 
 2.0
 
 FIGURE 0.11 Scatter plot of data
 
 Solution Taking the first coordinate (x) to represent time and the second coordinate (y) to represent distance, we plot the points (0, 0), (0.5, 4), (1, 16), (1.5, 36) and (2, 64), as seen in Figure 0.11. Notice that the points appear to be curving upward (like a parabola). To predict the y-value corresponding to x = 2.5 (i.e., the distance fallen at time 2.5 seconds), we assume that this pattern continues, so that the y-value would be much higher than 64. But, how much higher is reasonable? It helps now to refer back to the data. Notice that the change in height from x = 1.5 to x = 2 is 64 − 36 = 28 feet. Since Figure 0.11 suggests that the curve is bending upward, the change in height between successive points should be getting larger and larger. You might reasonably predict that the height will change by more than 28. If you look carefully at the data, you might notice a pattern. Observe that the distances given at 0.5-second intervals are 02 , 22 , 42 , 62 and 82 . A reasonable guess for the distance at time 2.5 seconds might then be 102 = 100. Further, notice that this corresponds to a change of 36 from the distance at x = 2.0 seconds. At this stage, this is only an educated guess and other guesses (98 or 102, for example) might be equally reasonable. „ We urge that you think carefully about example 1.8. You should be comfortable with the interplay between the graph and the numerical data. This interplay will be a recurring theme in our study of calculus. The distance between two points in the Cartesian plane is a simple consequence of the Pythagorean Theorem, as follows.
 
 y (x2, y2)
 
 y2
 
 Distance
 
 y1
 
 (x1, y1)
 
 THEOREM 1.2
 
 兩y2  y1兩
 
 PROOF
 
 兩x2  x1兩
 
 x1
 
 x2
 
 FIGURE 0.12 Distance
 
 The distance between the points (x1 , y1 ) and (x2 , y2 ) in the Cartesian plane is given by  d{(x1 , y1 ), (x2 , y2 )} = (x2 − x1 )2 + (y2 − y1 )2 (1.5)
 
 x
 
 We have oriented the points in Figure 0.12 so that (x2 , y2 ) is above and to the right of (x1 , y1 ). Referring to the right triangle shown in Figure 0.12, notice that regardless of the orientation of the two points, the length of the horizontal side of the triangle is |x2 − x1 |
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 and the length of the vertical side of the triangle is |y2 − y1 |. The distance between the two points is the length of the hypotenuse of the triangle, given by the Pythagorean Theorem as  (x2 − x1 )2 + (y2 − y1 )2 . We illustrate the use of the distance formula in example 1.9.
 
 EXAMPLE 1.9
 
 y
 
 Using the Distance Formula
 
 Find the distances between each pair of points (1, 2), (3, 4) and (2, 6). Use the distances to determine if the points form the vertices of a right triangle. 6
 
 Solution The distance between (1, 2) and (3, 4) is  √ √ d{(1, 2), (3, 4)} = (3 − 1)2 + (4 − 2)2 = 4 + 4 = 8.
 
 4
 
 The distance between (1, 2) and (2, 6) is  √ √ d{(1, 2), (2, 6)} = (2 − 1)2 + (6 − 2)2 = 1 + 16 = 17.
 
 2 x 2
 
 4
 
 6
 
 FIGURE 0.13
 
 Finally, the distance between (3, 4) and (2, 6) is  √ √ d{(3, 4), (2, 6)} = (2 − 3)2 + (6 − 4)2 = 1 + 4 = 5. From a plot of the points (see Figure 0.13), it is unclear whether a right angle is formed at (3, 4). However, the sides of a right triangle must satisfy the Pythagorean Theorem. This would require that √ 2 √ 2 √ 2 8 + 5 = 17 . This is incorrect!
 
 A right triangle?
 
 Since this statement is not true, the triangle is not a right triangle. „ Again, we want to draw your attention to the interplay between graphical and algebraic techniques. If you master the relationship between graphs and equations, your study of calculus will be a more rewarding and enjoyable learning experience.
 
 EXERCISES 0.1 WRITING EXERCISES 1. To understand Definition 1.1, you must believe that |x| = −x for negative x’s. Using x = −3 as an example, explain in words why multiplying x by −1 produces the same result as taking the absolute value of x. 2. A common shortcut used to write inequalities is −4 < x < 4 in place of “−4 < x and x < 4.” Unfortunately, many people mistakenly write 4 < x < −4 in place of “4 < x or x < −4.” Explain why the string 4 < x < −4 could never be true. (Hint: What does this inequality string imply about the numbers on the far left and far right? Here, you must write “4 < x or x < −4.”) 3. Explain the result of Theorem 1.1 (ii) in your own words, assuming that all constants involved are positive. 4. Suppose a friend has dug holes for the corner posts of a rectangular deck. Explain how to use the Pythagorean Theorem to determine whether or not the holes truly form a rectangle (90◦ angles). In exercises 1–28, solve the inequality.
 
 5. 4 − 3x < 6
 
 6. 5 − 2x < 9
 
 7. 4 ≤ x + 1 < 7
 
 8. −1 < 2 − x < 3
 
 9. −2 < 2 − 2x < 3
 
 10. 0 < 3 − x < 1
 
 11. x 2 + 3x − 4 > 0
 
 12. x 2 + 4x + 3 < 0
 
 13. x 2 − x − 6 < 0
 
 14. x 2 + 1 > 0
 
 15. 3x 2 + 4 > 0
 
 16. x 2 + 3x + 10 > 0
 
 17. |x − 3| < 4
 
 18. |2x + 1| < 1
 
 19. |3 − x| < 1
 
 20. |3 + x| > 1
 
 21. |2x + 1| > 2
 
 22. |3x − 1| < 4
 
 23.
 
 x +2 >0 x −2
 
 24.
 
 x −4 0 (x + 4)2
 
 26.
 
 3 − 2x 0 and opens downward if a2 < 0. We show typical parabolas in Figures 0.31a and 0.31b. y
 
 x
 
 y y  a2
 
 x2
 
 y  a2x 2  a1x  a0
 
  a1x  a0
 
 FIGURE 0.30a Line, a1 < 0 y x
 
 y  a1x  a0
 
 x
 
 FIGURE 0.30b
 
 x
 
 FIGURE 0.31a
 
 FIGURE 0.31b
 
 Parabola, a2 > 0
 
 Parabola, a2 < 0
 
 The graphs of cubic functions [ f (x) = a3 x 3 + a2 x 2 + a1 x + a0 ; a3 = 0] are somewhat S-shaped. Reading from left to right, the function begins negative and ends positive if a3 > 0, and begins positive and ends negative if a3 < 0, as indicated in Figures 0.32a and 0.32b, respectively.
 
 Line, a1 > 0
 
 y y y  a3x3  a2x 2  a1x  a0
 
 y  a3x3  a2x 2  a1x  a0
 
 x
 
 x
 
 y y  a3x3  a2x 2  a1x  a0
 
 Inflection point
 
 x
 
 FIGURE 0.33a Cubic: no max or min, a3 > 0
 
 FIGURE 0.32a
 
 FIGURE 0.32b
 
 Cubic: one max, min, a3 > 0
 
 Cubic: one max, min, a3 < 0
 
 Some cubics have one local maximum and one local minimum, as do those in Figures 0.32a and 0.32b. Many curves (including all cubics) have what’s called an inflection point, where the curve changes its shape (from being bent upward, to being bent downward, or vice versa), as indicated in Figures 0.33a and 0.33b. You can already use your knowledge of the general shapes of certain functions to see how to adjust the graphing window, as in example 3.2.
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 Graphing Calculators and Computer Algebra Systems
 
 Sketching the Graph of a Cubic Polynomial
 
 Sketch a graph of the cubic polynomial f (x) = x 3 − 20x 2 − x + 20.
 
 y  a3x3  a2x 2  a1x  a0
 
 Solution Your initial graph probably looks like Figure 0.34a or 0.34b. However, you should recognize that neither of these graphs looks like a cubic; they look more like parabolas. To see the S-shape behavior in the graph, we need to consider a larger range of x-values. To determine how much larger, we need some of the concepts of calculus. For the moment, we use trial and error, until the graph resembles the shape of a cubic. You should recognize the characteristic shape of a cubic in Figure 0.34c. Although we now see more of the big picture (often referred to as the global behavior of the function), we have lost some of the details (such as the x-intercepts), which we could clearly see in Figures 0.34a and 0.34b (often referred to as the local behavior of the function).
 
 Inflection point
 
 x
 
 FIGURE 0.33b Cubic: no max or min, a3 < 0
 
 y
 
 y
 
 y
 
 10
 
 x
 
 4
 
 23
 
 20 10
 
 4 200 10
 
 400 600
 
 400
 
 x
 
 5
 
 5
 
 x
 
 10
 
 10
 
 800 1200
 
 10
 
 FIGURE 0.34a
 
 FIGURE 0.34b
 
 FIGURE 0.34c
 
 f (x) = x 3 − 20x 2 − x + 20
 
 f (x) = x 3 − 20x 2 − x + 20
 
 f (x) = x 3 − 20x 2 − x + 20
 
 „
 
 Rational functions have some properties not found in polynomials, as we see in examples 3.3, 3.4 and 3.5.
 
 EXAMPLE 3.3
 
 Sketching the Graph of a Rational Function
 
 x −1 and describe the behavior of the graph near x = 2. x −2 Solution Your initial graph should look something like Figure 0.35a or 0.35b. From either graph, it should be clear that something unusual is happening near x = 2. Zooming in closer to x = 2 should yield a graph like that in Figure 0.35c. Sketch a graph of f (x) =
 
 y
 
 y
 
 4
 
 1e08
 
 10
 
 5e07
 
 5 x
 
 5e07
 
 4
 
 1e08
 
 FIGURE 0.35a x −1 y= x −2
 
 10
 
 5
 
 y 20 10 x
 
 5
 
 5
 
 10
 
 FIGURE 0.35b x −1 y= x −2
 
 x
 
 10
 
 2
 
 10 20
 
 FIGURE 0.35c y=
 
 x −1 x −2
 
 In Figure 0.35c, it appears that as x increases up to 2, the function values get more and more negative, while as x decreases down to 2, the function values get more and more positive. (Note that the notation used for the y-axis labels is the exponential form
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 used by many graphing utilities, where 5e + 07 corresponds to 5 × 107 .) This is also observed in the following table of function values. y 10 5 x
 
 4
 
 4
 
 8
 
 5 10
 
 FIGURE 0.36 Vertical asymptote
 
 x
 
 f(x)
 
 x
 
 f(x)
 
 1.8
 
 −4
 
 2.2
 
 6
 
 1.9
 
 −9
 
 2.1
 
 11
 
 1.99
 
 −99
 
 2.01
 
 101
 
 1.999
 
 −999
 
 2.001
 
 1001
 
 1.9999
 
 −9999
 
 2.0001
 
 10,001
 
 Note that at x = 2, f (x) is undefined. However, as x approaches 2 from the left, the graph veers down sharply. In this case, we say that f (x) tends to −∞. Likewise, as x approaches 2 from the right, the graph rises sharply. Here, we say that f (x) tends to ∞ and there is a vertical asymptote at x = 2. (We’ll define this more carefully in Chapter 1.) It is common to draw a vertical dashed line at x = 2 to indicate this. (See Figure 0.36.) Since f (2) is undefined, there is no point plotted at x = 2. „ Many rational functions have vertical asymptotes. You can locate possible vertical asymptotes by finding where the denominator is zero. It turns out that if the numerator is not zero at that point, there is a vertical asymptote at that point.
 
 EXAMPLE 3.4
 
 A Graph with More Than One Vertical Asymptote
 
 x −1 . − 5x + 6 Solution Note that the denominator factors as Find all vertical asymptotes for f (x) =
 
 x2
 
 x 2 − 5x + 6 = (x − 2)(x − 3), so that the only possible locations for vertical asymptotes are x = 2 and x = 3. Since neither x-value makes the numerator (x − 1) equal to zero, there are vertical asymptotes at both x = 2 and x = 3. A computer-generated graph gives little indication of how the function behaves near the asymptotes. (See Figure 0.37a and note the scale on the y-axis.) y
 
 y
 
 2e08 5
 
 1e08 x 1 1e08
 
 x
 
 4
 
 1
 
 4
 
 5
 
 5
 
 2e08 10
 
 3e08
 
 FIGURE 0.37a x −1 y= 2 x − 5x + 6
 
 FIGURE 0.37b y=
 
 x −1 x 2 − 5x + 6
 
 We can improve the graph by zooming-in in both the x- and y-directions. Figure 0.37b shows a graph of the same function using the graphing window defined by the rectangle −1 ≤ x ≤ 5 and −13 ≤ y ≤ 7. This graph clearly shows the vertical asymptotes at x = 2 and x = 3. „ As we see in example 3.5, not all rational functions have vertical asymptotes.
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 x 10
 
 20
 
 0.2
 
 FIGURE 0.38
 
 25
 
 A Rational Function with No Vertical Asymptotes x −1 . x2 + 4
 
 Solution Notice that x 2 + 4 = 0 has no (real) solutions, since x 2 + 4 > 0 for all real numbers, x. So, there are no vertical asymptotes. The graph in Figure 0.38 is consistent with this observation. „
 
 EXAMPLE 3.6
 
 x −1 x2 + 4
 
 Finding Zeros Approximately
 
 Find approximate solutions of the equation x 2 =
 
 √
 
 x + 3. √ Solution You could rewrite√this equation as x − x + 3 = 0 and then look for zeros in the graph of f (x) = x 2 − x + 3, seen in Figure 0.39a. Note that two zeros are clearly indicated: one near −1, the√other near 1.5. However, since you know very little of the nature of the function x 2 − x + 3, you cannot say whether or not there are any zeros that don’t show up in the window seen in Figure 0.39a. On the other hand, if you graph the two functions on either side of the equation on the same set of axes, as in Figure 0.39b, you can clearly see two points where the graphs intersect (corresponding to the two zeros seen in Figure 0.39a). Further, since you know the general shapes of both of the graphs, you can infer from Figure 0.39b that there are no other intersections (i.e., there are no other zeros of f ). This is important information that you cannot obtain from Figure 0.39a. Now that you know how many solutions there are, you need to estimate their values. One method is to zoom in on the zeros graphically. We leave it as an exercise to verify that the zeros are approximately x = 1.4 and x = −1.2. If your calculator or computer algebra system has a solve command, you can use it to quickly obtain an accurate approximation. In this case, we get x ≈ 1.452626878 and x ≈ −1.164035140. „ 2
 
 y 12
 
 8
 
 4 x
 
 2
 
 2
 
 4
 
 FIGURE 0.39a y = x2 −
 
 Graphing Calculators and Computer Algebra Systems
 
 Graphs are useful for finding approximate solutions of difficult equations, as we see in examples 3.6 and 3.7.
 
 0.4
 
 y=
 
 ..
 
 Find all vertical asymptotes of f (x) =
 
 10
 
 4
 
 LT (Late Transcendental)
 
 15:25
 
 √
 
 x +3
 
 y
 
 When using the solve command on your calculator or computer algebra system, be sure to check that the solutions make sense. If the results don’t match what you’ve seen in your preliminary sketches, beware! Even high-tech equation solvers make mistakes occasionally.
 
 10 8 6
 
 4
 
 4
 
 EXAMPLE 3.7
 
 2
 
 Find all points of intersection of the graphs of y = 2 cos x and y = 2 − x. x
 
 2
 
 2
 
 4
 
 FIGURE 0.39b √
 
 y = x 2 and y =
 
 x +3
 
 y 4
 
 1
 
 x 1
 
 3
 
 5
 
 2
 
 FIGURE 0.40 y = 2 cos x and y = 2 − x
 
 Finding Intersections by Calculator: An Oversight
 
 Solution Notice that the intersections correspond to solutions of the equation 2 cos x = 2 − x. Using the solve command on one graphing calculator, we found intersections at x ≈ 3.69815 and x = 0. So, what’s the problem? A sketch of the graphs of y = 2 − x and y = 2 cos x (we discuss this function in the next section) clearly shows three intersections. (See Figure 0.40.) The middle solution, x ≈ 1.10914, was somehow passed over by the calculator’s solve routine. The lesson here is to use graphical evidence to support your solutions, especially when using software and/or functions with which you are less than completely familiar. „ You need to look skeptically at the answers provided by your calculator’s solver program. While such solvers provide a quick means of approximating solutions of equations, these programs will sometimes overlook solutions, as we saw in example 3.7, or return incorrect answers, as we illustrate with example 3.8. So, how do you know if your solver is giving you an accurate answer or one that’s incorrect? The only answer to this is that you must carefully test your calculator’s solution, by separately calculating both sides of the equation (by hand) at the calculated solution.
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 Solving an Equation by Calculator: An Erroneous Answer
 
 1 1 = . x x Solution Certainly, you don’t need a calculator to solve this equation, but consider what happens when you use one. Most calculators report a solution that is very close to zero, while others report that the solution is x = 0. Not only are these answers incorrect, but the given equation has no solution, as follows. First, notice that the 1 equation makes sense only when x = 0. Subtracting from both sides of the equation x leaves us with x = 0, which can’t possibly be a solution, since it does not satisfy the original equation. Notice further that, if your calculator returns the approximate solution x = 1 × 10−7 and you use your calculator to compute the values on both sides of the equation, the calculator will compute 1 x + = 1 × 10−7 + 1 × 107 , x 1 which it approximates as 1 × 107 = , since calculators carry only a finite number of x digits. In other words, although Use your calculator’s solver program to solve the equation x +
 
 1 × 10−7 + 1 × 107 = 1 × 107 , your calculator treats these numbers as the same and so incorrectly reports that the equation is satisfied. The moral of this story is to be an intelligent user of technology and don’t blindly accept everything your calculator tells you. „ We want to emphasize again that graphing should be the first step in the equation-solving process. A good graph will show you how many solutions to expect, as well as give their approximate locations. Whenever possible, you should factor or use the quadratic formula to get exact solutions. When this is impossible, approximate the solutions by zooming in on them graphically or by using your calculator’s solve command. It is helpful to compare your results to a graph to see if there’s anything you’ve missed.
 
 EXERCISES 0.3 WRITING EXERCISES 1. Explain why there is a significant difference among Figures 0.34a, 0.34b and 0.34c. 2. In Figure 0.36, the graph approaches the lower portion of the vertical asymptote from the left, whereas the graph approaches the upper portion of the vertical asymptote from the right. Use the table of function values found in example 3.3 to explain how to determine whether a graph approaches a vertical asymptote by dropping down or rising up. 3. In the text, we discussed the difference between graphing with a fixed window versus an automatic window. Discuss the advantages and disadvantages of each. (Hint: Consider the case of a first graph of a function you know nothing about and the case of hoping to see the important details of a graph for which you know the general shape.) x3 + 1 with each of the following x graphing windows: (a) −10 ≤ x ≤ 10, (b) −1000 ≤ x ≤ 1000. Explain why the graph in (b) doesn’t show the details that the graph in (a) does.
 
 4. Examine the graph of y =
 
 In exercises 1–16, sketch a graph of the function showing all extrema, intercepts and asymptotes. 1. (a) f (x) = x 2 − 1
 
 (b) f (x) = x 2 + 2x + 8
 
 2. (a) f (x) = 3 − x 2
 
 (b) f (x) = −x 2 + 20x + 11
 
 3. (a) f (x) = x 3 + 1
 
 (b) f (x) = x 3 − 20x − 14
 
 4. (a) f (x) = 10 − x 3
 
 (b) f (x) = −x 3 + 30x − 1
 
 5. (a) f (x) = x 4 − 1
 
 (b) f (x) = x 4 + 2x − 1
 
 6. (a) f (x) = 2 − x 4
 
 (b) f (x) = x 4 − 6x 2 + 3
 
 7. (a) f (x) = x 5 + 2
 
 (b) f (x) = x 5 − 8x 3 + 20x − 1
 
 8. (a) f (x) = 12 − x 5
 
 (b) f (x) = x 5 + 5x 4 + 2x 3 + 1
 
 3 x −1 4 10. (a) f (x) = x +2 2 11. (a) f (x) = 2 x −4 6 12. (a) f (x) = 2 x −9 9. (a) f (x) =
 
 3x (c) f (x) = x −1 4x (b) f (x) = (c) f (x) = x +2 2x (b) f (x) = 2 (c) f (x) = x −4 6x (b) f (x) = 2 (c) f (x) = x −9 (b) f (x) =
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 3 +4 x +2 14. (a) f (x) = 2 x +x −6 3x 15. (a) f (x) = √ x2 + 4 2x 16. (a) f (x) = √ x2 + 1 13. (a) f (x) =
 
 x2
 
 6 +9 x −1 (b) f (x) = 2 x + 4x + 3 3x (b) f (x) = √ x2 − 4 2x (b) f (x) = √ x2 − 1 (b) f (x) =
 
 x2
 
 ............................................................
 
 In exercises 17–22, find all vertical asymptotes. x +4 x2 − 9 x +2 20. f (x) = 2 x − 2x − 15 3x 22. f (x) = √ x2 − 9
 
 3x x2 − 4 4x 19. f (x) = 2 x + 3x − 10 x2 + 1 21. f (x) = 3 x + 3x 2 + 2x
 
 18. f (x) =
 
 17. f (x) =
 
 ............................................................
 
 In exercises 23–28, a standard graphing window will not reveal all of the important details of the graph. Adjust the graphing window to find the missing details. 23. f (x) = 13 x 3 −
 
 1 x 400
 
 24. f (x) = x 4 − 11x 3 + 5x − 2 √ 25. f (x) = x 144 − x 2 26. f (x) =
 
 1 5 x 5
 
 −
 
 7 4 x 8
 
 +
 
 x2 − 1 27. f (x) = √ x4 + x
 
 1 3 x 3
 
 +
 
 7 2 x 2
 
 Trigonometric Functions
 
 27
 
 39. f (x) = x 4 − 3x 3 − x + 1 40. f (x) = x 4 − 2x + 1 41. f (x) = x 4 − 7x 3 − 15x 2 − 10x − 1410 42. f (x) = x 6 − 4x 4 + 2x 3 − 8x − 2
 
 ............................................................ 43. Graph y = x 2 in the graphing window −10 ≤ x ≤ 10, −10 ≤ y ≤ 10, without drawing the x- and y-axes. Adjust the graphing window for y = 2(x − 1)2 + 3 so that (without the axes showing) the graph looks identical to that of y = x 2. 44. Graph y = x 2 in the graphing window −10 ≤ x ≤ 10, −10 ≤ y ≤ 10. Separately graph y = x 4 with the same graphing window. Compare and contrast the graphs. Then graph the two functions on the same axes and carefully examine the differences in the intervals −1 < x < 1 and x > 1. 45. In this exercise, you will find an equation describing all points equidistant from the x-axis and the point (0, 2). First, see if you can sketch a picture of what this curve ought to look like. For a point (x, y) that is on the curve, explain why  y 2 = x 2 + (y − 2)2 . Square both sides of this equation and solve for y. Identify the curve. 46. Find an equation describing all points equidistant from the x-axis and (1, 4). (See exercise 45.)
 
 − 6x
 
 28. f (x) = √
 
 ..
 
 2x x2 + x
 
 ............................................................
 
 In exercises 29–36, determine the number of (real) solutions. Solve for the intersection points exactly if possible and estimate the points if necessary. √ √ 29. x − 1 = x 2 − 1 30. x 2 + 4 = x 2 + 2 31. x 3 − 3x 2 = 1 − 3x
 
 32. x 3 + 1 = −3x 2 − 3x
 
 33. (x 2 − 1)2/3 = 2x + 1
 
 34. (x + 1)2/3 = 2 − x
 
 35. cos x = x 2 − 1
 
 36. sin x = x 2 + 1
 
 ............................................................
 
 In exercises 37–42, use a graphing calculator or computer graphing utility to estimate all zeros. 37. f (x) = x 3 − 3x + 1 38. f (x) = x 3 − 4x 2 + 2
 
 0.4
 
 EXPLORATORY EXERCISES 1. Graph y = x 2 − 1, y = x 2 + x − 1, y = x 2 + 2x − 1, y = x 2 − x − 1, y = x 2 − 2x − 1 and other functions of the form y = x 2 + cx − 1. Describe the effect(s) a change in c has on the graph. 2. Figures 0.32 and 0.33 provide a catalog of the possible shapes of graphs of cubic polynomials. In this exercise, you will compile a catalog of graphs of fourth-order polynomials (i.e., y = ax 4 + bx 3 + cx 2 + d x + e; a = 0). Start by using your calculator or computer to sketch graphs with different values of a, b, c, d and e. Try y = x 4 , y = 2x 4 , y = −2x 4 , y = x 4 + x 3 , y = x 4 + 2x 3 , y = x 4 − 2x 3 , y = x 4 + x 2 , y = x 4 − x 2 , y = x 4 − 2x 2 , y = x 4 + x, y = x 4 − x and so on. Try to determine what effect each constant has.
 
 TRIGONOMETRIC FUNCTIONS Many phenomena encountered in your daily life involve waves. For instance, music is transmitted from radio stations in the form of electromagnetic waves. Your radio receiver decodes these electromagnetic waves and causes a thin membrane inside the speakers to vibrate, which, in turn, creates pressure waves in the air. When these waves reach your ears, you hear the music from your radio. (See Figure 0.41.) Each of these waves is periodic, meaning
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 that the basic shape of the wave is repeated over and over again. The mathematical description of such phenomena involves periodic functions, the most familiar of which are the trigonometric functions. First, we remind you of a basic definition.
 
 FIGURE 0.41 Radio and sound waves
 
 NOTES
 
 DEFINITION 4.1
 
 When we discuss the period of a function, we most often focus on the fundamental period.
 
 A function f is periodic of period T if f (x + T ) = f (x) for all x such that x and x + T are in the domain of f. The smallest such number T > 0 is called the fundamental period.
 
 y (cos u, sin u ) u
 
 1 u
 
 sin u
 
 cos u
 
 x
 
 There are several equivalent ways of defining the sine and cosine functions. We want to emphasize a simple definition from which you can easily reproduce many of the basic properties of these functions. Referring to Figure 0.42, begin by drawing the unit circle x 2 + y 2 = 1. Let θ be the angle measured (counterclockwise) from the positive x-axis to the line segment connecting the origin to the point (x, y) on the circle. Here, we measure θ in radians, given by the length of the arc indicated in the figure. Again referring to Figure 0.42, we define sin θ to be the y-coordinate of the point on the circle and cos θ to be the x-coordinate of the point. From this definition, it follows that sin θ and cos θ are defined for all values of θ, so that each has domain −∞ < θ < ∞, while the range for each of these functions is the interval [−1, 1].
 
 REMARK 4.1 Unless otherwise noted, we always measure angles in radians. FIGURE 0.42 Definition of sin θ and cos θ : cos θ = x and sin θ = y
 
 Note that since the circumference of a circle (C = 2πr ) of radius 1 is 2π , we have that 360◦ corresponds to 2π radians. Similarly, 180◦ corresponds to π radians, 90◦ corresponds to π/2 radians and so on. In the accompanying table, we list some common angles as measured in degrees, together with the corresponding radian measures. Angle in degrees
 
 0◦
 
 30◦
 
 45◦
 
 60◦
 
 90◦
 
 135◦
 
 180◦
 
 270◦
 
 360◦
 
 Angle in radians
 
 0
 
 π 6
 
 π 4
 
 π 3
 
 π 2
 
 3π 4
 
 π
 
 3π 2
 
 2π
 
 THEOREM 4.1 The functions f (θ ) = sin θ and g(θ ) = cos θ are periodic, of period 2π .
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 PROOF Referring to Figure 0.42, since a complete circle is 2π radians, adding 2π to any angle takes you all the way around the circle and back to the same point (x, y). This says that sin(θ + 2π ) = sin θ cos(θ + 2π ) = cos θ,
 
 and
 
 for all values of θ . Furthermore, 2π is the smallest positive angle for which this is true. You are likely already familiar with the graphs of f (x) = sin x and g(x) = cos x shown in Figures 0.43a and 0.43b, respectively. y
 
 y
 
 1
 
 1
 
 x r
 
 w
 
 q
 
 q
 
 w
 
 r
 
 2p
 
 p
 
 p
 
 1
 
 x
 
 sin x
 
 cos x
 
 0
 
 0
 
 1
 
 π 6
 
 π 3
 
 1 2 √ 2 2 √ 3 2
 
 π 2
 
 1
 
 π 4
 
 1
 
 FIGURE 0.43a
 
 FIGURE 0.43b
 
 y = sin x
 
 y = cos x
 
 Notice that you could slide the graph of y = sin x slightly to the left or right and get an exact copy of the graph of y = cos x. Specifically, we have the relationship  π sin x + = cos x. 2
 
 √
 
 3 2 √ 2 2
 
 The accompanying table lists some common values of sine and cosine. Notice that many of these can be read directly from Figure 0.42.
 
 1 2
 
 0
 
 3π 4
 
 √ 3 2 √ 2 2
 
 5π 6
 
 1 2
 
 2 2 √ − 23
 
 π
 
 0
 
 −1
 
 3π 2
 
 −1
 
 0
 
 2π
 
 0
 
 1
 
 2π 3
 
 x 2p
 
 − 12 −
 
 √
 
 REMARK 4.2 Instead of writing (sin θ )2 or (cos θ)2 , we usually use the notation sin2 θ and cos2 θ , respectively. Further, we often suppress parentheses and write, for example, sin 2x, instead of sin(2x).
 
 EXAMPLE 4.1
 
 Solving Equations Involving Sines and Cosines
 
 Find all solutions of the equations (a) 2 sin x − 1 = 0 and (b) cos2 x − 3 cos x + 2 = 0. Solution For (a), notice that 2 sin x − 1 = 0 if 2 sin x = 1 or sin x = 12 . From the unit . Since sin x has period 2π, additional circle, we find that sin x = 12 if x = π6 or x = 5π 6 π + 2π, + 4π and so on. A convenient way of indicating that solutions are π6 + 2π, 5π 6 6 any integer multiple of 2π can be added to either solution is to write x = π6 + 2nπ or + 2nπ , for any integer n. Part (b) may look rather difficult at first. However, x = 5π 6 notice that it looks like a quadratic equation using cos x instead of x. With this clue, you can factor the left-hand side to get 0 = cos2 x − 3 cos x + 2 = (cos x − 1)(cos x − 2), from which it follows that either cos x = 1 or cos x = 2. Since −1 ≤ cos x ≤ 1 for all x, the equation cos x = 2 has no solution. However, we get cos x = 1 if x = 0, 2π or any integer multiple of 2π . We can summarize all the solutions by writing x = 2nπ, for any integer n. „ We now give definitions of the remaining four trigonometric functions.
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 DEFINITION 4.2 sin x . cos x cos x The cotangent function is defined by cot x = . sin x 1 . The secant function is defined by sec x = cos x 1 The cosecant function is defined by csc x = . sin x
 
 The tangent function is defined by tan x =
 
 REMARK 4.3 Most calculators have keys for the functions sin x, cos x and tan x, but not for the other three trigonometric functions. This reflects the central role that sin x, cos x and tan x play in applications. To calculate function values for the other three trigonometric functions, you can simply use the identities cot x = and
 
 1 , tan x
 
 sec x =
 
 csc x =
 
 1 . sin x
 
 We show graphs of these functions in Figures 0.44a–0.44d. Notice in each graph the locations of the vertical asymptotes. For the “co” functions cot x and csc x, the division by sin x causes vertical asymptotes at 0, ±π , ±2π and so on (where sin x = 0). For tan x and sec x, the division by cos x produces vertical asymptotes at ±π/2, ±3π/2, ±5π/2 and so on (where cos x = 0). Once you have determined the vertical asymptotes, the graphs are relatively easy to draw. Notice that tan x and cot x are periodic, of period π , while sec x and csc x are periodic, of period 2π .
 
 1 cos x
 
 y
 
 y
 
 x 2p w
 
 p
 
 q
 
 q
 
 p
 
 w
 
 x 2p w
 
 2p
 
 p
 
 q
 
 q
 
 FIGURE 0.44a
 
 FIGURE 0.44b
 
 y = tan x
 
 y = cot x
 
 2p w
 
 q
 
 p
 
 1 q 1
 
 w
 
 2p
 
 y
 
 y
 
 p
 
 p
 
 q
 
 x w
 
 2p
 
 2p w
 
 p
 
 w
 
 1 1
 
 x q
 
 p
 
 FIGURE 0.44c
 
 FIGURE 0.44d
 
 y = sec x
 
 y = csc x
 
 2p
 
 It is important to learn the effect of slight modifications of these functions. We present a few ideas here and in the exercises.
 
 EXAMPLE 4.2
 
 Altering Amplitude and Period
 
 Graph y = 2 sin x and y = sin 2x, and describe how each differs from the graph of y = sin x. (See Figure 0.45a.) Solution The graph of y = 2 sin x is given in Figure 0.45b. Notice that this graph is similar to the graph of y = sin x, except that the y-values oscillate between −2 and 2,
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 2
 
 2
 
 1 w
 
 q
 
 1 w
 
 q
 
 x
 
 x
 
 w
 
 q
 
 31
 
 y
 
 2
 
 1
 
 w
 
 ..
 
 q
 
 1
 
 1
 
 2
 
 2
 
 2p
 
 p
 
 x
 
 p
 
 2p
 
 1 2
 
 FIGURE 0.45a
 
 FIGURE 0.45b
 
 FIGURE 0.45c
 
 y = sin x
 
 y = 2 sin x
 
 y = sin (2x)
 
 instead of −1 and 1. Next, the graph of y = sin 2x is given in Figure 0.45c. In this case, the graph is similar to the graph of y = sin x, except that the period is π instead of 2π (so that the oscillations occur twice as fast). „ The results in example 4.2 can be generalized. For A > 0, the graph of y = A sin x oscillates between y = −A and y = A. In this case, we call A the amplitude of the sine curve. Notice that for any positive constant c, the period of y = sin cx is 2π/c. Similarly, for the function A cos cx, the amplitude is A and the period is 2π/c. The sine and cosine functions can be used to model sound waves. A pure tone (think of a tuning fork note) is a pressure wave described by the sinusoidal function A sin ct. (Here, we are using the variable t, since the air pressure is a function of time.) The amplitude A determines how loud the tone is perceived to be and the period determines the pitch of the note. In this setting, it is convenient to talk about the frequency f = c/2π. The higher the frequency is, the higher the pitch of the note will be. (Frequency is measured in hertz, where 1 hertz equals 1 cycle per second.) Note that the frequency is simply the reciprocal of the period.
 
 EXAMPLE 4.3
 
 Finding Amplitude, Period and Frequency
 
 Find the amplitude, period and frequency of (a) f (x) = 4 cos 3x and (b) g(x) = 2 sin(x/3). Solution (a) For f (x), the amplitude is 4, the period is 2π/3 and the frequency is 3/(2π ). (See Figure 0.46a.) (b) For g(x), the amplitude is 2, the period is 2π/(1/3) = 6π and the frequency is 1/(6π ). (See Figure 0.46b.) y
 
 y 4
 
 2
 
 x 2p
 
 o
 
 i
 
 i
 
 4
 
 o
 
 2p
 
 3p 2p p
 
 p
 
 x 2p 3p
 
 2
 
 FIGURE 0.46a
 
 FIGURE 0.46b
 
 y = 4 cos 3x
 
 y = 2 sin (x/3)
 
 „
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 There are numerous formulas or identities that are helpful in manipulating the trigonometric functions. You should observe that, from the definition of sin θ and cos θ (see Figure 0.42), the Pythagorean Theorem gives us the familiar identity sin2 θ + cos2 θ = 1, since the hypotenuse of the indicated triangle is 1. This is true for any angle θ . In addition, sin(−θ ) = − sin θ
 
 cos(−θ ) = cos θ.
 
 and
 
 We list several important identities in Theorem 4.2.
 
 THEOREM 4.2 For any real numbers α and β, the following identities hold: sin (α + β) = sin α cos β + sin β cos α cos (α + β) = cos α cos β − sin α sin β sin2 α = 12 (1 − cos 2α)
 
 (4.1) (4.2) (4.3) (4.4)
 
 cos2 α = 12 (1 + cos 2α).
 
 From the basic identities summarized in Theorem 4.2, numerous other useful identities can be derived. We derive two of these in example 4.4.
 
 EXAMPLE 4.4
 
 Deriving New Trigonometric Identities
 
 Derive the identities sin 2θ = 2 sin θ cos θ and cos 2θ = cos2 θ − sin2 θ . Solution These can be obtained from formulas (4.1) and (4.2), respectively, by substituting α = θ and β = θ . Alternatively, the identity for cos 2θ can be obtained by subtracting equation (4.3) from equation (4.4). „ Two kinds of combinations of sine and cosine functions are especially important in applications. In the first type, a sine and cosine with the same period but different amplitudes are added.
 
 EXAMPLE 4.5
 
 Combinations of Sines and Cosines
 
 Graph f (x) = 3 cos x + 4 sin x and describe the resulting graph. Solution You should get something like the graph in Figure 0.47. Notice that the graph looks very much like a sine curve with period 2π and amplitude 5, but it has been shifted about 0.75 unit to the left. Alternatively, you could say that it looks like a cosine curve, shifted about 1 unit to the right. Using the appropriate identity, you can verify these guesses. y
 
 4
 
 ⫺3p
 
 ⫺2p
 
 ⫺p
 
 p
 
 x 2p
 
 3p
 
 ⫺4
 
 FIGURE 0.47 y = 3 cos x + 4 sin x „
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 Writing Combinations of Sines and Cosines as a Single Sine Term
 
 Prove that 4 sin x + 3 cos x = 5 sin(x + β) for some constant β and estimate the value of β. Solution Using equation (4.1), we have 4 sin x + 3 cos x = 5 sin(x + β) = 5 sin x cos β + 5 sin β cos x, if
 
 5 cos β = 4
 
 and
 
 5 sin β = 3.
 
 This will occur if we can choose a value of β so that cos β = 45 and sin β = 35 . By the Pythagorean Theorem, this is possible only if sin2 β + cos2 β = 1. In this case, we have 2 2 3 4 + sin2 β + cos2 β = 5 5 =
 
 9 16 25 + = = 1, 25 25 25
 
 as desired. For the moment, the only way to estimate β is by trial and error. Using your calculator or computer, you should find that one solution is β ≈ 0.6435 radians (about 36.9 degrees). „ We next explore adding functions of different periods (one of the principles behind music synthesizers).
 
 y 2
 
 EXAMPLE 4.7
 
 1 ⫺2p
 
 ⫺p
 
 p
 
 x 2p
 
 ⫺1 ⫺2
 
 FIGURE 0.48a y = cos 3x + sin 4x y 2 1 x
 
 ⫺10
 
 10 ⫺1 ⫺2
 
 FIGURE 0.48b y = cos π x + sin 4x
 
 Combinations of Sines and Cosines of Different Periods
 
 Graph (a) f (x) = cos 3x + sin 4x and (b) g(x) = cos π x + sin 4x and describe each graph. Determine the period if the function is periodic. Solution (a) We give a graph of y = f (x) in Figure 0.48a. This is certainly more complicated than the usual sine or cosine graph, but you should be able to identify a repetition with a period of about 6 (which is close to 2π ). To determine the actual period, note that the period of cos 3x is 2π and the period of sin 4x is 2π . This says that 3 4 2π 4π 6π 4π 6π 8π , , 4 , 4 and so cos 3x repeats at 3 , 3 , 3 and so on. Similarly, sin 4x repeats at 2π 4 4 6π 8π on. Note that both 3 and 4 equal 2π . Since both terms repeat every 2π units, the function f has a period of 2π . (b) The graph of g is even more complicated, as you can see in Figure 0.48b. In the graphing window shown (−10 ≤ x ≤ 10 and −2 ≤ y ≤ 2), this does not appear to be a periodic function, although it’s not completely different from the graph of f. To try to find a period, you should note that cos π x has a period of 2π = 2 and so repeats at π intervals of width 2, 4, 6 and so on. On the other hand, sin 4x repeats at intervals of width 2π , 4π and so on. The function is periodic if and only if there are numbers 4 4 , common to both lists. Since 2, 4, 6, . . . are all rational numbers and the numbers 2π 4 4π , . . . are all irrational, there can’t be any numbers in both lists. We conclude that g is 4 not periodic. „ In many applications, we need to calculate the length of one side of a right triangle using the length of another side and an acute angle (i.e., an angle between 0 and π2 radians). We can do this rather easily, as in example 4.8.
 
 EXAMPLE 4.8
 
 Finding the Height of a Tower
 
 A person 100 feet from the base of a radio tower measures an angle of 60◦ from the ground to the top of the tower. (See Figure 0.49.) Find the height of the tower.
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 Solution First, we convert 60◦ to radians: π π 60◦ = 60 = radians. 180 3 h
 
 sin u
 
 We are given that the base of the triangle in Figure 0.49 is 100 feet. We must now compute the height of the tower h. Using the similar triangles indicated in Figure 0.49, we have that
 
 l
 
 sin θ h = , cos θ 100
 
 u cos u
 
 100 ft
 
 so that the height of the tower is
 
 FIGURE 0.49 Height of a tower
 
 h = 100
 
 √ π sin θ = 100 tan θ = 100 tan = 100 3 ≈ 173 feet. cos θ 3 „
 
 EXERCISES 0.4 WRITING EXERCISES 1. Many students are comfortable using degrees to measure angles and don’t understand why they must learn radian measures. As discussed in the text, radians directly measure distance along the unit circle. Distance is an important aspect of many applications. In addition, we will see later that many calculus formulas are simpler in radians form than in degrees. Aside from familiarity, discuss any and all advantages of degrees over radians. On balance, which is better?
 
 In exercises 5–14, find all solutions of the given equation. 5. 2 cos x − 1 = 0 √ 7. 2 cos x − 1 = 0
 
 6. 2 sin x + 1 = 0 √ 8. 2 sin x − 3 = 0
 
 9. sin2 x − 4 sin x + 3 = 0
 
 10. sin2 x − 2 sin x − 3 = 0
 
 11. sin2 x + cos x − 1 = 0
 
 12. sin 2x − cos x = 0
 
 13. cos2 x + cos x = 0
 
 14. sin2 x − sin x = 0
 
 ............................................................ In exercises 15–24, sketch a graph of the function.
 
 2. A student graphs f (x) = cos x on a graphing calculator and gets what appears to be a straight line at height y = 1 instead of the usual cosine curve. Upon investigation, you discover that the calculator has graphing window −10 ≤ x ≤ 10, −10 ≤ y ≤ 10 and is in degrees mode. Explain what went wrong and how to correct it.
 
 15. f (x) = sin 3x
 
 16. f (x) = cos 3x
 
 17. f (x) = tan 2x
 
 18. f (x) = sec 3x
 
 19. f (x) = 3 cos (x − π/2)
 
 20. f (x) = 4 cos (x + π )
 
 21. f (x) = sin 2x − 2 cos 2x
 
 22. f (x) = cos 3x − sin 3x
 
 23. f (x) = sin x sin 12x
 
 24. f (x) = sin x cos 12x
 
 3. In example 4.3, f (x) = 4 cos 3x has period 2π/3 and g(x) = 2 sin (x/3) has period 6π . Explain why the sum h(x) = 4 cos 3x + 2 sin (x/3) has period 6π.
 
 ............................................................
 
 4. The trigonometric functions can be defined in terms of the unit circle (as done in the text) or in terms of right triangles for angles between 0 and π2 radians. In calculus and most scientific applications, the trigonometric functions are used to model periodic phenomena (quantities that repeat). Given that we want to emphasize the periodic nature of the functions, explain why we would prefer the circular definitions to the triangular definitions.
 
 In exercises 25–32, identify the amplitude, period and frequency. 25. f (x) = 3 sin 2x
 
 26. f (x) = 2 cos 3x
 
 27. f (x) = 5 cos 3x
 
 28. f (x) = 3 sin 5x
 
 29. f (x) = 3 cos (2x − π/2)
 
 30. f (x) = 4 sin (3x + π )
 
 31. f (x) = −4 sin x
 
 32. f (x) = −2 cos 3x
 
 ............................................................ In exercises 33–36, prove that the given trigonometric identity is true. 33. sin (α − β) = sin α cos β − sin β cos α
 
 In exercises 1 and 2, convert the given radians measure to degrees. 1. (a) 2. (a)
 
 π 4 3π 5
 
 π 3 (b) π7
 
 (b)
 
 (c)
 
 π 6
 
 (c) 2
 
 (d)
 
 4π 3
 
 (d) 3
 
 In exercises 3 and 4, convert the given degrees measure to radians. 4. (a) 40◦
 
 (b) 270◦ (b) 80◦
 
 (c) 120◦ (c) 450◦
 
 35. (a) cos (2θ) = 2 cos2 θ − 1
 
 (b) cos (2θ ) = 1 − 2 sin2 θ
 
 36. (a) sec2 θ = tan2 θ + 1
 
 (b) csc2 θ = cot2 θ + 1
 
 ............................................................
 
 ............................................................
 
 3. (a) 180◦
 
 34. cos (α − β) = cos α cos β + sin α sin β
 
 (d) 30◦ (d) 390◦
 
 ............................................................
 
 37. Prove that, for some constant β, 4 cos x − 3 sin x = 5 cos (x + β). Then, estimate the value of β. 38. Prove that, for some constant β, √ 2 sin x + cos x = 5 sin (x + β). Then, estimate the value of β.
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 In exercises 39–42, determine whether the function is periodic. If it is periodic, find the smallest (fundamental) period. 39. f (x) = cos 2x + 3 sin π x √ 40. f (x) = sin x − cos 2x 41. f (x) = sin 2x − cos 5x 42. f (x) = cos 3x − sin 7x
 
 ............................................................ In exercises 43–46, use the range for θ to determine the indicated function value. 43. sin θ = 13 , 0 ≤ θ ≤ 44. cos θ = 45. sin θ = 46. sin θ =
 
 4 ,0 5 1 π , 2 2 1 π , 2 2
 
 π ; 2 π ; 2
 
 find cos θ .
 
 ≤θ ≤ find sin θ . ≤ θ ≤ π; find cos θ. ≤ θ ≤ π; find tan θ .
 
 ............................................................ In exercises 47–50, use a graphing calculator or computer to determine the number of solutions of each equation, and numerically estimate the solutions (x is in radians). 47. 3 sin x = x − 1 49. cos x = x 2 − 2
 
 48. 3 sin x = x 50. sin x = x 2
 
 APPLICATIONS 51. A person sitting 2 miles from a rocket launch site measures 20◦ up to the current location of the rocket. How high up is the rocket? 52. A person who is 6 feet tall stands 4 feet from the base of a light pole and casts a 2-foot-long shadow. How tall is the light pole? 53. A surveyor stands 80 feet from the base of a building and measures an angle of 50◦ to the top of the steeple on top of the building. The surveyor figures that the center of the steeple lies 20 feet inside the front of the structure. Find the distance from the ground to the top of the steeple. 54. Suppose that the surveyor of exercise 53 estimates that the center of the steeple lies between 20 and 21 inside the front of the structure. Determine how much the extra foot would change the calculation of the height of the building. 55. In an AC circuit, the voltage is given by v(t) = v p sin(2π ft), where v p is the peak voltage and f is the frequency in Hz. A voltmeter actually measures an√average (called the root-meansquare) voltage, equal to v p / 2. If the voltage has amplitude 170 and period π/30, find the frequency and meter voltage. 56. An old-style LP record player rotates records at 33 13 rpm (revolutions per minute). What is the period (in minutes) of the rotation? What is the period for a 45-rpm record? 57. Suppose that the ticket sales of an airline (in of  thousands  dollars) is given by s(t) = 110 + 2t + 15 sin 16 πt , where t is measured in months. What real-world phenomenon might cause the fluctuation in ticket sales modeled by the sine term? Based on your answer, what month corresponds to t = 0? Disregarding seasonal fluctuations, by what amount is the airline’s sales increasing annually? 58. Piano tuners sometimes start by striking a tuning fork and then the corresponding piano key. If the tuning fork and piano
 
 ..
 
 Trigonometric Functions
 
 35
 
 note each have frequency 8, then the resulting sound is sin 8t + sin 8t. Graph this. If the piano is slightly out-oftune at frequency 8.1, the resulting sound is sin 8t + sin 8.1t. Graph this and explain how the piano tuner can hear the small difference in frequency. 59. Many graphing calculators and computers will “graph” inequalities by shading in all points (x, y) for which the inequality is true. If you have access to this capability, graph the inequality sin x < cos y. 60. Calculator and computer graphics can be inaccurate. Using an initial graphing window of −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1, tan x − x . Describe the behavior of the graph graph f (x) = x3 near x = 0. Zoom in closer and closer to x = 0, using a window with −0.001 ≤ x ≤ 0.001, then −0.0001 ≤ x ≤ 0.0001, then −0.00001 ≤ x ≤ 0.00001 and so on, until the behavior near x = 0 appears to be different. We don’t want to leave you hanging: the initial graph gives you good information and the tightly zoomed graphs are inaccurate due to the computer’s inability to compute tan x exactly.
 
 EXPLORATORY EXERCISES 1. In his book and video series The Ring of Truth, physicist Philip Morrison performed an experiment to estimate the circumference of the Earth. In Nebraska, he measured the angle to a bright star in the sky, then drove 370 miles due south into Kansas and measured the new angle to the star. Some geometry shows that the difference in angles, about 5.02◦ , equals the angle from the center of the Earth to the two locations in Nebraska and Kansas. If the Earth is perfectly spherical (it’s not) and the circumference of the portion of the circle measured out by 5.02◦ is 370 miles, estimate the circumference of the Earth. This experiment was based on a similar experiment by the ancient Greek scientist Eratosthenes. The ancient Greeks and the Spaniards of Columbus’ day knew that the Earth was round; they just disagreed about the circumference. Columbus argued for a figure about half of the actual value, since a ship couldn’t survive on the water long enough to navigate the true distance. 2. Computer graphics can be misleading. This exercise works best using a “disconnected” graph (individual dots, not connected). Graph y = sin x 2 using a graphing window for which each pixel represents a step of 0.1 in the x- or y-direction. You should get the impression of a sine wave that oscillates more and more rapidly as you move to the left and right. Next, change the graphing window so that the middle of the original screen (probably x = 0) is at the far left of the new screen. You will likely see what appears to be a random jumble of dots. Continue to change the graphing window by increasing the x-values. Describe the patterns or lack of patterns that you see. You should find one pattern that looks like two rows of dots across the top and bottom of the screen; another pattern looks like the original sine wave. For each pattern that you find, pick adjacent points with x-coordinates a and b. Then change the graphing window so that a ≤ x ≤ b and find the portion of the graph that is missing. Remember that, whether the points are connected or not, computer graphs always leave out part of the graph; it is part of your job to know whether or not the missing part is important.
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 TRANSFORMATIONS OF FUNCTIONS You are now familiar with a number of functions, including polynomials, rational functions and trigonometric functions. One important goal of this course is to more fully understand the properties of these functions. To a large extent, you will build your understanding by examining a few key properties of functions. We expand on our list of functions by combining them. We begin in a straightforward fashion with Definition 5.1.
 
 DEFINITION 5.1 Suppose that f and g are functions with domains D1 and D2 , respectively. The functions f + g, f − g and f · g are defined by ( f + g)(x) = f (x) + g(x), ( f − g)(x) = f (x) − g(x) ( f · g)(x) = f (x) · g(x),
 
 and
 
 f for all x in D1 ∩ D2 (i.e., x ∈ D1 , and x ∈ D2 ). The function is defined by g 
 
 f (x) f (x) = , g g(x) for all x in D1 ∩ D2 such that g(x) = 0. In example 5.1, we examine various combinations of several simple functions.
 
 EXAMPLE 5.1
 
 Combinations of Functions
 
 If f (x) = x − 3 and g(x) =
 
 √
 
 x − 1, determine the functions f + g, 3 f − g and
 
 f , g
 
 stating the domains of each. Solution First, note that the domain of f is the entire real line and the domain of g is the set of all x ≥ 1. Now, √ ( f + g)(x) = x − 3 + x − 1 √ √ and (3 f − g)(x) = 3(x − 3) − x − 1 = 3x − 9 − x − 1. Notice that the domain of both ( f + g) and (3 f − g) is {x ∈ R | x ≥ 1}. For 
 
 f f (x) x −3 , (x) = =√ g g(x) x −1 the domain is {x ∈ R | x > 1}, where we have added the restriction x = 1 to avoid dividing by 0. „ Definition 5.1 and example 5.1 show us how to do arithmetic with functions. An operation on functions that does not directly correspond to arithmetic is the composition of two functions.
 
 DEFINITION 5.2 The composition of functions f and g, written f ◦ g, is defined by ( f ◦ g)(x) = f (g(x)), for all x such that x is in the domain of g and g(x) is in the domain of f .
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 37
 
 The composition of two functions is a two-step process, as indicated in the margin schematic. Be careful to notice what this definition is saying. In particular, for f (g(x)) to be defined, you first need g(x) to be defined, so x must be in the domain of g. Next, f must be defined at the point g(x), so that the number g(x) will need to be in the domain of f.
 
 f (g(x))
 
 g(x)
 
 EXAMPLE 5.2
 
 Finding the Composition of Two Functions
 
 For f (x) = x 2 + 1 and g(x) = identify the domain of each.
 
 g
 
 x
 
 ..
 
 √
 
 x − 2, find the compositions f ◦ g and g ◦ f and
 
 Solution First, we have
 
 √ ( f ◦ g)(x) = f (g(x)) = f ( x − 2) √ = ( x − 2)2 + 1 = x − 2 + 1 = x − 1.
 
 ( f ◦ g)(x) = f (g(x))
 
 It’s tempting to write that the domain of f ◦ g is the entire real line, but look more carefully. Note that for x to be in the domain of g, we must have x ≥ 2. The domain of f is the whole real line, so this places no further restrictions on the domain of f ◦ g. Even though the final expression x − 1 is defined for all x, the domain of ( f ◦ g) is {x ∈ R | x ≥ 2}. For the second composition, (g ◦ f )(x) = g( f (x)) = g(x 2 + 1)   = (x 2 + 1) − 2 = x 2 − 1. The resulting square root requires x 2 − 1 ≥ 0 or |x|  ≥ 1. Since the “inside” function f is defined for all x, the domain of g ◦ f is {x ∈ R|x| ≥ 1}, which we write in interval notation as (−∞, −1] ∪ [1, ∞). „ As you progress through the calculus, you will often need to recognize that a given function is a composition of simpler functions.
 
 y 10
 
 EXAMPLE 5.3
 
 8
 
 Identify functions f and g√such that the given function can be written as ( f ◦ g)(x) for √ each of (a) x 2 + 1, (b) ( x + 1)2 , (c) sin x 2 and (d) cos2 x. Note that more than one answer is possible for each function.
 
 6 4 2 4
 
 x
 
 2
 
 2
 
 4
 
 FIGURE 0.50a y = x2
 
 10 8 6
 
 2
 
 2 Solution (a) Notice that x√ + 1 is inside the square root. So, one choice is to have 2 g(x) = x + 1√and f (x) = x. √ (b) Here, x + 1 is inside the square. So, one choice is g(x) = x + 1 and f (x) = x 2 . (c) The function can be rewritten as sin (x 2 ), with x 2 clearly inside the sine function. Then, g(x) = x 2 and f (x) = sin x is one choice. (d) The function as written is shorthand for (cos x)2 . So, one choice is g(x) = cos x and f (x) = x 2 . „
 
 In general, it is quite difficult to take the graphs of f and g and produce the graph of f ◦ g. If one of the functions f and g is linear, however, there is a simple graphical procedure for graphing the composition. Such linear transformations are explored in the remainder of this section. The first case is to take the graph of f (x) and produce the graph of f (x) + c for some constant c. You should be able to deduce the general result from example 5.4.
 
 y
 
 4
 
 Identifying Compositions of Functions
 
 4
 
 EXAMPLE 5.4
 
 2
 
 Graph y = x and y = x 2 + 3; compare and contrast the graphs.
 
 Vertical Translation of a Graph
 
 2
 
 x 2
 
 FIGURE 0.50b y = x2 + 3
 
 4
 
 Solution You can probably sketch these by hand. You should get graphs like those in Figures 0.50a and 0.50b. Both figures show parabolas opening upward. The main obvious difference is that y = x 2 has a y-intercept of 0 and y = x 2 + 3 has a y-intercept of 3. In fact, for any given value of x, the point on the graph of y = x 2 + 3 will be plotted
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 exactly 3 units higher than the corresponding point on the graph of y = x 2 . This is shown in Figure 0.51a. y 25
 
 4
 
 y 25
 
 Move graph up 3 units
 
 20
 
 20
 
 15
 
 15
 
 10
 
 10
 
 5
 
 5 x
 
 2
 
 2
 
 4
 
 4
 
 x
 
 2
 
 2
 
 FIGURE 0.51a
 
 FIGURE 0.51b
 
 Translate graph up
 
 y = x 2 and y = x 2 + 3
 
 4
 
 In Figure 0.51b, the two graphs are shown on the same set of axes. To many people, it does not look like the top graph is the same as the bottom graph moved up 3 units. This is an unfortunate optical illusion. Humans usually mentally judge distance between curves as the shortest distance between the curves. For these parabolas, the shortest distance is vertical at x = 0 but becomes increasingly horizontal as you move away from the y-axis. The distance of 3 between the parabolas is measured vertically. „ In general, the graph of y = f (x) + c is the same as the graph of y = f (x) shifted up (if c > 0) or down (if c < 0) by |c| units. We usually refer to f (x) + c as a vertical translation (up or down, by |c| units). In example 5.5, we explore what happens if a constant is added to x.
 
 EXAMPLE 5.5
 
 A Horizontal Translation
 
 Compare and contrast the graphs of y = x 2 and y = (x − 1)2 . Solution The graphs are shown in Figures 0.52a and 0.52b, respectively. y
 
 y
 
 10
 
 10
 
 8
 
 8
 
 6
 
 6
 
 4
 
 4
 
 2 4
 
 x
 
 2
 
 2
 
 4
 
 4
 
 2
 
 x 2
 
 FIGURE 0.52a
 
 FIGURE 0.52b
 
 y = x2
 
 y = (x − 1)2
 
 4
 
 Notice that the graph of y = (x − 1)2 appears to be the same as the graph of y = x 2 , except that it is shifted 1 unit to the right. This should make sense for the following reason. Pick a value of x, say, x = 13. The value of (x − 1)2 at x = 13 is 122 , the same as the value of x 2 at x = 12, 1 unit to the left. Observe that this same pattern holds for any x you choose. A simultaneous plot of the two functions shows this. (See Figure 0.53.) „
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 y
 
 Move graph to the right one unit
 
 8 6 4
 
 2
 
 39
 
 To avoid confusion on which way to translate the graph of y = f (x), focus on what makes the argument (the quantity inside the parentheses) zero. For f (x), this is x = 0, but for f (x − c) you must have x = c to get f (0) [i.e., the same y-value as f (x) when x = 0]. This says that the point on the graph of y = f (x) at x = 0 corresponds to the point on the graph of y = f (x − c) at x = c.
 
 x
 
 2
 
 Transformations of Functions
 
 In general, for c > 0, the graph of y = f (x − c) is the same as the graph of y = f (x) shifted c units to the right. Likewise (again, for c > 0), you get the graph of y = f (x + c) by moving the graph of y = f (x) to the left c units. We usually refer to f (x − c) and f (x + c) as horizontal translations (to the right and left, respectively, by c units).
 
 10
 
 4
 
 ..
 
 4
 
 FIGURE 0.53
 
 EXAMPLE 5.6
 
 Translation to the right
 
 Comparing Vertical and Horizontal Translations
 
 Given the graph of y = f (x) shown in Figure 0.54a, sketch the graphs of y = f (x) − 2 and y = f (x − 2). Solution To graph y = f (x) − 2, simply translate the original graph down 2 units, as shown in Figure 0.54b. To graph y = f (x − 2), simply translate the original graph to the right 2 units (so that the x-intercept at x = 0 in the original graph corresponds to an x-intercept at x = 2 in the translated graph), as seen in Figure 0.54c. y
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 FIGURE 0.54a
 
 FIGURE 0.54b
 
 FIGURE 0.54c
 
 y = f (x)
 
 y = f (x) − 2
 
 y = f (x − 2)
 
 „
 
 5
 
 Example 5.7 explores the effect of multiplying or dividing x or y by a constant.
 
 EXAMPLE 5.7
 
 Comparing Some Related Graphs
 
 Compare and contrast the graphs of y = x 2 − 1, y = 4(x 2 − 1) and y = (4x)2 − 1. Solution The first two graphs are shown in Figures 0.55a and 0.55b, respectively. y
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 FIGURE 0.55a
 
 FIGURE 0.55b
 
 FIGURE 0.55c
 
 y = x2 − 1
 
 y = 4(x 2 − 1)
 
 y = x 2 − 1 and y = 4(x 2 − 1)
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 These graphs look identical until you compare the scales on the y-axes. The scale in Figure 0.55b is four times as large, reflecting the multiplication of the original function by 4. The effect looks different when the functions are plotted on the same scale, as in Figure 0.55c. Here, the parabola y = 4(x 2 − 1) looks thinner and has a different y-intercept. Note that the x-intercepts remain the same. (Why would that be?) The graphs of y = x 2 − 1 and y = (4x)2 − 1 are shown in Figures 0.56a and 0.56b, respectively. y
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 FIGURE 0.56a
 
 FIGURE 0.56b
 
 FIGURE 0.56c
 
 y = x2 − 1
 
 y = (4x)2 − 1
 
 y = x 2 − 1 and y = (4x)2 − 1
 
 Can you spot the difference here? In this case, the x-scale has now changed, by the same factor of 4 as in the function. To see this, note that substituting x = 1/4 into (4x)2 − 1 produces (1)2 − 1, exactly the same as substituting x = 1 into the original function. When plotted on the same set of axes (as in Figure 0.56c), the parabola y = (4x)2 − 1 looks thinner. Here, the x-intercepts are different, but the y-intercepts are the same. „
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 4
 
 FIGURE 0.57a y = x2 y
 
 We can generalize the observations made in example 5.7. Before reading our explanation, try to state a general rule for yourself. How are the graphs of y = c f (x) and y = f (cx) related to the graph of y = f (x)? Based on example 5.7, notice that to obtain a graph of y = c f (x) for some constant c > 0, you can take the graph of y = f (x) and multiply the scale on the y-axis by c. To obtain a graph of y = f (cx), for some constant c > 0, you can take the graph of y = f (x) and multiply the scale on the x-axis by 1/c. These basic rules can be combined to understand more complicated graphs.
 
 EXAMPLE 5.8
 
 40
 
 Describe how to get the graph of y = 2x 2 − 3 from the graph of y = x 2 .
 
 20
 
 Solution You can get from x 2 to 2x 2 − 3 by multiplying by 2 and then subtracting 3. In terms of the graph, this has the effect of multiplying the y-scale by 2 and then shifting the graph down by 3 units. (See the graphs in Figures 0.57a and 0.57b.) „
 
 EXAMPLE 5.9 4
 
 A Translation and a Stretching
 
 x
 
 2
 
 2
 
 FIGURE 0.57b y = 2x − 3 2
 
 4
 
 A Translation in Both x - and y -Directions
 
 Describe how to get the graph of y = x 2 + 4x + 3 from the graph of y = x 2 . Solution We can again relate this (and the graph of every quadratic function) to the graph of y = x 2 . We must first complete the square. Recall that in this process, you take the coefficient of x (4), divide by 2 (4/2 = 2) and square the result (22 = 4). Add and subtract this number and then, rewrite the x-terms as a perfect square. We have y = x 2 + 4x + 3 = (x 2 + 4x + 4) − 4 + 3 = (x + 2)2 − 1.
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 To graph this function, take the parabola y = x 2 (see Figure 0.58a) and translate the graph 2 units to the left and 1 unit down. (See Figure 0.58b.) y
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 2
 
 FIGURE 0.58a
 
 FIGURE 0.58b
 
 y = x2
 
 y = (x + 2)2 − 1
 
 „
 
 The following table summarizes our discoveries in this section. Transformations of f (x) Transformation
 
 Form
 
 Effect on Graph
 
 Vertical translation
 
 f (x) + c
 
 |c| units up (c > 0) or down (c < 0)
 
 Horizontal translation
 
 f (x + c)
 
 |c| units left (c > 0) or right (c < 0)
 
 Vertical scale
 
 c f (x) (c > 0)
 
 multiply vertical scale by c
 
 Horizontal scale
 
 f (cx) (c > 0)
 
 divide horizontal scale by c
 
 You will explore additional transformations in the exercises.
 
 EXERCISES 0.5 WRITING EXERCISES 1. The restricted domain of example 5.2 may be puzzling. Consider the following analogy. Suppose you have an airplane flight from New York to Los Angeles with a stop for refueling in Minneapolis. If bad weather has closed the airport in Minneapolis, explain why your flight will be canceled (or at least rerouted) even if the weather is great in New York and Los Angeles. 2. Explain why the graphs of y = 4(x 2 − 1) and y = (4x)2 − 1 in Figures 0.55c and 0.56c appear “thinner” than the graph of y = x 2 − 1. 3. As illustrated in example 5.9, completing the square can be used to rewrite any quadratic function in the form a(x − d)2 + e. Using the transformation rules in this section, explain why this means that all parabolas (with a > 0) will look essentially the same. 4. Explain why the graph of y = f (x + 4) is obtained by moving the graph of y = f (x) four units to the left, instead of to the right.
 
 In exercises 1–6, find the compositions f ◦ g and g ◦ f , and identify their respective domains. √ 1. f (x) = x + 1, g(x) = x − 3 √ 2. f (x) = x − 2, g(x) = x + 1 3. f (x) = x1 , √ 4. f (x) = 1 − x,
 
 g(x) = tan x
 
 5. f (x) = x 2 + 1,
 
 g(x) = sin x
 
 6. f (x) =
 
 g(x) = x 3 + 4
 
 1 , x2 − 1
 
 g(x) = x 2 − 2
 
 ............................................................ In exercises 7–14, identify functions f(x) and g(x) such that the given function equals ( f ◦ g)(x). 7.
 
 √
 
 x4 + 1
 
 1 +1 x2 13. sin3 x 10.
 
 8.
 
 √ 3
 
 x +3
 
 11. (4x + 1)2 + 3
 
 9.
 
 1 x2 + 1
 
 12. 4 (x + 1)2 + 3
 
 14. sin x 3
 
 ............................................................
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 In exercises 15–20, identify functions f (x), g(x) and h(x) such that the given function equals [ f ◦ (g ◦ h)] (x). 15. √
 
 3
 
 16.
 
 sin x + 2 √ 18. tan x 2 + 1
 
 √
 
 17. cos3 (4x − 2)
 
 x4 + 1
 
 In exercises 43–46, graph the given function and compare to the graph of y  x 2 – 1. 43. f (x) = −2(x 2 − 1)
 
 44. f (x) = −3(x 2 − 1)
 
 45. f (x) = −3(x − 1) + 2
 
 46. f (x) = −2(x 2 − 1) − 1
 
 2
 
 19. 4 cos (x ) − 5 2
 
 20. [tan (3x + 1)]
 
 2
 
 ............................................................ In exercises 21–28, use the graph of y  f (x) given in the figure to graph the indicated function.
 
 ............................................................ In exercises 47–50, graph the given function and compare to the graph of y  (x − 1)2 − 1  x 2 − 2x. 47. f (x) = (−x)2 − 2(−x)
 
 21. f (x) − 3
 
 22. f (x + 2)
 
 23. f (x − 3)
 
 48. f (x) = −(−x)2 + 2(−x)
 
 24. f (x) + 2
 
 25. f (2x)
 
 26. 3 f (x)
 
 49. f (x) = (−x + 1)2 + 2(−x + 1)
 
 27. −3 f (x) + 2
 
 28. 3 f (x + 2)
 
 ............................................................
 
 y
 
 51. Based on exercises 43–46, state a rule for transforming the graph of y = f (x) into the graph of y = c f (x) for c < 0.
 
 10
 
 52. Based on exercises 47–50, state a rule for transforming the graph of y = f (x) into the graph of y = f (cx) for c < 0.
 
 8
 
 53. Sketch the graph of y = |x|3 . Explain why the graph of y = |x|3 is identical to that of y = x 3 to the right of the y-axis. For y = |x|3 , describe how the graph to the left of the y-axis compares to the graph to the right of the y-axis. In general, describe how to draw the graph of y = f (|x|) given the graph of y = f (x).
 
 6 4 2 4
 
 2
 
 x 2
 
 4
 
 2
 
 ............................................................ In exercises 29–36, use the graph of y  f (x) given in the figure to graph the indicated function. 29. f (x − 4)
 
 30. f (x + 3)
 
 31. f (2x)
 
 32. f (2x − 4)
 
 33. f (3x + 3)
 
 34. 3 f (x)
 
 35. 2 f (x) − 4
 
 36. 3 f (x) + 3 y 10 5
 
 4
 
 x
 
 2
 
 50. f (x) = (−3x)2 − 2(−3x) − 3
 
 2
 
 4
 
 5 10
 
 ............................................................
 
 54. For y = x 3 , describe how the graph to the left of the y-axis compares to the graph to the right of the y-axis. Show that for f (x) = x 3 , we have f (−x) = − f (x). In general, if you have the graph of y = f (x) to the right of the y-axis and f (−x) = − f (x) for all x, describe how to graph y = f (x) to the left of the y-axis. 55. Iterations of functions are important in a variety of applications. To iterate f (x), start with an initial value x0 and compute x1 = f (x0 ), x2 = f (x1 ), x3 = f (x2 ) and so on. For example, with f (x) = cos x and x0 = 1, the iterates are x1 = cos 1 ≈ 0.54, x2 = cos x1 ≈ cos 0.54 ≈ 0.86, x3 ≈ cos 0.86 ≈ 0.65 and so on. Keep computing iterates and show that they get closer and closer to 0.739085. Then pick your own x0 (any number you like) and show that the iterates with this new x0 also get closer and closer to 0.739085. 56. Referring to exercise 55, show that the iterates of a function can be written as x1 = f (x0 ), x2 = f ( f (x0 )), x3 = f ( f ( f (x0 ))) and so on. Graph y = cos (cos x), y = cos (cos (cos x)) and y = cos (cos (cos (cos x))). The graphs should look more and more like a horizontal line. Use the result of exercise 55 to identify the limiting line. 57. Compute several iterates of f (x) = sin x (see exercise 55) with a variety of starting values. What happens to the iterates in the long run? 58. Repeat exercise 57 for f (x) = x 2 .
 
 In exercises 37–42, complete the square and explain how to transform the graph of y  x 2 into the graph of the given function. 37. f (x) = x 2 + 2x + 1
 
 38. f (x) = x 2 − 4x + 4
 
 39. f (x) = x 2 + 2x + 4
 
 40. f (x) = x 2 − 4x + 2
 
 41. f (x) = 2x 2 + 4x + 4
 
 42. f (x) = 3x 2 − 6x + 2
 
 59. In cases where the iterates of a function (see exercise 55) repeat a single number, that number is called a fixed point. Explain why any fixed point must be a solution of the equation f (x) = x. Find all fixed points of f (x) = cos x by solving the equation cos x = x. Compare your results to that of exercise 55. 60. Find all fixed points of f (x) = sin x (see exercise 59). Compare your results to those of exercise 57.
 
 ............................................................
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 EXPLORATORY EXERCISES 1. You have explored how completing the square can transform any quadratic function into the form y = a(x − d)2 + e. We concluded that all parabolas with a > 0 look alike. To see that the same statement is not true of cubic polynomials, graph y = x 3 and y = x 3 − 3x. In this exercise, you will use completing the cube to determine how many different cubic graphs there are. To see what “completing the cube” would look like, first show that (x + a)3 = x 3 + 3ax 2 + 3a 2 x + a 3 . Use this result to transform the graph of y = x 3 into the graphs of (a) y = x 3 − 3x 2 + 3x − 1 and (b) y = x 3 − 3x 2 + 3x + 2. Show that you can’t get a simple transformation to y = x 3 − 3x 2 + 4x − 2. However, show that y = x 3 − 3x 2 + 4x − 2 can be obtained from y = x 3 + x by basic transformations. Show that the following statement is true: any cubic function (y = ax 3 + bx 2 + cx + d) can be obtained with basic transformations from y = ax 3 + kx for some constant k. 2. In many applications, it is important to take a section of a graph (e.g., some data) and extend it for predictions or other analysis. For example, suppose you have an electronic signal
 
 Review Exercises
 
 43
 
 equal to f (x) = 2x for 0 ≤ x ≤ 2. To predict the value of the signal at x = −1, you would want to know whether the signal was periodic. If the signal is periodic, explain why f (−1) = 2 would be a good prediction. In some applications, you would assume that the function is even. That is, f (x) = f (−x) for all x. In this case, you want f (x) = 2(−x)= −2x for −2 ≤ x ≤ 0. −2x if −2 ≤ x ≤ 0 . Graph the even extension f (x) = 2x if 0 ≤ x ≤ 2 2 Find the even extension for (a) f (x) = x + 2x + 1, 0 ≤ x ≤ 2 and (b) f (x) = sin x, 0 ≤ x ≤ 2. 3. Similar to the even extension discussed in exploratory exercise 2, applications sometimes require a function to be odd; that is, f (−x) = − f (x). For f (x) = x 2 , 0 ≤ x ≤ 2, the odd extension requires that for −2 ≤ x ≤ 0, f (x) =  − f (−x) = −(−x)2 = −x 2 , so that −x 2 if −2 ≤ x ≤ 0 . Graph y = f (x) and disf (x) = x2 if 0 ≤ x ≤ 2 cuss how to graphically rotate the right half of the graph to get the left half of the graph. Find the odd extension for (a) f (x) = x 2 + 2x, 0 ≤ x ≤ 2 and (b) f (x) = 1 − cos x, 0 ≤ x ≤ 2.
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Slope of a line Domain Quadratic formula Graphing window Cosine function
 
 Parallel lines Rational function Intercepts Vertical Asymptote Periodic function
 
 Perpendicular lines Zero of a function Factor Theorem Sine function Composition
 
 In exercises 1 and 2, find the slope of the line through the given points. 1. (2, 3), (0, 7)
 
 2. (1, 4), (3, 1)
 
 ............................................................ In exercises 3 and 4, determine whether the lines are parallel, perpendicular or neither. 3. y = 3x + 1 and y = 3(x − 2) + 4 4. y = −2(x + 1) − 1 and y = 12 x + 2
 
 ............................................................ 5. Determine whether the points (1, 2), (2, 4) and (0, 6) form the vertices of a right triangle.
 
 TRUE OR FALSE State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true.
 
 6. The data represent populations at various times. Plot the points, discuss any patterns and predict the population at the next time: (0, 2100), (1, 3050), (2, 4100) and (3, 5050).
 
 1. For a graph, you can compute the slope using any two points and get the same value.
 
 7. Find an equation of the line through the points indicated in the graph that follows and compute the y-coordinate corresponding to x = 4.
 
 2. All graphs must pass the vertical line test. 3. A cubic function has a graph with one local maximum and one local minimum. 4. If f is a trigonometric function, then there is exactly one solution of the equation f (x) = 1. 5. The period of the function f (x) = sin(kx) is
 
 2π . k
 
 y 4
 
 2
 
 6. All quadratic functions have graphs that look like the parabola y = x 2.
 
 x 2
 
 4
 
 6
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch00
 
 44
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 0
 
 ..
 
 T1: OSO
 
 December 8, 2010
 
 LT (Late Transcendental)
 
 15:25
 
 Preliminaries
 
 0-44
 
 Review Exercises 8. For f (x) = x 2 − 3x − 4, compute f (0), f (2) and f (4).
 
 29. Find all vertical asymptotes of y =
 
 4x . x +2
 
 30. Find all vertical asymptotes of y =
 
 x −2 . x2 − x − 2
 
 ............................................................ In exercises 9 and 10, find an equation of the line with given slope and point. 9. m = − 13 ,
 
 (−1, −1)
 
 10. m = 14 ,
 
 ............................................................ In exercises 11 and 12, use the vertical line test to determine whether the curve is the graph of a function. y
 
 11.
 
 ............................................................
 
 (0, 2) In exercises 31–34, find or estimate all zeros of the given function. 31. f (x) = x 2 − 3x − 10
 
 32. f (x) = x 3 + 4x 2 + 3x
 
 33. f (x) = x 3 − 3x 2 + 2
 
 34. f (x) = x 4 − 3x − 2
 
 ............................................................ In exercises 35 and 36, determine the number of solutions. 35. sin x = x 3 √ 36. x 2 + 1 = x 2 − 1
 
 x
 
 ............................................................ 37. A surveyor stands 50 feet from a telephone pole and measures an angle of 34◦ to the top. How tall is the pole? 38. Find sin θ, given that 0 < θ 
 1 (x-values of 2, 1.1 and 1.01) and points with x < 1 (x-values of 0, 0.9 and 0.99), we compute the corresponding y-values using y = x 2 + 1 and get the slopes shown in the following table. Second Point (2, 5) (1.1, 2.21) (1.01, 2.0201)
 
 msec 5−2 =3 2−1 2.21 − 2 = 2.1 1.1 − 1 2.0201 − 2 = 2.01 1.01 − 1
 
 Second Point (0, 1) (0.9, 1.81) (0.99, 1.9801)
 
 msec 1−2 =1 0−1 1.81 − 2 = 1.9 0.9 − 1 1.9801 − 2 = 1.99 0.99 − 1
 
 Observe that in both columns, as the second point gets closer to (1, 2), the slope of the secant line gets closer to 2. A reasonable estimate of the slope of the curve at the point (1, 2) is then 2. „ In Chapter 2, we develop a powerful yet simple technique for computing such slopes exactly. We’ll see that (under certain circumstances) the secant lines approach a line (the tangent line) with the same slope as the curve at that point. Note what distinguishes the calculus problem from the corresponding algebra problem. The calculus problem involves something we call a limit. While we presently can only estimate the slope of a curve using a sequence of approximations, the limit allows us to compute the slope exactly.
 
 EXAMPLE 1.2
 
 Estimating the Slope of a Curve
 
 Estimate the slope of y = sin x at x = 0. Solution This turns out to be a very important problem, one that we will return to later. For now, choose a sequence of points on the graph of y = sin x near (0, 0) and compute the slopes of the secant lines joining those points with (0, 0). The following tables show one set of choices. y
 
 q
 
 q
 
 FIGURE 1.4 y = sin x
 
 x
 
 Second Point
 
 msec
 
 Second Point
 
 msec
 
 (1, sin 1) (0.1, sin 0.1) (0.01, sin 0.01)
 
 0.84147 0.99833 0.99998
 
 (−1, sin (−1)) (−0.1, sin (−0.1)) (−0.01, sin (−0.01))
 
 0.84147 0.99833 0.99998
 
 Note that as the second point gets closer and closer to (0, 0), the slope of the secant line (m sec ) appears to get closer and closer to 1. A good estimate of the slope of the curve at the point (0, 0) would then appear to be 1. Although we presently have no way of computing the slope exactly, this is consistent with the graph of y = sin x in Figure 1.4. Note that near (0, 0), the graph resembles that of y = x, a straight line of slope 1. „
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 A second problem requiring the power of calculus is that of computing distance along a curved path. While this problem is of less significance than our first example (both historically and in the development of the calculus), it provides a good indication of the need for mathematics beyond simple algebra. You should pay special attention to the similarities between the development of this problem and our earlier work with slope. Recall that the (straight-line) distance between two points (x1 , y1 ) and (x2 , y2 ) is  d{(x1 , y1 ), (x2 , y2 )} = (x2 − x1 )2 + (y2 − y1 )2 . For instance, the distance between the points (0, 1) and (3, 4) is  √ d{(0, 1), (3, 4)} = (3 − 0)2 + (4 − 1)2 = 3 2 ≈ 4.24264. However, this is not the only way we might want to compute the distance between these two points. For example, suppose that you needed to drive a car from (0, 1) to (3, 4) along a road that follows the curve y = (x − 1)2 . (See Figure 1.5a.) In this case, you don’t care about the straight-line distance connecting the two points, but only about how far you must drive along the curve (the length of the curve or arc length). y
 
 y (3, 4)
 
 4
 
 y (3, 4)
 
 4
 
 3
 
 3
 
 3
 
 2
 
 2
 
 2
 
 1
 
 1
 
 (0, 1)
 
 1
 
 2
 
 3
 
 4
 
 x
 
 (0, 1)
 
 1
 
 1 1.5 2
 
 3
 
 (3, 4)
 
 4
 
 4
 
 x
 
 (0, 1)
 
 (2, 1)
 
 1
 
 2
 
 FIGURE 1.5a
 
 FIGURE 1.5b
 
 FIGURE 1.5c
 
 y = (x − 1)2
 
 Two line segments
 
 Three line segments
 
 3
 
 4
 
 x
 
 √ Notice that the distance along the curve must be greater than 3 2 (the straight-line distance). Taking a cue from the slope problem, we can formulate a strategy for obtaining a sequence of increasingly accurate approximations. Instead of using just one line segment √ to get the approximation of 3 2, we could use two line segments, as in Figure 1.5b. Notice that the sum of the lengths of the two line segments appears to be a much better ap√ proximation to the actual length of the curve than the straight-line distance of 3 2. This distance is d2 = d{(0, 1), (1.5, 0.25)} + d{(1.5, 0.25), (3, 4)}   = (1.5 − 0)2 + (0.25 − 1)2 + (3 − 1.5)2 + (4 − 0.25)2 ≈ 5.71592. You’re probably way ahead of us by now. If approximating the length of the curve with two line segments gives an improved approximation, why not use three or four or more? Using the three line segments indicated in Figure 1.5c, we get the further improved approximation No. of Segments 1 2 3 4 5 6 7
 
 Distance 4.24264 5.71592 5.99070 6.03562 6.06906 6.08713 6.09711
 
 d3 = d{(0, 1), (1, 0)} + d{(1, 0), (2, 1)} + d{(2, 1), (3, 4)}    = (1 − 0)2 + (0 − 1)2 + (2 − 1)2 + (1 − 0)2 + (3 − 2)2 + (4 − 1)2 √ √ = 2 2 + 10 ≈ 5.99070. Note that the more line segments we use, the better the approximation appears to be. This process will become much less tedious with the development of the definite integral in Chapter 4. For now we list a number of these successively better approximations (produced using points on the curve with evenly spaced x-coordinates) in the table found in the margin. The table suggests that the length of the curve is approximately 6.1 (quite far from
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 SECTION 1.1
 
 y 1
 
 EXAMPLE 1.3 p
 
 x
 
 FIGURE 1.6a Approximating the curve with two line segments y y = sin x
 
 d
 
 q
 
 w
 
 p
 
 A Brief Preview of Calculus
 
 51
 
 the straight-line distance of 4.2). If we continued this process using more and more line segments, the sum of their lengths would approach the actual length of the curve (about 6.126). As in the problem of computing the slope of a curve, the exact arc length is obtained as a limit.
 
 y = sin x
 
 q
 
 ..
 
 x
 
 Estimating the Arc Length of a Curve
 
 Estimate the arc length of the curve y = sin x for 0 ≤ x ≤ π . (See Figure 1.6a.) Solution The endpoints of the curve on this interval are (0, 0) and (π , 0). The distance between these points is d1 = π . The point on the graph of y = sin x corresponding to the midpoint of the interval [0, π ] is (π /2, 1). The distance from (0, 0) to (π/2, 1) plus the distance from (π/2, 1) to (π , 0) (illustrated in Figure 1.6a) is     π 2 π 2 d2 = +1+ + 1 ≈ 3.7242. 2 2 √ √ Using the five points (0, 0), (π/4, 1/ 2), (π/2, 1), (3π/4, 1/ 2) and (π, 0) (i.e., four line segments, as indicated in Figure 1.6b), the sum of the lengths of these line segments is      π 2  1 2 π 2 1 d4 = 2 + +2 + 1− √ ≈ 3.7901. 4 2 4 2 Using nine points (i.e., eight line segments), you need a good calculator and some patience to compute the distance of approximately 3.8125. A table showing further approximations is given in the margin. At this stage, it would be reasonable to estimate the length of the sine curve on the interval [0, π ] as slightly more than 3.8. „
 
 FIGURE 1.6b Approximating the curve with four line segments
 
 Number of Line Segments 8 16 32 64
 
 Sum of Lengths 3.8125 3.8183 3.8197 3.8201
 
 BEYOND FORMULAS In the process of estimating both the slope of a curve and the length of a curve, we make some reasonably obvious (straight-line) approximations and then systematically improve on those approximations. In each case, the shorter the line segments are, the closer the approximations are to the desired value. The essence of this is the concept of limit, which separates precalculus mathematics from the calculus. At first glance, this limit idea might seem of little practical importance, since in our examples we never compute the exact solution. In the chapters to come, we will find remarkably simple shortcuts to exact answers. Can you think of ways to find the exact slope in example 1.1?
 
 EXERCISES 1.1 WRITING EXERCISES 1. To estimate the slope of f (x) = x + 1 at x = 1, you would compute the slopes of various secant lines. Note that y = x 2 + 1 curves up. Explain why the secant line connecting (1, 2) and (1.1, 2.21) will have slope greater than the slope of the curve at (1, 2). Discuss how the slope of the secant line between (1, 2) and (0.9, 1.81) compares to the slope of the curve at (1, 2). 2
 
 2. Explain why each approximation of arc length in example 1.3 is less than the actual arc length.
 
 In exercises 1–6, estimate the slope (as in example 1.1) of y  f (x) at x  a. 1. f (x) = x 2 + 1,
 
 (a) a = 1.5
 
 (b) a = 2
 
 2. f (x) = x + 2,
 
 (a) a = 1
 
 (b) a = 2
 
 3. f (x) = cos x, √ 4. f (x) = x + 1,
 
 (a) a = 0
 
 (b) a = π/2
 
 (a) a = 0
 
 (b) a = 3
 
 5. f (x) = tan x,
 
 (a) a = 0
 
 (b) a = 1
 
 6. f (x) = cos x,
 
 π 4
 
 3
 
 (a) a =
 
 (b) a =
 
 π 2
 
 ............................................................
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 In exercises 7–12, estimate the length of the curve y  f (x) on the given interval using (a) n  4 and (b) n  8 line segments. (c) If you can program a calculator or computer, use larger n’s and conjecture the actual length of the curve.
 
 areas of the rectangles. (b) Divide the interval [−1, 1] into 8 pieces and construct a rectangle of the appropriate height on each subinterval. Compute the sum of the areas of the rectangles. Compared to the approximation in part (a), explain why you would expect this to be a better approximation of the actual area under the parabola.
 
 7. f (x) = cos x, 0 ≤ x ≤ π/2 8. f (x) = sin x, 0 ≤ x ≤ π/2 √ 9. f (x) = x + 1, 0 ≤ x ≤ 3
 
 16. Use a computer or calculator to compute an approximation of the area in exercise 15 using (a) 16 rectangles, (b) 32 rectangles and (c) 64 rectangles. Use these calculations to conjecture the exact value of the area under the parabola.
 
 10. f (x) = 1/x, 1 ≤ x ≤ 2 11. f (x) = x 2 + 1, −2 ≤ x ≤ 2
 
 17. Use the technique of exercise 15 to estimate the area below y = sin x and above the x-axis between x = 0 and x = π .
 
 12. f (x) = x 3 + 2, −1 ≤ x ≤ 1
 
 18. Use the technique of exercise 15 to estimate the area below y = x 3 and above the x-axis between x = 0 and x = 1.
 
 ............................................................
 
 √ 13. Estimate the length of the curve y = 1 − x 2 for 0 ≤ x ≤ 1 with (a) n = 4 and (b) n = 8 line segments. Explain why the exact length is π/2. How accurate are your estimates? √ 14. Estimate the length of the curve y = 9 − x 2 for 0 ≤ x ≤ 3 with (a) n = 4 and (b) n = 8 line segments. Explain why the exact length is 3π/2. How would an estimate of π obtained from part (b) of this exercise compare to an estimate of π obtained from part (b) of exercise 13?
 
 EXPLORATORY EXERCISE 1. In this exercise, you will learn how to directly compute the slope of a curve at a point. Suppose you want the slope of y = x 2 at x = 1. You could start by computing slopes of secant lines connecting the point (1, 1) with nearby points on the graph. Suppose the nearby point has x-coordinate 1 + h, where h is a small (positive or negative) number. Explain why the corresponding y-coordinate is (1 + h)2 . Show that the slope (1 + h)2 − 1 = 2 + h. As h gets closer of the secant line is 1+h−1 and closer to 0, this slope better approximates the slope of the tangent line. Letting h approach 0, show that the slope of the tangent line equals 2. In a similar way, show that the slope of y = x 2 at x = 2 is 4 and find the slope of y = x 2 at x = 3. Based on your answers, conjecture a formula for the slope of y = x 2 at x = a, for any unspecified value of a.
 
 ............................................................
 
 Exercises 15–18 discuss the problem of finding the area of a region. 15. Sketch the parabola y = 1 − x 2 and shade in the region above the x-axis between x = −1 and x = 1. (a) Sketch in the following rectangles: (1) height f (− 34 ) and width 12 extending from x = −1 to x = − 12 . (2) height f (− 14 ) and width 12 extending from x = − 12 to x = 0, (3) height f ( 14 ) and width 12 extending from x = 0 to x = 12 and (4) height f ( 34 ) and width 1 extending from x = 12 to x = 1. Compute the sum of the 2
 
 1.2
 
 THE CONCEPT OF LIMIT In this section, we develop the notion of limit using some common language and illustrate the idea with some simple examples. The notion turns out to be easy to think of intuitively, but a bit harder to pin down in precise terms. We present the precise definition of limit in section 1.6. There, we carefully define limits in considerable detail. The more informal notion of limit that we introduce and work with here and in sections 1.3, 1.4 and 1.5 is adequate for most purposes. Suppose that a function f is defined for all x in an open interval containing a, except possibly at x = a. If we can make f (x) arbitrarily close to some number L (i.e., as close as we’d like to make it) by making x sufficiently close to a (but not equal to a), then we say that L is the limit of f (x), as x approaches a, written lim f (x) = L. For instance, we x→a
 
 have lim x 2 = 4, since as x gets closer and closer to 2, f (x) = x 2 gets closer and closer x→2
 
 to 4. Consider the functions f (x) =
 
 x2 − 4 x −2
 
 and
 
 g(x) =
 
 x2 − 5 . x −2
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 SECTION 1.2
 
 y
 
 The Concept of Limit
 
 4 f (x) 2
 
 2
 
 x
 
 x
 
 x
 
 EXAMPLE 2.1
 
 Evaluating a Limit
 
 x −4 . x −2 2
 
 Evaluate lim
 
 FIGURE 1.7a
 
 x→2
 
 x2 − 4 x −2
 
 y=
 
 x2 − 4 , we compute some values of the function for x x −2 close to 2, as in the following tables. Solution First, for f (x) =
 
 y 10
 
 f(x)
 
 5 x 10
 
 x 5
 
 5 f(x)
 
 10
 
 FIGURE 1.7b y=
 
 53
 
 Notice that both functions are undefined at x = 2. So, what does this mean, beyond saying that you cannot substitute 2 for x? We often find important clues about the behavior of a function from a graph. (See Figures 1.7a and 1.7b.) Notice that the graphs of these two functions look quite different in the vicinity of x = 2. Although we can’t say anything about the value of these functions at x = 2 (since this is outside the domain of both functions), we can examine their behavior in the vicinity of this point. This is what limits will do for us.
 
 f (x)
 
 2
 
 ..
 
 x2 − 5 x −2
 
 10
 
 x
 
 x
 
 f (x) 
 
 1.9 1.99 1.999 1.9999
 
 3.9 3.99 3.999 3.9999
 
 x2 − 4 x− 2
 
 x
 
 f (x) 
 
 2.1 2.01 2.001 2.0001
 
 4.1 4.01 4.001 4.0001
 
 x2 − 4 x− 2
 
 Notice that as you move down the first column of the first table, the x-values get closer to 2, but are all less than 2. We use the notation x → 2− to indicate that x approaches 2 from the left side. Notice that the table and the graph both suggest that as x gets closer and closer to 2 (with x < 2), f (x) is getting closer and closer to 4. In view of this, we say that the limit of f(x) as x approaches 2 from the left is 4, written lim f (x) = 4.
 
 x→2−
 
 Similarly, we use the notation x → 2+ to indicate that x approaches 2 from the right side. We compute some of these values in the second table. Again, the table and graph both suggest that as x gets closer and closer to 2 (with x > 2), f (x) is getting closer and closer to 4. In view of this, we say that the limit of f(x) as x approaches 2 from the right is 4, written lim f (x) = 4.
 
 x→2+
 
 We call lim− f (x) and lim+ f (x) one-sided limits. Since the two one-sided limits x→2
 
 x→2
 
 of f (x) are the same, we summarize our results by saying that lim f (x) = 4.
 
 x→2
 
 The notion of limit as we have described it here is intended to communicate the behavior of a function near some point of interest, but not actually at that point. We finally observe that we can also determine this limit algebraically, as follows. Notice x2 − 4 factors, we can write that since the expression in the numerator of f (x) = x −2 x2 − 4 x→2 x − 2 (x − 2)(x + 2) = lim x→2 x −2 = lim (x + 2) = 4,
 
 lim f (x) = lim
 
 x→2
 
 x→2
 
 Cancel the factors of (x − 2). As x approaches 2, (x + 2) approaches 4.
 
 where we can cancel the factors of (x − 2) since in the limit as x → 2, x is close to 2, but x = 2, so that x − 2 = 0. „
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 EXAMPLE 2.2
 
 A Limit That Does Not Exist
 
 x −5 . x −2 2
 
 Evaluate lim
 
 13.9 103.99 1003.999 10,003.9999
 
 g(x) 
 
 x
 
 LT (Late Transcendental)
 
 20:21
 
 Limits and Continuity
 
 x2 − 5 x− 2
 
 g(x) 
 
 x
 
 T1: OSO
 
 December 6, 2010
 
 x→2
 
 x2 − 5 , as x −2 x → 2. Based on the graph in Figure 1.7b and the table of approximate function values shown in the margin, observe that as x gets closer and closer to 2 (with x < 2), g(x) increases without bound. Since there is no number that g(x) is approaching, we say that the limit of g(x) as x approaches 2 from the left does not exist, written Solution As in example 2.1, we consider one-sided limits for g(x) =
 
 x2 − 5 x− 2
 
 lim g(x) does not exist.
 
 x→2−
 
 −5.9 −95.99 −995.999 −9995.9999
 
 Similarly, the graph and the table of function values for x > 2 (shown in the margin) suggest that g(x) decreases without bound as x approaches 2 from the right. Since there is no number that g(x) is approaching, we say that lim g(x) does not exist.
 
 x→2+
 
 Finally, since there is no common value for the one-sided limits of g(x) (in fact, neither limit exists), we say that lim g(x) does not exist.
 
 x→2
 
 „
 
 Before moving on, we should summarize what we have said about limits.
 
 A limit exists if and only if both corresponding one-sided limits exist and are equal. That is, lim f (x) = L , for some number L, if and only if lim− f (x) = lim+ f (x) = L .
 
 x→a
 
 x→a
 
 x→a
 
 In other words, we say that lim f (x) = L if we can make f (x) as close as we might like to x→a L, by making x sufficiently close to a (on either side of a), but not equal to a. Note that we can think about limits from a purely graphical viewpoint, as in example 2.3.
 
 y
 
 EXAMPLE 2.3
 
 Use the graph in Figure 1.8 to determine lim− f (x), lim+ f (x), lim f (x) and lim f (x).
 
 2
 
 x→1
 
 1 2
 
 1
 
 Determining Limits Graphically
 
 1 1 2
 
 FIGURE 1.8 y = f (x)
 
 2
 
 x
 
 x→1
 
 x→1
 
 x→−1
 
 Solution For lim− f (x), we consider the y-values as x gets closer to 1, with x < 1. x→1
 
 That is, we follow the graph toward x = 1 from the left (x < 1). Observe that the graph dead-ends into the open circle at the point (1, 2). Therefore, we say that lim− f (x) = 2. x→1
 
 For lim+ f (x), we follow the graph toward x = 1 from the right (x > 1). In this case, x→1
 
 the graph dead-ends into the solid circle located at the point (1, −1). For this reason, we say that lim+ f (x) = −1. Because lim− f (x) = lim+ f (x), we say that lim f (x) does x→1
 
 x→1
 
 x→1
 
 x→1
 
 not exist. Finally, we have that lim f (x) = 1, since the graph approaches a y-value of x→−1
 
 1 as x approaches −1 both from the left and from the right. „
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 y
 
 EXAMPLE 2.4 3
 
 3
 
 x
 
 f (x)
 
 x
 
 Q
 
 2
 
 x
 
 f (x)
 
 Further, note that
 
 3
 
 lim −
 
 FIGURE 1.9 lim
 
 x→−3
 
 x→−3
 
 3x + 9 1 =− x2 − 9 2 3x  9 x2 − 9 −0.491803 −0.499168 −0.499917 −0.499992
 
 x −3.1 −3.01 −3.001 −3.0001
 
 −2.9 −2.99 −2.999 −2.9999
 
 3x + 9 3(x + 3) = lim − 2 x→−3 (x + 3)(x − 3) x −9 1 3 =− , = lim − x→−3 x − 3 2
 
 Cancel factors of (x + 3).
 
 since (x − 3) → −6 as x → −3. Again, the cancellation of the factors of (x + 3) is valid since in the limit as x → −3, x is close to −3, but x = −3, so that x + 3 = 0. Likewise, 1 3x + 9 =− . lim x→−3+ x 2 − 9 2 Finally, since the function approaches the same value as x → −3 both from the right and from the left (i.e., the one-sided limits are equal), we write
 
 3x  9 x2 − 9 −0.508475 −0.500835 −0.500083 −0.500008
 
 x
 
 A Limit Where Two Factors Cancel
 
 3x + 9 Evaluate lim 2 . x→−3 x − 9 Solution We examine a graph (see Figure 1.9) and compute some function values for x near −3. Based on this numerical and graphical evidence, it’s reasonable to conjecture that 3x + 9 3x + 9 1 = lim − 2 =− . lim − 2 x→−3 x − 9 x→−3 x − 9 2
 
 lim
 
 x→−3
 
 3x + 9 1 =− . x2 − 9 2 „
 
 In example 2.4, the limit exists because both one-sided limits exist and are equal. In example 2.5, neither one-sided limit exists.
 
 y 30 x 3
 
 x
 
 f(x) 30
 
 FIGURE 1.10 y= x 3.1 3.01 3.001 3.0001
 
 EXAMPLE 2.5
 
 f(x)
 
 3x + 9 x2 − 9
 
 3x  9 x2 − 9 30 300 3000 30,000
 
 x
 
 A Limit That Does Not Exist
 
 3x + 9 exists. x2 − 9 Solution We first draw a graph (see Figure 1.10) and compute some function values for x close to 3. 3x + 9 Based on this numerical and graphical evidence, it appears that, as x → 3+ , 2 x −9 is increasing without bound. Thus, Determine whether lim
 
 x→3
 
 3x + 9 does not exist. x2 − 9 Similarly, from the graph and the table of values for x < 3, we can say that lim
 
 x→3+
 
 3x + 9 does not exist. x2 − 9 Since neither one-sided limit exists, we say lim
 
 x→3−
 
 3x + 9 does not exist. x2 − 9 Here, we considered both one-sided limits for the sake of completeness. Of course, you should keep in mind that if either one-sided limit fails to exist, then the limit does not exist. „ lim
 
 x→3
 
 x 2.9 2.99 2.999 2.9999
 
 3x  9 x2 − 9 −30 −300 −3000 −30,000
 
 Many limits cannot be resolved using algebraic methods. In these cases, we can approximate the limit using graphical and numerical evidence, as we see in example 2.6.
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 EXAMPLE 2.6
 
 sin x . x Solution Unlike some of the limits considered previously, there is no algebra that will simplify this expression. However, we can still draw a graph (see Figure 1.11) and compute some function values. x→0
 
 1
 
 f (x)
 
 x x
 
 x
 
 2
 
 2
 
 4
 
 0.1 0.01 0.001 0.0001 0.00001
 
 x
 
 FIGURE 1.11 lim
 
 x→0
 
 Approximating the Value of a Limit
 
 Evaluate lim
 
 y
 
 4
 
 LT (Late Transcendental)
 
 20:21
 
 sin x =1 x
 
 sin x x 0.998334 0.999983 0.99999983 0.9999999983 0.999999999983
 
 x −0.1 −0.01 −0.001 −0.0001 −0.00001
 
 sin x x 0.998334 0.999983 0.99999983 0.9999999983 0.999999999983
 
 The graph and the tables of values lead us to the conjectures: sin x sin x = 1 and lim− = 1, lim x→0+ x x→0 x from which we conjecture that sin x = 1. lim x→0 x In Chapter 2, we examine these limits with greater care (and prove that these conjectures are correct). „
 
 REMARK 2.1 Computer or calculator computation of limits is unreliable. We use graphs and tables of values only as (strong) evidence pointing to what a plausible answer might be. To be certain, we need to obtain careful verification of our conjectures. We explore this in sections 1.3–1.7.
 
 y 1
 
 EXAMPLE 2.7 4
 
 4
 
 x
 
 Solution The computer-generated graph shown in Figure 1.12a is incomplete. Since x is undefined at x = 0, there is no point at x = 0. The graph in Figure 1.12b |x| correctly shows open circles at the intersections of the two halves of the graph with the y-axis. We also have x x Since |x| = x, when x > 0. = lim+ lim x→0+ |x| x→0 x = lim+ 1
 
 1
 
 FIGURE 1.12a y=
 
 A Case Where One-Sided Limits Disagree
 
 x Evaluate lim . x→0 |x|
 
 x |x|
 
 y
 
 x→0
 
 1 f (x) x x
 
 2
 
 and 2
 
 x
 
 = −1.
 
 1
 
 It now follows that lim
 
 x→0
 
 x does not exist. |x|
 
 Since |x| = −x, when x < 0.
 
 x→0
 
 f (x)
 
 FIGURE 1.12b
 
 =1 x x lim− = lim− x→0 |x| x→0 −x = lim− −1
 
 x does not exist, x→0 |x| lim
 
 since the one-sided limits are not the same. You should also keep in mind that this observation is entirely consistent with what we see in the graph. „
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 A Limit Describing the Movement of a Baseball Pitch
 
 The knuckleball is one of the most exotic pitches in baseball. Batters describe the ball as unpredictably moving left, right, up and down. For a typical knuckleball speed of 60 mph, the left/right position of the ball (in feet) as it crosses the plate is given by f (ω) =
 
 5 1.7 sin(2.72ω) − ω 8ω2
 
 (derived from experimental data in Watts and Bahill’s book Keeping Your Eye on the Ball), where ω is the rotational speed of the ball in radians per second and where f (ω) = 0 corresponds to the middle of home plate. Folk wisdom among baseball pitchers has it that the less spin on the ball, the better the pitch. To investigate this theory, we consider the limit of f (ω) as ω → 0+ . As always, we look at a graph (see Figure 1.13) and generate a table of function values. The graphical and numerical evidence suggests that lim+ f (ω) = 0. ω→0
 
 y 1.5
 
 1.0
 
 0.5
 
 2
 
 4
 
 6
 
 8
 
 10
 
 FIGURE 1.13 1.7 5 y= sin(2.72ω) − ω 8ω2
 
 v
 
 ω
 
 f (ω)
 
 10 1 0.1 0.01 0.001 0.0001
 
 0.1645 1.4442 0.2088 0.021 0.0021 0.0002
 
 The limit indicates that a knuckleball with absolutely no spin doesn’t move at all (and therefore would be easy to hit). According to Watts and Bahill, a very slow rotation rate of about 1 to 3 radians per second produces the best pitch (i.e., the most movement). Take another look at Figure 1.13 to convince yourself that this makes sense. „
 
 EXERCISES 1.2 WRITING EXERCISES 1. Suppose your professor says, “The limit is a prediction of what f (a) will be.” Critique this statement. What does it mean? Does it provide important insight? Is there anything misleading about it? Replace the phrase in italics with your own best description of what the limit is. sin x 2. In example 2.6, we conjecture that lim = 1. Discuss the x→0 x strength of the evidence for this conjecture. If it were true that sin x = 0.998 for x = 0.00001, how much would our case x be weakened? Can numerical and graphical evidence ever be completely conclusive? 3. We have observed that lim f (x) does not depend on the actual x→a
 
 value of f (a), or even on whether f (a) exists. In principle,
 
 
 
 x 2 if x = 2 are as “normal” as 13 if x = 2 2 functions such as g(x) = x . With this in mind, explain why it is important that the limit concept is independent of how (or whether) f (a) is defined. functions such as f (x) =
 
 4. The most common limit encountered in everyday life is the speed limit. Describe how this type of limit is very different from the limits discussed in this section. In exercises 1–6, use numerical and graphical evidence to conjecture values for each limit. If possible, use factoring to verify your conjecture. x2 − 1 x2 + x 1. lim 2. lim 2 x→1 x − 1 x→−1 x − x − 2
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 x −2 x→2 x 2 − 4 3x − 9 5. lim 2 x→3 x − 5x + 6
 
 1-12
 
 (x − 1)2 x→1 x 2 + 2x − 3 2+x 6. lim 2 x→−2 x + 2x
 
 3. lim
 
 4. lim
 
 ............................................................ In exercises 7 and 8, identify each limit or state that it does not exist. y 4
 
 In exercises 13–22, use numerical and graphical evidence to conjecture whether lim f (x) exists. If not, describe what is x→ a
 
 happening at x  a graphically. x2 + x x2 − 1 14. lim 2 13. lim x→0 sin x x→1 x − 2x + 1 sin x x −π √ 5−x −2 17. lim √ x→1 10 − x − 3   1 19. lim sin x→0 x
 
 15. lim
 
 x→π
 
 2 4
 
 2
 
 21. lim
 
 x→2
 
 x
 
 4
 
 x→0−
 
 (d)
 
 lim f (x)
 
 x→−2−
 
 (g) lim f (x) x→−1
 
 (b) lim f (x) x→0+
 
 (e)
 
 lim f (x)
 
 x→−2+
 
 (f) lim f (x)
 
 x→1
 
 x→−2
 
 (h) lim f (x)
 
 x→0−
 
 x→1−
 
 (f) lim f (x)
 
 (g) lim f (x)
 
 (h) lim f (x)
 
 x→1+
 
 x→1
 
 x→2+
 
 x→2
 
 x→−3
 
 
 
 2x x2
 
 if if
 
 x 0 approaches 0, x since sin t oscillates for increasing t, the limit does not exist. Second: taking x = 1, 0.1, 0.01 and so on, we compute sin π = sin 10π = sin 100π = · · · = 0; therefore the limit equals 0. Which argument sounds better to you? Explain. Explore the limit and determine which answer is correct. 27. Compute lim
 
 ............................................................ 9. Sketch the graph of f (x) =
 
 x→1+
 
 25. f (0) = 1, lim f (x) = 2 and lim f (x) = 3.
 
 (e) lim f (x)
 
 x→2+
 
 (c) lim f (x) x→2
 
 x→3
 
 ⎧ 3 if ⎪ ⎨x −1 if f (x) = 0 ⎪ ⎩√ x + 1 − 2 if
 
 x 0
 
 and identify each limit. (a) lim f (x)
 
 (b) lim f (x)
 
 (d) lim f (x)
 
 (e) lim f (x)
 
 x→−1
 
 |x + 1| x2 − 1
 
 24. f (x) = 1 for −2 ≤ x ≤ 1, lim f (x) = 3 and lim f (x) = 1.
 
 (d) lim f (x)
 
 x→0−
 
 x→−1
 
 23. f (−1) = 2, f (0) = −1, f (1) = 3 and lim f (x) does not exist.
 
 x→0
 
 (c) lim f (x)
 
 x→3−
 
 22. lim
 
 (c) lim f (x)
 
 (b) lim f (x)
 
 x→2−
 
 x 2 + 4x 18. lim √ x→0 x3 + x2   1 20. lim x sin x→0 x
 
 In exercises 23–26, sketch a graph of a function with the given properties.
 
 8. (a) lim f (x) x→1−
 
 x→0
 
 ............................................................
 
 2
 
 7. (a) lim f (x)
 
 x −2 |x − 2|
 
 16. lim x csc 2x
 
 x→0+
 
 (c) lim f (x) x→0
 
 x→1−
 
 11. Evaluate f (1.5), f (1.1), f (1.01) and f (1.001), and conjecx −1 . Evaluate ture a value for lim f (x) for f (x) = √ x→1+ x −1 f (0.5), f (0.9), f (0.99) and f (0.999), and conjecture a value x −1 . Does lim f (x) exist? for lim− f (x) for f (x) = √ x→1 x→1 x −1 12. Evaluate f (−1.5), f (−1.1), f (−1.01) and f (−1.001), and x +1 . Evaluate conjecture a value for lim f (x) for f (x) = 2 x→−1− x −1 f (−0.5), f (−0.9), f (−0.99) and f (−0.999), and conjecture x +1 a value for lim f (x) for f (x) = 2 . Does lim f (x) x→−1 x→−1+ x −1 exist?
 
 x −0.1 + 2 . x→0+ x −0.1 − 1 −0.1 First, as x approaches 0, x approaches 0 and the function values approach −2. Second, as x approaches 0, x −0.1 increases and becomes much larger than 2 or −1. The function values x −0.1 approach −0.1 = 1. Explore the limit and determine which x argument is correct.
 
 30. Consider the following arguments concerning lim
 
 31. Give an example of a function f such that lim f (x) exists but x→0
 
 f (0) does not exist. Give an example of a function g such that g(0) exists but lim g(x) does not exist. x→0
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch01
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 6, 2010
 
 LT (Late Transcendental)
 
 20:21
 
 1-13
 
 SECTION 1.3
 
 32. Give an example of a function f such that lim f (x) exists and x→0
 
 f (0) exists, but lim f (x) = f (0). x→0
 
 APPLICATIONS 33. In Figure 1.13, the final position of the knuckleball at time t = 0.68 is shown as a function of the rotation rate ω. The batter must decide at time t = 0.4 whether to swing at the pitch. At t = 0.4, the left/right position of the ball is given 1 5 by h(ω) = − sin (1.6ω). Graph h(ω) and compare to ω 8ω2 Figure 1.13. Conjecture the limit of h(ω) as ω → 0. For ω = 0, is there any difference in ball position between what the batter sees at t = 0.4 and what he tries to hit at t = 0.68? 34. A knuckleball thrown with a different grip than that of example 2.8 has left/right position as it crosses the plate given  π  0.625  . Use graphical and 1 − sin 2.72ω + by f (ω) = ω2 2 numerical evidence to conjecture lim f (ω). ω→0+
 
 35. A parking lot charges $2 for each hour or portion of an hour, with a maximum charge of $12 for all day. If f (t) equals the total parking bill for t hours, sketch a graph of y = f (t) for 0 ≤ t ≤ 24. Determine the limits lim f (t) and lim f (t), if t→3.5
 
 t→4
 
 they exist. 36. For the parking lot in exercise 35, determine all values of a with 0 ≤ a ≤ 24 such that lim f (t) does not exist. Briefly t→a
 
 discuss the effect this has on your parking strategy (e.g., are there times where you would be in a hurry to move your car or times where it doesn’t matter whether you move your car?). 37. As we see in Chapter 2, the slope of the tangent √ line to the √ 1+h−1 curve y = x at x = 1 is given by m = lim . h→0 h √ Estimate the slope m. Graph y = x and the line with slope m through the point (1, 1). 38. As we see √ in Chapter 2, the velocity of an object that has traveled x √ miles in x hours at the x = 1 hour mark is given x −1 by v = lim . Estimate this limit. x→1 x − 1
 
 1.3
 
 ..
 
 Computation of Limits
 
 59
 
 EXPLORATORY EXERCISES 1. In a situation similar to that of example 2.8, the left/right position of a knuckleball pitch in baseball can be modeled by 5 P= (1 − cos 4ωt), where t is time measured in seconds 8ω2 (0 ≤ t ≤ 0.68) and ω is the rotation rate of the ball measured in radians per second. In example 2.8, we chose a specific t-value and evaluated the limit as ω → 0. While this gives us some information about which rotation rates produce hardto-hit pitches, a clearer picture emerges if we look at P over its entire domain. Set ω = 10 and graph the resulting func1 tion (1 − cos 40t) for 0 ≤ t ≤ 0.68. Imagine looking at a 160 pitcher from above and try to visualize a baseball starting at the pitcher’s hand at t = 0 and finally reaching the batter, at t = 0.68. Repeat this with ω = 5, ω = 1, ω = 0.1 and whatever values of ω you think would be interesting. Which values of ω produce hard-to-hit pitches? 2. In this exercise, the results you get will depend on the accuracy of your computer or calculator. We will investigate cos x − 1 . Start with the calculations presented in the lim x→0 x2 table (your results may vary): x
 
 f(x)
 
 0.1 0.01 0.001
 
 −0.499583. . . −0.49999583. . . −0.4999999583. . .
 
 Describe as precisely as possible the pattern shown here. What would you predict for f (0.0001)? f (0.00001)? Does your computer or calculator give you this answer? If you continue trying powers of 0.1 (0.000001, 0.0000001 etc.) you should eventually be given a displayed result of −0.5. Do you think this is exactly correct or has the answer just been rounded off? Why is rounding off inescapable? It turns out that −0.5 is the exact value for the limit. However, if you keep evaluating the function at smaller and smaller values of x, you will eventually see a reported function value of 0. We discuss this error in section 1.7. For now, evaluate cos x at the current value of x and try to explain where the 0 came from.
 
 COMPUTATION OF LIMITS Now that you have an idea of what a limit is, we need to develop some basic rules for calculating limits of simple functions. We begin with two simple limits.
 
 For any constant c and any real number a, lim c = c.
 
 (3.1)
 
 x→a
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 In other words, the limit of a constant is that constant. This certainly comes as no surprise, since the function f (x) = c does not depend on x and so, stays the same as x → a. (See Figure 1.14.) Another simple limit is the following.
 
 yc
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 x
 
 x
 
 a
 
 For any real number a, lim x = a.
 
 (3.2)
 
 x→a
 
 FIGURE 1.14 lim c = c
 
 x→a
 
 Again, this is not a surprise, since as x → a, x will approach a. (See Figure 1.15.) Be sure that you are comfortable enough with the limit notation to recognize how obvious the limits in (3.1) and (3.2) are. As simple as they are, we use them repeatedly in finding more complex limits. We also need the basic rules contained in Theorem 3.1.
 
 y f(x)
 
 yx
 
 a
 
 THEOREM 3.1
 
 f(x) x
 
 x a
 
 FIGURE 1.15 lim x = a
 
 x→a
 
 x
 
 Suppose that lim f (x) and lim g(x) both exist and let c be any constant. The x→a x→a following then apply: (i) lim [c · f (x)] = c · lim f (x), x→a
 
 x→a
 
 (ii) lim [ f (x) ± g(x)] = lim f (x) ± lim g(x), x→a x→a x→a    (iii) lim [ f (x) · g(x)] = lim f (x) lim g(x) and x→a
 
 (iv) lim
 
 x→a
 
 x→a
 
 x→a
 
 lim f (x)   f (x) x→a = if lim g(x) = 0 . x→a g(x) lim g(x) x→a
 
 The proof of Theorem 3.1 is found in Appendix A and requires the formal definition of limit discussed in section 1.6. You should think of these rules as sensible results, given your intuitive understanding of what a limit is. Read them in plain English. For instance, part (ii) says that the limit of a sum (or a difference) equals the sum (or difference) of the limits, provided the limits exist. Think of this as follows. If as x approaches a, f (x) approaches L and g(x) approaches M, then f (x) + g(x) should approach L + M. Observe that by applying part (iii) of Theorem 3.1 with g(x) = f (x), we get that, whenever lim f (x) exists, x→a
 
 lim [ f (x)]2 = lim [ f (x) · f (x)] x→a     2 = lim f (x) lim f (x) = lim f (x) .
 
 x→a
 
 x→a
 
 x→a
 
 x→a
 
 Likewise, for any positive integer n, we can apply part (iii) of Theorem 3.1 repeatedly, to yield  n lim [ f (x)]n = lim f (x) .
 
 x→a
 
 x→a
 
 (3.3)
 
 (See exercises 55 and 56.) Notice that taking f (x) = x in (3.3) gives us that for any integer n > 0 and any real number a, lim x n = a n .
 
 (3.4)
 
 x→a
 
 That is, to compute the limit of any positive power of x, you simply substitute in the value of x being approached.
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 Finding the Limit of a Polynomial
 
 Apply the rules of limits to evaluate lim (3x 2 − 5x + 4). x→2
 
 Solution We have lim (3x 2 − 5x + 4) = lim (3x 2 ) − lim (5x) + lim 4
 
 x→2
 
 x→2
 
 x→2
 
 By Theorem 3.1 (ii).
 
 = 3 lim x 2 − 5 lim x + 4
 
 By Theorem 3.1 (i).
 
 = 3 · (2)2 − 5 · 2 + 4 = 6.
 
 By (3.4).
 
 x→2
 
 EXAMPLE 3.2
 
 x→2
 
 x→2
 
 „
 
 Finding the Limit of a Rational Function
 
 Apply the rules of limits to evaluate lim
 
 x→3
 
 x 3 − 5x + 4 . x2 − 2
 
 Solution We get lim (x 3 − 5x + 4) x 3 − 5x + 4 x→3 = lim x→3 x2 − 2 lim (x 2 − 2)
 
 By Theorem 3.1 (iv).
 
 x→3
 
 =
 
 lim x 3 − 5 lim x + lim 4
 
 x→3
 
 x→3
 
 x→3
 
 lim x 2 − lim 2
 
 x→3
 
 By Theorem 3.1 (i) and (ii).
 
 x→3
 
 16 33 − 5 · 3 + 4 = . = 2 3 −2 7
 
 By (3.4).
 
 „
 
 You may have noticed that in examples 3.1 and 3.2, we simply ended up substituting the value for x, after taking many intermediate steps. In example 3.3, it’s not quite so simple.
 
 EXAMPLE 3.3
 
 Finding a Limit by Factoring
 
 x −1 . 1−x Solution Notice right away that 2
 
 Evaluate lim
 
 x→1
 
 lim (x 2 − 1) x2 − 1 x→1 = , lim x→1 1 − x lim (1 − x) x→1
 
 since the limit in the denominator is zero. (Recall that the limit of a quotient is the quotient of the limits only when both limits exist and the limit in the denominator is not zero.) We can resolve this problem by observing that x2 − 1 (x − 1)(x + 1) Factoring the numerator and = lim factoring −1 from the denominator. x→1 1 − x x→1 −(x − 1) (x + 1) and = −2, Simplifying = lim substituting x = 1. x→1 −1 where the cancellation of the factors of (x − 1) is valid because in the limit as x → 1, lim
 
 x is close to 1, but x = 1, so that x − 1 = 0. „ In Theorem 3.2, we show that the limit of a polynomial at a point is simply the value of the polynomial at that point; that is, to find the limit of a polynomial, we simply substitute in the value that x is approaching.
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 THEOREM 3.2 For any polynomial p(x) and any real number a, lim p(x) = p(a).
 
 x→a
 
 PROOF Suppose that p(x) is a polynomial of degree n ≥ 0, p(x) = cn x n + cn−1 x n−1 + · · · + c1 x + c0 . Then, from Theorem 3.1 and (3.4), lim p(x) = lim (cn x n + cn−1 x n−1 + · · · + c1 x + c0 )
 
 x→a
 
 x→a
 
 = cn lim x n + cn−1 lim x n−1 + · · · + c1 lim x + lim c0 x→a
 
 x→a
 
 x→a
 
 x→a
 
 = cn a n + cn−1 a n−1 + · · · + c1 a + c0 = p(a). Evaluating the limit of a polynomial is now easy. Many other limits are evaluated just as easily.
 
 THEOREM 3.3 Suppose that lim f (x) = L and n is any positive integer. Then, x→a
 
 lim
 
 x→a
 
  n
 
 f (x) =
 
  n
 
 lim f (x) =
 
  n
 
 x→a
 
 L,
 
 where for n even, we must assume that L > 0. The proof of Theorem 3.3 is given in Appendix A. Notice that this result says that we may (under the conditions outlined in the hypotheses) bring limits “inside” nth roots. We can then use our existing rules for computing the limit inside.
 
 EXAMPLE 3.4 Evaluate lim
 
 x→2
 
 √ 5
 
 Evaluating the Limit of an nth Root of a Polynomial
 
 3x 2 − 2x.
 
 Solution By Theorems 3.2 and 3.3, we have   √ 5 5 lim 3x 2 − 2x = 5 lim (3x 2 − 2x) = 8. x→2
 
 x→2
 
 REMARK 3.1 In general, in any case where the limits of both the numerator and the denominator are 0, you should try to algebraically simplify the expression, to get a cancellation, as we do in examples 3.3 and 3.5.
 
 EXAMPLE 3.5
 
 „
 
 Finding a Limit by Rationalizing
 
 √ x +2− 2 Evaluate lim . x→0 x Solution First, notice that both the numerator and the denominator approach 0 as x approaches 0. Unlike example 3.3, we can’t factor the numerator. However, we can rationalize the numerator, as follows: √ √ √ √ √ √ x +2− 2 ( x + 2 − 2)( x + 2 + 2) x +2−2 = = √ √ √ √ x x( x + 2 + 2) x( x + 2 + 2) x 1 = √ √ =√ √ , x( x + 2 + 2) x +2+ 2 √
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 where the last equality holds if x = 0 (which is the case in the limit as x → 0). So, we have √ √ x +2− 2 1 1 1 = lim √ lim √ =√ √ = √ . x→0 x→0 x x +2+ 2 2+ 2 2 2 „ So that we are not restricted to discussing only the algebraic functions (i.e., those that can be constructed by using addition, subtraction, multiplication, division, exponentiation and by taking nth roots), we state the following result now, without proof.
 
 THEOREM 3.4 For any real number a, we have (i) lim sin x = sin a, x→a
 
 (ii) lim cos x = cos a and x→a
 
 (iii) if p is a polynomial and lim f (x) = L , x→ p(a)
 
 then lim f ( p(x)) = L . x→a
 
 Notice that Theorem 3.4 says that limits of the sine and cosine functions are found simply by substitution. A more thorough discussion of functions with this property (called continuity) is found in section 1.4.
 
 EXAMPLE 3.6 
 
 Evaluate lim sin x→0
 
 Evaluating a Limit of a Trigonometric Function
 
  x3 + π . 2
 
 Solution By Theorem 3.4 part (i) and part (iii), we have   3 π  x +π = sin = 1. lim sin x→0 2 2 „ So much for limits that we can compute using elementary rules. Many limits can be found only by using more careful analysis, often requiring an indirect approach. For instance, consider the problem in example 3.7.
 
 EXAMPLE 3.7
 
 A Limit of a Product That Is Not the Product of the Limits
 
 Evaluate lim (x cot x). x→0
 
 y
 
 Solution Your first reaction might be to say that this is a limit of a product and so, must be the product of the limits:    lim (x cot x) = lim x lim cot x This is incorrect! x→0
 
 x→0
 
 x→0
 
 = 0 · ? = 0, x p
 
 q
 
 q
 
 p
 
 (3.5)
 
 where we’ve written a “?” since you probably don’t know what to do with lim cot x. x→0
 
 Since the first limit is 0, do we really need to worry about the second limit? The problem here is that we are attempting to apply the result of Theorem 3.1 in a case where the hypotheses are not satisfied. Specifically, Theorem 3.1 says that the limit of a product is the product of the respective limits when all of the limits exist. The graph in Figure 1.16 suggests that lim cot x does not exist. You should compute some function values, as x→0
 
 FIGURE 1.16 y = cot x
 
 well, to convince yourself that this is in fact the case. Since equation (3.5) does not hold and since none of our rules seem to apply here, we draw a graph (see Figure 1.17 on the following page) and compute some function values. Based on these, we conjecture that lim (x cot x) = 1,
 
 x→0
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 1-18
 
 which is definitely not 0, as you might have initially suspected. You can also think about this limit as follows:  cos x   x  lim (x cot x) = lim x = lim cos x x→0 x→0 x→0 sin x sin x    x = lim lim cos x x→0 sin x x→0
 
 1
 
 0.99
 
 lim cos x
 
 0.98
 
 =
 
 =
 
 1 = 1, 1
 
 sin x x since lim cos x = 1 and where we have used the conjecture we made in example 2.6 x→0 sin x = 1. (We verify this last conjecture in section 2.6, using the Squeeze that lim x→0 x Theorem, which follows.) „ lim
 
 x→0
 
 0.97 0.3
 
 x
 
 0.3
 
 FIGURE 1.17 y = x cot x
 
 x ±0.1 ±0.01 ±0.001 ±0.0001 ±0.00001
 
 x→0
 
 At this point, we introduce a tool that will help us determine a number of important limits.
 
 x cot x 0.9967 0.999967 0.99999967 0.9999999967 0.999999999967
 
 THEOREM 3.5 (Squeeze Theorem) Suppose that f (x) ≤ g(x) ≤ h(x) for all x in some interval (c, d), except possibly at the point a ∈ (c, d) and that lim f (x) = lim h(x) = L ,
 
 x→a
 
 x→a
 
 for some number L. Then, it follows that
 
 y
 
 lim g(x) = L , also.
 
 y  h(x) y  g(x) y  f (x)
 
 a
 
 FIGURE 1.18 The Squeeze Theorem
 
 x→a
 
 x
 
 The proof of Theorem 3.5 is given in Appendix A, since it depends on the precise definition of limit found in section 1.6. However, if you refer to Figure 1.18, you should clearly see that if g(x) lies between f (x) and h(x), except possibly at a itself and both f (x) and h(x) have the same limit as x → a, then g(x) gets squeezed between f (x) and h(x) and therefore should also have a limit of L. The challenge in using the Squeeze Theorem is in finding appropriate functions f and h that bound a given function g from below and above, respectively, and that have the same limit as x → a.
 
 EXAMPLE 3.8
 
 Using the Squeeze Theorem to Verify the Value of a Limit
 
    1 . Determine the value of lim x 2 cos x→0 x
 
 REMARK 3.2 The Squeeze Theorem also applies to one-sided limits.
 
 Solution Your first reaction might be to observe that this is a limit of a product and so, might be the product of the limits: 
 
       1 1 ? 2 lim x cos lim cos = lim x . x→0 x→0 x→0 x x 2
 
 This is incorrect!
 
 (3.6)
 
     However, the graph of y = cos x1 found in Figure 1.19 suggests that cos x1 oscillates back and forth between −1 and 1. Further, the closer x gets to 0, the more rapid the oscillations become. You   should compute some function values, as well, to convince yourself that lim cos x1 does not exist. Equation (3.6) then does not hold and x→0
 
 since none of our rules seem to apply   here, we draw a graph and compute some function values. The graph of y = x 2 cos x1 appears in Figure 1.20 and a table of function values is shown in the margin.
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 x ±0.1 ±0.01 ±0.001 ±0.0001 ±0.00001
 
 y
 
 x 2 cos (1/x) −0.008 8.6 × 10−5 5.6 × 10−7 −9.5 × 10−9 −9.99 × 10−11
 
 0.2
 
 x
 
 0.3
 
 0.3
 
 1
 
 x
 
 0.3
 
 0.3
 
 0.03
 
 y  x2
 
 FIGURE 1.21
 
   y = x 2 cos x1 , y = x 2 and y = −x 2
 
 x
 
 0.03
 
 FIGURE1.19  y = cos
 
 65
 
 0.03
 
 0.2
 
 y  x2
 
 Computation of Limits
 
 y
 
 1
 
 y 0.03
 
 ..
 
 FIGURE 1.20  
 
 1 x
 
 y = x 2 cos
 
 1 x
 
 The graph and the table of function values suggest the conjecture    1 2 = 0, lim x cos x→0 x which we prove using the Squeeze Theorem. First, we need to find functions f and h such that   1 2 f (x) ≤ x cos ≤ h(x), x for all x = 0 and where lim f (x) = lim h(x) = 0. Recall that x→0
 
 x→0
 
   1 ≤ 1, −1 ≤ cos x
 
 (3.7)
 
 for all x = 0. If we multiply (3.7) through by x 2 (notice that since x 2 ≥ 0, this multiplication preserves the inequalities), we get   1 ≤ x 2, −x 2 ≤ x 2 cos x
 
 TODAY IN MATHEMATICS Michael Freedman (1951– ) An American mathematician who first solved one of the most famous problems in mathematics, the four-dimensional Poincar´e conjecture. A winner of the Fields Medal, the mathematical equivalent of the Nobel Prize, Freedman says, “Much of the power of mathematics comes from combining insights from seemingly different branches of the discipline. Mathematics is not so much a collection of different subjects as a way of thinking. As such, it may be applied to any branch of knowledge.” Freedman finds mathematics to be an open field for research, saying that, “It isn’t necessary to be an old hand in an area to make a contribution.”
 
 for all x = 0. We illustrate this inequality in Figure 1.21. Further, lim (−x 2 ) = 0 = lim x 2 .
 
 x→0
 
 x→0
 
 So, from the Squeeze Theorem, it now follows that   1 2 lim x cos = 0, x→0 x also, as we had conjectured. „
 
 BEYOND FORMULAS To resolve the limit in example 3.8, we could not apply the rules for limits contained in Theorem 3.1. So, we used an indirect method to find the limit. This tour de force of graphics plus calculation followed by analysis is sometimes referred to as the Rule of Three. (This general strategy for attacking new problems suggests that one look at problems graphically, numerically and analytically.) In the case of example 3.8, the first two elements of this “rule” (the graphics in Figure 1.20 and the accompanying table of function values) suggest a plausible conjecture, while the third element provides us with a careful mathematical verification of the conjecture. In what ways does this sound like the scientific method? Functions are often defined by different expressions on different intervals. Such piecewise-defined functions are important and we illustrate such a function in example 3.9.
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 EXAMPLE 3.9
 
 A Limit for a Piecewise-Defined Function
 
 Evaluate lim f (x), where f is defined by x→0 2 x + 2 cos x + 1, f (x) = sec x − 4,
 
 for x < 0 . for x ≥ 0
 
 Solution Since f is defined by different expressions for x < 0 and for x ≥ 0, we must consider one-sided limits. We have lim f (x) = lim− (x 2 + 2 cos x + 1) = 2 cos 0 + 1 = 3,
 
 x→0−
 
 x→0
 
 by Theorem 3.4. Also, we have lim f (x) = lim+ (sec x − 4) = sec 0 − 4 = 1 − 4 = −3.
 
 x→0+
 
 x→0
 
 Since the one-sided limits are different, we have that lim f (x) does not exist. „ x→0
 
 We end this section with an example of the use of limits in computing velocity. In section 2.1, we see that for an object moving in a straight line, whose position at time t is given by the function f (t), the instantaneous velocity of that object at time t = 1 (i.e., the velocity at the instant t = 1, as opposed to the average velocity over some period of time) is given by the limit f (1 + h) − f (1) lim . h→0 h
 
 EXAMPLE 3.10
 
 Evaluating a Limit Describing Velocity
 
 Suppose that the position function for an object at time t (seconds) is given by f (t) = t 2 + 2 (feet). Find the instantaneous velocity of the object at time t = 1. Solution Given what we have just learned about limits, this is now an easy problem to solve. We have f (1 + h) − f (1) [(1 + h)2 + 2] − 3 = lim . lim h→0 h→0 h h While we can’t simply substitute h = 0 (why not?), we can write [(1 + h)2 + 2] − 3 (1 + 2h + h 2 ) − 1 = lim h→0 h→0 h h lim
 
 Expanding the squared term.
 
 2h + h 2 h(2 + h) = lim h→0 h→0 h h 2+h = 2. = lim h→0 1
 
 = lim
 
 Canceling factors of h.
 
 So, the instantaneous velocity of this object at time t = 1 is 2 feet per second. „
 
 EXERCISES 1.3 WRITING EXERCISES 1. Given your knowledge of the graphs of polynomials, explain why equations (3.1) and (3.2) and Theorem 3.2 are obvious. 2. In one or two sentences, explain the Squeeze Theorem. Use a real-world analogy (e.g., having the functions represent the locations of three people as they walk) to indicate why it is true.
 
 3. Piecewise functions must be In example 3.9, explain why
 
 carefully interpreted. lim f (x) = e − 4 and
 
 x→1
 
 lim f (x) = 5 + 2 cos(2), but we need one-sided limits to
 
 x→−2
 
 evaluate lim f (x). x→0
 
 4. In example 3.8, explain why it is not enough to say that since lim x 2 = 0, lim x 2 cos(1/x) = 0. x→0
 
 x→0
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 SECTION 1.3
 
 In exercises 1–28, evaluate the indicated limit, if it exists. Assume sin x that lim  1. x→0 x √ 3 2. lim 2x + 1 1. lim (x 2 − 3x + 1) x→0
 
 x→2
 
 x −5 4. lim 2 x→2 x + 4
 
 3. lim tan(x 2 ) x→0
 
 5. lim
 
 x −x −6 x −3
 
 6. lim
 
 x +x −2 x 2 − 3x + 2
 
 7. lim
 
 x2 − x − 2 x2 − 4
 
 8. lim
 
 x3 − 1 + 2x − 3
 
 9. lim
 
 sin x tan x
 
 x→3
 
 x→2
 
 x→0
 
 2
 
 x→1
 
 2
 
 x→1 x 2
 
 10. lim
 
 x→0
 
 x cos(−2x + 1) x2 + x √ x +4−2 13. lim x→0 x
 
 11. lim
 
 12. lim x 2 csc2 x
 
 x→0
 
 x→0
 
 14. lim
 
 x→0
 
 x −1 15. lim √ x→1 x −1   2 1 17. lim − 2 x→1 x −1 x −1 1 − cos2 x x→0 1 − cos x
 
 tan x x
 
 2x √ 3− x +9
 
 2x if x < 2 x 2 if x ≥ 2 2 x + 1 if x < −1 22. lim f (x), where f (x) = 3x + 1 if x ≥ −1 x→−1 ⎧ ⎨ 2x + 1 if x < −1 if −1 < x < 1 23. lim f (x), where f (x) = 3 x→−1 ⎩ 2x + 1 if x > 1 ⎧ ⎨ 2x + 1 if x < −1 if −1 < x < 1 24. lim f (x), where f (x) = 3 x→1 ⎩ 2x + 1 if x > 1 (2 + h)2 − 4 h
 
 26. lim
 
 h→0
 
 sin(x 2 − 4) 27. lim x→2 x2 − 4
 
 (1 + h)3 − 1 h
 
 tan 3x 28. lim x→0 5x
 
 ............................................................ 29. Use numerical and graphical evidence to conjecture the value of lim x 2 sin (1/x). Use the Squeeze Theorem to x→0 prove that you are correct: identify the functions f and h, show graphically that f (x) ≤ x 2 sin (1/x) ≤ h(x) and justify lim f (x) = lim h(x). x→0
 
 In exercises 33–36, use the given position function f (t) to find the velocity at time t  a. 33. f (t) = t 2 + 2, a = 2
 
 34. f (t) = t 2 + 2, a = 0
 
 35. f (t) = t 3 , a = 0
 
 36. f (t) = t 3 , a = 1
 
 ............................................................
 
 1 1 − cos x 37. Given that lim = , quickly evaluate 2 + x→0 x 2 √ 1 − cos x . lim x→0+ x sin x 1 − cos2 x = 1, quickly evaluate lim . 38. Given that lim x→0 x x→0 x2 g(x) if x < a for polynomials g(x) and 39. Suppose f (x) = h(x) if x > a h(x). Explain why lim f (x) = g(a) and determine lim f (x). x→a −
 
 x→0+
 
 Identify √the functions f and h, show graphically that f (x) ≤ x cos2 (1/x) ≤ h(x) for all x > 0 and justify lim f (x) = 0 and lim h(x) = 0. x→0+
 
 x→a +
 
 42. Evaluate each limit and justify each step by citing the appropriate theorem or equation. x cos x (a) lim [(x + 1) sin x] (b) lim x→−1 x→1 tan x
 
 ............................................................
 
 In exercises 43–46, use lim f (x)  2, lim g(x)  − 3 and x→a
 
 x→a
 
 lim h(x)  0 to determine the limit, if possible.
 
 x→a
 
 44. lim [3 f (x)g(x)]
 
 43. lim [2 f (x) − 3g(x)] x→a
 
 x→a
 
 [ f (x)] g(x)
 
 2 f (x)h(x) f (x) + h(x)
 
 2
 
 45. lim
 
 x→a
 
 46. lim
 
 x→a
 
 ............................................................ In exercises 47 and 48, compute the limit for p(x)  x 2 − 1. 48. lim p(3 + 2 p(x − p(x)))
 
 47. lim p( p( p( p(x)))) x→0
 
 x→0
 
 ............................................................ 49. Find all the errors in the following incorrect string of equalities: lim
 
 x→0
 
 1 x 1 = lim 2 = lim x lim 2 = 0 · ? = 0. x→0 x→0 x→0 x x x
 
 50. Find all the errors in the following incorrect string of equalities:
 
 x→0
 
 30. Why can’t you use the Squeeze Theorem as in exercise 29 to prove that lim x 2 sec (1/x) = 0? Explore this limit graphically. x→0 √ 31. Use the Squeeze Theorem to prove that lim [ x cos2 (1/x)] = 0.
 
 x→0+
 
 x→0
 
 ............................................................
 
 41. Evaluate each limit and justify each step by citing the appropriate theorem or equation. x −2 (a) lim (x 2 − 3x + 1) (b) lim 2 x→2 x→0 x + 1
 
 x→2
 
 h→0
 
 32. Suppose that f (x) is bounded: that is, there exists a constant M such that | f (x)| ≤ M for all x. Use the Squeeze Theorem to prove that lim x 2 f (x) = 0.
 
 sin |x| x→0 x
 
 21. lim f (x), where f (x) =
 
 25. lim
 
 67
 
 40. Explain how to determine lim f (x) if g and h are polynomials x→a ⎧ ⎨ g(x) if x < a if x = a . and f (x) = c ⎩ h(x) if x > a
 
 20. lim 
 
 Computation of Limits
 
 x 3 − 64 x→4 x − 4   2 2 18. lim − x→0 x |x|
 
 16. lim
 
 19. lim
 
 ..
 
 lim
 
 x→0
 
 sin 2x 0 = = 1. x 0
 
 51. Give an example of functions f and g such that lim [ f (x) + g(x)] exists, but lim f (x) and lim g(x) do not exist. x→0
 
 x→0
 
 x→0
 
 52. Give an example of functions f and g such that lim [ f (x) · g(x)] exists, but at least one of lim f (x) and x→0
 
 lim g(x) does not exist.
 
 x→0
 
 x→0
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 53. If lim f (x) exists and lim g(x) does not exist, is it always true x→a
 
 x→a
 
 that lim [ f (x) + g(x)] does not exist? Explain. x→a
 
 54. Is the following true or false? If lim f (x) does not exist, then x→0
 
 lim
 
 x→0
 
 the remainder. Find constants a and b for the tax function a + 0.12x if x ≤ 20,000 T (x) = b + 0.16(x − 20,000) if x > 20,000 such that lim T (x) = 0 and
 
 1 does not exist. Explain. f (x)
 
 x→0+
 
 lim
 
 x→20,000
 
 T (x) exists. Why is it
 
 important for these limits to exist?
 
 55. Assume that lim f (x) = L. Use Theorem 3.1 to prove that x→a
 
 lim [ f (x)]3 = L 3 . Also, show that lim [ f (x)]4 = L 4 .
 
 x→a
 
 x→a
 
 56. Use mathematical induction to prove that lim [ f (x)]n = L n , x→a
 
 for any positive integer n.
 
 57. The greatest integer function is denoted by f (x) = [x] and equals the greatest integer that is less than or equal to x. Thus, [2.3] = 2, [−1.2] = −2 and [3] = 3. In spite of this last fact, show that lim [x] does not exist. x→3
 
 58. Investigate the existence of (a) lim [x], (b) (c) lim [2x] and (d) lim (x − [x]). x→1.5
 
 x→1
 
 lim [x],
 
 x→1.5
 
 x→1
 
 APPLICATIONS 59. Suppose a state’s income tax code states the tax liability on x dollars of taxable income is given by 0.14x if 0 ≤ x < 10,000 . T (x) = 1500 + 0.21x if 10,000 ≤ x Compute lim T (x); why is this good? Compute x→0+
 
 lim
 
 x→10,000
 
 T (x);
 
 why is this bad? 60. Suppose a state’s income tax code states that tax liability is 12% on the first $20,000 of taxable earnings and 16% on
 
 1.4
 
 EXPLORATORY EXERCISES 1. The value x = 0 is called a zero of multiplicity n (n ≥ 1) f (x) for the function f if lim n exists and is nonzero but x→0 x f (x) = 0. Show that x = 0 is a zero of multiplicity 2 lim x→0 x n−1 2 for x , x = 0 is a zero of multiplicity 3 for x 3 and x = 0 is a zero of multiplicity 4 for x 4 . For polynomials, what does multiplicity describe? The reason the definition is not as straightforward as we might like is so that it can apply to nonpolynomial functions, as well. Find the multiplicity of x = 0 for f (x) = sin x; f (x) = x sin x; f (x) = sin x 2 . If you know that x = 0 is a zero of multiplicity m for f (x) and multiplicity n for g(x), what can you say about the multiplicity of x = 0 for f (x) + g(x)? f (x) · g(x)? f (g(x))? sin x = 1. Using graphical and x sin 2x and numerical evidence, conjecture the value of lim x→0 x sin cx sin cx for various values of c. Given that lim = 1, lim x→0 x→0 cx x for any constant c = 0, prove that your conjecture is correct. sin cx tan cx and lim for numbers c and Then evaluate lim x→0 sin kx x→0 tan kx k = 0.
 
 2. We have conjectured that lim
 
 x→0
 
 CONTINUITY AND ITS CONSEQUENCES When told that a machine has been in continuous operation for the past 60 hours, most of us would interpret this to mean that the machine has been in operation all of that time, without any interruption at all, even for a moment. Likewise, we say that a function is continuous on an interval if its graph on that interval can be drawn without interruption, that is, without lifting the pencil from the paper. First, look at each of the graphs shown in Figures 1.22a–1.22d to determine what keeps the function from being continuous at the point x = a. This suggests the following definition of continuity at a point.
 
 DEFINITION 4.1 For a function f defined on an open interval containing x = a, we say that f is continuous at a when lim f (x) = f (a).
 
 x→a
 
 Otherwise, f is said to be discontinuous at x = a.
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 y
 
 REMARK 4.1 y
 
 For f to be continuous at x = a, the definition says that (i) f (a) must be defined, (ii) the limit lim f (x) must exist x→a
 
 and (iii) the limit and the value of f at the point must be the same. Further, this says that a function is continuous at a point exactly when you can compute its limit at that point by simply substituting in.
 
 x
 
 a
 
 x
 
 a
 
 FIGURE 1.22a
 
 FIGURE 1.22b
 
 f (a) is not defined (the graph has a hole at x = a).
 
 f (a) is defined, but lim f (x) does x→a
 
 not exist (the graph has a jump at x = a). y
 
 y f (a)
 
 a
 
 x
 
 FIGURE 1.22c
 
 FIGURE 1.22d
 
 lim f (x) exists and f (a) is defined,
 
 lim f (x) does not exist (the
 
 x→a
 
 but lim f (x) = f (a) (the graph has x→a
 
 y
 
 a
 
 a hole at x = a).
 
 x
 
 x→a
 
 function “blows up” as x approaches a).
 
 For most purposes, it is best for you to think of the intuitive notion of continuity that we’ve outlined above. Definition 4.1 should then simply follow from your intuitive understanding of the concept.
 
 4
 
 y
 
 x2  2x  3 x1
 
 EXAMPLE 4.1
 
 Finding Where a Rational Function Is Continuous
 
 Determine where f (x) =
 
 x 2 + 2x − 3 is continuous. x −1
 
 Solution Note that 1
 
 x
 
 FIGURE 1.23 x 2 + 2x − 3 y= x −1
 
 REMARK 4.2 You should be careful not to confuse the continuity of a function at a point with its simply being defined there. A function can be defined at a point without being continuous there. (Look back at Figures 1.22b, 1.22c and 1.22d.)
 
 (x − 1)(x + 3) x 2 + 2x − 3 = x −1 x −1 = x + 3, for x = 1.
 
 f (x) =
 
 Factoring the numerator. Canceling common factors.
 
 This says that the graph of f is a straight line, but with a hole in it at x = 1, as indicated in Figure 1.23. So, f is continuous for x = 1. „
 
 EXAMPLE 4.2
 
 Removing a Hole in the Graph
 
 Extend the function from example 4.1 to make it continuous everywhere by redefining it at a single point. Solution In example 4.1, we saw that the function is continuous for x = 1 and it is undefined at x = 1. So, suppose we just go ahead and define it, as follows. Let ⎧ ⎨ x 2 + 2x − 3 , if x = 1 g(x) = x −1 ⎩ a, if x = 1, for some real number a.
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 Notice that g(x) is defined for all x and equals f (x) for all x = 1. Here, we have
 
 y
 
 x 2 + 2x − 3 x→1 x −1 = lim (x + 3) = 4.
 
 lim g(x) = lim
 
 x→1
 
 y  g(x)
 
 4
 
 x→1
 
 Observe that if we choose a = 4, we now have that lim g(x) = 4 = g(1)
 
 x→1
 
 and so, g is continuous at x = 1. Note that the graph of g is the same as the graph of f seen in Figure 1.23, except that we now include the point (1, 4). (See Figure 1.24.) Also, note that there’s a very simple way to write g(x). (Think about this.) „
 
 x
 
 1
 
 FIGURE 1.24 y = g(x)
 
 Note that in example 4.2, for any choice of a other than a = 4, g is discontinuous at x = 1. When we can remove a discontinuity by redefining the function at that point, we call the discontinuity removable. Not all discontinuities are removable, however. Carefully examine Figures 1.22b and 1.22c and convince yourself that the discontinuity in Figure 1.22c is removable, while the one in Figures 1.22b and 1.22d are nonremovable. Briefly, a function f has a nonremovable discontinuity at x = a if lim f (x) does not exist.
 
 y
 
 x→a
 
 4
 
 EXAMPLE 4.3
 
 Functions That Cannot Be Extended Continuously
 
   1 1 Show that (a) f (x) = 2 and (b) g(x) = cos cannot be extended to a function that x x is continuous everywhere.
 
 2
 
 3
 
 3
 
 x
 
 1 does not exist. x→0 x 2 Hence, no matter how we might define f (0), f will not be continuous at x = 0. (b) Similarly, observe that lim cos(1/x) does not exist, due to the endless oscillation
 
 FIGURE 1.25a y=
 
 lim
 
 1 x2
 
 y
 
 x→0
 
 of cos(1/x) as x approaches 0. (See Figure 1.25b.) Again, notice that since the limit does not exist, there is no way to redefine the function at x = 0 to make it continuous there. „
 
 1
 
 0.2
 
 0.2
 
 1
 
 FIGURE 1.25b y = cos (1/x)
 
 Solution (a) Observe from Figure 1.25a (also, construct a table of function values) that
 
 x
 
 From your experience with the graphs of some common functions, the following result should come as no surprise.
 
 THEOREM 4.1 All polynomials are continuous everywhere. Additionally, sin x and cos x are √ continuous everywhere, n x is continuous for all x, when n is odd and for x > 0, when n is even.
 
 PROOF We have already established (in Theorem 3.2) that for any polynomial p(x) and any real number a, lim p(x) = p(a),
 
 x→a
 
 from which it follows that p is continuous at x = a. The rest of the theorem follows from Theorems 3.3 and 3.4 in a similar way.
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 From these very basic continuous functions, we can build a large collection of continuous functions, using Theorem 4.2.
 
 THEOREM 4.2 Suppose that f and g are continuous at x = a. Then all of the following are true: (i) ( f ± g) is continuous at x = a, (ii) ( f · g) is continuous at x = a and (iii) ( f /g) is continuous at x = a if g(a) = 0.
 
 Simply put, Theorem 4.2 says that a sum, difference or product of continuous functions is continuous, while the quotient of two continuous functions is continuous at any point at which the denominator is nonzero.
 
 PROOF (i) If f and g are continuous at x = a, then lim [ f (x) ± g(x)] = lim f (x) ± lim g(x)
 
 x→a
 
 x→a
 
 x→a
 
 = f (a) ± g(a)
 
 From Theorem 3.1. Since f and g are continuous at a.
 
 = ( f ± g)(a), by the usual rules of limits. Thus, ( f ± g) is also continuous at x = a. Parts (ii) and (iii) are proved in a similar way and are left as exercises. y 150
 
 EXAMPLE 4.4
 
 100
 
 Determine where f is continuous, for f (x) =
 
 50 10
 
 5
 
 5 50 100 150
 
 10
 
 x
 
 x 4 − 3x 2 + 2 x 2 − 3x − 4
 
 x 4 − 3x 2 + 2 . x 2 − 3x − 4
 
 Solution Here, f is a quotient of two polynomial (hence continuous) functions. The computer-generated graph of the function indicated in Figure 1.26 suggests a vertical asymptote at around x = 4, but appears to be continuous everywhere else. From Theorem 4.2, f will be continuous at all x where the denominator is not zero, that is, where x 2 − 3x − 4 = (x + 1)(x − 4) = 0.
 
 FIGURE 1.26 y=
 
 Continuity for a Rational Function
 
 Thus, f is continuous for x = −1, 4. (Think about why you didn’t see anything peculiar about the graph at x = −1.) „ With the addition of the result in Theorem 4.3, we will have all the basic tools needed to establish the continuity of most elementary functions.
 
 THEOREM 4.3 Suppose that lim g(x) = L and f is continuous at L. Then, x→a   lim f (g(x)) = f lim g(x) = f (L). x→a
 
 x→a
 
 A proof of Theorem 4.3 is given in Appendix A.
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 Notice that this says that if f is continuous, then we can bring the limit “inside.” This should make sense, since as x → a, g(x) → L and so, f (g(x)) → f (L), since f is continuous at L.
 
 COROLLARY 4.1 Suppose that g is continuous at a and f is continuous at g(a). Then, the composition f ◦ g is continuous at a.
 
 PROOF From Theorem 4.3, we have
 
   lim ( f ◦ g)(x) = lim f (g(x)) = f lim g(x)
 
 x→a
 
 EXAMPLE 4.5
 
 x→a
 
 x→a
 
 = f (g(a)) = ( f ◦ g)(a).
 
 Since g is continuous at a.
 
 Continuity for a Composite Function
 
 Determine where h(x) = cos(x 2 − 5x + 2) is continuous. Solution Note that h(x) = f (g(x)), where g(x) = x − 5x + 2 and f (x) = cos x. Since both f and g are continuous for all x, h is continuous for all x, by Corollary 4.1. „ 2
 
 y
 
 DEFINITION 4.2 If f is continuous at every point on an open interval (a, b), we say that f is continuous on (a, b). Following Figure 1.27, we say that f is continuous on the closed interval [a, b], if f is continuous on the open interval (a, b) and a
 
 b
 
 lim f (x) = f (a)
 
 x
 
 x→a +
 
 and
 
 lim f (x) = f (b).
 
 x→b−
 
 Finally, if f is continuous on all of (−∞, ∞), we simply say that f is continuous. (That is, when we don’t specify an interval, we mean continuous everywhere.)
 
 FIGURE 1.27 f continuous on [a, b]
 
 For many functions, it’s a simple matter to determine the intervals on which the function is continuous. We illustrate this in example 4.6. y
 
 EXAMPLE 4.6
 
 Continuity on a Closed Interval
 
 Determine the interval(s) where f is continuous, for f (x) =
 
 Solution First, observe that f is defined only for −2 ≤ x ≤ 2. Next, note that f is the composition of two continuous functions and hence, is continuous for all x for which 4 − x 2 > 0. We show a graph of the function in Figure 1.28. Since
 
 2
 
 4 − x2 > 0
 
 x
 
 2
 
 2
 
 FIGURE 1.28 y=
 
 √ 4 − x2
 
 √ 4 − x 2.
 
 for −2 < x < 2, we have that f is continuous for all x in the interval (−2, 2), by Theorem 4.1 and Corollary 4.1. Finally, we test the endpoints to see that √ √ lim− 4 − x 2 = 0 = f (2) and lim + 4 − x 2 = 0 = f (−2), so that f is continuous x→2
 
 x→−2
 
 on the closed interval [−2, 2]. „
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 The Internal Revenue Service presides over some of the most despised functions in existence. Look up the current Tax Rate Schedules. In 2002, the first few lines (for single taxpayers) looked like: For taxable amount over $0 $6000 $27,950
 
 but not over $6000 $27,950 $67,700
 
 your tax liability is 10% 15% 27%
 
 minus $0 $300 $3654
 
 Where do the numbers $300 and $3654 come from? If we write the tax liability T (x) as a function of the taxable amount x (assuming that x can be any real number and not just a whole dollar amount), we have ⎧ if 0 < x ≤ 6000 ⎨ 0.10x if 6000 < x ≤ 27,950 T (x) = 0.15x − 300 ⎩ 0.27x − 3654 if 27,950 < x ≤ 67,700. Be sure you understand our translation so far. Note that it is important that this be a continuous function: think of the fairness issues that would arise if it were not!
 
 EXAMPLE 4.7
 
 Continuity of Federal Tax Tables
 
 Verify that the federal tax rate function T is continuous at the “joint” x = 27,950. Then, find a to complete the table. (You will find b and c as exercises.) For taxable amount over
 
 but not over
 
 your tax liability is
 
 minus
 
 $67,700 $141,250 $307,050
 
 $141,250 $307,050 —
 
 30% 35% 38.6%
 
 a b c
 
 Solution For T to be continuous at x = 27,950, we must have lim
 
 x→27,950−
 
 T (x) =
 
 lim
 
 x→27,950+
 
 T (x).
 
 Since both functions 0.15x − 300 and 0.27x − 3654 are continuous, we can compute the one-sided limits by substituting x = 27,950. Thus, lim
 
 x→27,950−
 
 and
 
 lim
 
 x→27,950+
 
 T (x) = 0.15(27,950) − 300 = 3892.50
 
 T (x) = 0.27(27,950) − 3654 = 3892.50.
 
 Since the one-sided limits agree and equal the value of the function at that point, T is continuous at x = 27,950. We leave it as an exercise to establish that T is also continuous at x = 6000. (Note that the function could be written with equal signs on all of the inequalities; this would be incorrect if the function were discontinuous.) To complete the table, we choose a to get the one-sided limits at x = 67,700 to match. We have lim
 
 T (x) = 0.27(67,700) − 3654 = 14,625,
 
 lim
 
 T (x) = 0.30(67,700) − a = 20,310 − a.
 
 x→67,700−
 
 while
 
 x→67,700+
 
 So, we set the one-sided limits equal, to obtain 14,625 = 20,310 − a or
 
 a = 20,310 − 14,625 = 5685. „
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 HISTORICAL NOTES Karl Weierstrass (1815–1897) A German mathematician who proved the Intermediate Value Theorem and several other fundamental results of the calculus, Weierstrass was known as an excellent teacher whose students circulated his lecture notes throughout Europe, because of their clarity and originality. Also known as a superb fencer, Weierstrass was one of the founders of modern mathematical analysis.
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 Theorem 4.4 should seem an obvious consequence of our intuitive definition of continuity.
 
 THEOREM 4.4 (Intermediate Value Theorem) Suppose that f is continuous on the closed interval [a, b] and W is any number between f (a) and f (b). Then, there is a number c ∈ [a, b] for which f (c) = W . Theorem 4.4 says that if f is continuous on [a, b], then f must take on every value between f (a) and f (b) at least once. That is, a continuous function cannot skip over any numbers between its values at the two endpoints. To do so, the graph would need to leap across the horizontal line y = W , something that continuous functions cannot do. (See Figure 1.29a.) Of course, a function may take on a given value W more than once. (See Figure 1.29b.) Although these graphs make this result seem reasonable, the proof is more complicated than you might imagine and we must refer you to an advanced calculus text. y
 
 y f (b)
 
 f (b) W  f (c)
 
 yW
 
 a c
 
 b
 
 yW
 
 x
 
 f (a)
 
 y
 
 a c1 c2
 
 c3
 
 b
 
 x
 
 f (a)
 
 FIGURE 1.29a
 
 FIGURE 1.29b
 
 An illustration of the Intermediate Value Theorem
 
 More than one value of c
 
 In Corollary 4.2, we see an important application of the Intermediate Value Theorem.
 
 f(b)
 
 COROLLARY 4.2 y  f (x) a c
 
 b
 
 x
 
 Suppose that f is continuous on [a, b] and f (a) and f (b) have opposite signs [i.e., f (a) · f (b) < 0]. Then, there is at least one number c ∈ (a, b) for which f (c) = 0. (Recall that c is then a zero of f .)
 
 f (a)
 
 FIGURE 1.30 Intermediate Value Theorem where c is a zero of f
 
 Notice that Corollary 4.2 is simply the special case of the Intermediate Value Theorem where W = 0. (See Figure 1.30.) The Intermediate Value Theorem and Corollary 4.2 are examples of existence theorems; they tell you that there exists a number c satisfying some condition, but they do not tell you what c is.
 
 The Method of Bisections In example 4.8, we see how Corollary 4.2 can help us locate the zeros of a function.
 
 EXAMPLE 4.8
 
 Finding Zeros by the Method of Bisections
 
 Find the zeros of f (x) = x 5 + 4x 2 − 9x + 3.
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 FIGURE 1.31 y = x 5 + 4x 2 − 9x + 3
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 Solution Since f is a polynomial of degree 5, we don’t have any formulas for finding its zeros. The only alternative then, is to approximate the zeros. A good starting place would be to draw a graph of y = f (x) like the one in Figure 1.31. There are three zeros visible on the graph. Since f is a polynomial, it is continuous everywhere and so, Corollary 4.2 says that there must be a zero on any interval on which the function changes sign. From the graph, you can see that there must be zeros between −3 and −2, between 0 and 1 and between 1 and 2. We could also conclude this by noting the function’s change of sign between these x-values. For instance, f (0) = 3 and f (1) = −1. While a rootfinding program can provide an accurate approximation of the zeros, the issue here is not so much to get an answer as it is to understand how to find one. Corollary 4.2 suggests a simple yet effective method, called the method of bisections. Taking the midpoint of the interval [0, 1], since f (0.5) ≈ −0.469 < 0 and f (0) = 3 > 0, there must be a zero between 0 and 0.5. Next, the midpoint of [0, 0.5] is 0.25 and f (0.25) ≈ 1.001 > 0, so that the zero is in the interval (0.25, 0.5). We continue in this way to narrow down the interval in which there’s a zero, as shown in the following table. a
 
 b
 
 f(a)
 
 f(b)
 
 Midpoint
 
 f (midpoint)
 
 0 0 0.25 0.375 0.375 0.40625 0.40625 0.40625 0.40625
 
 1 0.5 0.5 0.5 0.4375 0.4375 0.421875 0.4140625 0.41015625
 
 3 3 1.001 0.195 0.195 0.015 0.015 0.015 0.015
 
 −1 −0.469 −0.469 −0.469 −0.156 −0.156 −0.072 −0.029 −0.007
 
 0.5 0.25 0.375 0.4375 0.40625 0.421875 0.4140625 0.41015625 0.408203125
 
 −0.469 1.001 0.195 −0.156 0.015 −0.072 −0.029 −0.007 0.004
 
 Continuing this process through 20 more steps leads to the approximate zero x = 0.40892288, which is accurate to at least eight decimal places. The other zeros can be found in a similar fashion. „ Although the method of bisections is a tedious process, it’s a reliable, yet simple method for finding approximate zeros.
 
 EXERCISES 1.4 WRITING EXERCISES 1. Think about the following “real-life” functions, each of which is a function of the independent variable time: the height of a falling object, the amount of money in a bank account, the cholesterol level of a person, the amount of a certain chemical present in a test tube and a machine’s most recent measurement of the cholesterol level of a person. Which of these are continuous functions? Explain your answers. 2. Whether a process is continuous or not is not always clear-cut. When you watch television or a movie, the action seems to be continuous. This is an optical illusion, since both movies and television consist of individual “snapshots” that are played back at many frames per second. Where does the illusion of
 
 continuous motion come from? Given that the average person blinks several times per minute, is our perception of the world actually continuous? 3. When you sketch the graph of the parabola y = x 2 with pencil or pen, is your sketch (at the molecular level) actually the graph of a continuous function? Is your calculator or computer’s graph actually the graph of a continuous function? Do we ever have problems correctly interpreting a graph due to these limitations? 4. For each of the graphs in Figures 1.22a–1.22d, describe (with an example) what the formula for f (x) might look like to produce the given graph.
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 In exercises 1–14, determine where f is continuous. If possible, extend f as in example 4.2 to a new function that is continuous on a larger domain. 1. f (x) =
 
 x2 + x − 2 x +2
 
 2. f (x) =
 
 x2 − x − 6 x −3
 
 3. f (x) =
 
 x −1 x2 − 1
 
 4. f (x) =
 
 4x x2 + x − 2
 
 4x 5. f (x) = 2 x +4
 
 3x 6. f (x) = 2 x − 2x − 4
 
 7. f (x) = x 2 tan x
 
 8. f (x) = x cot x
 
 3x 2
 
 3
 
 9. f (x) = √
 
 x3 − x2
 
 11. f (x) =
 
 2x x2
 
 LT (Late Transcendental)
 
 20:21
 
 if x < 1 if x ≥ 1
 
 28. Suppose a state’s income tax code states that tax liability is 12% on the first $20,000 of taxable earnings and 16% on the remainder. Find constants a and b for the tax function ⎧ 0 if x ≤ 0 ⎪ ⎨ if 0 < x ≤ 20,000 T (x) = a + 0.12x ⎪ ⎩ b + 0.16(x − 20,000) if x > 20,000 such that T (x) is continuous for all x. 29. In example 4.7, find b and c to complete the table. 30. In example 4.7, show that T (x) is continuous for x = 6000.
 
 ............................................................
 
 10. f (x) =  1 + 4/x 2 ⎧ ⎨ sin x if x =  0 12. f (x) = ⎩ x 1 if x = 0
 
 ⎧ ⎨ 3x − 1 if x ≤ −1 13. f (x) = x 2 + 5x if −1 < x < 1 ⎩ 3 3x if x ≥ 1 ⎧ if x < 0 ⎨ 2x if 0 < x ≤ π 14. f (x) = sin x ⎩ x − π if x > π
 
 In exercises 31–34, use the Intermediate Value Theorem to verify that f (x) has a zero in the given interval. Then use the method of bisections to find an interval of length 1/32 that contains the zero. 31. f (x) = x 2 − 7,
 
 (a) [2, 3]
 
 (b) [−3, −2]
 
 32. f (x) = x 3 − 4x − 2,
 
 (a) [2, 3]
 
 (b) [−1, 0]
 
 33. f (x) = cos x − x, [0, 1] 34. f (x) = cos x + x, [−1, 0]
 
 ............................................................
 
 ............................................................
 
 In exercises 35 and 36, use the given graph to identify all intervals on which the function is continuous.
 
 In exercises 15–20, explain why each function fails to be continuous at the given x-value by indicating which of the three conditions in Definition 4.1 are not met.
 
 35.
 
 x 15. f (x) = at x = 1 x −1 17. f (x) = sin
 
 1 at x = 0 x
 
 ⎧ 2 if x < 2 ⎨x if x = 2 19. f (x) = 3 ⎩ 3x − 2 if x > 2 2 x if x < 2 20. f (x) = 3x − 2 if x > 2
 
 2x x3
 
 + x2
 
 at x = 0
 
 x +1
 
 25. f (x) = sin(x 2 + 2)
 
 x
 
 at x = 2
 
 In exercises 21–26, determine the intervals on which f is continuous. √ √ 22. f (x) = x 2 − 4 21. f (x) = x + 3 6
 
 6
 
 at x = 2
 
 ............................................................
 
 23. f (x) = √
 
 5
 
 x2 − 1 16. f (x) = at x = 1 x −1 18. f (x) = √
 
 y
 
 24. f (x) = (x − 1)3/2   1 26. f (x) = cos x
 
 y
 
 36. 5
 
 5
 
 x
 
 ............................................................ 27. Suppose that a state’s income tax code states that the tax liability on x dollars of taxable income is given by ⎧ if x ≤ 0 ⎨0 if 0 < x < 10,000 T (x) = 0.14x ⎩ c + 0.21x if 10,000 ≤ x. Determine the constant c that makes this function continuous for all x. Give a rationale why such a function should be continuous.
 
 ............................................................ In exercises 37–39, determine values of a and b that make the given function continuous. ⎧ 2 sin x ⎪ ⎨ if x < 0 37. f (x) = a x if x = 0 ⎪ ⎩ b cos x if x > 0
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 ⎧ ⎪ ⎨ a cos  πx + 1 x 38. f (x) = sin ⎪ ⎩ 2 2 x −x +b ⎧ √ ⎨a 9 − x 39. f (x) = sin bx + 1 ⎩√ x −2
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 between x = −1 and x = 2? What happens if you try the method of bisections?
 
 if x < 0 if 0 ≤ x ≤ 2
 
 53. Prove that if f is continuous on an interval [a, b], f (a) > a and f (b) < b, then f has a fixed point (a solution of f (x) = x) in the interval (a, b).
 
 if x > 2 if x < 0 if 0 ≤ x ≤ 3 if x > 3
 
 ............................................................
 
 40. Prove Corollary 4.1.
 
 ............................................................ A function is continuous from the right at x  a if lim f (x)  f (a). In exercises 41 and 42, determine whether
 
 54. Prove the final two parts of Theorem 4.2. sin |x 3 − 3x 2 + 2x| and determine where there 55. Graph f (x) = x 3 − 3x 2 + 2x are jumps on the graph. 56. Use the method of bisections to estimate the other two zeros in example 4.8.
 
 x→a 
 
 f (x) is continuous from the right at x  2.  if x ≤ 2 x2 41. f (x) = 3x − 3 if x > 2 ⎧ 2 ⎪ if x < 2 ⎨x if x = 2 42. f (x) = 3 ⎪ ⎩ 3x − 3 if x > 2
 
 ............................................................ 43. Define what it means for a function to be continuous from the left at x = a and determine which of the functions in exercises 41 and 42 are continuous from the left at x = 2. g(x) and h(a) = 0. Determine whether 44. Suppose that f (x) = h(x) each of the following statements is always true, always false or maybe true/maybe false. Explain. (a) lim f (x) does not exist. (b) f is not continuous at x = a. 45. Suppose that f lim x f (x) = 0.
 
 x→a
 
 is continuous at x = 0. Prove that
 
 x→0
 
 46. The converse of exercise 45 is not true. That is, the fact lim x f (x) = 0 does not guarantee that f is continuous at x→0
 
 x = 0. Find a counterexample; that is, find a function f such that lim x f (x) = 0 and f is not continuous at x = 0. x→0
 
 47. If f is continuous at x = a, prove that g(x) = | f (x)| is continuous at x = a. 48. Determine whether the converse of exercise 47 is true. That is, if | f | is continuous at x = a, is it necessarily true that f must be continuous at x = a? 49. Let f be a continuous function for x ≥ a and define h(x) = max f (t). Prove that h is continuous for x ≥ a. Would a≤t≤x
 
 this still be true without the assumption that f is continuous?  x 2 , if x = 0 and g(x) = 2x, show that 50. If f (x) = 4, if x = 0   lim f (g(x)) = f lim g(x) . x→0
 
 x→0
 
 51. Suppose that f is a continuous function with consecutive zeros at x = a and x = b; that is, f (a) = f (b) = 0 and f (x) = 0 for a < x < b. Further, suppose that f (c) > 0 for some number c between a and b. Use the Intermediate Value Theorem to argue that f (x) > 0 for all a < x < b. 400 , we have f (−1) > 0 and f (2) < 0. x Does the Intermediate Value Theorem guarantee a zero of f
 
 52. For f (x) = 2x −
 
 APPLICATIONS 57. If you push on a large box resting on the ground, at first nothing will happen because of the static friction force that opposes motion. If you push hard enough, the box will start sliding, although there is again a friction force that opposes the motion. Suppose you are given the following description of the friction force. Up to 100 pounds, friction matches the force you apply to the box. Over 100 pounds, the box will move and the friction force will equal 80 pounds. Sketch a graph of friction as a function of your applied force based on this description. Where is this graph discontinuous? What is significant physically about this point? Do you think the friction force actually ought to be continuous? Modify the graph to make it continuous while still retaining most of the characteristics described. 58. Suppose a worker’s salary starts at $40,000 with $2000 raises every 3 months. Graph the salary function s(t); why is it discon2000 tinuous? How does the function f (t) = 40,000 + t (t in 3 months) compare? Why might it be easier to do calculations with f (t) than s(t)? 59. On Monday morning, a saleswoman leaves on a business trip at 7:13 A.M. and arrives at her destination at 2:03 P.M. The following morning, she leaves for home at 7:17 A.M. and arrives at 1:59 P.M. The woman notices that at a particular stoplight along the way, a nearby bank clock changes from 10:32 A.M. to 10:33 A.M. on both days. Therefore, she must have been at the same location at the same time on both days. Her boss doesn’t believe that such an unlikely coincidence could occur. Use the Intermediate Value Theorem to argue that it must be true that at some point on the trip, the saleswoman was at exactly the same place at the same time on both Monday and Tuesday. 60. Suppose you ease your car up to a stop sign at the top of a hill. Your car rolls back a couple of feet and then you drive through the intersection. A police officer pulls you over for not coming to a complete stop. Use the Intermediate Value Theorem to argue that there was an instant in time when your car was stopped. (In fact, there were at least two.) What is the difference between this stopping and the stopping that the police officer wanted to see? 61. The sex of newborn Mississippi alligators is determined by the temperature of the eggs in the nest. The eggs fail to develop unless the temperature is between 26◦ C and 36◦ C. All eggs between 26◦ C and 30◦ C develop into females, and eggs between
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 34◦ C and 36◦ C develop into males. The percentage of females decreases from 100% at 30◦ C to 0% at 34◦ C. If f (T ) is the percentage of females developing from an egg at T ◦ C, then ⎧ ⎪ ⎨ 100 if 26 ≤ T ≤ 30 f (T ) = g(T ) if 30 < T < 34 ⎪ ⎩ 0 if 34 ≤ T ≤ 36, for some function g(T ). Explain why it is reasonable that f (T ) be continuous. Determine a function g(T ) such that 0 ≤ g(T ) ≤ 100 for 30 ≤ T ≤ 34 and the resulting function f (T ) is continuous. [Hint: It may help to draw a graph first and make g(T ) linear.]
 
 EXPLORATORY EXERCISES 1. In the text, we discussed the use of the method of bisections to find an approximate solution of equations such as f (x) = x 3 + 5x − 1 = 0. We can start by noticing that f (0) = −1 and f (1) = 5. Since f (x) is continuous, the Intermediate Value Theorem tells us that there is a solution between
 
 1.5
 
 In this section, we revisit some old limit problems to give more informative answers and examine some related questions. f (x)
 
 EXAMPLE 5.1 x 3
 
 2. Determine all x’s for which each function is continuous. 0 if x is irrational , f (x) = x if x is rational 2 x + 3 if x is irrational g(x) = and 4x if x is rational cos 4x if x is irrational . h(x) = sin 4x if x is rational
 
 LIMITS INVOLVING INFINITY; ASYMPTOTES y
 
 10
 
 x = 0 and x = 1. For the method of bisections, we guess the midpoint, x = 0.5. Is there any reason to suspect that the solution is actually closer to x = 0 than to x = 1? Using the function values f (0) = −1 and f (1) = 5, devise your own method of guessing the location of the solution. Generalize your method to using f (a) and f (b), where one function value is positive and one is negative. Compare your method to the method of bisections on the problem x 3 + 5x − 1 = 0; for both methods, stop when you are within 0.001 of the solution, x ≈ 0.198437. Which method performed better? Before you get overconfident in your method, compare the two methods again on x 3 + 5x 2 − 1 = 0. Does your method get close on the first try? See if you can determine graphically why your method works better on the first problem.
 
 x
 
 3
 
 f (x) 10
 
 FIGURE 1.32 1 1 = ∞ and lim = −∞ lim x→0+ x x→0− x
 
 x
 
 1 x
 
 0.1 0.01 0.001 0.0001 0.00001
 
 10 100 1000 10,000 100,000
 
 x
 
 Examine lim
 
 x→0
 
 A Simple Limit Revisited
 
 1 . x
 
 Solution Of course, we can draw a graph (see Figure 1.32) and compute a table of function values easily, by hand. (See the tables in the margin.) 1 1 While we say that the limits lim+ and lim− do not exist, they do so for x→0 x x→0 x 1 different reasons. Specifically, as x → 0+ , increases without bound, while as x − 1 x → 0 , decreases without bound. To indicate this, we write x lim
 
 1 =∞ x
 
 (5.1)
 
 1 = −∞. x
 
 (5.2)
 
 x→0+
 
 and
 
 lim
 
 x→0−
 
 1 Graphically, this says that the graph of y = approaches the vertical line x = 0, as x x → 0, as seen in Figure 1.32. When this occurs, we say that the line x = 0 is a vertical asymptote. It is important to note that while the limits (5.1) and (5.2) do not exist, we say that they “equal” ∞ and −∞, respectively, only to be specific as to why
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 they do not exist. Finally, in view of the one-sided limits (5.1) and (5.2), we say (as before) that
 
 x
 
 1 x
 
 −0.1 −0.01 −0.001 −0.0001 −0.00001
 
 −10 −100 −1000 −10,000 −100,000
 
 lim
 
 x→0
 
 EXAMPLE 5.2
 
 1 does not exist. x „
 
 A Function Whose One-Sided Limits Are Both Infinite
 
 1 . x2 Solution The graph in Figure 1.33 seems to indicate a vertical asymptote at x = 0. From this and the accompanying tables, we can see that Evaluate lim
 
 x→0
 
 REMARK 5.1 It may at first seem 1 x does not exist and then to write 1 lim = ∞. However, since x→0+ x ∞ is not a real number, there is no contradiction here. We say 1 = ∞ to indicate that lim + x→0 x that as x → 0+ , the function values are increasing without bound.
 
 contradictory to say that lim
 
 lim
 
 x→0+
 
 x→0+
 
 1 =∞ x2
 
 and
 
 lim
 
 x→0−
 
 1 = ∞. x2
 
 x
 
 1 x2
 
 x
 
 1 x2
 
 0.1 0.01 0.001 0.0001 0.00001
 
 100 10,000 1 × 106 1 × 108 1 × 1010
 
 −0.1 −0.01 −0.001 −0.0001 −0.00001
 
 100 10,000 1 × 106 1 × 108 1 × 1010
 
 Since both one-sided limits agree (i.e., both tend to ∞), we say that lim
 
 x→0
 
 y f (x)
 
 This one concise statement says that the limit does not exist, but also that there is a vertical asymptote at x = 0, where f (x) → ∞ as x → 0 from either side. „
 
 f (x)
 
 4
 
 REMARK 5.2
 
 2 x
 
 x
 
 3
 
 3
 
 FIGURE 1.33 lim
 
 x→0
 
 1 = ∞. x2
 
 x
 
 Mathematicians try to convey as much information as possible with as few symbols as 1 1 possible. For instance, we prefer to say lim 2 = ∞ rather than lim 2 does not x→0 x x→0 x exist, since the first statement not only says that the limit does not exist, but also says 1 that 2 increases without bound as x approaches 0, with x > 0 or x < 0. x
 
 1 =∞ x2
 
 EXAMPLE 5.3 Evaluate lim
 
 x→5
 
 A Case Where Infinite One-Sided Limits Disagree
 
 1 . (x − 5)3
 
 Solution From the graph of the function in Figure 1.34 (on the following page), you should get a pretty clear idea that there’s a vertical asymptote at x = 5. We can verify this behavior algebraically, by noticing that as x → 5, the denominator approaches 0, while the numerator approaches 1. This says that the fraction grows large in absolute value, without bound as x → 5. Specifically, as x → 5+ ,
 
 (x − 5)3 → 0
 
 and
 
 (x − 5)3 > 0.
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 We indicate the sign of each factor by printing a small “+” or “−” sign above or below each one. This enables you to see the signs of the various terms at a glance. In this case, we have
 
 f(x)
 
 +
 
 5 x 5
 
 x
 
 10
 
 1 lim+ = ∞. x→5 (x − 5)3
 
 x
 
 x → 5− ,
 
 Likewise, as
 
 5
 
 Since (x − 5)3 > 0, for x > 5.
 
 +
 
 (x − 5)3 → 0
 
 and
 
 (x − 5)3 < 0.
 
 In this case, we have f (x)
 
 10
 
 +
 
 1 lim− = −∞. x→5 (x − 5)3
 
 FIGURE 1.34
 
 Since (x − 5)3 < 0, for x < 5.
 
 −
 
 1 lim = ∞ and x→5+ (x − 5)3 1 lim = −∞ x→5− (x − 5)3
 
 Finally, we say that
 
 lim
 
 x→5
 
 1 does not exist, (x − 5)3
 
 since the one-sided limits are different. „ Based on examples 5.1, 5.2 and 5.3, recognize that if the denominator tends to 0 and the numerator does not, then the limit in question does not exist. In this event, we determine whether the limit tends to ∞ or −∞ by carefully examining the signs of the various factors.
 
 EXAMPLE 5.4
 
 y
 
 x +1 . x→−2 (x − 3)(x + 2)
 
 10 f(x)
 
 Evaluate lim
 
 5 x 4
 
 x
 
 4
 
 x
 
 Solution First, notice from the graph of the function shown in Figure 1.35 that there appears to be a vertical asymptote at x = −2. Further, the function appears to tend to ∞ as x → −2+ , and to −∞ as x → −2− . You can verify this behavior, by observing that
 
 5 f (x)
 
 Another Case Where Infinite One-Sided Limits Disagree
 
 −
 
 x +1 lim + =∞ (x − 3) (x + 2) x→−2
 
 10
 
 −
 
 Since (x + 1) < 0, (x − 3) < 0 and (x + 2) > 0, for −2 < x < −1.
 
 +
 
 −
 
 FIGURE 1.35 x +1 does not exist. x→−2 (x − 3)(x + 2) lim
 
 and
 
 lim
 
 x→−2−
 
 x +1 = −∞. (x − 3) (x + 2) −
 
 Since (x + 1) < 0, (x − 3) < 0 and (x + 2) < 0, for x < −2.
 
 −
 
 So, there is indeed a vertical asymptote at x = −2 and x +1 does not exist. lim x→−2 (x − 3)(x + 2) „ y
 
 EXAMPLE 5.5
 
 A Limit Involving a Trigonometric Function
 
 Evaluate limπ tan x. x→ 2
 
 q
 
 q
 
 p
 
 x
 
 Solution The graph of the function shown in Figure 1.36 suggests that there is a vertical π asymptote at x = . We verify this behavior by observing that 2 +
 
 sin x lim tan x = limπ − =∞ x→ π2 − x→ 2 cos x
 
 w
 
 +
 
 +
 
 and FIGURE 1.36 y = tan x
 
 limπ + tan x = limπ +
 
 x→ 2
 
 x→ 2
 
 sin x = −∞. cos x −
 
 Since sin x > 0 and cos x > 0 π for 0 < x < . 2 Since sin x > 0 and cos x < 0 π for < x < π. 2
 
 π So, the line x = is indeed a vertical asymptote and 2 limπ tan x does not exist. x→ 2
 
 „
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 We are also interested in examining the limiting behavior of functions as x increases without bound (written x → ∞) or as x decreases without bound (written x → −∞). 1 1 Returning to f (x) = , we can see that as x → ∞, → 0. In view of this, we write x x
 
 f (x) x x
 
 x
 
 3
 
 lim
 
 x→∞
 
 f (x) 10
 
 Similarly,
 
 FIGURE 1.37
 
 lim
 
 1 = 0. x
 
 x→−∞
 
 1 = 0. x
 
 Notice that in Figure 1.37, the graph appears to approach the horizontal line y = 0, as x → ∞ and as x → −∞. In this case, we call y = 0 a horizontal asymptote.
 
 1 1 =0 lim = 0 and lim x→∞ x x→−∞ x
 
 EXAMPLE 5.6
 
 Finding Horizontal Asymptotes
 
 Find any horizontal asymptotes to the graph of f (x) = 2 −
 
 8 6 4 x
 
 x
 
 f (x) 2
 
 2
 
 1 . x
 
 1 Solution We show a graph of y = f (x) in Figure 1.38. Since as x → ±∞, → 0, x we get that   1 =2 lim 2 − x→∞ x   1 and lim 2 − = 2. x→−∞ x
 
 y
 
 f(x)
 
 81
 
 Limits at Infinity
 
 10
 
 3
 
 ..
 
 x
 
 2
 
 FIGURE 1.38
 
  1 = 2 and 2− x→∞  x  1 lim 2 − =2 x→−∞ x 
 
 Thus, the line y = 2 is a horizontal asymptote. „ 1 , for any positive rational power t, xt 1 as x → ±∞, is largely the same as we observed for f (x) = . x As you can see in Theorem 5.1, the behavior of
 
 lim
 
 THEOREM 5.1 For any rational number t > 0, lim
 
 x→±∞
 
 1 = 0, xt
 
 where for the case where x → −∞, we assume that t =
 
 REMARK 5.3 All of the usual rules for limits stated in Theorem 3.1 also hold for limits as x → ±∞.
 
 p , where q is odd. q
 
 A proof of Theorem 5.1 is given in Appendix A. Be sure that the following argument 1 makes sense to you: for t > 0, as x → ∞, we also have x t → ∞, so that t → 0. x In Theorem 5.2, we see that the behavior of a polynomial at infinity is easy to determine.
 
 THEOREM 5.2 For a polynomial of degree n > 0, pn (x) = an x n + an−1 x n−1 + · · · + a0 , we have ∞, if an > 0 lim pn (x) = . −∞, if an < 0 x→∞
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 PROOF lim pn (x) = lim (an x n + an−1 x n−1 + · · · + a0 ) x→∞    a0 an−1 n + ··· + n = lim x an + x→∞ x x = ∞,
 
 We have
 
 x→∞
 
 if an > 0, since
 
   a0 an−1 + · · · + n = an lim an + x→∞ x x
 
 and lim x n = ∞. The result is proved similarly for an < 0. x→∞
 
 Observe that you can make similar statements regarding the value of lim pn (x), but x→−∞
 
 be careful: the answer will change depending on whether n is even or odd. (We leave this as an exercise.) In example 5.7, we again see the need for caution when applying our basic rules for limits (Theorem 3.1), which also apply to limits as x → ∞ or as x → −∞.
 
 EXAMPLE 5.7
 
 A Limit of a Quotient That Is Not the Quotient of the Limits
 
 5x − 7 . x→∞ 4x + 3 Solution You might be tempted to write Evaluate lim
 
 lim (5x − 7) 5x − 7 x→∞ = x→∞ 4x + 3 lim (4x + 3) lim
 
 x→∞
 
 ∞ = 1. = ∞ y
 
 4 x 10
 
 10 f (x) 4
 
 FIGURE 1.39 lim
 
 x→∞
 
 5 5x − 7 = 4x + 3 4
 
 x
 
 5x − 7 4x  3
 
 10 100 1000 10,000 100,000
 
 1 1.223325 1.247315 1.249731 1.249973
 
 x
 
 This is an incorrect use of Theorem 3.1, since the limits in the numerator and the denominator do not exist.
 
 (5.3)
 
 This is incorrect!
 
 The graph in Figure 1.39 and the accompanying table suggest that the conjectured value of 1 is incorrect. Recall that the limit of a quotient is the quotient of the limits only when both limits exist (and the limit in the denominator is nonzero). Since both the limit in the denominator and that in the numerator are infinite, these limits do not exist. , the actual value of the limit can be It turns out that, when a limit has the form ∞ ∞ anything at all. For this reason, we call ∞ an indeterminate form, meaning that the ∞ value of the limit cannot be determined solely by noticing that both numerator and denominator tend to ∞. Rule of Thumb: When faced with the indeterminate form ∞ in calculating the ∞ limit of a rational function, divide numerator and denominator by the highest power of x appearing in the denominator. Here, we have   Multiply numerator and 5x − 7 5x − 7 (1/x) = lim · lim 1 denominator by . x→∞ 4x + 3 x→∞ 4x + 3 (1/x) x 5 − 7/x 4 + 3/x lim (5 − 7/x)
 
 = lim
 
 x→∞
 
 =
 
 x→∞
 
 lim (4 + 3/x)
 
 Multiply through by
 
 1 . x
 
 By Theorem 3.1 (iv).
 
 x→∞
 
 =
 
 5 = 1.25, 4
 
 which is consistent with what we observed both graphically and numerically. „
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 In example 5.8, we apply our rule of thumb to a common limit problem.
 
 EXAMPLE 5.8
 
 Finding Slant Asymptotes
 
 4x + 5 and find any slant asymptotes. −6x 2 − 7x Solution As usual, we first examine a graph. (See Figure 1.40a.) Note that here, the graph appears to tend to −∞ as x → ∞. Further, observe that outside of the interval [−2, 2], the graph looks very much like a straight line. If we look at the graph in a somewhat larger window, this linearity is even more apparent. (See Figure 1.40b.) 3
 
 Evaluate lim
 
 x→∞
 
 y
 
 y 6
 
 20
 
 6
 
 6
 
 x
 
 20
 
 20
 
 6
 
 x
 
 20
 
 FIGURE 1.40a
 
 FIGURE 1.40b
 
 4x 3 + 5 y= −6x 2 − 7x
 
 y=
 
 Using our rule of thumb, we have   4x 3 + 5 4x 3 + 5 (1/x 2 ) lim = lim · x→∞ −6x 2 − 7x x→∞ −6x 2 − 7x (1/x 2 ) 4x + 5/x 2 x→∞ −6 − 7/x = −∞, = lim
 
 4x 3 + 5 −6x 2 − 7x
 
 Multiply numerator and 1 denominator by 2 . x Multiply through by
 
 1 . x2
 
 since as x → ∞, the numerator tends to ∞ and the denominator tends to −6. To further explain the behavior seen in Figure 1.40b, we perform a long division: 2 7 5 + 49/9x 4x 3 + 5 =− x+ + . −6x 2 − 7x 3 9 −6x 2 − 7x Since the third term in this expansion tends to 0 as x → ∞, the function values approach those of the linear function 7 2 − x+ , 3 9 as x → ∞. For this reason, we say that the graph has a slant (or oblique) asymptote. That is, instead of approaching a vertical or horizontal line, as happens with vertical or 2 7 horizontal asymptotes, the graph is approaching the slanted straight line y = − x + . 3 9 (This is the behavior we’re seeing in Figure 1.40b.) „ In example 5.9, we consider a model of the size of an animal’s pupils. Recall that in bright light, pupils shrink to reduce the amount of light entering the eye, while in dim light, pupils dilate to allow in more light. (See the chapter introduction.)
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 EXAMPLE 5.9
 
 Finding the Size of an Animal’s Pupils
 
 Suppose that the diameter of an animal’s pupils is given by f (x) mm, where x is the 160x −0.4 + 90 , find the diameter of the pupils intensity of light on the pupils. If f (x) = 4x −0.4 + 15 with (a) minimum light and (b) maximum light. Solution Since f (0) is undefined, we consider the limit of f (x) as x → 0+ (since x cannot be negative). A computer-generated graph of y = f (x) with 0 ≤ x ≤ 10 is shown in Figure 1.41a. It appears that the y-values approach 20 as x approaches 0. We multiply numerator and denominator by x 0.4 to eliminate the negative exponents, so that lim+
 
 x→0
 
 160x −0.4 + 90 160x −0.4 + 90 x 0.4 = lim+ · −0.4 x→0 4x + 15 4x −0.4 + 15 x 0.4
 
 160 + 90x 0.4 160 = = 40 mm. x→0 4 + 15x 0.4 4 This limit does not seem to match our graph. However, in Figure 1.41b, we have zoomed in so that 0 ≤ x ≤ 0.1, making a limit of 40 look more reasonable. = lim+
 
 y
 
 y 20
 
 40
 
 15
 
 30
 
 10
 
 20
 
 5
 
 10
 
 2
 
 4
 
 6
 
 8
 
 10
 
 x
 
 0.02 0.04 0.06 0.08 0.1
 
 FIGURE 1.41a
 
 FIGURE 1.41b
 
 y = f (x)
 
 y = f (x)
 
 x
 
 For part (b), we consider the limit as x tends to ∞. From Figure 1.41a, it appears that the graph has a horizontal asymptote at a value somewhat below y = 10. We compute the limit 160x −0.4 + 90 90 = = 6 mm. lim x→∞ 4x −0.4 + 15 15 So, the pupils have a limiting size of 6 mm, as the intensity of light tends to ∞. „
 
 EXERCISES 1.5 WRITING EXERCISES 1. It may seem odd that we use ∞ in describing limits but do not count ∞ as a real number. Discuss the existence of ∞: is it a number or a concept? 2. In example 5.7, we dealt with the “indeterminate form” ∞ . ∞ Thinking of a limit of ∞ as meaning “getting very large” and a limit of 0 as meaning “getting very close to 0,” explain why the following are indeterminate forms: ∞ , 0 , ∞ − ∞, and ∞ 0 ∞ · 0. Determine what the following nonindeterminate forms represent: ∞ + ∞, −∞ − ∞, ∞ + 0 and 0/∞.
 
 3. On your computer or calculator, graph y = 1/(x − 2) and look for the horizontal asymptote y = 0 and the vertical asymptote x = 2. Many computers will draw a vertical line at x = 2 and will show the graph completely flattening out at y = 0 for large x’s. Is this accurate? misleading? Most computers will compute the locations of points for adjacent x’s and try to connect the points with a line segment. Why might this result in a vertical line at the location of a vertical asymptote? 4. Many students learn that asymptotes are lines that the graph gets closer and closer to without ever reaching. This is true for many asymptotes, but not all. Explain why vertical asymptotes
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 are never crossed. Explain why horizontal or slant asymptotes may, in fact, be crossed any number of times; draw one example.
 
 In exercises 1–4, determine (a) lim f (x), (b) lim f (x) and x→a −
 
 x→a 
 
 (c) lim f (x) (answer as appropriate, with a number, ∞, − ∞ or x→a
 
 does not exist). 1 − 2x 1. f (x) = 2 ,a=1 x −1 x −4 ,a=2 3. f (x) = 2 x − 4x + 4
 
 1 − 2x 2. f (x) = 2 , a = −1 x −1 1−x 4. f (x) = , a = −1 (x + 1)2
 
 ..
 
 Limits Involving Infinity; Asymptotes
 
 85
 
 80x −0.3 + 60 , find the size of the pupil with no light 2x −0.3 + 5 and the size of the pupil with an infinite amount of light. 80x −0.3 + 60 . 34. Repeat exercise 33 with f (x) = 8x −0.3 + 15 If f (x) =
 
 35. Modify the functions in exercise 33 to find a function f such that lim f (x) = 8 and lim f (x) = 2. x→0+
 
 x→∞
 
 36. Find a function of the form f (x) = lim f (x) = 5 and lim f (x) = 4. +
 
 20x −0.4 + 16 such that g(x)
 
 x→∞
 
 x→0 ............................................................
 
 ............................................................
 
 In exercises 37–40, use graphical and numerical evidence to conjecture a value for the indicated limit.
 
 In exercises 5–20, determine each limit (answer as appropriate, with a number, ∞, − ∞ or does not exist). x 2 + 2x − 1 −2/3 5. lim 6. lim (x 2 − 2x − 3) x→−2 x→−1− x2 − 4 7. lim cot x 8. lim x sec2 x
 
 x cos(1/x) x −2 x − cos (π x) 39. lim x→−1 x +1
 
 x→0
 
 x→∞
 
 11. 13. 15. 17. 19.
 
 x→∞
 
 x sin(1/x) x +3 x 40. lim x→0+ cos x − 1 38. lim
 
 x→∞
 
 ............................................................
 
 x→π/2
 
 x −2 3x 2 + 4x − 1 −x lim √ x→−∞ 4 + x2 2x 2 − x + 1 lim x→∞ 4x 2 − 3x − 1 3 − 2/x lim x→0+ 2 + 1/x 3x + sin x lim x→∞ 4x − cos 2x tan x − x lim x→π/2+ tan2 x + 3
 
 9. lim
 
 37. lim
 
 3
 
 −x 10. lim √ x→∞ 4 + x2 2x 2 − 1 12. lim x→∞ 4x 3 − 5x − 1 2x − 1 14. lim 2 x→∞ x + 4x + 1 3 − 2/x 16. lim x→∞ 2 + 1/x 2x 2 sin x 18. lim x→∞ x 2 + 4 sin x − x 20. lim x→∞ sin2 x + 3x
 
 In exercises 41 and 42, use graphical and numerical evidence to conjecture the value of the limit. Then, verify your conjecture by finding the limit exactly.  41. lim ( 4x 2 − 2x + 1 − 2x) (Hint: Multiply and divide by the x→∞ √ conjugate expression: 4x 2 − 2x + 1 + 2x and simplify.)   42. lim ( 5x 2 + 4x + 7 − 5x 2 + x + 3) (See the hint for x→∞
 
 exercise 41.)
 
 ............................................................
 
 ............................................................ In exercises 21–28, determine all horizontal and vertical asymptotes. For each vertical asymptote, determine whether f (x) → ∞ or f (x) → − ∞ on either side of the asymptote. x x2 21. (a) f (x) = (b) f (x) = 4 − x2 4 − x2 x x 22. (a) f (x) = √ (b) f (x) = √ 2 4+x 4 − x2 2 1−x 3x + 1 24. f (x) = 2 23. f (x) = 2 x − 2x − 3 x +x −2 tan x 25. f (x) = cot(1 − cos x) 26. f (x) = 1 − sin 2x  2  x +4 4 sin x 28. f (x) = sin 27. f (x) = x x2 − 4
 
 p(x) with q(x) the degree of p(x) greater than the degree of q(x). Determine whether y = f (x) has a horizontal asymptote. p(x) with the Suppose that f (x) is a rational function f (x) = q(x) degree (largest exponent) of p(x) less than the degree of q(x). Determine the horizontal asymptote of y = f (x). p(x) . If Suppose that f (x) is a rational function f (x) = q(x) y = f (x) has a slant asymptote y = x + 2, how does the degree of p(x) compare to the degree of q(x)? p(x) . If Suppose that f (x) is a rational function f (x) = q(x) y = f (x) has a horizontal asymptote y = 2, how does the degree of p(x) compare to the degree of q(x)? x2 − 4 Find a quadratic function q(x) such that f (x) = has q(x) 1 one horizontal asymptote y = − 2 and exactly one vertical asymptote x = 3. x2 − 4 Find a quadratic function q(x) such that f (x) = has q(x) one horizontal asymptote y = 2 and two vertical asymptotes x = ±3. x3 − 3 has no vertical Find a function g(x) such that f (x) = g(x) asymptotes and a slant asymptote y = x. x −4 Find a function g(x) such that f (x) = has two horizong(x) tal asymptotes y = ±1 and no vertical asymptotes.
 
 43. Suppose that f (x) is a rational function f (x) =
 
 44.
 
 45.
 
 46.
 
 47.
 
 ............................................................ In exercises 29–32, determine all vertical and slant asymptotes. x2 + 1 x3 30. y = 29. y = 2 4−x x −2 x4 x3 32. y = 3 31. y = 2 x +x −4 x +2
 
 48.
 
 33. Suppose that the size of the pupil of a certain animal is given by f (x) (mm), where x is the intensity of the light on the pupil.
 
 50.
 
 49.
 
 ............................................................
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 In exercises 51–56, label the statement as true or false (not always true) for real numbers a and b. 51. If lim f (x) = a and lim g(x) = b, then x→∞
 
 x→∞
 
 lim [ f (x) + g(x)] = a + b.
 
 
 
 x→∞
 
 52. If lim f (x) = a and lim g(x) = b, then lim x→∞
 
 x→∞
 
 x→∞
 
  a f (x) = . g(x) b
 
 53. If lim f (x) = ∞ and lim g(x) = ∞, then x→∞
 
 x→∞
 
 lim [ f (x) − g(x)] = 0.
 
 x→∞
 
 54. If lim f (x) = ∞ and lim g(x) = ∞, then x→∞
 
 LT (Late Transcendental)
 
 20:21
 
 x→∞
 
 lim [ f (x) + g(x)] = ∞.
 
 
 
  f (x) = 0. x→∞ x→∞ x→∞ g(x)   f (x) 56. If lim f (x) = ∞ and lim g(x) = ∞, then lim = 1. x→∞ x→∞ x→∞ g(x) x→∞
 
 55. If lim f (x) = a and lim g(x) = ∞, then lim
 
 ............................................................
 
 both as t → 0 and t → ∞, and interpret both limits in terms of the concentration of the drug. 63. Ignoring air resistance, the maximum height reached by a v02 R rocket launched with initial velocity v0 is h = m/s, 19.6R − v02 where R is the radius of the earth. In this exercise, we interpret this as a function of v0 . Explain why the domain of this function must be restricted to v0 ≥ 0. There is an additional restriction. Find the (positive) value ve such that h is undefined. Sketch a possible graph of h with 0 ≤ v0 < ve and discuss the significance of the vertical asymptote at ve . (Explain what would happen to the rocket if it is launched with initial velocity ve .) Explain why ve is called the escape velocity. 64. According to Einstein’s theory of relativity, themass of an object traveling at speed v is given by m = m 0 / 1 − v 2 /c2 , where c is the speed of light (about 9.8 × 108 ft/s). Compute lim m and explain why m 0 is called the “rest mass.” Compute v→0
 
 lim m and discuss the implications. (What would happen if
 
 v→c−
 
 57. It is very difficult to find simple statements in calculus that are always true; this is one reason that a careful development of the theory is so important. You may have heard the simple rule: g(x) to find the vertical asymptotes of f (x) = , simply set the h(x) denominator equal to 0 [i.e., solve h(x) = 0]. Give an example where h(a) = 0 but there is not a vertical asymptote at x = a.
 
 you were traveling in a spaceship approaching the speed of light?) How much does the mass of a 192-pound man (m 0 = 6) increase at the speed of 9000 ft/s (about 4 times the speed of sound)?
 
 58. (a) State and prove a result analogous to Theorem 5.2 for lim pn (x), for n odd.
 
 EXPLORATORY EXERCISES
 
 x→−∞
 
 (b) State and prove a result analogous to Theorem 5.2 for lim pn (x), for n even. x→−∞
 
 ............................................................. In exercises 59 and 60, determine all vertical and horizontal asymptotes. ⎧ 4x ⎪ ⎪ if x < 0 ⎪ ⎪ x −4 ⎪ ⎪ ⎨ x2 if 0 ≤ x < 4 59. f (x) = ⎪ x −2 ⎪ ⎪ ⎪ ⎪ cos x ⎪ ⎩ if x ≥ 4 x +1 ⎧ x +3 ⎪ if x < 0 ⎪ 2 ⎪ ⎪ ⎨ x − 4x if 0 ≤ x < 2 60. f (x) = cos x + 1 ⎪ ⎪ 2 ⎪ x −1 ⎪ ⎩ if x ≥ 2 x 2 − 7x + 10
 
 1. Suppose you are shooting a basketball from a (horizontal) distance of L feet, releasing the ball from a location h feet below the basket. To get a perfect swish, it is necessary that the initial velocity v0 and initial release angle θ0 satisfy the equation
 
 h
 
 u0 10
 
 L
 
 61. Suppose an object with initial velocity v0 = 0 ft/s and (constant) mass m slugs is accelerated by a constant force F pounds for t seconds. According to Newton’s laws of motion, the object’s speed will be v N = Ft/m. According to Einstein’s √ theory of relativity, the object’s speed will be v E = Fct/ m 2 c2 + F 2 t 2 , where c is the speed of light. Compute lim v N and lim v E .
 
  √ v0 = gL/ 2 cos2 θ0 (tan θ0 − h/L). For a free throw, take L = 15 ft, h = 2 ft and g = 32 ft/s2 and graph v0 as a function of θ0 . What is the significance of the two vertical asymptotes? Explain in physical terms what type of shot corresponds to each vertical asymptote. Estimate the minimum value of v0 (call it vmin ). Explain why it is easier to shoot a ball with a small initial velocity. There is another advantage to this initial velocity. Assume that the basket is 2 ft in diameter and the ball is 1 ft in diameter. For a free throw, L = 15 ft is perfect. What is the maximum horizontal distance the ball could travel and still go in the basket (without bouncing off the backboard)? What is the minimum horizontal distance? Call these numbers L max and L min . Find the angle θ1 corresponding to vmin and L min and the angle θ2 corresponding to vmin and L max . The difference |θ2 − θ1 | is the angular margin of error. Peter Brancazio has shown that the angular margin of error for vmin is larger than for any other initial velocity.
 
 62. After an injection, the concentration of a drug in a muscle varies according to a function of time f (t). Suppose that t is measured in hours and f (t) = √ t2 . Find the limit of f (t),
 
 2. A different type of limit at infinity that will be very important to us is the limit of a sequence. Investigating the area under a parabola in Chapter 4, we will compute the
 
 APPLICATIONS
 
 t→∞
 
 t→∞
 
 t +1
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 following approximations:
 
 3(5) 4(7) 2(3) = 1, = 0.625, ≈ 6(1) 6(4) 6(9)
 
 5(9) ≈ 0.469 and so on. Do you see a pattern? If 6(16) we name our approximations a1 , a2 , a3 and a4 , verify that (n + 1)(2n + 1) an = . The area under the parabola is the limit 6n 2 of these approximations as n gets larger and larger. Find the 0.519,
 
 1.6
 
 ..
 
 Formal Definition of the Limit
 
 87
 
 area. In Chapter 9, we will need to find limits of the following sequences. Estimate the limit of 2(n + 1)2 − 3(n + 1) + 4 , n 2 + 3n + 4 (b) an = (1 + 1/n)n and n3 + 2 . (c) an = n! (a) an =
 
 FORMAL DEFINITION OF THE LIMIT Recall that we write
 
 HISTORICAL NOTES
 
 lim f (x) = L ,
 
 x→a
 
 if f (x) gets closer and closer to L as x gets closer and closer to a. Although intuitive, this description is imprecise, since we do not have a precise definition for what it means to be “close.” In this section, however, we will make this more precise and you will begin to see how mathematical analysis (that branch of mathematics of which the calculus is the most elementary study) works. Studying more advanced mathematics without an understanding of the precise definition of limit is somewhat akin to studying brain surgery without bothering with all that background work in chemistry and biology. In medicine, it has only been through a careful examination of the microscopic world that a deeper understanding of our own macroscopic world has developed. Likewise, in mathematical analysis, it is through an understanding of the microscopic behavior of functions (such as the precise definition of limit) that a deeper understanding of the mathematics will come about. We begin with the careful examination of an elementary example. You should certainly believe that
 
 Augustin Louis Cauchy (1789–1857) A French mathematician who brought rigor to mathematics, including a modern definition of the limit. (The ε–δ formulation shown in this section is due to Weierstrass.) Cauchy was one of the most prolific mathematicians in history, making important contributions to number theory, linear algebra, differential equations, astronomy, optics and complex variables. A difficult man to get along with, a colleague wrote, “Cauchy is mad and there is nothing that can be done about him, although right now, he is the only one who knows how mathematics should be done.”
 
 lim (3x + 4) = 10.
 
 x→2
 
 If asked to explain the meaning of this particular limit to a fellow student, you would probably repeat the intuitive explanation we have used so far: that as x gets closer and closer to 2, (3x + 4) gets arbitrarily close to 10. That is, we should be able to make (3x + 4) as close as we like to 10, just by making x sufficiently close to 2. But can we actually do this? For instance, can we force (3x + 4) to be within distance 1 of 10? To see what values of x will guarantee this, we write an inequality that says that (3x + 4) is within 1 unit of 10: |(3x + 4) − 10| < 1.
 
 y
 
 Eliminating the absolute values, we see that this is equivalent to
 
 y  3x  4
 
 −1 < (3x + 4) − 10 < 1
 
 11 10 9
 
 or
 
 2W
 
 2
 
 x 2W
 
 FIGURE 1.42 1 1 2 − < x < 2 + guarantees 3 3 that |(3x + 4) − 10| < 1.
 
 −1 < 3x − 6 < 1.
 
 Since we need to determine how close x must be to 2, we want to isolate x − 2, instead of x. So, dividing by 3, we get 1 1 − < x −2< 3 3 1 or |x − 2| < . (6.1) 3 Reversing the steps that lead to inequality (6.1), we see that if x is within distance 13 of 2, then (3x + 4) will be within the specified distance (1) of 10. (See Figure 1.42 for a graphical interpretation of this.) So, does this convince you that you can make (3x + 4) as close as you want to 10? Probably not, but if you used a smaller distance, perhaps you’d be more convinced.
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 EXAMPLE 6.1
 
 1-42
 
 Exploring a Simple Limit
 
 Find the values of x for which (3x + 4) is within distance
 
 1 of 10. 100
 
 Solution We want |(3x + 4) − 10| 
 0 of 10 (no matter how small ε is), just by making x sufficiently close to 2. Solution The objective is to determine the range of x-values that will guarantee that (3x + 4) stays within ε of 10. (See Figure 1.43 for a sketch of this range.) We have ´
 
 23
 
 2
 
 ´
 
 x
 
 |(3x + 4) − 10| < ε,
 
 23
 
 FIGURE 1.43 The range of x-values that keep |(3x + 4) − 10| < ε
 
 which is equivalent to
 
 −ε < (3x + 4) − 10 < ε
 
 or
 
 −ε < 3x − 6 < ε.
 
 Dividing by 3, we get
 
 −
 
 or
 
 ε ε < x −2< 3 3 ε |x − 2| < . 3
 
 ε also implies 3 ε that |(3x + 4) − 10| < ε. This says that as long as x is within distance of 2, (3x + 4) 3 will be within the required distance ε of 10. That is, ε |(3x + 4) − 10| < ε whenever |x − 2| < . 3 „ Notice that each of the preceding steps is reversible, so that |x − 2| 
 0 you would like), simply by making x sufficiently close to 2. Further, we have explicitly spelled out what “sufficiently close to 2” means in the context of the present problem. Thus, no matter how close we are asked to make (3x + 4) to 10, we can accomplish this simply by taking x to be in the specified interval.
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 Next, we examine this more precise notion of limit in the case of a function that is not defined at the point in question.
 
 EXAMPLE 6.3
 
 Proving That a Limit Is Correct
 
 2x + 2x − 4 = 6. x −1 Solution It is easy to use the usual rules of limits to establish this result. It is yet another matter to verify that this is correct using our new and more precise notion of limit. In this case, we want to know how close x must be to 1 to ensure that 2
 
 Prove that lim
 
 x→1
 
 f (x) =
 
 2x 2 + 2x − 4 x −1
 
 is within an unspecified distance ε > 0 of 6. First, notice that f is undefined at x = 1. So, we seek a distance δ (delta, δ > 0), such that if x is within distance δ of 1, but x = 1 (i.e., 0 < |x − 1| < δ), then this guarantees that | f (x) − 6| < ε. Notice that we have specified that 0 < |x − 1| to ensure that x = 1. Further, | f (x) − 6| < ε is equivalent to −ε 
 0, we want to find a δ > 0, for which  πx    0 < |x − 2| < δ guarantees that sin − 0 < ε. 2 πx Note that since we have no algebra for simplifying sin , we cannot accomplish this 2 symbolically. Instead, we’ll try to graphically find δ’s corresponding to the specific ε’s 1 given. (a) For ε = , we would like to find a δ > 0 for which if 0 < |x − 2| < δ, then 2 πx 1 1 −0< . − < sin 2 2 2 1 1 πx with 1 ≤ x ≤ 3 and − ≤ y ≤ , we get Drawing the graph of y = sin 2 2 2 Figure 1.48a. If you trace along a calculator or computer graph, you will notice that the graph stays on the screen (i.e., the y-values stay in the interval [−0.5, 0.5]) for 1 x ∈ [1.666667, 2.333333]. Thus, we have determined experimentally that for ε = , 2 δ = 2.333333 − 2 = 2 − 1.666667 = 0.333333 will work. (Of course, any value of δ smaller than 0.333333 will also work.) To illustrate this, we redraw the last graph, but restrict x to lie in the interval [1.67, 2.33]. (See Figure 1.48b.) In this case, the graph stays in the window over the entire range of displayed x-values. (b) Taking ε = 0.1, we look for an interval of x-values that will
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 πx stays between −0.1 and 0.1. We redraw the graph from guarantee that sin 2 Figure 1.48a, with the y-range restricted to the interval [−0.1, 0.1]. (See Figure 1.49a.) Again, tracing along the graph tells us that the y-values will stay in the desired range for x ∈ [1.936508, 2.063492]. Thus, we have experimentally determined that δ = 2.063492 − 2 = 2 − 1.936508 = 0.063492 will work here. We redraw the graph using the new range of x-values (see Figure 1.49b), noting that the graph remains in the window for all values of x in the indicated interval. y
 
 y
 
 0.1
 
 0.1
 
 1.7
 
 2
 
 2.3
 
 0.1
 
 x
 
 2–d
 
 2+d
 
 2
 
 x
 
 0.1
 
 FIGURE 1.49a
 
 FIGURE 1.49b
 
 πx y = sin 2
 
 y = sin
 
 πx 2
 
 It is important to recognize that we are not proving that the above limit is correct. To prove this requires us to symbolically find a δ for every ε > 0. The idea here is to use these graphical illustrations to become more familiar with the definition and with what δ and ε represent. „
 
 EXAMPLE 6.7
 
 x 0.1 0.01 0.001 0.0001
 
 x 2  2x √ x 3  4x 2 1.03711608 1.0037461 1.00037496 1.0000375
 
 Exploring the Definition of Limit Where the Limit Does Not Exist
 
 x 2 + 2x Determine whether or not lim √ = 1. x→0 x 3 + 4x 2 Solution We first construct a table of function values. From the table alone, we might be tempted to conjecture that the limit is 1. However, we would be making a huge error, as we have not considered negative values of x or drawn a graph. Figure 1.50a shows the default graph drawn by our computer algebra system. In this graph, the function values do not quite look like they are approaching 1 as x → 0 (at least as x → 0− ). We now investigate the limit graphically for ε = 12 . Here, we need to find a δ > 0 for which 0 < |x| < δ guarantees that 1− or
 
 1 x 2 + 2x 1 0, such that 0 < |x − a| < δ guarantees that f (x) > M. (See Figure 1.51 for a graphical interpretation of this.)
 
 FIGURE 1.51 lim f (x) = ∞
 
 x→a
 
 Similarly, we had said that if f (x) decreases without bound as x → a, then lim f (x) = −∞. Think of how you would make this more precise and then consider the x→a following definition.
 
 y ad
 
 a
 
 For a function f defined in some open interval containing a (but not necessarily at a itself), we say lim f (x) = ∞,
 
 ad x
 
 DEFINITION 6.3 For a function f defined in some open interval containing a (but not necessarily at a itself), we say lim f (x) = −∞,
 
 N
 
 x→a
 
 if given any number N < 0, there is another number δ > 0, such that 0 < |x − a| < δ guarantees that f (x) < N . (See Figure 1.52 for a graphical interpretation of this.) FIGURE 1.52 lim f (x) = −∞
 
 x→a
 
 It’s easy to keep these definitions straight if you think of their meaning. Don’t simply memorize them.
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 EXAMPLE 6.8 Prove that lim
 
 x→0
 
 Using the Definition of Limit Where the Limit Is Infinite
 
 1 = ∞. x2
 
 Solution Given any (large) number M > 0, we need to find a distance δ > 0 such that if x is within δ of 0 (but not equal to 0) then 1 > M. x2
 
 (6.5)
 
 Since both M and x 2 are positive, (6.5) is equivalent to x2 
 0, if we take δ = guarantees that
 
 √
 
 x 2 = |x|, we get
 
 1 . M
 
 1 and work backward, we have that 0 < |x − 0| < δ M 1 > M, x2
 
 1 as desired. Note that this says, for instance, that for M = 100, 2 > 100, whenever x  1 1 0 < |x| < = . (Verify that this works, as an exercise.) 100 10 „ There are two remaining limits that we have yet to place on a careful footing. Before reading on, try to figure out for yourself what appropriate definitions would look like. If we write lim f (x) = L, we mean that as x increases without bound, f (x) gets x→∞ closer and closer to L. That is, we can make f (x) as close to L as we like, by choosing x sufficiently large. More precisely, we have the following definition.
 
 y L ´ L L´
 
 DEFINITION 6.4 For a function f defined on an interval (a, ∞), for some a > 0, we say lim f (x) = L ,
 
 x→∞
 
 M
 
 FIGURE 1.53 lim f (x) = L
 
 x→∞
 
 x
 
 if given any ε > 0, there is a number M > 0 such that x > M guarantees that | f (x) − L| < ε. (See Figure 1.53 for a graphical interpretation of this.)
 
 Similarly, we have said that lim f (x) = L means that as x decreases without bound, x→−∞
 
 f (x) gets closer and closer to L. So, we should be able to make f (x) as close to L as desired, just by making x sufficiently large in absolute value and negative. We have the following definition.
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 y
 
 DEFINITION 6.5 L ´ L L´
 
 For a function f defined on an interval (−∞, a), for some a < 0, we say lim f (x) = L ,
 
 x→−∞
 
 if given any ε > 0, there is a number N < 0 such that x < N guarantees that N
 
 | f (x) − L| < ε.
 
 x
 
 FIGURE 1.54
 
 (See Figure 1.54 for a graphical interpretation of this.)
 
 lim f (x) = L
 
 x→−∞
 
 We use Definitions 6.4 and 6.5 essentially the same as we do Definitions 6.1–6.3, as we see in example 6.9.
 
 EXAMPLE 6.9 Prove that lim
 
 x→−∞
 
 Using the Definition of Limit Where x Tends to −∞
 
 1 = 0. x
 
 1 within ε of 0, x simply by making x sufficiently large in absolute value and negative. So, we need to determine those x’s for which   1   − 0 < ε x    1   < ε. or (6.6) x 
 
 Solution Here, we must show that given any ε > 0, we can make
 
 REMARK 6.2 You should take care to note the commonality among the definitions of the five limits we have given. All five deal with a precise description of what it means to be “close.” It is of considerable benefit to work through these definitions until you can provide your own words for each. Don’t just memorize the formal definitions as stated here. Rather, work toward understanding what they mean and come to appreciate the exacting language that mathematicians use.
 
 Since x < 0, |x| = −x and so (6.6) becomes 1 < ε. −x Dividing both sides by ε and multiplying by x (remember that x < 0 and ε > 0, so that this will change the direction of the inequality), we get −
 
 1 > x. ε
 
 1 So, if we take N = − and work backward, we have satisfied the definition and thereby ε proved that the limit is correct. „ We don’t use the limit definitions to prove each and every limit that comes along. Actually, we use them to prove only a few basic limits and to prove the limit theorems that we’ve been using for some time without proof. Further use of these theorems then provides solid justification of new limits. As an illustration, we now prove the rule for a limit of a sum.
 
 THEOREM 6.1 Suppose that for a real number a, lim f (x) = L 1 and lim g(x) = L 2 . Then, x→a
 
 x→a
 
 lim [ f (x) + g(x)] = lim f (x) + lim g(x) = L 1 + L 2 .
 
 x→a
 
 x→a
 
 x→a
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 PROOF Since lim f (x) = L 1 , we know that given any number ε1 > 0, there is a number δ1 > 0 for x→a which 0 < |x − a| < δ1 guarantees that | f (x) − L 1 | < ε1 .
 
 (6.7)
 
 Likewise, since lim g(x) = L 2 , we know that given any number ε2 > 0, there is a number x→a δ2 > 0 for which 0 < |x − a| < δ2 guarantees that |g(x) − L 2 | < ε2 .
 
 (6.8)
 
 Now, in order to get lim [ f (x) + g(x)] = (L 1 + L 2 ),
 
 x→a
 
 we must show that, given any number ε > 0, there is a number δ > 0 such that 0 < |x − a| < δ guarantees that |[ f (x) + g(x)] − (L 1 + L 2 )| < ε. Notice that |[ f (x) + g(x)] − (L 1 + L 2 )| = |[ f (x) − L 1 ] + [g(x) − L 2 ]| ≤ | f (x) − L 1 | + |g(x) − L 2 |,
 
 (6.9)
 
 by the triangle inequality. Of course, both terms on the right-hand side of (6.9) can be made ε arbitrarily small, from (6.7) and (6.8). In particular, if we take ε1 = ε2 = , then as long as 2 0 < |x − a| < δ1 and 0 < |x − a| < δ2 , we get from (6.7), (6.8) and (6.9) that |[ f (x) + g(x)] − (L 1 + L 2 )| ≤ | f (x) − L 1 | + |g(x) − L 2 | ε ε < + = ε, 2 2 as desired. Of course, this will happen if we take 0 < |x − a| < δ = min{δ1 , δ2 }. The other rules for limits are proven similarly. We show these in Appendix A.
 
 EXERCISES 1.6 WRITING EXERCISES 1. In his 1687 masterpiece Mathematical Principles of Natural Philosophy, which introduces many of the fundamentals of calculus, Sir Isaac Newton described the important limit f (a + h) − f (a) lim (which we study at length in Chapter 2) h→0 h as “the limit to which the ratios of quantities decreasing without limit do always converge, and to which they approach nearer than by any given difference, but never go beyond, nor ever reach until the quantities vanish.” If you ever get weary of all the notation that we use in calculus, think of what it would look like in words! Critique Newton’s definition of limit, addressing the following questions in the process. What restrictions do the phrases “never go beyond” and “never reach” put on the limit process? Give an example of a simple f (a + h) − f (a) limit, not necessarily of the form lim , that h→0 h violates these restrictions. Give your own (English language) description of the limit, avoiding restrictions such as Newton’s.
 
 Why do mathematicians consider the ε−δ definition simple and elegant? 2. You have computed numerous limits before seeing the definition of limit. Explain how this definition changes and/or improves your understanding of the limit process. 3. Each word in the ε−δ definition is carefully chosen and precisely placed. Describe what is wrong with each of the following slightly incorrect “definitions” (use examples!): (a) There exists ε > 0 such that there exists a δ > 0 such that if 0 < |x − a| < δ, then | f (x) − L| < ε. (b) For all ε > 0 and for all δ > 0, if 0 < |x − a| < δ, then | f (x) − L| < ε. (c) For all δ > 0 there exists ε > 0 such that 0 < |x − a| < δ and | f (x) − L| < ε. 4. In order for the limit to exist, given every ε > 0, we must be able to find a δ > 0 such that the if/then inequalities are true. To prove that the limit does not exist, we must find a
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 particular ε > 0 such that the if/then inequalities are not true for any choice of δ > 0. To understand the logic behind the swapping of the “for every” and “there exists” roles, draw an analogy with the following situation. Suppose the statement, “Everybody loves somebody” is true. If you wanted to verify the statement, why would you have to talk to every person on earth? But, suppose that the statement is not true. What would you have to do to disprove it? In exercises 1–12, symbolically find δ in terms of ε. 1. lim 3x = 0
 
 2. lim 3x = 3
 
 3. lim (3x + 2) = 8
 
 4. lim (3x + 2) = 5
 
 5. lim (3 − 4x) = −1
 
 6. lim (3 − 4x) = 7
 
 x→0
 
 x→1
 
 x→2
 
 x→1
 
 x→1
 
 7. lim
 
 x→1
 
 x→−1
 
 x2 + x − 2 =3 x −1
 
 8. lim
 
 x→−1
 
 x2 − 1 = −2 x +1
 
 10. lim (x − x + 1) = 1
 
 9. lim (x − 1) = 0 2
 
 2
 
 x→1
 
 x→1
 
 12. lim (x 3 + 1) = 1
 
 11. lim (x 2 − 1) = 3 x→2
 
 x→0
 
 x→a
 
 Use exercises 1–6.) Does the formula depend on the value of a? Try to explain this answer graphically.
 
 23. lim
 
 x→∞ x 2
 
 25.
 
 x2 − 2 =1 +x +1
 
 x2 + 3 = 0.25 x→−∞ 4x 2 − 4 lim
 
 97
 
 24. lim
 
 x→∞ x 2
 
 26.
 
 x2 + x =1 + 2x + 1
 
 3x 2 − 2 =3 x→−∞ x 2 + 1 lim
 
 ............................................................ In exercises 27–32, prove that the limit is correct using the appropriate definition (assume that k is an integer).   1 1 − 3 = −3 28. lim =0 27. lim x→∞ x→∞ (x − 7)2 x2 + 2 −2 3 29. lim = −∞ 30. lim =∞ x→−3 (x + 3)4 x→7 (x − 7)2 1 1 31. lim k = 0, for k > 0 32. lim 2k = 0, for k > 0 x→∞ x x→−∞ x
 
 ............................................................ In exercises 33–36, identify a specific ε > 0 for which no δ > 0 exists to satisfy the definition of limit.  2x if x < 1, lim f (x) = 2 33. f (x) = x 2 + 3 if x > 1 x→1  34. f (x) =  35. f (x) =
 
 14. Based on exercises 9 and 11, does the value of δ depend on the value of a for lim (x 2 + b)? Try to explain this graphically. x→a
 
 Formal Definition of the Limit
 
 In exercises 23–26, find an M or N corresponding to ε  0.1 for each limit at infinity.
 
 ............................................................ 13. Determine a formula for δ in terms of ε for lim (mx + b). (Hint:
 
 ..
 
 
 
 x 2 − 1 if x < 0, lim f (x) = −2 −x − 2 if x > 0 x→0 2x 5 − x2
 
 if x < 1, lim f (x) = 2 if x > 1 x→1
 
 x − 1 if x < 2, lim f (x) = 1 x2 if x > 2 x→2
 
 ............................................................
 
 36. f (x) =
 
 In exercises 15–18, numerically and graphically determine a δ corresponding to (a) ε  0.1 and (b) ε  0.05. Graph the function in the ε − δ window [x-range is (a − δ, a  δ) and y-range is (L − ε, L  ε)] to verify that your choice works.
 
 ............................................................ 37. Prove Theorem 3.1 (i).
 
 15. lim (x 2 + 1) = 1
 
 39. Prove the Squeeze Theorem, as stated in Theorem 3.5.
 
 16. lim cos x = 1
 
 x→0
 
 17. lim
 
 √
 
 x→1
 
 x→0
 
 18. lim
 
 x +3=2
 
 x→1
 
 x +2 =3 x2
 
 ............................................................ 19. Modify the ε − δ definition to define the one-sided limits lim f (x) and lim f (x). x→a −
 
 x→a +
 
 20. Symbolically find the largest δ corresponding to ε = 0.1 in the definition of lim 1/x = 1. Symbolically find the largest x→1−
 
 δ corresponding to ε = 0.1 in the definition of lim 1/x = 1. x→1+
 
 Which δ could be used in the definition of lim 1/x = 1? Briefly explain. Then prove that lim 1/x = 1.
 
 x→1
 
 x→1
 
 ............................................................
 
 38. Prove Theorem 3.1 (ii).
 
 40. Given that lim f (x) = L and lim f (x) = L, prove that x→a −
 
 lim f (x) = L.
 
 x→a +
 
 x→a
 
 41. A metal washer of (outer) radius r inches weighs 2r 2 ounces. A company manufactures 2-inch washers for different customers who have different error tolerances. If the customer demands a washer of weight 8 ± ε ounces, what is the error tolerance for the radius? That is, find δ such that a radius of r within the interval (2 − δ, 2 + δ) guarantees a weight within (8 − ε, 8 + ε). 42. A fiberglass company ships its glass as spherical marbles. If the volume of each marble must be within ε of π/6, how close does the radius need to be to 1/2?
 
 In exercises 21 and 22, find a δ corresponding to M  100 or N  − 100 (as appropriate) for each limit. 21. (a) lim
 
 x→1+
 
 2 =∞ x −1
 
 22. (a) lim cot x = ∞ x→0+
 
 (b) lim
 
 x→1−
 
 2 = −∞ x −1
 
 (b) lim cot x = −∞ x→π −
 
 ............................................................
 
 EXPLORATORY EXERCISES 1. In this section, we have not yet solved any problems we could not already solve in previous sections. We do so now, while investigating an unusual function. Recall that
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 rational numbers can be written as fractions p/q, where p and q are integers. We will assume that p/q has been simplified by dividing out common factors (e.g., 1/2 and 0 if x is irrational not 2/4). Define f (x) = . We 1/q if x = qp is rational will try to show that lim f (x) exists. Without graphics,
 
 value greater than 1/6? The only possible function values are 1/5, 1/4, 1/3, 1/2 and 1. The x’s with function value 1/5 are 1/5, 2/5, 3/5, 4/5 and so on. The closest of these x’s to 2/3 is 3/5. Find the closest x (not counting x = 2/3) to 2/3 with function value 1/4. Repeat for f (x) = 1/3, f (x) = 1/2 and f (x) = 1. Out of all these closest x’s, how close is the absolute closest? Choose δ to be this number, and argue that if 0 < |x − 2/3| < δ, we are guaranteed that | f (x)| < 1/6. Argue that a similar process can find a δ for any ε.
 
 x→2/3
 
 we need a good definition to answer this question. We know that f (2/3) = 1/3, but recall that the limit is independent of the actual function value. We need to think about x’s close to 2/3. If such an x is irrational, f (x) = 0. A simple hypothesis would then be lim f (x) = 0. We’ll try this out for
 
 2. State a definition for “ f (x) is continuous at x = a” using Definition 6.1. Use it to prove that the function in exploratory exercise 1 is continuous at every irrational number and discontinuous at every rational number.
 
 x→2/3
 
 ε = 1/6. We would like to guarantee that | f (x)| < 1/6 whenever 0 < |x − 2/3| < δ. Well, how many x’s have a function
 
 1.7
 
 LIMITS AND LOSS-OF-SIGNIFICANCE ERRORS “Pay no attention to that man behind the curtain. . . .” (from The Wizard of Oz) Things are not always what they appear to be. Even so, people tend to accept a computer’s answer as a fact not subject to debate. However, when we use a computer (or calculator), we must always keep in mind that these devices perform most computations only approximately. Most of the time, this will cause us no difficulty whatsoever. Occasionally, however, the results of round-off errors in a string of calculations are disastrous. In this section, we briefly investigate these errors and learn how to recognize and avoid some of them. We first consider a relatively tame-looking example.
 
 EXAMPLE 7.1 y
 
 A Limit with Unusual Graphical and Numerical Behavior
 
 (x 3 + 4)2 − x 6 . x→∞ x3
 
 Evaluate lim
 
 9
 
 8
 
 7
 
 20,000
 
 60,000
 
 100,000
 
 FIGURE 1.55a y=
 
 (x 3 + 4)2 − x 6 x3
 
 x
 
 Solution At first glance, the numerator looks like ∞ − ∞, which is indeterminate, while the denominator tends to ∞. Algebraically, the only reasonable step is to multiply out the first term in the numerator. First, we draw a graph and compute some function values. (Not all computers and software packages will produce these identical results, but for large values of x, you should see results similar to those shown here.) In Figure 1.55a, the function appears nearly constant, until it begins oscillating around x = 40,000. Notice that the accompanying table of function values is inconsistent with Figure 1.55a. The last two values in the table may have surprised you. Up until that point, the function values seemed to be settling down to 8.0 very nicely. So, what happened here and what is the correct value of the limit? To answer this, we look carefully at function values in the interval between x = 1 × 104 and x = 1 × 105 . A more detailed table is shown below to the right. Incorrect calculated values
 
 x 10 100 1 × 103 1 × 104 1 × 105 1 × 106
 
 3
 
 2
 
 (x  4) − x 6 x3 8.016 8.000016 8.0 8.0 0.0 0.0
 
 x 2 × 104 3 × 104 4 × 104 5 × 104
 
 (x 3  4)2 − x 6 x3 8.0 8.14815 7.8125 0
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 y
 
 ..
 
 Limits and Loss-of-Significance Errors
 
 99
 
 In Figure 1.55b, we have blown up the graph to enhance the oscillation observed between x = 1 × 104 and x = 1 × 105 . The deeper we look into this limit, the more erratically the function appears to behave. We use the word appears because all of the oscillatory behavior we are seeing is an illusion, created by the finite precision of the computer used to perform the calculations and draw the graph. „
 
 8.2
 
 8
 
 Computer Representation of Real Numbers 7.8 20,000
 
 60,000
 
 100,000
 
 FIGURE 1.55b 2
 
 y=
 
 (x 3 + 4) − x 6 x3
 
 x
 
 The reason for the unusual behavior seen in example 7.1 boils down to the way in which computers represent real numbers. Without getting into all of the intricacies of computer arithmetic, it suffices to think of computers and calculators as storing real numbers internally in scientific notation. For example, the number 1,234,567 would be stored as 1.234567 × 106 . The number preceding the power of 10 is called the mantissa and the power is called the exponent. Thus, the mantissa here is 1.234567 and the exponent is 6. All computing devices have finite memory and consequently have limitations on the size mantissa and exponent that they can store. (This is called finite precision.) Many calculators carry a 14-digit mantissa and a 3-digit exponent. On a 14-digit computer, this would suggest that the computer retains only the first 14 digits in the decimal expansion of any given number.
 
 EXAMPLE 7.2
 
 Computer Representation of a Rational Number
 
 1 2 Determine how is stored internally on a 10-digit computer and how is stored internally 3 3 on a 14-digit computer. 1 −1 Solution On a 10-digit computer, is stored internally as 3.333333333   × 10 . On a 3 10 digits
 
 2 −1 14-digit computer, is stored internally as 6.6666666666667   × 10 . 3 14 digits
 
 „
 
 For most purposes, such finite precision presents no problem. However, this occasionally leads to a disastrous error. In example 7.3, we subtract two relatively close numbers and examine the resulting catastrophic error.
 
 EXAMPLE 7.3
 
 A Computer Subtraction of Two “Close” Numbers
 
 Compare the exact value of 18 18 1. 0000000000000     4 × 10 − 1. 0000000000000   1 × 10 13 zeros
 
 13 zeros
 
 with the result obtained from a calculator or computer with a 14-digit mantissa. Solution Notice that 18 18 18 1. 0000000000000      4×10 − 1. 0000000000000   1×10 = 0. 0000000000000   3×10 13 zeros
 
 13 zeros
 
 13 zeros
 
 = 30,000.
 
 (7.1)
 
 However, if this calculation is carried out on a computer or calculator with a 14-digit (or smaller) mantissa, both numbers on the left-hand side of (7.1) are stored by the computer as 1 × 1018 and hence, the difference is calculated as 0. Try this calculation for yourself now. „
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 EXAMPLE 7.4
 
 Another Subtraction of Two “Close” Numbers
 
 Compare the exact value of 20 20 1. 0000000000000     6 × 10 − 1. 0000000000000   4 × 10 13 zeros
 
 13 zeros
 
 with the result obtained from a calculator or computer with a 14-digit mantissa. Solution Notice that 20 20 20 1.0000000000000      6 ×10 − 1.0000000000000   4 ×10 = 0.0000000000000   2 ×10 13 zeros
 
 13 zeros
 
 13 zeros
 
 = 2,000,000.
 
 However, if this calculation is carried out on a calculator with a 14-digit mantissa, the first number is represented as 1.0000000000001 × 1020 , while the second number is represented by 1.0 × 1020 , due to the finite precision and rounding. The difference between the two values is then computed as 0.0000000000001 × 1020 or 10,000,000, which is, again, a very serious error. „ In examples 7.3 and 7.4, we witnessed a gross error caused by the subtraction of two numbers whose significant digits are very close to one another. This type of error is called a loss-of-significant-digits error or simply a loss-of-significance error. These are subtle, often disastrous computational errors. Returning now to example 7.1, we will see that it was this type of error that caused the unusual behavior noted.
 
 EXAMPLE 7.5
 
 A Loss-of-Significance Error
 
 (x 3 + 4)2 − x 6 . x3 4 Follow the calculation of f (5 × 10 ) one step at a time, as a 14-digit computer would do it.
 
 In example 7.1, we considered the function f (x) = Solution We have
 
 [(5 × 104 )3 + 4]2 − (5 × 104 )6 (5 × 104 )3 (1.25 × 1014 + 4)2 − 1.5625 × 1028 = 1.25 × 1014
 
 f (5 × 104 ) =
 
 REMARK 7.1 If at all possible, avoid subtractions of nearly equal values. Sometimes, this can be accomplished by some algebraic manipulation of the function.
 
 =
 
 (125,000,000,000,000 + 4)2 − 1.5625 × 1028 1.25 × 1014
 
 =
 
 (1.25 × 1014 )2 − 1.5625 × 1028 = 0, 1.25 × 1014
 
 since 125,000,000,000,004 is rounded off to 125,000,000,000,000. Note that the real culprit here was not the rounding of 125,000,000,000,004, but the fact that this was followed by a subtraction of a nearly equal value. Further, note that this is not a problem unique to the numerical computation of limits. „ In the case of the function from example 7.5, we can avoid the subtraction and hence, the loss-of-significance error by rewriting the function as follows: 2
 
 (x 3 + 4) − x 6 x3 6 (x + 8x 3 + 16) − x 6 = x3 3 8x + 16 = , x3
 
 f (x) =
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 8
 
 where we have eliminated the subtraction. Using this new (and equivalent) expression for the function, we can compute a table of function values reliably. Notice, too, that if we redraw the graph in Figure 1.55a using the new expression (see Figure 1.56), we no longer see the oscillation present in Figures 1.55a and 1.55b. From the rewritten expression, we easily obtain
 
 7
 
 (x 3 + 4)2 − x 6 = 8, x→∞ x3
 
 9
 
 lim
 
 20,000
 
 60,000
 
 100,000
 
 x
 
 FIGURE 1.56 y=
 
 which is consistent with Figure 1.56 and the corrected table of function values. In example 7.6, we examine a loss-of-significance error that occurs for x close to 0.
 
 EXAMPLE 7.6
 
 8x 3 + 16 x3
 
 Loss-of-Significance Involving a Trigonometric Function
 
 1 − cos x 2 . x→0 x4 Solution As usual, we look at a graph (see Figure 1.57) and some function values.
 
 Evaluate lim 8x 3  16 x3 8.016 8.000016 8.000000016 8.00000000002 8.0 8.0 8.0
 
 x 10 100 1 × 103 1 × 104 1 × 105 1 × 106 1 × 107
 
 y
 
 2
 
 2
 
 4
 
 FIGURE 1.57 y=
 
 x ±0.1 ±0.01 ±0.001 ±0.0001 ±0.00001
 
 1 − cos x 2 x4
 
 x
 
 1 − cos x 2 x4
 
 0.1 0.01 0.001 0.0001 0.00001
 
 0.499996 0.5 0.5 0.0 0.0
 
 −0.1 −0.01 −0.001 −0.0001 −0.00001
 
 0.499996 0.5 0.5 0.0 0.0
 
 As in example 7.1, note that the function values seem to be approaching 0.5, but then suddenly take a jump down to 0.0. Once again, we are seeing a loss-of-significance error. In this particular case, this occurs because we are subtracting nearly equal values (cos x 2 and 1). We can again avoid the error by eliminating the subtraction. Note that
 
 0.5
 
 4
 
 x
 
 1 − cos x 2 x4
 
 x
 
 1 − cos x 2 1 + cos x 2 1 − cos x 2 = · 4 x x4 1 + cos x 2   1 − cos2 x 2  = 4 x 1 + cos x 2   sin2 x 2  . = 4 x 1 + cos x 2
 
 1 − cos2 (x 2 ) = sin2 (x 2 ).
 
 Since this last (equivalent) expression has no subtraction indicated, we should be able to use it to reliably generate values without the worry of loss-of-significance error. Using this to compute function values, we get the accompanying table. Using the graph and the new table, we conjecture that
 
 sin2 (x 2 ) x 4 (1  cos x 2 ) 0.499996 0.4999999996 0.5 0.5 0.5
 
 Multiply numerator and denominator by (1 + cos x 2 ).
 
 1 − cos x 2 1 = . x→0 x4 2 „ lim
 
 We offer one final example where a loss-of-significance error occurs, even though no subtraction is explicitly indicated.
 
 EXAMPLE 7.7
 
 A Loss-of-Significance Error Involving a Sum
 
 Evaluate lim x[(x + 4)1/2 + x]. 2
 
 x→−∞
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 Solution Initially, you might think that since there is no subtraction (explicitly) indicated, there will be no loss-of-significance error. We first draw a graph (see Figure 1.58) and compute a table of values.
 
 1
 
 2
 
 3
 
 FIGURE 1.58 y = x[(x 2 + 4)1/2 + x]
 
 
 
 x
 
 x (x 2  4)1/2  x
 
 −100 −1 × 103 −1 × 104 −1 × 105 −1 × 106 −1 × 107 −1 × 108
 
 −1.9998 −1.999998 −2.0 −2.0 −2.0 0.0 0.0
 
 
 
 You should notice the sudden jump in values in the table and the wild oscillation visible in the graph. Although a subtraction is not explicitly indicated, there is indeed a subtraction here, since we have x < 0 and (x 2 + 4)1/2 > 0. We can again remedy this with some algebraic manipulation, as follows. 
 
 x (x + 4) 2
 
 1/2
 
    (x 2 + 4)1/2 − x  + x = x (x + 4) + x  2 (x + 4)1/2 − x   2 (x + 4) − x 2   =x 2 (x + 4)1/2 − x 
 
 
 
 =
 
 2
 
 1/2
 
 Multiply numerator and denominator by the conjugate.
 
 Simplify the numerator.
 
 4x . (x 2 + 4)1/2 − x
 
 We use this last expression to generate a graph in the same window as that used for Figure 1.58 and to generate the accompanying table of values. In Figure 1.59, we can see none of the wild oscillation observed in Figure 1.58 and the graph appears to be a horizontal line. y 1  108 6  107 2  107
 
 x
 
 1
 
 2
 
 3
 
 FIGURE 1.59 y=
 
 4x (x 2 + 4)1/2 − x
 
 x
 
 4x (x 2  4)1/2 − x
 
 −100 −1 × 103 −1 × 104 −1 × 105 −1 × 106 −1 × 107 −1 × 108
 
 −1.9998 −1.999998 −1.99999998 −1.9999999998 −2.0 −2.0 −2.0
 
 Further, the values displayed in the table no longer show the sudden jump indicative of a loss-of-significance error. We can now confidently conjecture that lim x[(x 2 + 4)1/2 + x] = −2.
 
 x→−∞
 
 „
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 BEYOND FORMULAS In examples 7.5–7.7, we demonstrated calculations that suffered from catastrophic lossof-significance errors. In each case, we showed how we could rewrite the expression to avoid this error. We have by no means exhibited a general procedure for recognizing and repairing such errors. Rather, we hope that by seeing a few of these subtle errors, and by seeing how to fix even a limited number of them, you will become a more skeptical and intelligent user of technology.
 
 EXERCISES 1.7    3 3 11. lim x 4/3 x 2 + 1 − x 2 − 1
 
 WRITING EXERCISES
 
 x→∞
 
 1. Caution is important in using technology. Equally important is redundancy. This property is sometimes thought to be a negative (wasteful, unnecessary), but its positive role is one of the lessons of this section. By redundancy, we mean investigating a problem using graphical, numerical and symbolic tools. Why is it important to use multiple methods? 2. When computing limits, should you always look at a graph? compute function values? do symbolic work? an ε−δ proof? Prioritize the techniques in this chapter. f (a + h) − f (a) is important in Chapter 2. For h→0 h a specific function and specific a, we could compute a table of values of the fraction for smaller values of h. Why should we be wary of loss-of-significance errors?
 
 3. The limit lim
 
 4. We rationalized the numerator in example 7.7. The old rule of rationalizing the denominator is intended to minimize computational errors. To see why you might want the square root in the numerator, suppose √ that you can get only one decimal 6 place of accuracy, so that 3 ≈ 1.7. Compare 1.7 to √63 and 6 then compare 2(1.7) to √3 . Which of the approximations could you do in your head?
 
  √ √ 3 3 12. lim x 2/3 x + 4 − x − 3 x→∞
 
 ............................................................ In exercises 13 and 14, compare the limits to show that small errors can have disastrous effects. 13. lim
 
 x→1
 
 x2 + x − 2 x −1
 
 x −2 14. lim 2 x→2 x − 4
 
 and
 
 and lim
 
 x→2
 
 lim
 
 x→1
 
 x 2 + x − 2.01 x −1
 
 x −2 x 2 − 4.01
 
 ............................................................
 
 15. Compare f (x) = sin π x and g(x) = sin 3.14x for x = 1 (radian), x = 10, x = 100 and x = 1000. 16. For exercise 1, follow the calculation of the function for x = 105 as it would proceed for a machine computing with a 10-digit mantissa. Identify where the round-off error occurs.
 
 ............................................................ In exercises 17 and 18, compare the exact answer to one obtained by a computer with a six-digit mantissa. 17. (1.000003 − 1.000001) × 107 18. (1.000006 − 1.000001) × 107
 
 ............................................................ In exercises 1–12, (a) use graphics and numerics to conjecture a value of the limit. (b) Find a computer or calculator graph showing a loss-of-significance error. (c) Rewrite the function to avoid the loss-of-significance error. √  1. lim x 4x 2 + 1 − 2x
 
 2.
 
 x→∞
 
 3. lim
 
  √ √ √ x x +4− x +2
 
 x→∞
 
 5. lim x x→∞
 
 √
 
 x2 + 4 −
 
 √
 
 x2 + 2
 
 
 
 √  lim x 4x 2 + 1 + 2x
 
 x→−∞
 
 4. lim x 2 x→∞
 
 6. lim x x→∞
 
 1 − cos 2x 12x 2
 
 8. lim
 
 1 − cos x 3 x→0 x6
 
 10. lim
 
 7. lim
 
 x→0
 
 9. lim
 
 √
 
 x→0
 
 √
 
 x4 + 8 − x2
 
 x 3 + 8 − x 3/2
 
 1 − cos x x2
 
 1 − cos x 4 x→0 x8
 
  
 
 19. If you have access to a CAS, test it on the limits of examples 7.1, 7.6 and 7.7. Based on these results, do you think that your CAS does precise calculations or numerical estimates?
 
 EXPLORATORY EXERCISES 1. Just as we are subject to round-off error in using calculations from a computer, so are we subject to errors in a computer-generated graph. After all, the computer has to compute function values before it can decide where to plot points. On your computer or calculator, graph y = sin x 2 (a disconnected graph—or point plot—is preferable). You should see the oscillations you expect from the sine function, but with the oscillations getting faster as x gets larger. Shift your graphing window to the right several times. At some point, the plot will become very messy and almost unreadable. Depending on your technology, you may see patterns in the plot. Are these patterns real or an illusion? To explain what is
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 going on, recall that a computer graph is a finite set of pixels, with each pixel representing one x and one y. Suppose the computer is plotting points at x = 0, x = 0.1, x = 0.2 and so on. The y-values would then be sin 02 , sin 0.12 , sin 0.22 and so on. Investigate what will happen between x = 15 and x = 16. Compute all the points
 
 (15, sin 152 ), (15.1, sin 15.12 ) and so on. If you were to graph these points, what pattern would emerge? To explain this pattern, argue that there is approximately half a period of the sine curve missing between each point plotted. Also, investigate what happens between x = 31 and x = 32.
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Secant line One-sided limit Removable discontinuity Vertical asymptote Method of bisections Slope of curve
 
 Limit Continuous Horizontal asymptote Squeeze Theorem Length of line segment
 
 Infinite limit Loss-of-significance error Slant asymptote Intermediate Value Theorem
 
 In exercises 1 and 2, numerically estimate the slope of y  f (x) at x  a. 1. f (x) = x 2 − 2x, a = 2 2. f (x) = sin 2x, a = 0
 
 ............................................................ In exercises 3 and 4, numerically estimate the length of the curve using (a) n  4 and (b) n  8 line segments and evenly spaced x-coordinates. 3. f (x) = sin x, 0 ≤ x ≤
 
 π 4
 
 4. f (x) = x 2 − x, 0 ≤ x ≤ 2
 
 ............................................................ In exercises 5–10, use numerical and graphical evidence to conjecture the value of the limit. x2 − 1 x→1 cos π x + 1
 
 tan (x 3 ) x→0 x2
 
 TRUE OR FALSE
 
 5. lim
 
 State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to make a new statement that is true. 1. In calculus, problems are often solved by first approximating the solution and then improving the approximation.
 
 6. lim
 
 x +2 |x + 2| √ x2 + 4 9. lim x→−∞ 3x + 1
 
 7. lim
 
 8. lim tan
 
 x→−2
 
 x→0
 
 10. lim
 
 x→∞
 
 1 x
 
 4x 2 + x − 1 √ x4 + 6
 
 ............................................................
 
 2. If f (1.1) = 2.1, f (1.01) = 2.01 and so on, then lim f (x) = 2.
 
 In exercises 11 and 12, identify the limits from the graph of f .
 
 3. lim [ f (x) · g(x)] = [lim f (x)][lim g(x)]
 
 11. (a) lim f (x)
 
 x→1
 
 x→a
 
 x→a
 
 x→a
 
 x→−1−
 
 (c) lim f (x)
 
 lim f (x) f (x) x→a = 4. lim x→a g(x) lim g(x)
 
 x→0
 
 12. (a) lim f (x)
 
 (b) lim f (x)
 
 x→1−
 
 5. If f (2) = 1 and f (4) = 2, then there exists an x between 2 and 4 such that f (x) = 0.
 
 x→1+
 
 (c) lim f (x)
 
 (d) lim f (x)
 
 x→1
 
 x→2
 
 y
 
 6. For any polynomial p(x), lim p(x) = ∞.
 
 3
 
 x→∞
 
 p(x) for polynomials p and q with q(a) = 0, then q(x) f has a vertical asymptote at x = a.
 
 x→−1+
 
 (d) lim f (x)
 
 x→−1
 
 x→a
 
 (b) lim f (x)
 
 7. If f (x) =
 
 8. Small round-off errors typically have only small effects on a calculation.  √ 9. lim f (x) = L if and only if lim f (x) = L. x→a
 
 x→a
 
 3
 
 3
 
 x
 
 3
 
 ............................................................
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 105
 
 Review Exercises 13. Identify the discontinuities in the function graphed above. 14. Sketch a graph of a function f with f (0) = 0, lim f (x) = 1 and lim f (x) = −1. x→1−
 
 f (−1) = 0,
 
 x→1+
 
 ............................................................ In exercises 15–34, evaluate the limit. Answer with a number, ∞ , −∞ or does not exist. 15. lim
 
 x→2
 
 x −x −2 x2 − 4 2
 
 17. lim √ x→0
 
 16. lim
 
 x→1
 
 x2 + x
 
 x 3 + 2x 2 18. lim √ x→0 x 8 + 4x 4 sin x 2 20. lim x→0 x 2
 
 x 4 + 2x 2
 
 19. lim (2 + x) sin(1/x) x→0
 
 
 
 3x − 1 if x < 2 x 2 + 1 if x ≥ 2
 
 21. lim f (x), where f (x) = x→2
 
 
 
 22. lim f (x), where f (x) = x→1
 
 23. lim
 
 √ 3
 
 x→0
 
 1 + 2x − 1 x
 
 x→0
 
 x2 − 4 +x +1
 
 27. lim
 
 x→∞ 3x 2
 
 29. lim − tan2 x x→π/2
 
 lim
 
 x→−∞
 
 33. lim
 
 x→0
 
 2x + 1 if x < 1 x 2 + 1 if x > 1
 
 2x x 2 + 3x − 5
 
 sin x |sin x|
 
 34. lim
 
 x→0
 
 2x − |x| |3x| − 2x
 
 ............................................................ 35. Use the Squeeze Theorem to prove that lim
 
 x→0
 
 2x 3 = 0. +1
 
 x2
 
 36. Use the Intermediate Value Theorem to verify that f (x) = x 3 − x − 1 has a zero in the interval [1, 2]. Use the method of bisections to find an interval of length 1/32 that contains a zero.
 
 ............................................................ In exercises 37–40, find all x’s at which f is continuous. 37. f (x) =
 
 x2
 
 x −1 + 2x − 3
 
 ⎧ ⎨ sin x 39. f (x) = x 2 ⎩ 4x − 3
 
 38. f (x) =
 
 41. f (x) =
 
 x +2 x2 − x − 6
 
 2x 42. f (x) = √ 3x − 4  44. f (x) = x 2 − 4
 
 43. f (x) = sin (1 + cos x)
 
 ............................................................ In exercises 45–52, determine all vertical, horizontal and slant asymptotes. x +2 x 2 − 2x − 8 x3 48. f (x) = 2 x −x −2 2x 2 50. f (x) = 2 x +4 cos x − 1 52. f (x) = x +3
 
 x +1 x 2 − 3x + 2 x2 47. f (x) = 2 x −1 x3 49. f (x) = 2 x +x +1 3 51. f (x) = cos x − 1
 
 46. f (x) =
 
 45. f (x) =
 
 ............................................................
 
 x −1 24. lim √ x→1 10 − x − 3   x 26. lim tan 2 x→1 x − 2x + 1 2x 28. lim √ x→∞ x2 + 4 x 2 − 2x − 3 30. lim 2 x→3 x + 6x + 9 2x 32. lim 2 x→−2 x + 3x + 2
 
 25. lim cot (x 2 )
 
 31.
 
 x −1 x2 + x − 2 2
 
 In exercises 41–44, find all intervals of continuity.
 
 x +1 x2 − 4
 
 if x < 0 if 0 ≤ x ≤ 2 if x > 2
 
 40. f (x) = x cot x
 
 ............................................................
 
 In exercises 53 and 54, (a) use graphical and numerical evidence to conjecture a value for the indicated limit. (b) Find a computer or calculator graph showing a loss-of-significance error. (c) Rewrite the function to avoid the loss-of-significance error.   1 − cos x 2 +1−x 53. lim 54. lim x x x→∞ x→0 2x 2
 
 EXPLORATORY EXERCISES 2x 2 − 2x − 4 , do the following. (a) Find all valx 2 − 5x + 6 ues of x at which f is not continuous. (b) Determine which value in (a) is a removable discontinuity. For this value, find the limit of f as x approaches this value. Sketch a portion of the graph of f near this x-value showing the behavior of the function. (c) For the value in part (a) that is not removable, find the two one-sided infinite limits and sketch the graph of f near this x-value. (d) Find lim f (x) and lim f (x) and
 
 1. For f (x) =
 
 x→∞
 
 x→−∞
 
 sketch the portion of the graph of f corresponding to these values. (e) Connect the pieces of your graph as simply as possible. If available, compare your graph to a computer-generated graph. 2. Let f (t) represent the price of an autograph of a famous person at time t (years after 2000). Interpret each of the following (independently) in financial terms: (a) horizontal asymptote y = 1000, (b) vertical asymptote at t = 10, (c) lim f (t) = 500 and lim f (t) = 800 and (d) lim f (t) = 950. t→4+
 
 t→4−
 
 t→8
 
 CONFIRMING PAGES
 
 This page intentionally left blank
 
 P1: OSO/OVY MHDQ256-Ch02
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 8, 2010
 
 LT (Late Transcendental)
 
 18:21
 
 Differentiation
 
 CHAPTER
 
 2 The marathon is one of the most famous running events, covering 26 miles and 385 yards. The 2004 Olympic marathon was won by Stefano Baldini of Italy in a time of 2:10:55. Using the familiar formula “rate equals distance divided by time,” we can compute Baldini’s average speed of 385 1760 ≈ 12.0 mph. 10 55 2+ + 60 3600 26 +
 
 This says that Baldini averaged less than 5 minutes per mile for over 26 miles! However, the 100-meter sprint was won by Justin Gatlin of the United States in 9.85 seconds, while the 200-meter sprint was won by Shawn Crawford of the United States in 19.79 seconds. Average speeds for these runners were 100 1610 ≈ 22.7 mph 9.85 3600
 
 and
 
 200 1610 ≈ 22.6 mph. 19.79 3600
 
 Since these speeds are much faster than that of the marathon runner, the winners of these events are often called the “World’s Fastest Human.” An interesting connection can be made with a thought experiment. If the same person ran 200 meters in 19.79 seconds with the first 100 meters covered in 9.85 seconds, compare the average speeds for the first and second 100 meters. In the second 100 meters, the distance run is 200 − 100 = 100 meters and the time is 19.79 − 9.85 = 9.94 seconds. The average speed is then 100 200 − 100 = ≈ 10.06 m/s ≈ 22.5 mph. 19.79 − 9.85 9.94 Notice that the speed calculation in m/s is the same calculation we would use for the slope between the points (9.85, 100) and (19.79, 200). The connection between slope and speed (and other quantities of interest) is explored in this chapter.
 
 2.1
 
 TANGENT LINES AND VELOCITY A traditional slingshot is essentially a rock on the end of a string, which you rotate around in a circular motion and then release. When you release the string, in which direction will the rock travel? An overhead view of this is illustrated in Figure 2.1 (on the following page). Many people mistakenly believe that the rock will follow a 107
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 Differentiation
 
 2-2
 
 y
 
 y 2.2
 
 12
 
 2.1
 
 8
 
 2.0
 
 P Point of release
 
 4 1.9
 
 (1, 2) 4
 
 x
 
 2
 
 2
 
 4
 
 1.8 x
 
 4
 
 FIGURE 2.1 Path of rock
 
 0.92 0.96 1.00 1.04 1.08
 
 FIGURE 2.2
 
 FIGURE 2.3
 
 y = x2 + 1
 
 y = x2 + 1
 
 curved path, but Newton’s first law of motion tells us that the path as viewed from above is straight. In fact, the rock follows a path along the tangent line to the circle at the point of release. Our aim in this section is to extend the notion of tangent line to more general curves. To make our discussion more concrete, suppose that we want to find the tangent line to the curve y = x 2 + 1 at the point (1, 2). (See Figure 2.2.) The tangent line hugs the curve near the point of tangency. In other words, like the tangent line to a circle, this tangent line has the same direction as the curve at the point of tangency. Observe that if we zoom in sufficiently far, the graph appears to approximate that of a straight line. In Figure 2.3, we show the graph of y = x 2 + 1 zoomed in on the small rectangular box indicated in Figure 2.2. We now choose two points from the curve—for example, (1, 2) and (3, 10)— and compute the slope of the line joining these two points. Such a line is called a secant line and we denote its slope by m sec :
 
 CAUTION Be aware that the “axes” indicated in Figure 2.3 do not intersect at the origin. We provide them only as a guide as to the scale used to produce the figure.
 
 m sec =
 
 10 − 2 = 4. 3−1
 
 An equation of the secant line is then determined by y−2 = 4, x −1 y = 4(x − 1) + 2.
 
 so that y
 
 As can be seen in Figure 2.4a, the secant line doesn’t look very much like a tangent line. Refining this procedure, we take the second point a little closer to the point of tangency, say (2, 5). This gives the slope of the secant line as
 
 12 8
 
 m sec =
 
 4
 
 4
 
 x
 
 2
 
 2
 
 4
 
 4
 
 FIGURE 2.4a Secant line joining (1, 2) and (3, 10)
 
 5−2 =3 2−1
 
 and an equation of this secant line as y = 3(x − 1) + 2. As seen in Figure 2.4b, this looks much more like a tangent line, but it’s still not quite there. Choosing our second point much closer to the point of tangency, say (1.05, 2.1025), should give us an even better approximation. In this case, we have m sec =
 
 2.1025 − 2 = 2.05 1.05 − 1
 
 and an equation of this secant line is y = 2.05(x − 1) + 2. As can be seen in Figure 2.4c, the secant line looks very much like a tangent line, even when zoomed in quite far, as in Figure 2.4d. We continue this process by computing the slope of the secant line joining (1, 2) and the unspecified point (1 + h, f (1 + h)), for some value of h close to 0 (but h = 0).
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 12
 
 8
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 y
 
 y
 
 y
 
 Tangent Lines and Velocity
 
 3
 
 2
 
 1 4
 
 x
 
 2
 
 2
 
 4
 
 4
 
 x
 
 2
 
 2
 
 4 x
 
 4
 
 4
 
 0.6
 
 1.0
 
 1.4
 
 FIGURE 2.4b
 
 FIGURE 2.4c
 
 FIGURE 2.4d
 
 Secant line joining (1, 2) and (2, 5)
 
 Secant line joining (1, 2) and (1.05, 2.1025)
 
 Close-up of secant line
 
 The slope of this secant line is m sec =
 
 [(1 + h)2 + 1] − 2 f (1 + h) − 2 = (1 + h) − 1 h
 
 =
 
 (1 + 2h + h 2 ) − 1 2h + h 2 = h h
 
 Multiply out and cancel.
 
 =
 
 h(2 + h) = 2 + h. h
 
 Factor out common h and cancel.
 
 Notice that as h approaches 0, the slope of the secant line approaches 2, which we define to be the slope of the tangent line.
 
 REMARK 1.1 y
 
 We should make one more observation before moving on to the general case of tangent lines. Unlike the case for a circle, tangent lines may intersect a curve at more than one point, as seen in Figure 2.5.
 
 y  f (x)
 
 The General Case x
 
 FIGURE 2.5 Tangent line intersecting a curve at more than one point
 
 To find the slope of the tangent line to y = f (x) at x = a, first pick two points on the curve. One point is the point of tangency, (a, f (a)). Call the x-coordinate of the second point x = a + h, for some small number h (h = 0), the corresponding y-coordinate is then y = f (a + h). It is natural to think of h as being positive, as shown in Figure 2.6a, although h can also be negative, as shown in Figure 2.6b. y
 
 y
 
 a
 
 ah
 
 x
 
 ah
 
 a
 
 FIGURE 2.6a
 
 FIGURE 2.6b
 
 Secant line (h > 0)
 
 Secant line (h < 0)
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 The slope of the secant line through the points (a, f (a)) and (a + h, f (a + h)) is given by m sec = y
 
 Q P x
 
 f (a + h) − f (a) f (a + h) − f (a) = . (a + h) − a h
 
 (1.1)
 
 Notice that the expression in (1.1) (called a difference quotient) gives the slope of the secant line for any second point we might choose (i.e., for any h = 0). Recall that in order to obtain an improved approximation to the tangent line, we take the second point closer to the point of tangency, which in turn makes h closer to 0. We illustrate this process in Figure 2.7, where we have plotted a number of secant lines for h > 0. Notice that as the point Q approaches the point P (i.e., as h → 0), the secant lines approach the tangent line at P. We define the slope of the tangent line to be the limit of the slopes of the secant lines in (1.1) as h tends to 0, whenever this limit exists.
 
 DEFINITION 1.1
 
 FIGURE 2.7
 
 The slope m tan of the tangent line to y = f (x) at x = a is given by
 
 Secant lines approaching the tangent line at the point P
 
 m tan = lim
 
 h→0
 
 f (a + h) − f (a) , h
 
 (1.2)
 
 provided the limit exists. The tangent line is then the line passing through the point (a, f (a)) with slope m tan , y − f (a) with equation given by = m tan or x −a y = m tan (x − a) + f (a).
 
 Equation of tangent line
 
 EXAMPLE 1.1
 
 Finding the Equation of a Tangent Line
 
 Find an equation of the tangent line to y = x 2 + 1 at x = 1. Solution We compute the slope using (1.2): m tan = lim
 
 h→0
 
 y
 
 f (1 + h) − f (1) h
 
 [(1 + h)2 + 1] − (12 + 1) h→0 h
 
 = lim 12
 
 ⫺4
 
 1 + 2h + h 2 + 1 − 2 h→0 h
 
 8
 
 = lim
 
 4
 
 = lim x
 
 ⫺2
 
 2
 
 4
 
 ⫺4
 
 FIGURE 2.8 y = x 2 + 1 and the tangent line at x = 1
 
 2h + h 2 h(2 + h) = lim h→0 h→0 h h = lim (2 + h) = 2.
 
 Multiply out and cancel.
 
 Factor out common h and cancel.
 
 h→0
 
 Notice that the point corresponding to x = 1 is (1, 2) and the line with slope 2 through the point (1, 2) has equation y = 2(x − 1) + 2 or y = 2x. Note how closely this corresponds to the secant lines computed earlier. We show a graph of the function and this tangent line in Figure 2.8. „
 
 EXAMPLE 1.2
 
 Tangent Line to the Graph of a Rational Function
 
 Find an equation of the tangent line to y =
 
 2 at x = 2. x
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 Solution From (1.2), we have y
 
 m tan
 
 5 4 3 2 1 x
 
 1 1
 
 1
 
 2
 
 3
 
 4
 
 Since f (2 + h) =
 
 2 . 2+h
 
 Add fractions and multiply out.
 
 Cancel h’s.
 
 The point corresponding to x = 2 is (2, 1), since f (2) = 1. An equation of the tangent line is then 1 y = − (x − 2) + 1. 2 We show a graph of the function and this tangent line in Figure 2.9. „
 
 5
 
 FIGURE 2.9 y=
 
 2 −1 f (2 + h) − f (2) = lim 2 + h = lim h→0 h→0 h h     2 − (2 + h) 2−2−h (2 + h) (2 + h) = lim = lim h→0 h→0 h h 1 −h −1 = lim = lim =− . h→0 (2 + h)h h→0 2 + h 2
 
 2 and tangent line at (2, 1) x
 
 In cases where we cannot (or cannot easily) evaluate the limit for the slope of the tangent line, we can approximate the limit numerically. We illustrate this in example 1.3.
 
 EXAMPLE 1.3
 
 Graphical and Numerical Approximation of Tangent Lines
 
 Graphically and numerically approximate the slope of the tangent line to y = x = 0. y
 
 5 x
 
 2
 
 x −1 is shown in Figure 2.10a. We sketch the tangent line x +1 at the point (0, −1) in Figure 2.10b, where we have zoomed in to provide better detail. To approximate the slope, we estimate the coordinates of one point on the tangent line other than (0, −1). In Figure 2.10b, it appears that the tangent line passes through the 1 − (−1) point (1, 1). An estimate of the slope is then m tan ≈ = 2. To approximate the 1−0 slope numerically, we choose several points near (0, −1) and compute the slopes of the secant lines. For example, rounding the y-values to four decimal places, we have Solution A graph of y =
 
 10
 
 4
 
 2
 
 4
 
 5
 
 Second Point 10
 
 (1, 0)
 
 FIGURE 2.10a y=
 
 x −1 at x +1
 
 (0.1, −0.8182)
 
 x −1 x +1
 
 (0.01, −0.9802)
 
 y
 
 msec 0 − (−1) =1 1−0 −0.8182 − (−1) = 1.818 0.1 − 0 −0.9802 − (−1) = 1.98 0.01 − 0
 
 Second Point (−0.5, −3) (−0.1, −1.2222) (−0.01, −1.0202)
 
 msec −3 − (−1) =4 −0.5 − 0 −1.2222 − (−1) = 2.222 −0.1 − 0 −1.0202 − (−1) = 2.02 −0.01 − 0
 
 In both columns, as the second point gets closer to (0, −1), the slope of the secant line gets closer to 2. A reasonable estimate of the slope of the tangent line at the point (0, −1) is then 2. „
 
 3 2 1 2
 
 1
 
 x 1
 
 1
 
 2 3
 
 FIGURE 2.10b Tangent line
 
 2
 
 Velocity We often describe velocity as a quantity determining the speed and direction of an object. Observe that if your car did not have a speedometer, you could determine your speed using the familiar formula distance = rate × time. (1.3) Using (1.3), you can find the rate (speed) by simply dividing the distance by the time. While the rate in (1.3) refers to average speed over a period of time, we are interested in the speed at a specific instant. The following story should indicate the difference.
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 During traffic stops, police officers frequently ask drivers if they know how fast they were going. Consider the following response from an overzealous student, who might answer that during the past, say, 3 years, 2 months, 7 days, 5 hours and 45 minutes, they’ve driven exactly 45,259.7 miles, so that their speed was rate =
 
 45,259.7 miles distance = ≈ 1.62118 mph. time 27,917.75 hours
 
 Of course, most police officers would not be impressed with this analysis, but, why is it wrong? While there’s nothing wrong with formula (1.3) or the arithmetic, it’s reasonable to argue that unless the student was in his or her car during this entire 3-year period, the results are invalid. Suppose that the driver substitutes the following argument instead: “I left home at 6:17 P.M. and by the time you pulled me over at 6:43 P.M., I had driven exactly 17 miles. Therefore, my speed was rate =
 
 17 miles 60 minutes · ≈ 39.2 mph, 26 minutes 1 hour
 
 well under the posted 45-mph speed limit.” While this is a much better estimate of the velocity than the 1.6 mph computed previously, it’s still an average velocity using too long of a time period. More generally, suppose that the function s(t) gives the position at time t of an object moving along a straight line. That is, s(t) gives the displacement (signed distance) from a fixed reference point, so that s(t) < 0 means that the object is located |s(t)| away from the reference point, but in the negative direction. Then, for two times a and b (where a < b), s(b) − s(a) gives the signed distance between positions s(a) and s(b). The average velocity vavg is then given by vavg =
 
 EXAMPLE 1.4
 
 signed distance s(b) − s(a) = . time b−a
 
 (1.4)
 
 Finding Average Velocity
 
 The position of a car after t minutes driving in a straight line is given by 1 1 2 t − t 3 , 0 ≤ t ≤ 4, 2 12 where s is measured in miles and t is measured in minutes. Approximate the velocity at time t = 2. s(t) =
 
 Solution Averaging over the 2 minutes from t = 2 to t = 4, we get from (1.4) that s(4) − s(2) 2.6667 − 1.3333 ≈ 4−2 2 ≈ 0.6667 mile/minute
 
 vavg =
 
 ≈ 40 mph. Of course, a 2-minute-long interval is rather long, given that cars can speed up and slow down a great deal in 2 minutes. We get an improved approximation by averaging over just one minute: s(3) − s(2) 2.25 − 1.3333 ≈ 3−2 1 ≈ 0.91667 mile/minute ≈ 55 mph. While this latest estimate is certainly better than the first one, we can do better. As we make the time interval shorter and shorter, the average velocity should be getting closer and closer to the velocity at the instant t = 2. It stands to reason that, if we compute the vavg =
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 average velocity over the time interval [2, 2 + h] (where h > 0) and then let h → 0, the resulting average velocities should be getting closer and closer to the velocity at the instant t = 2. vavg =
 
 We have
 
 s(2 + h) − s(2) s(2 + h) − s(2) = . (2 + h) − 2 h
 
 A sequence of these average velocities is displayed in the accompanying table, for h > 0, with similar results if we allow h to be negative. It appears that the average velocity is approaching 1 mile/minute (60 mph), as h → 0. „ This leads us to make the following definition.
 
 NOTES (i) Notice that if (for example) t is measured in seconds and s(t) is measured in feet, then velocity (average or instantaneous) is measured in feet per second (ft/s). (ii) When used without qualification, the term velocity refers to instantaneous velocity.
 
 DEFINITION 1.2 If s(t) represents the position of an object relative to some fixed location at time t as the object moves along a straight line, then the instantaneous velocity at time t = a is given by v(a) = lim
 
 h→0
 
 s(a + h) − s(a) s(a + h) − s(a) = lim , h→0 (a + h) − a h
 
 (1.5)
 
 provided the limit exists. The speed is the absolute value of the velocity.
 
 EXAMPLE 1.5
 
 Finding Average and Instantaneous Velocity
 
 Suppose that the height of a falling object t seconds after being dropped from a height of 64 feet is given by s(t) = 64 − 16t 2 feet. Find the average velocity between times t = 1 and t = 2; the average velocity between times t = 1.5 and t = 2; the average velocity between times t = 1.9 and t = 2 and the instantaneous velocity at time t = 2. Solution The average velocity between times t = 1 and t = 2 is s(2) − s(1) 64 − 16(2)2 − [64 − 16(1)2 ] = = −48 (ft/s). 2−1 1 The average velocity between times t = 1.5 and t = 2 is vavg =
 
 s(2) − s(1.5) 64 − 16(2)2 − [64 − 16(1.5)2 ] = = −56 (ft/s). 2 − 1.5 0.5 The average velocity between times t = 1.9 and t = 2 is vavg =
 
 64 − 16(2)2 − [64 − 16(1.9)2 ] s(2) − s(1.9) = = −62.4 (ft/s). 2 − 1.9 0.1 The instantaneous velocity is the limit of such average velocities. From (1.5), we have s(2 + h) − s(2) v(2) = lim h→0 (2 + h) − 2 vavg =
 
 [64 − 16(2 + h)2 ] − [64 − 16(2)2 ] h→0 h [64 − 16(4 + 4h + h 2 )] − [64 − 16(2)2 ] = lim h→0 h 2 −64h − 16h −16h(h + 4) = lim = lim h→0 h→0 h h
 
 = lim
 
 Multiply out and cancel.
 
 Factor out common h and cancel.
 
 = lim [−16(h + 4)] = −64 ft/s. h→0
 
 Recall that velocity indicates both speed and direction. In this problem, s(t) measures the height above the ground. So, the negative velocity indicates that the object is moving in the negative (or downward) direction. The speed of the object (that is, the absolute value of the velocity) at the 2-second mark is then 64 ft/s. „
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 Observe that the formulas for instantaneous velocity (1.5) and for the slope of a tangent line (1.2) are identical. To make this connection stronger, we graph the position function s(t) = 64 − 16t 2 for 0 ≤ t ≤ 3, from example 1.5. The average velocity between t = 1 and t = 2 corresponds to the slope of the secant line between the points at t = 1 and t = 2. (See Figure 2.11a.) Similarly, the average velocity between t = 1.5 and t = 2 gives the slope of the corresponding secant line. (See Figure 2.11b.) Finally, the instantaneous velocity at time t = 2 corresponds to the slope of the tangent line at t = 2. (See Figure 2.11c.) s
 
 s
 
 s
 
 80
 
 80
 
 80
 
 60
 
 60
 
 60
 
 40
 
 40
 
 40
 
 20
 
 20
 
 20
 
 t 1
 
 2
 
 t
 
 t
 
 3
 
 1
 
 2
 
 1
 
 3
 
 20
 
 20
 
 20
 
 40
 
 40
 
 40
 
 60
 
 60
 
 60
 
 FIGURE 2.11a Secant line between t = 1 and t = 2
 
 2
 
 FIGURE 2.11b
 
 FIGURE 2.11c
 
 Secant line between t = 1.5 and t = 2
 
 Tangent line at t = 2
 
 3
 
 Velocity is a rate (more precisely, the instantaneous rate of change of position with respect to time). In general, the average rate of change of a function f between x = a and x = b (a = b) is given by f (b) − f (a) . b−a The instantaneous rate of change of f at x = a is given by f (a + h) − f (a) , h provided the limit exists. The units of the instantaneous rate of change are the units of f divided by (or “per”) the units of x. You should recognize this limit as the slope of the tangent line to y = f (x) at x = a. lim
 
 h→0
 
 EXAMPLE 1.6
 
 Interpreting Rates of Change
 
 If the function f gives the population of a city in millions of people t years after January 1, 2000, interpret each of the following quantities, assuming that they f (2) − f (0) equal the given numbers. (a) = 0.34, (b) f (2) − f (1) = 0.31 and 2 f (2 + h) − f (2) = 0.3. (c) lim h→0 h f (b) − f (a) is the average rate of change of the function f between Solution Since b−a a and b, expression (a) tells us that the average rate of change of f between a = 0 and b = 2 is 0.34. That is, the city’s population grew at an average rate of 0.34 million people per year between 2000 and 2002. Similarly, expression (b) is the average rate of change between a = 1 and b = 2, so that the city’s population grew at an average rate of 0.31 million people per year in 2001. Finally, expression (c) gives the instantaneous rate of change of the population at time t = 2. As of January 1, 2002, the city’s population was growing at a rate of 0.3 million people per year. „ You hopefully noticed that we tacked the phrase “provided the limit exists” onto the end of the definitions of the slope of a tangent line, the instantaneous velocity and the
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 instantaneous rate of change. This was important, since these defining limits do not always exist, as we see in example 1.7.
 
 EXAMPLE 1.7
 
 Determine whether there is a tangent line to the graph of y = |x| at x = 0.
 
 y y  兩x兩
 
 Slope  1
 
 A Graph with No Tangent Line at a Point
 
 Slope  1 x
 
 Solution From the graph in Figure 2.12, notice that no matter how far we zoom in on (0, 0), the graph continues to look like Figure 2.12. (This is one reason why we left off the scale on Figure 2.12.) This indicates that the tangent line does not exist. Further, if h is any positive number, the slope of the secant line through (0, 0) and (h, |h|) is 1. However, the secant line through (0, 0) and (h, |h|) for any negative number h has slope −1. Defining f (x) = |x| and considering one-sided limits, if h > 0, then |h| = h, so that lim
 
 h→0+
 
 FIGURE 2.12 y = |x|
 
 f (0 + h) − f (0) |h| − 0 h = lim+ = lim+ = 1. h→0 h→0 h h h
 
 On the other hand, if h < 0, then |h| = −h (remember that if h < 0, −h > 0), so that lim
 
 h→0−
 
 f (0 + h) − f (0) |h| − 0 −h = lim− = lim− = −1. h→0 h→0 h h h
 
 Since the one-sided limits are different, we conclude that lim
 
 h→0
 
 f (0 + h) − f (0) does not exist h
 
 and hence, the tangent line does not exist. „
 
 EXERCISES 2.1 WRITING EXERCISES 1. What does the phrase “off on a tangent” mean? Relate the common meaning of the phrase to the image of a tangent to a circle. In what way does Figure 2.4d promote a different view of the relationship between a curve and its tangent? 2. In general, the instantaneous velocity of an object cannot be computed directly; the limit process is the only way to compute velocity at an instant from the position function. Given this, how does a car’s speedometer compute speed? (Hint: Look this up in a reference book or on the Internet.) 3. Look in the news media and find references to at least five different rates. We have defined a rate of change as the limit of the difference quotient of a function. For your five examples, state as precisely as possible what the original function is. Is the rate given as a percentage or a number? In calculus, we usually compute rates as numbers; is this in line with the standard usage? 4. Sketch the graph of a function that is discontinuous at x = 1. Then sketch the graph of a function that is continuous at x = 1 but has no tangent line at x = 1. In both cases, explain why there is no tangent line at x = 1.
 
 1. f (x) = x 2 − 2, a = 1
 
 2. f (x) = x 2 − 2, a = 0
 
 3. f (x) = x 2 − 3x, a = −2
 
 4. f (x) = x 3 + x, a = 1
 
 6. f (x) =
 
 ............................................................ In exercises 9–12, compute the slope of the secant line between the points at (a) x  1 and x  2, (b) x  2 and x  3, (c) x  1.5 and x  2, (d) x  2 and x  2.5, (e) x  1.9 and x  2, (f) x  2 and x  2.1, and (g) use parts (a)–(f) and other calculations as needed to estimate the slope of the tangent line at x  2. √ 9. f (x) = x 3 − x 10. f (x) = x 2 + 1 11. f (x) =
 
 x −1 x +1
 
 12. f (x) =
 
 2 x
 
 ............................................................ In exercises 13 and 14, list the points A, B, C and D in order of increasing slope of the tangent line. y
 
 13.
 
 A
 
 In exercises 1–8, find the equation of the tangent line to y  f (x) at x  a. Graph y  f (x) and the tangent line to verify that you have the correct equation.
 
 x ,a =0 x −1 √ 8. f (x) = x + 3, a = 1
 
 2 ,a =1 x +1 √ 7. f (x) = x + 3, a = −2 5. f (x) =
 
 B C
 
 D x
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 28. y = f (x) at x = 0 C
 
 B
 
 y
 
 D
 
 A
 
 x
 
 x
 
 29. y = |x| at x = 0
 
 ............................................................
 
 y
 
 In exercises 15–18, use the position function s(t) meters to find the velocity at time t  a seconds. 15. s(t) = −4.9t 2 + 5, (a) a = 1; (b) a = 2 16. s(t) = 4t − 4.9t 2 , (a) a = 0; (b) a = 1 √ 17. s(t) = t + 16, (a) a = 0; (b) a = 2 18. s(t) = 4/t, (a) a = 2; (b) a = 4
 
 x
 
 30. y = x at x = 1 y
 
 ............................................................ In exercises 19–22, the function represents the position in feet of an object at time t seconds. Find the average velocity between (a) t  0 and t  2, (b) t  1 and t  2, (c) t  1.9 and t  2, (d) t  1.99 and t  2, and (e) estimate the instantaneous velocity at t  2. 19. s(t) = 16t 2 + 10 √ 21. s(t) = t 2 + 8t
 
 20. s(t) = 3t 3 + t 22. s(t) = 3 sin(t − 2)
 
 ............................................................ In exercises 23–26, use graphical and numerical evidence to explain why a tangent line to the graph of y  f (x) at x  a does not exist. 23. f (x) = |x − 1| at a = 1 4x at a = 1 x −1  2 x − 1 if x < 0 at a = 0 25. f (x) = x + 1 if x ≥ 0  −2x if x < 0 at a = 0 26. f (x) = x 2 − 4x if x > 0 24. f (x) =
 
 ............................................................ In exercises 27–30, sketch in a plausible tangent line at the given point or state that there is no tangent line. 27. y = sin x at x = π y
 
 p
 
 x
 
 x
 
 ............................................................ In exercises 31 and 32, interpret (a)–(c) as in example 1.6. 31. Suppose that f (t) represents the balance in dollars of a bank account t years after January 1, 2000. f (4) − f (2) = 21,034, (b) 2[ f (4) − f (3.5)] = 25,036 (a) 2 f (4 + h) − f (4) = 30,000. and (c) lim h→0 h 32. Suppose that f (m) represents the value of a car that has f (40) − f (38) = −2103, been driven m thousand miles. (a) 2 f (40 + h) − f (40) (b) f (40) − f (39) = −2040 and (c) lim h→0 h = −2000.
 
 ............................................................ 33. Sometimes an incorrect method accidentally produces a correct answer. For quadratic functions (but definitely not most other functions), the average velocity between t = r and t = s equals the average of the velocities at t = r and t = s. To show this, assume that f (t) = at 2 + bt + c is the distance function. Show that the average velocity between t = r and t = s equals a(s + r ) + b. Show that the velocity at t = r is 2ar + b and the velocity at t = s is 2as + b. Finally, show that (2ar + b) + (2as + b) a(s + r ) + b = . 2 34. Find a cubic function [try f (t) = t 3 + · · ·] and numbers r and s such that the average velocity between t = r and t = s is different from the average of the velocities at t = r and t = s.
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 35. (a) Find all points at which the slope of the tangent line to y = x 3 + 3x + 1 equals 5. (b) Show that the slope of the tangent line to y = x 3 + 3x + 1 is not equal to 1 at any point.
 
 ..
 
 36. (a) Show that the graphs of y = x 2 + 1 and y = x do not intersect. (b) Find the value of x such that the tangent lines to y = x 2 + 1 and y = x are parallel. 37. (a) Find an equation of the tangent line to y = x 3 + 3x + 1 at x = 1. (b) Show that the tangent line in part (a) intersects y = x 3 + 3x + 1 at more than one point. (c) Show that for any number c, the tangent line to y = x 2 + 1 at x = c only intersects y = x 2 + 1 at one point. 38. Show that lim
 
 h→0
 
 Let h = x − a.)
 
 f (a + h) − f (a) f (x) − f (a) = lim . (Hint: x→a h x −a
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 Water level
 
 MHDQ256-Ch02
 
 24 hours
 
 Time
 
 43. Suppose a hot cup of coffee is left in a room for 2 hours. Sketch a reasonable graph of what the temperature would look like as a function of time. Then sketch a graph of what the rate of change of the temperature would look like. 44. Sketch a graph representing the height of a bungee-jumper. Sketch the graph of the person’s velocity (use + for upward velocity and − for downward velocity).
 
 EXPLORATORY EXERCISES APPLICATIONS 39. The table shows the freezing temperature of water in degrees Celsius at various pressures. Estimate the slope of the tangent line at p = 1 and interpret the result. Estimate the slope of the tangent line at p = 3 and interpret the result. p (atm) ◦ C
 
 0 0
 
 1 −7
 
 2 −20
 
 3 −16
 
 4 −11
 
 40. The table shows the range of a soccer kick launched at 30◦ above the horizontal at various initial speeds. Estimate the slope of the tangent line at v = 50 and interpret the result. Distance (yd) Speed (mph)
 
 19 30
 
 28 40
 
 37 50
 
 47 60
 
 58 70
 
 41. The graph shows the elevation of a person on a climb up a cliff as a function of time. When did the climber reach the top? When was the climber going the fastest on the way up? When was the climber going the fastest on the way down? What do you think occurred at places where the graph is level?
 
 Elevation
 
 P1: OSO/OVY
 
 4 hours
 
 Time
 
 42. The graph shows the amount of water in a city water tank as a function of time. When was the tank the fullest? the emptiest? When was the tank filling up at the fastest rate? When was the tank emptying at the fastest rate? What time of day do you think the level portion represents?
 
 1. A car moves on a road that takes the shape of y = x 2 . The car moves from left to right, and its headlights illuminate a deer standing at the point (1, 34 ). Find the location of the car. If the car moves from right to left, how does the answer change? Is there a location (x, y) such that the car’s headlights would never illuminate (x, y)? 2. What is the peak speed for a human being? It has been estimated that Carl Lewis reached a peak speed of 28 mph while winning a gold medal in the 1992 Olympics. Suppose that we have the following data for a sprinter.
 
 Meters 50 56 58 60
 
 Seconds 5.16666 5.76666 5.93333 6.1
 
 Meters 62 64 70
 
 Seconds 6.26666 6.46666 7.06666
 
 We want to estimate peak speed. Argue that we want to compute average speeds using adjacent measurements (e.g., 50 and 56 meters). Do this for all 6 adjacent pairs and find the largest speed (if you want to convert to mph, divide by 0.447). Notice that all times are essentially multiples of 1/30, indicating a video capture rate of 30 frames per second. Given this, why is it suspicious that all the distances are whole numbers? To get an idea of how much this might affect your calculations, change some of the distances. For instance, if you change 60 (meters) to 59.8, how much do your average velocity calculations change? One possible way to identify where mistakes have been made is to look at the pattern of average velocities: does it seem reasonable? In places where the pattern seems suspicious, try adjusting the distances and see if you can produce a more realistic pattern. Try to quantify your error analysis: what is the highest (lowest) the peak speed could be?
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 THE DERIVATIVE In section 2.1, we investigated two seemingly unrelated concepts: slopes of tangent lines and velocity, both of which are expressed in terms of the same limit. This is an indication of the power of mathematics, that otherwise unrelated notions are described by the same mathematical expression. This particular limit turns out to be so useful that we give it a special name.
 
 DEFINITION 2.1 The derivative of the function f at the point x = a is defined as f (a + h) − f (a) , (2.1) h→0 h provided the limit exists. If the limit exists, we say that f is differentiable at x = a. f (a) = lim
 
 An alternative form of (2.1) is f (a) = lim
 
 b→a
 
 f (b) − f (a) . b−a
 
 (2.2)
 
 (See exercise 38 in section 2.1.)
 
 EXAMPLE 2.1
 
 Finding the Derivative at a Point
 
 Compute the derivative of f (x) = 3x 3 + 2x − 1 at x = 1. Solution From (2.1), we have f (1 + h) − f (1) h→0 h   3(1 + h)3 + 2(1 + h) − 1 − (3 + 2 − 1) = lim h→0 h
 
 f (1) = lim
 
 3(1 + 3h + 3h 2 + h 3 ) + (2 + 2h) − 1 − 4 h→0 h
 
 Multiply out and cancel.
 
 11h + 9h 2 + 3h 3 h→0 h
 
 Factor out common h and cancel.
 
 = lim
 
 = lim
 
 = lim (11 + 9h + 3h 2 ) = 11. h→0
 
 „
 
 Suppose that in example 2.1 we had also needed to find f (2) and f (3). Rather than repeat the same long limit calculation to find each of f (2) and f (3), in example 2.2 we compute the derivative without specifying a value for x, leaving us with a function from which we can calculate f (a) for any a, simply by substituting a for x.
 
 EXAMPLE 2.2
 
 Finding the Derivative at an Unspecified Point
 
 Find the derivative of f (x) = 3x 3 + 2x − 1 at an unspecified value of x. Then, evaluate the derivative at x = 1, x = 2 and x = 3. Solution Replacing a with x in the definition of the derivative (2.1), we have f (x + h) − f (x) h   3(x + h)3 + 2(x + h) − 1 − (3x 3 + 2x − 1) = lim h→0 h
 
 f (x) = lim
 
 h→0
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 3(x 3 + 3x 2 h + 3xh 2 + h 3 ) + (2x + 2h) − 1 − 3x 3 − 2x + 1 h→0 h
 
 = lim
 
 9x 2 h + 9xh 2 + 3h 3 + 2h h→0 h = lim (9x 2 + 9xh + 3h 2 + 2)
 
 119
 
 Multiply out and cancel. Factor out common h and cancel.
 
 = lim
 
 h→0
 
 = 9x 2 + 0 + 0 + 2 = 9x 2 + 2. Notice that in this case, we have derived a new function, f (x) = 9x 2 + 2. Simply substituting in for x, we get f (1) = 9 + 2 = 11 (the same as we got in example 2.1!), f (2) = 9(4) + 2 = 38 and f (3) = 9(9) + 2 = 83. „ Example 2.2 leads us to the following definition.
 
 DEFINITION 2.2 The derivative of the function f is the function f given by f (x) = lim
 
 h→0
 
 f (x + h) − f (x) . h
 
 (2.3)
 
 The domain of f is the set of all x’s for which this limit exists. The process of computing a derivative is called differentiation. Further, f is differentiable on an open interval I if it is differentiable at every point in I .
 
 In examples 2.3 and 2.4, observe that finding a derivative involves writing down the defining limit and then finding some way of evaluating that limit (which initially has the indeterminate form 00 ).
 
 EXAMPLE 2.3
 
 Finding the Derivative of a Simple Rational Function
 
 1 (x = 0), find f (x). x Solution We have
 
 If f (x) =
 
 f (x + h) − f (x) h   1 1 − x +h x = lim h→0 h   x − (x + h) x(x + h) = lim h→0 h
 
 f (x) = lim
 
 h→0
 
 = lim
 
 −h hx(x + h)
 
 = lim
 
 −1 1 = − 2, x(x + h) x
 
 h→0
 
 h→0
 
 
 
 so that f (x) = −x
 
 EXAMPLE 2.4 If f (x) =
 
 √
 
 −2
 
 Since f (x + h) =
 
 1 . x +h
 
 Add fractions and cancel.
 
 Cancel h’s.
 
 . „
 
 The Derivative of the Square Root Function
 
 x (for x ≥ 0), find f (x).
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 Solution We have f (x + h) − f (x) h→0 h √ √ x +h− x = lim h→0 h √ √ √ √ 
 
 x +h− x x +h+ x = lim √ √ h→0 h x +h+ x
 
 f (x) = lim
 
 (x + h) − x = lim √ √  h→0 h x +h+ x h = lim √ √  h→0 h x +h+ x = lim √ h→0
 
 x +h+
 
 √
 
 Multiply out and cancel.
 
 Cancel common h’s.
 
 x
 
 1 1 = √ = x −1/2 . 2 2 x
 
 y 15
 
 Notice that f (x) is defined only for x > 0, even though f (x) is defined for x ≥ 0. „
 
 10
 
 The benefits of having a derivative function go well beyond simplifying the computation of a derivative at multiple points. As we’ll see, the derivative function tells us a great deal about the original function. Keep in mind that the value of the derivative function at a point is the slope of the tangent line at that point. In Figures 2.13a–2.13c, we have graphed a function along with its tangent lines at three different points. The slope of the tangent line in Figure 2.13a is negative; the slope of the tangent line in Figure 2.13c is positive and the slope of the tangent line in Figure 2.13b is zero. These three tangent lines give us three points on the graph of the derivative function (see Figure 2.13d), by estimating the value of f (x) at the three points.
 
 5
 
 4
 
 1
 
 Multiply numerator and denominator by √ √ the conjugate: x + h + x.
 
 x
 
 2
 
 2
 
 4
 
 FIGURE 2.13a m tan < 0
 
 y y
 
 y 4
 
 15
 
 15
 
 10
 
 10
 
 5
 
 5
 
 2
 
 2
 
 x
 
 1
 
 1
 
 2
 
 2 4
 
 x
 
 2
 
 2
 
 4
 
 4
 
 x
 
 2
 
 2
 
 FIGURE 2.13b
 
 FIGURE 2.13c
 
 m tan = 0
 
 m tan > 0
 
 EXAMPLE 2.5
 
 4
 
 4
 
 FIGURE 2.13d
 
 y = f (x) (three points)
 
 Sketching the Graph of f Given the Graph of f
 
 Given the graph of f in Figure 2.14, sketch a plausible graph of f . Solution Rather than worrying about exact values of f (x), we only wish to find the general shape of its graph. As in Figures 2.13a–2.13d, pick a few important points to analyze carefully. You should focus on any discontinuities and any places where the graph of f turns around.
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 The graph of y = f (x) levels out at approximately x = −2 and x = 2. At these points, the derivative is 0. As we move from left to right, the graph rises for x < −2, drops for −2 < x < 2 and rises again for x > 2. This means that f (x) > 0 for x < −2, f (x) < 0 for −2 < x < 2 and finally, f (x) > 0 for x > 2. We can say even more. As x approaches −2 from the left, observe that the tangent lines get less steep. Therefore, f (x) becomes less positive as x approaches −2 from the left. Moving to the right from x = −2, the graph gets steeper until about x = 0, then gets less steep until it levels out at x = 2. Thus, f (x) gets more negative until x = 0, then less negative until x = 2. Finally, the graph gets steeper as we move to the right from x = 2. Putting this all together, we have the possible graph of f shown in red in Figure 2.15, superimposed on the graph of f . „ It is even more interesting to ask what the graph of y = f (x) looks like given the graph of y = f (x). We explore this in example 2.6.
 
 FIGURE 2.14 y = f (x)
 
 Sketching the Graph of f Given the Graph of f 
 
 EXAMPLE 2.6
 
 Given the graph of f in Figure 2.16, sketch a plausible graph of f . y 60 y  f ' (x) 40 20 4
 
 x
 
 2
 
 2
 
 Solution Again, do not worry about getting exact values of the function, but rather only the general shape of the graph. Notice from the graph of y = f (x) that f (x) < 0 for x < −2, so that on this interval, the slopes of the tangent lines to y = f (x) are negative and the graph is falling. On the interval (−2, 1), f (x) > 0, indicating that the tangent lines to the graph of y = f (x) have positive slope and the graph is rising. Further, this says that the graph turns around (i.e., goes from falling to rising) at x = −2. y
 
 4
 
 20
 
 y 20
 
 20 f (x)
 
 40 y  f (x)
 
 10
 
 60
 
 FIGURE 2.15
 
 y = f (x) and y = f (x)
 
 10
 
 x
 
 4
 
 2
 
 4
 
 x
 
 4
 
 2
 
 10
 
 10
 
 20
 
 f '(x) 20
 
 FIGURE 2.16 y = f (x)
 
 4
 
 FIGURE 2.17
 
 y = f (x) and a plausible graph of y = f (x)
 
 Further, f (x) < 0 on the interval (1, 3), so that the graph falls here. Finally, for x > 3, we have that f (x) > 0, so that the graph is rising here. We show a graph exhibiting all of these behaviors superimposed on the graph of y = f (x) in Figure 2.17. We have drawn the graph of f so that the small “valley” on the right side of the y-axis is not as deep as the one on the left side of the y-axis for a reason. Look carefully at the graph of f (x) and notice that | f (x)| gets much larger on (−2, 1) than on (1, 3). This says that the tangent lines and hence, the graph will be much steeper on the interval (−2, 1) than on (1, 3). „
 
 Alternative Derivative Notations We have denoted the derivative function by f . There are other commonly used notations for f , each with advantages and disadvantages. One of the coinventors of the calculus,
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 HISTORICAL NOTES Gottfried Wilhelm Leibniz (1646–1716) A German mathematician and philosopher who introduced much of the notation and terminology in calculus and who is credited (together with Sir Isaac Newton) with inventing the calculus. Leibniz was a prodigy who had already received his law degree and published papers on logic and jurisprudence by age 20. A true Renaissance man, Leibniz made important contributions to politics, philosophy, theology, engineering, linguistics, geology, architecture and physics, while earning a reputation as the greatest librarian of his time. Mathematically, he derived many fundamental rules for computing derivatives and helped promote the development of calculus through his extensive communications. The simple and logical notation he invented made calculus accessible to a wide audience and has only been marginally improved upon in the intervening 300 years. He wrote, “In symbols one observes an advantage in discovery which is greatest when they express the exact nature of a thing briefly . . . then indeed the labor of thought is wonderfully diminished.”
 
 2-16
 
 df (Leibniz notation) for the derivative. If we write dx y = f (x), the following are all alternatives for denoting the derivative: df d dy f (x) = y = = = f (x). dx dx dx d The expression is called a differential operator and tells you to take the derivative of dx whatever expression follows. In section 2.1, we observed that f (x) = |x| does not have a tangent line at x = 0 (i.e., it is not differentiable at x = 0), although it is continuous everywhere. Thus, there are continuous functions that are not differentiable. You might have already wondered whether the reverse is true. That is, are there differentiable functions that are not continuous? The answer is “no,” as provided by Theorem 2.1.
 
 Gottfried Leibniz, used the notation
 
 THEOREM 2.1 If f is differentiable at x = a, then f is continuous at x = a.
 
 PROOF For f to be continuous at x = a, we need only show that lim f (x) = f (a). We consider x→a   f (x) − f (a) Multiply and divide by (x − a). (x − a) lim [ f (x) − f (a)] = lim x→a x→a x −a   f (x) − f (a) By Theorem 3.1 (iii) = lim lim (x − a) from section 1.3. x→a x→a x −a = f (a)(0) = 0,
 
 Since f is differentiable at x = a.
 
 where we have used the alternative definition of derivative (2.2) discussed earlier. By Theorem 3.1 in section 1.3, it now follows that 0 = lim [ f (x) − f (a)] = lim f (x) − lim f (a) x→a
 
 x→a
 
 x→a
 
 = lim f (x) − f (a), x→a
 
 which gives us the result. Note that Theorem 2.1 says that if a function is not continuous at a point, then it cannot have a derivative at that point. It also turns out that functions are not differentiable at any point where their graph has a “sharp” corner, as is the case for f (x) = |x| at x = 0. (See example 1.7.)
 
 EXAMPLE 2.7
 
 
 
 Show that f (x) = y
 
 y  f (x) f (x)  2
 
 4 f(x)  0
 
 lim
 
 x
 
 FIGURE 2.18 A sharp corner
 
 4 2x
 
 if x < 2 is not differentiable at x = 2. if x ≥ 2
 
 Solution The graph (see Figure 2.18) indicates a sharp corner at x = 2, so you might expect that the derivative does not exist. To verify this, we investigate the derivative by evaluating one-sided limits. For h > 0, note that (2 + h) > 2 and so, f (2 + h) = 2(2 + h). This gives us h→0+
 
 2
 
 Showing That a Function Is Not Differentiable at a Point
 
 f (2 + h) − f (2) 2(2 + h) − 4 = lim+ h→0 h h 4 + 2h − 4 = lim+ h→0 h 2h = 2. = lim+ h→0 h
 
 Multiply out and cancel.
 
 Cancel common h’s.
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 Likewise, if h < 0, (2 + h) < 2 and so, f (2 + h) = 4. Thus, we have lim−
 
 h→0
 
 f (2 + h) − f (2) 4−4 = lim− = 0. h→0 h h
 
 Since the one-sided limits do not agree (0 = 2), f (2) does not exist (i.e., f is not differentiable at x = 2). „ Figures 2.19a–2.19d show a variety of functions for which f (a) does not exist. In each case, convince yourself that the derivative does not exist. y y
 
 x
 
 a
 
 a
 
 x
 
 FIGURE 2.19a
 
 FIGURE 2.19b
 
 A jump discontinuity
 
 A vertical asymptote y
 
 y
 
 a
 
 a
 
 x
 
 x
 
 FIGURE 2.19c
 
 FIGURE 2.19d
 
 A cusp
 
 A vertical tangent line
 
 Numerical Differentiation There are many times in applications when it is not possible or practical to compute derivatives symbolically. This is frequently the case where we have only some data (i.e., a table of values) representing an otherwise unknown function.
 
 EXAMPLE 2.8
 
 Approximating a Derivative Numerically
 
 √ Numerically estimate the derivative of f (x) = x 2 x 3 + 2 at x = 1.
 
 Solution Although working through the limit definition of derivative for this function is a challenge, the definition tells us that the derivative at x = 1 is the limit of slopes of secant lines. We compute some of these below: h 0.1 0.01 0.001
 
 f (1  h) − f (1) h 4.7632 4.3715 4.3342
 
 h −0.1 −0.01 −0.001
 
 f (1  h) − f (1) h 3.9396 4.2892 4.3260
 
 Notice that the slopes seem to be converging to approximately 4.33 as h approaches 0. Thus, we make the approximation f (1) ≈ 4.33. „
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 EXAMPLE 2.9
 
 Estimating Velocity Numerically
 
 Suppose that a sprinter reaches the following distances in the given times. Estimate the velocity of the sprinter at the 6-second mark. t (s) f (t) (ft)
 
 Time Interval
 
 Average Velocity
 
 (5.9, 6.0)
 
 35.0 ft/s
 
 (6.0, 6.1)
 
 35.2 ft/s
 
 Time Interval
 
 Average Velocity
 
 (5.5, 6.0)
 
 34.78 ft/s
 
 (5.8, 6.0)
 
 34.95 ft/s
 
 (5.9, 6.0)
 
 35.00 ft/s
 
 (6.0, 6.1)
 
 35.20 ft/s
 
 (6.0, 6.2)
 
 35.10 ft/s
 
 (6.0, 6.5)
 
 34.90 ft/s
 
 5.0 123.7
 
 5.5 141.01
 
 5.8 151.41
 
 5.9 154.90
 
 6.0 158.40
 
 6.1 161.92
 
 6.2 165.42
 
 6.5 175.85
 
 7.0 193.1
 
 Solution The instantaneous velocity is the limit of the average velocity as the time interval shrinks. We first compute the average velocities over the shortest intervals given, from 5.9 to 6.0 and from 6.0 to 6.1. Since these are the best individual estimates available from the data, we could just split the difference and estimate a velocity of 35.1 ft/s. However, there is useful information in the rest of the data. Based on the accompanying table, we can conjecture that the sprinter was reaching a peak speed at about the 6-second mark. Thus, we might accept the higher estimate of 35.2 ft/s. We should emphasize that there is not a single correct answer to this question, since the data are incomplete (i.e., we know the distance only at fixed times, rather than over a continuum of times). „
 
 BEYOND FORMULAS In sections 2.3–2.7, we derive numerous formulas for computing derivatives. As you learn these formulas, keep in mind the reasons that we are interested in the derivative. Careful studies of the slope of the tangent line to a curve and the velocity of a moving object led us to the same limit, which we named the derivative. In general, the derivative represents the instantaneous rate of change of one quantity with respect to another quantity. The study of change in a quantifiable way has led directly to countless advances in modern science and engineering.
 
 EXERCISES 2.2 WRITING EXERCISES 1. The derivative is important because of its many different uses and interpretations. Describe four aspects of the derivative: graphical (think of tangent lines), symbolic (the derivative function), numerical (approximations) and applications (velocity and others). 2. Mathematicians often use the word “smooth” to describe functions with certain properties. Graphically, how are differentiable functions smoother than functions that are continuous but not differentiable, or functions that are not continuous? 3. Briefly describe what the derivative tells you about the original function. In particular, if the derivative is positive at a point, what do you know about the trend of the function at that point? What is different if the derivative is negative at the point? 4. Show that the derivative of f (x) = 3x − 5 is f (x) = 3. Explain in terms of slope why this is true.
 
 In exercises 1–4, compute and (2.2). 1. f (x) = 3x + 1, a = 1 √ 3. f (x) = 3x + 1, a = 1
 
 f  (a) using the limits (2.1) 2. f (x) = 3x 2 + 1, a = 1 3 ,a = 2 4. f (x) = x +1
 
 ............................................................ In exercises 5–12, compute the derivative function f  using (2.1) or (2.2). 5. f (x) = 3x 2 + 1
 
 6. f (x) = x 2 − 2x + 1
 
 7. f (x) = x 3 + 2x − 1
 
 8. f (x) = x 4 − 2x 2 + 1
 
 3 x +1 √ 11. f (t) = 3t + 1 9. f (x) =
 
 2 2x − 1 √ 12. f (t) = 2t + 4 10. f (x) =
 
 ............................................................
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 In exercises 13–16, use the graph of f to sketch a graph of f  . 13. (a)
 
 y
 
 (b)
 
 y
 
 19. f (x) =
 
 20. f (x) = 14. (a)
 
 y
 
 (b)
 
 y
 
 125
 
  2x + 1 if x < 0 3x + 1 if x ≥ 0  0
 
 if x < 0 if x ≥ 0
 
 2x 
 
 21. f (x) =
 
 if x < 0 if x ≥ 0
 
 x2 x3
 
 x
 
  x
 
 The Derivative
 
 In exercises 19–22, compute the right-hand derivative f (h) − f (0) D f (0)  lim and the left-hand derivative  h h→0 f (h) − f (0) D− f (0)  lim . Does f  (0) exist? h h→0−
 
 x x
 
 ..
 
 22. f (x) =
 
 2x x 2 + 2x
 
 if x < 0 if x ≥ 0
 
 ............................................................ 15. (a)
 
 y
 
 (b)
 
 y
 
 x x
 
 16. (a)
 
 (b)
 
 y
 
 y
 
 x
 
 In exercises 17 and 18, use the given graph of f  to sketch a plausible graph of a continuous function f . (b)
 
 y
 
 x
 
 (b)
 
 1.7 3.1
 
 1.8 3.9
 
 1.9 4.8
 
 2.0 5.8
 
 2.1 6.8
 
 2.2 7.7
 
 2.3 8.5
 
 24.
 
 t f (t)
 
 1.7 4.6
 
 1.8 5.3
 
 1.9 6.1
 
 2.0 7.0
 
 2.1 7.8
 
 2.2 8.6
 
 2.3 9.3
 
 26. Graph and identify all x-values at which f is not differentiable. √ √ (a) f (x) = x 3 − x; (b) f (x) = 3 x 4 − 4x 2 + 4 27. For f (x) = x p , find all real numbers p such that f  (0) exists. 
 
 x 2 + 2x, if x ≤ 0 find all numbers a and b ax + b, if x > 0 such that f  (0) exists.
 
 28. For f (x) =
 
 y
 
 x
 
 18. (a)
 
 t f (t)
 
 25. Graph and identify all x-values at which f is not differentiable. (a) f (x) = |x| + |x − 2|; (b) f (x) = |x 2 − 4x|
 
 ............................................................
 
 y
 
 23.
 
 ............................................................
 
 x
 
 17. (a)
 
 In exercises 23 and 24, use the distances f (t) to estimate the velocity at t  2.
 
 29. Give an example showing that the following is not true for all functions f : if f (x) ≤ x, then f  (x) ≤ 1. 30. Determine whether the following is true for all functions f : if f (0) = 0, f  (x) exists for all x and f (x) ≤ x, then f  (x) ≤ 1 for all x.
 
 y
 
 31. If x
 
 x
 
 ............................................................
 
 f is differentiable [ f (x)]2 − [ f (a)]2 lim . x→a x 2 − a2
 
 at
 
 x = a = 0,
 
 32. Prove that if f is differentiable f (a + ch) − f (a) = c f  (a). lim h→0 h
 
 at
 
 evaluate
 
 x = a,
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 33. Use the graph to list the following in increasing order: f (1), f (1.5) − f (1) , f (1). f (2) − f (1), 0.5 y
 
 10 8 6
 
 45. The Environmental Protection Agency uses the measurement of ton-MPG to evaluate the power-train efficiency of vehicles. The ton-MPG rating of a vehicle is given by the weight of the vehicle (in tons) multiplied by a rating of the vehicle’s fuel efficiency in miles per gallon. Several years of data for new cars are given in the table. Estimate the rate of change of ton-MPG in (a) 1994 and (b) 2000. Do your estimates imply that cars are becoming more or less efficient? Is the rate of change constant or changing?
 
 4
 
 Year Ton-MPG
 
 2 3 2 1
 
 x 1
 
 2
 
 1992 44.9
 
 1994 45.7
 
 1996 46.5
 
 1998 47.3
 
 2000 47.7
 
 3
 
 Exercises 33 and 34 34. Use the graph to list the following in increasing order: f (0), f (0) − f (−0.5) , f (0). f (0) − f (−1), 0.5 35. Sketch the graph of a function with the following properties: f (0) = 1, f (1) = 0, f (3) = 6, f (0) = 0, f (1) = −1 and f (3) = 4. 36. Sketch the graph of a function with the following properties: f (−2) = 4, f (0) = −2, f (2) = 1, f (−2) = −2, f (0) = 2 and f (2) = 1. 37. Compute the derivative function for x , x and x . Based on your results, identify the pattern and conjecture a general formula for the derivative of x n . 2
 
 3
 
 46. The fuel efficiencies in miles per gallon of cars from 1992 to 2000 are shown in the following table. Estimate the rate of change in MPG in (a) 1994 and (b) 2000. Do your estimates imply that cars are becoming more or less fuel efficient? Comparing your answers to exercise 45, what must be happening to the average weight of cars? If weight had remained constant, what do you expect would have happened to MPG? Year MPG
 
 1992 28.0
 
 1994 28.1
 
 1996 28.3
 
 1998 28.5
 
 2000 28.1
 
 ............................................................
 
 4
 
 38. Test conjecture from exercise 37 on the functions √ your x = x 1/2 and 1/x = x −1 .  g(x) if x < 0 39. Assume that f (x) = . If f is continuous at k(x) if x ≥ 0 x = 0 and g and k are differentiable at x = 0, prove that D+ f (0) = k (0) and D− f (0) = g (0). Which statement is not true if f has a jump discontinuity at x = 0? 40. Explain why the derivative f (0) exists if and only if the onesided derivatives exist and are equal.
 
 In exercises 47 and 48, give the units for the derivative function. 47. (a) f (t) represents position, measured in meters, at time t seconds. (b) f (x) represents the demand, in number of items, of a product when the price is x dollars. 48. (a) c(t) represents the amount of a chemical present, in grams, at time t minutes. (b) p(x) represents the mass, in kg, of the first x meters of a pipe.
 
 ............................................................
 
 41. If f (x) > 0 for all x, use the tangent line interpretation to argue that f is an increasing function; that is, if a < b, then f (a) < f (b).
 
 49. Let f (t) represent the trading value of a stock at time t days. If f (t) < 0, what does that mean about the stock? If you held some shares of this stock, should you sell what you have or buy more?
 
 42. If f (x) < 0 for all x, use the tangent line interpretation to argue that f is a decreasing function; that is, if a < b, then f (a) > f (b).
 
 50. Suppose that there are two stocks with trading values f (t) and g(t), where f (t) > g(t) and 0 < f (t) < g (t). Based on this information, which stock should you buy? Briefly explain.
 
 APPLICATIONS 43. The table shows the margin of error in degrees for tennis serves hit from a height of x meters. (Data from Jake Bennett, Roanoke College.) Estimate the value of the derivative of the margin of error at x = 2.5 and interpret the derivative in terms of the benefit of hitting a serve from greater heights. x meters Margin of error
 
 2.39 1.11
 
 2.5 1.29
 
 2.7 1.62
 
 2.85 1.87
 
 3 2.12
 
 44. Use the table in exercise 43 to estimate the derivative at x = 2.85. Compare to the estimate in exercise 43.
 
 51. One model for the spread of a disease assumes that at first the disease spreads very slowly, gradually the infection rate increases to a maximum and then the infection rate decreases back to zero, marking the end of the epidemic. If I (t) represents the number of people infected at time t, sketch a graph of both I (t) and I (t), assuming that those who get infected do not recover. 52. One model for urban population growth assumes that at first, the population is growing very rapidly, then the growth rate decreases until the population starts decreasing. If P(t) is the population at time t, sketch a graph of both P(t) and P (t). 53. A phone company charges 1 dollar for the first 20 minutes of a call, then 10 cents per minute for the next 60 minutes and
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 Computation of Derivatives: The Power Rule
 
 127
 
 corresponding F(x) satisfies F (1) < 1 and hence the probability of your line going extinct is 1.
 
 8 cents per minute for each additional minute (or partial minute). Let f (t) be the price in cents of a t-minute phone call, t > 0. Determine f (t) as completely as possible.
 
 2. The symmetric difference quotient of a function f centered at f (a + h) − f (a − h) . If f (x) = x 2 + 1 x = a has the form 2h and a = 1, illustrate the symmetric difference quotient as a slope of a secant line for h = 1 and h = 0.5. Based on your picture, conjecture the limit of the symmetric difference quotient as h approaches 0. Then compute the limit and compare to the derivative f (1) found in example 1.1. For h = 1, h = 0.5 and h = 0.1, compare the actual values of the symmetric difference f (a + h) − f (a) quotient and the usual difference quotient . h In general, which difference quotient provides a better estimate of the derivative? Next, compare the values of the difference quotients with h = 0.5 and h = −0.5 to the derivative f (1). Explain graphically why one is smaller and one is larger. Compare the average of these two difference quotients to the symmetric difference quotient with h = 0.5. Use this result to explain why the symmetric difference quotient might provide a better estimate of the derivative. Next, compute sev 4 if x < 2 eral symmetric difference quotients of f (x) = 2x if x ≥ 2 centered at a = 2. Recall that in example 2.7 we showed that the derivative f (2) does not exist. Given this, discuss one major problem with using the symmetric difference quotient to approximate derivatives. Finally, show that if f (a) exists, f (a + h) − f (a − h) = f (a). then lim h→0 2h
 
 54. A state charges 10% income tax on the first $20,000 of income and 16% on income over $20,000. Let f (t) be the state tax on $t of income. Determine f (t) as completely as possible.
 
 EXPLORATORY EXERCISES 1. Suppose there is a continuous function F(x) such that F(1) = 1 and F(0) = f 0 , where 0 < f 0 < 1. If F (1) > 1, show graphically that the equation F(x) = x has a solution q where 0 < q < 1. (Hint: Graph y = x and a plausible F(x) and look for intersections.) Sketch a graph where F (1) < 1 and there are no solutions to the equation F(x) = x with 0 < x < 1. Solutions have a connection with the probability of the extinction of animals or family names. Suppose you and your descendants have children according to the following probabilities: f 0 = 0.2 is the probability of having no children, f 1 = 0.3 is the probability of having exactly one child, and f 2 = 0.5 is the probability of having two children. Define F(x) = 0.2 + 0.3x + 0.5x 2 and show that F (1) > 1. Find the solution of F(x) = x between x = 0 and x = 1; this number is the probability that your “line” will go extinct some time into the future. Find nonzero values of f 0 , f 1 and f 2 such that the
 
 2.3
 
 ..
 
 COMPUTATION OF DERIVATIVES: THE POWER RULE You have now computed numerous derivatives using the limit definition. In fact, you may have computed enough that you have started taking some shortcuts. We continue that process in this section, by developing some basic rules.
 
 The Power Rule We first revisit the limit definition of derivative to compute two very simple derivatives.
 
 For any constant c,
 
 d c = 0. dx
 
 (3.1)
 
 y c
 
 Notice that (3.1) says that for any constant c, the horizontal line y = c has a tangent line with zero slope. That is, the tangent line to a horizontal line is the same horizontal line. (See Figure 2.20.) To prove equation (3.1), let f (x) = c, for all x. From the limit definition, we have
 
 yc
 
 a
 
 FIGURE 2.20 A horizontal line
 
 x
 
 d f (x + h) − f (x) c = f (x) = lim h→0 dx h c−c = lim = lim 0 = 0. h→0 h→0 h
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 Similarly, we have yx
 
 d x = 1. dx
 
 a
 
 FIGURE 2.21
 
 x
 
 Notice that (3.2) says that the tangent line to the line y = x is a line of slope one (i.e., y = x; see Figure 2.21), which is not surprising. To verify equation (3.2), we let f (x) = x. From the limit definition, we have
 
 Tangent line to y = x
 
 f (x + h) − f (x) d x = f (x) = lim h→0 dx h = lim
 
 (x + h) − x h
 
 = lim
 
 h = lim 1 = 1. h→0 h
 
 h→0
 
 h→0
 
 f (x)
 
 f  (x)
 
 1 = x0 x = x1 x2 x3 x4
 
 0 1x 0 = 1 2x 3x 2 4x 3
 
 (3.2)
 
 The table shown in the margin presents a short list of derivatives calculated previously either as examples or in the exercises using the limit definition. Note that the power of x in the derivative is always one less than the power of x in the original function. Further, the coefficient of x in the derivative is the same as the power of x in the original function. This suggests the following result.
 
 THEOREM 3.1 (Power Rule) d n x = nx n−1 . dx
 
 For any integer n > 0,
 
 PROOF From the limit definition of derivative given in equation (2.3), if f (x) = x n , then f (x + h) − f (x) (x + h)n − x n d n x = f (x) = lim = lim . h→0 h→0 dx h h
 
 (3.3)
 
 To evaluate the limit, we will need to simplify the expression in the numerator. Recall that (x + h)2 = x 2 + 2xh + h 2 and (x + h)3 = x 3 + 3x 2 h + 3xh 2 + h 3 . More generally, you may recall from the binomial theorem that for any positive integer n, (x + h)n = x n + nx n−1 h +
 
 n(n − 1) n−2 2 x h + · · · + nxh n−1 + h n . 2
 
 (3.4)
 
 Substituting (3.4) into (3.3), we get
 
 
 
 f (x) = lim
 
 x n + nx n−1 h +
 
 h→0
 
 = lim
 
 h→0
 
 nx n−1 h +
 
 n(n − 1) n−2 2 x h + · · · + nxh n−1 + h n − x n 2 h
 
 Cancel x n terms.
 
 n(n − 1) n−2 2 x h + · · · + nxh n−1 + h n 2 h
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   n(n − 1) n−2 1 h nx n−1 + x h + · · · + nxh n−2 + h n−1 Factor out 2 common h = lim and cancel. h→0 h   n(n − 1) n−2 1 = lim nx n−1 + x h + · · · + nxh n−2 + h n−1 = nx n−1 , h→0 2 since every term but the first has a factor of h. The power rule is very easy to apply, as we see in example 3.1.
 
 EXAMPLE 3.1
 
 Using the Power Rule
 
 Find the derivative of (a) f (x) = x 8 and (b) g(t) = t 107 . Solution (a) We have
 
 (b) Similarly,
 
 f (x) =
 
 d 8 x = 8x 8−1 = 8x 7 . dx
 
 g (t) =
 
 d 107 t = 107t 107−1 = 107t 106 . dt „
 
 Recall that in section 2.2, we showed that   d 1 1 = − 2. dx x x
 
 (3.5)
 
 Notice that we can rewrite (3.5) as d −1 x = (−1)x −2 . dx
 
 REMARK 3.1 As we will see, the power rule holds for any power of x. We will not be able to prove this fact for some time now, as the proof of Theorem 3.1 does not generalize, since the expansion in equation (3.4) holds only for positive integer exponents. Even so, we will use the rule freely for any power of x. We state this in Theorem 3.2.
 
 That is, the derivative of x −1 follows the same pattern as the power rule that we just stated and proved for positive integer exponents. Likewise, in section 2.2, we used the limit definition to show that 1 d √ x= √ . dx 2 x We can also rewrite (3.6) as
 
 (3.6)
 
 1 d 1/2 x = x −1/2 , dx 2
 
 so that the derivative of this rational power of x also follows the same pattern as the power rule that we proved for positive integer exponents.
 
 THEOREM 3.2 (General Power Rule) For any real number r = 0,
 
 d r x = r x r −1 . dx
 
 The power rule is simple to use, as we see in example 3.2.
 
 EXAMPLE 3.2
 
 Using the General Power Rule
 
 Find the derivative of (a) f (x) =
 
 √ 1 3 , (b) g(x) = x 2 and (c) h(x) = x π . 19 x
 
 CONFIRMING PAGES
 
 (3.7)
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch02
 
 130
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 2
 
 ..
 
 T1: OSO
 
 December 8, 2010
 
 LT (Late Transcendental)
 
 18:21
 
 Differentiation
 
 CAUTION Be careful here to avoid a common error: d −19 x = −19x −18 . dx The power rule says to subtract 1 from the exponent (even if the exponent is negative).
 
 2-24
 
 Solution (a) From (3.7), we have   d −19 d 1 = = −19x −19−1 = −19x −20 . x f (x) = 19 dx x dx √ 3 (b) If we rewrite x 2 as a fractional power of x, we can use (3.7) to compute the derivative, as follows. d √ d 2/3 2 2 3 x2 = x = x 2/3−1 = x −1/3 . g (x) = dx dx 3 3 (c) Finally, we have h (x) =
 
 d π x = π x π −1 . dx „
 
 Notice that there is the additional conceptual problem in example 3.2 (which we resolve in Chapter 6) of deciding what x π means. Since the exponent isn’t rational, what exactly do we mean when we raise a number to the irrational power π ?
 
 General Derivative Rules The power rule gives us a large class of functions whose derivatives we can quickly compute without using the limit definition. The following rules for combining derivatives further expand the number of derivatives we can compute without resorting to the definition. Keep in mind that a derivative is a limit; the differentiation rules in Theorem 3.3 then follow immediately from the corresponding rules for limits (found in Theorem 3.1 in Chapter 1).
 
 THEOREM 3.3 If f and g are differentiable at x and c is any constant, then d [ f (x) + g(x)] = f (x) + g (x), dx d [ f (x) − g(x)] = f (x) − g (x) and (ii) dx d [c f (x)] = c f (x). (iii) dx (i)
 
 PROOF We prove only part (i). The proofs of parts (ii) and (iii) are left as exercises. Let k(x) = f (x) + g(x). Then, from the limit definition of the derivative (2.3), we get d k(x + h) − k(x) [ f (x) + g(x)] = k (x) = lim h→0 dx h [ f (x + h) + g(x + h)] − [ f (x) + g(x)] h→0 h
 
 By definition of k(x).
 
 [ f (x + h) − f (x)] + [g(x + h) − g(x)] h→0 h
 
 Grouping the f terms together and the g terms together.
 
 = lim
 
 = lim = lim
 
 h→0
 
 f (x + h) − f (x) g(x + h) − g(x) + lim h→0 h h
 
 = f (x) + g (x).
 
 By Theorem 3.1 in Chapter 1. Recognizing the derivatives of f and of g.
 
 We illustrate Theorem 3.3 by working through the calculation of a derivative step by step, showing all of the details.
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 Finding the Derivative of a Sum
 
 √ Find the derivative of f (x) = 2x 6 + 3 x. Solution We have
 
 d d  √  (2x 6 ) + 3 x dx dx d d = 2 (x 6 ) + 3 (x 1/2 ) dx dx   1 5 −1/2 x = 2(6x ) + 3 2
 
 By Theorem 3.3 (iii).
 
 3 = 12x 5 + √ . 2 x „
 
 Simplifying.
 
 f  (x) =
 
 EXAMPLE 3.4
 
 By Theorem 3.3 (i).
 
 By the power rule.
 
 Rewriting a Function Before Computing the Derivative
 
 √ 4x 2 − 3x + 2 x . x Solution Since we don’t yet have any rule for computing the derivative of a quotient, we first rewrite f (x) by dividing out the x in the denominator. We have √ 3x 2 x 4x 2 − + = 4x − 3 + 2x −1/2 . f (x) = x x x From Theorem 3.3 and the power rule (3.7), we get   d 1 −3/2 d d −1/2  = 4 − x −3/2 . )=4−0+2 − x f (x) = 4 (x) − 3 (1) + 2 (x dx dx dx 2 „
 
 Find the derivative of f (x) =
 
 y 10
 
 EXAMPLE 3.5
 
 5
 
 Finding an Equation of the Tangent Line
 
 Find an equation of the tangent line to the graph of f (x) = 4 − 4x + x 1
 
 2
 
 3
 
 ⫺5
 
 2 at x = 1. x
 
 Solution First, notice that f (x) = 4 − 4x + 2x −1 . From Theorem 3.3 and the power rule, we have f  (x) = 0 − 4 − 2x −2 = −4 − 2x −2 .
 
 ⫺10
 
 FIGURE 2.22 y = f (x) and the tangent line at x = 1
 
 At x = 1, the slope of the tangent line is then f  (1) = −4 − 2 = −6. The line with slope −6 through the point (1, 2) has equation y − 2 = −6 (x − 1). We show a graph of y = f (x) and the tangent line at x = 1 in Figure 2.22. „
 
 Higher Order Derivatives One consequence of having the derivative function is that we can compute the derivative of a derivative. It turns out that such higher order derivatives have important applications. Suppose we start with a function f and compute its derivative f  . We can then compute the derivative of f  , called the second derivative of f and written f  . We can then compute the derivative of f  , called the third derivative of f , written f  . We can continue to take derivatives indefinitely. Next, we show common notations for the first five derivatives of f [where we assume that y = f (x)]. Note that we use primes only for the first three derivatives. For fourth and higher derivatives, we indicate the order of the derivative in parentheses. Be careful to distinguish these from exponents.
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 Order
 
 Prime Notation
 
 Leibniz Notation df dx
 
 1
 
 y = f (x)
 
 2
 
 y = f (x)
 
 d2 f dx2
 
 3
 
 y = f (x)
 
 d3 f dx3
 
 4
 
 y (4) = f (4) (x)
 
 d4 f dx4
 
 5
 
 y (5) = f (5) (x)
 
 d5 f dx5
 
 Computing higher order derivatives is done by simply computing several first derivatives, as we see in example 3.6.
 
 EXAMPLE 3.6
 
 Computing Higher Order Derivatives
 
 If f (x) = 3x 4 − 2x 2 + 1, compute as many derivatives as possible. Solution We have f (x) = Then,
 
 f (x) f (x) f (4) (x) f (5) (x)
 
 d df = (3x 4 − 2x 2 + 1) = 12x 3 − 4x. dx dx d2 f d (12x 3 − 4x) = 36x 2 − 4, = = 2 dx dx d3 f d = = (36x 2 − 4) = 72x, 3 dx dx d4 f d = = (72x) = 72, 4 dx dx d5 f d (72) = 0 = = 5 dx dx
 
 and so on. It follows that f (n) (x) =
 
 dn f = 0, for n ≥ 5. dxn „
 
 Acceleration What information does the second derivative of a function give us? Graphically, we get a property called concavity, which we develop in Chapter 3. One important application of the second derivative is acceleration, which we briefly discuss now. You are probably familiar with the term acceleration, which is the instantaneous rate of change of velocity. Consequently, if the velocity of an object at time t is given by v(t), then the acceleration is a(t) = v (t) =
 
 EXAMPLE 3.7
 
 dv . dt
 
 Computing the Acceleration of a Skydiver
 
 Suppose that the height of a skydiver t seconds after jumping from an airplane is given by f (t) = 640 − 20t − 16t 2 feet. Find the person’s acceleration at time t. Solution Since acceleration is the derivative of velocity, we first compute velocity: v(t) = f (t) = 0 − 20 − 32t = −20 − 32t ft/s.
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 Computing the derivative of this function gives us a(t) = v (t) = −32 ft/s2 . Since the distance here is measured in feet and time is measured in seconds, the units of the velocity are feet per second, so that the units of acceleration are feet per second per second, written ft/s/s, or more commonly ft/s2 (feet per second squared). This indicates that the velocity changes by −32 ft/s every second and the speed in the downward (negative) direction increases by 32 ft/s every second due to gravity. „
 
 BEYOND FORMULAS The power rule gives us a much-needed shortcut for computing many derivatives. Mathematicians always seek the shortest, most efficient computations. By skipping unnecessary lengthy steps and saving brain power, mathematicians free themselves to tackle complex problems with creativity. It’s important to remember, however, that shortcuts such as the power rule require careful proof.
 
 EXERCISES 2.3 WRITING EXERCISES 1. Explain to a non-calculus-speaking friend how to (mechanically) use the power rule. Decide whether it is better to give separate explanations for positive and negative exponents; integer and noninteger exponents; other special cases. 2. In the 1700s, mathematical “proofs” were, by modern standards, a bit fuzzy and lacked rigor. In 1734, the Irish metaphysician Bishop Berkeley wrote The Analyst to an “infidel mathematician” (thought to be Edmund Halley of Halley’s comet fame). The accepted proof at the time of the power rule may be described as follows. is incremented to x + h, then x n is incre(x + h)n − x n = mented to (x + h)n . It follows that (x + h) − x 2 n − n n−2 + · · · . Now, let the increment h vanish, hx nx n−1 + 2 and the derivative is nx n−1 . Bishop Berkeley objected to this argument. “But it should seem that the reasoning is not fair or conclusive. For when it is said, ‘let the increments vanish,’ the former supposition that the increments were something, or that there were increments, is destroyed, and yet a consequence of that supposition is retained. Which . . . is a false way of reasoning. Certainly, when we suppose the increments to vanish, we must suppose . . . everything derived from the supposition of their existence to vanish with them.” Do you think Berkeley’s objection is fair? Is it logically acceptable to assume that something exists to draw one conclusion, and then assume that the same thing does not exist to avoid having to accept other consequences? Mathematically speaking, how does the limit avoid Berkeley’s objection of the increment h both existing and not existing? If x
 
 3. The historical episode in exercise 2 is just one part of an ongoing conflict between people who blindly use mathematical techniques without proof and those who insist on a full proof before permitting anyone to use the technique. To which side
 
 are you sympathetic? Defend your position in an essay. Try to anticipate and rebut the other side’s arguments. 4. Now that you know the “easy” way to compute the derivative of f (x) = x 4 , you might wonder why we wanted you to learn the “hard” way. To provide one answer, discuss how you would find the derivative of a function for which you had not learned a shortcut. In exercises 1–14, differentiate each function. 2. f (x) = x 9 − 3x 5 + 4x 2 − 4x √ 4. f (s) = 5 s − 4s 2 + 3 2 6. f (y) = 4 − y 3 + 2 y 3 8. h(x) = 12x − x 2 − √ 3 x2
 
 1. f (x) = x 3 − 2x + 1 √ 3. f (t) = 3t 3 − 2 t 3 5. f (w) = − 8w + 1 w 10 7. h(x) = √ − 2x + π 3 x 9. f (s) = 2s 3/2 − 3s −1/3 3x 2 − 3x + 1 2x √ 13. f (x) = x 3x 2 − x 11. f (x) =
 
 10. f (t) = 3t π − 2t 1.3 4x 2 − x + 3 √ x 14. f (x) = (x + 1)(3x 2 − 4)
 
 12. f (x) =
 
 ............................................................
 
 In exercises 15–20, compute the indicated derivative. 15. f (t) for f (t) = t 4 + 3t 2 − 2 16. f (t) for f (t) = 4t 2 − 12 + 17.
 
 d2 f 3 for f (x) = 2x 4 − √ dx2 x
 
 18.
 
 √ d2 f for f (x) = x 6 − x 2 dx
 
 4 t2
 
 √ 19. f (4) (x) for f (x) = x 4 + 3x 2 − 2/ x 20. f (5) (x) for f (x) = x 10 − 3x 4 + 2x − 1
 
 ............................................................
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 In exercises 21–24, use the given position function to find the velocity and acceleration functions. 21. s(t) = −16t 2 + 40t + 10
 
 In exercises 35 and 36, (i) determine the value(s) of x for which the slope of the tangent line to y  f (x) does not exist. (ii) Graph the function and determine the graphical significance of each such point.
 
 22. s(t) = −4.9t 2 + 12t − 3 √ 23. s(t) = t + 2t 2
 
 35. (a) f (x) = x 2/3
 
 10 24. s(t) = 10 − t
 
 36. (a) f (x) = x 1/3
 
 (c) f (x) = |x − 3x − 4|
 
 ............................................................
 
 In exercises 25 and 26, the given function represents the height of an object. Compute the velocity and acceleration at time t  t0 . Is the object going up or down? Is the speed of the object increasing or decreasing? 25. h(t) = −16t 2 + 40t + 5, (a) t0 = 1, (b) t0 = 2
 
 ............................................................ In exercises 27–30, find an equation of the tangent line to y  f (x) at x  a. 28. f (x) = x 2 − 2x + 1, a = 2 √ 30. f (x) = 3 x + 4, a = 2
 
 ............................................................ In exercises 31 and 32, use the graph of f to sketch a graph of f  . (Hint: Sketch f  first.) y
 
 y
 
 (b)
 
 x
 
 3 2 1
 
 1
 
 2
 
 3
 
 43. Assume that a is a real number, f is differentiable for all x ≥ a and g(x) = max f (t) for x ≥ a. Find g (x) in the cases
 
 a≤t≤x
 
 (a) f (x) > 0 and (b) f (x) < 0.
 
 ............................................................
 
 10
 
 y
 
 In exercises 45–48, find a function with the given derivative.
 
 5 x 1
 
 2
 
 3
 
 5 10
 
 ............................................................ In exercises 33 and 34, (a) determine the value(s) of x for which the tangent line to y  f (x) is horizontal. (b) Graph the function and determine the graphical significance of each such point. (c) Determine the value(s) of x for which the tangent line to y  f (x) intersects the x-axis at a 45◦ angle. 33. f (x) = x 3 − 3x + 1
 
 (b) f (x) =
 
 x
 
 44. Assume that a is a real number, f is differentiable for all x ≥ a and g(x) = min f (t) for x ≥ a. Find g (x) in the cases y
 
 3 2 1
 
 √
 
 2 x 41. Find the area of the triangle bounded by x = 0, y = 0 and the tangent line to y = x1 at x = 1. Repeat with the triangle bounded by x = 0, y = 0 and the tangent line to y = x1 at x = 2. Show that you get the same area using the tangent line to y = x1 at any x = a > 0. (a) f (x) =
 
 (a) f (x) > 0 and (b) f (x) < 0.
 
 10
 
 x
 
 40. Find a general formula for the nth derivative f (n) (x).
 
 a≤t≤x
 
 5 x
 
 (b)
 
 39. Find a second-degree polynomial (of the form f (x) = ax 2 + bx + c) such that (a) f (0) = −2, f (0) = 2 and f (0) = 3. (b) f (0) = 0, f (0) = 5 and f (0) = 1.
 
 42. Show that the result of exercise 41 does not hold for y = x12 . That is, the area of the triangle bounded by x = 0, y = 0 and the tangent line to y = x12 at x = a > 0 does depend on the value of a.
 
 10
 
 5
 
 32. (a)
 
 37. Find all values of x for which the tangent line to y = x 3 − 3x + 1 is (a) at an angle of 45◦ with the x-axis; (b) at an angle of 30◦ with the x-axis (assuming that the angles are measured counterclockwise). 38. Find all values of x for which tangent lines to y = x 3 + 2x + 1 and y = x 4 + x 3 + 3 are (a) parallel, (b) perpendicular.
 
 26. h(t) = 10t 2 − 24t, (a) t0 = 2, (b) t0 = 1
 
 31. (a)
 
 (b) f (x) = |x + 2|
 
 (c) f (x) = |x 2 + 5x + 4|
 
 ............................................................
 
 27. f (x) = x 2 − 2, a = 2 √ 29. f (x) = 4 x − 2x, a = 4
 
 (b) f (x) = |x − 5|
 
 2
 
 34. f (x) = x 4 − 4x + 2
 
 ............................................................
 
 45. f (x) = 4x 3 √ 47. f (x) = x
 
 46. f (x) = 5x 4 1 48. f (x) = 2 x
 
 APPLICATIONS 49. For most land animals, the relationship between leg width w and body length b follows an equation of the form w = cb3/2 for some constant c > 0. Show that if b is large enough, w (b) > 1. Conclude that for larger animals, leg width (necessary for support) increases faster than body length. Why does this put a limitation on the size of land animals? 50. Suppose the function v(d) represents the average speed in m/s of the world record running time for d meters. For
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 51. Let f (t) equal the gross domestic product (GDP) in billions of dollars for the United States in year t. Several values are given in the table. Estimate and interpret f (2000) and f (2000). [Hint: To estimate the second derivative, estimate f (1998) and f (1999) and look for a trend.] 1996
 
 1997
 
 1998
 
 1999
 
 2000
 
 2001
 
 f (t)
 
 7664.8
 
 8004.5
 
 8347.3
 
 8690.7
 
 9016.8
 
 9039.5
 
 52. Let f (t) equal the average weight of a domestic SUV in year t. Several values are given in the table below. Estimate and interpret f (2000) and f (2000). t f (t)
 
 1985 4055
 
 1990 4189
 
 1995 4353
 
 2000 4619
 
 53. If the position x of an object at time t is given by f (t), then f (t) represents velocity and f (t) gives acceleration. By Newton’s second law, acceleration is proportional to the net force on the object (causing it to accelerate). Interpret the third derivative f (t) in terms of force. The term jerk is sometimes applied to f (t). Explain why this is an appropriate term.
 
 135
 
 2. In the enjoyable book Surely You’re Joking Mr. Feynman, physicist Richard Feynman tells the story of a contest he had pitting his brain against the technology of the day (an abacus). The contest was to compute the cube root of 1729.03. Feynman came up with 12.002 before the abacus expert gave up. Feynman admits to some luck in the choice of the number 1729.03: he knew that a cubic foot contains 1728 cubic inches. Explain why this told Feynman that the answer is slightly greater than 12. How did he get three digits of accuracy? “I had learned in calculus that for small fractions, the cube root’s excess is one-third of the number’s excess. The excess, 1.03, is only one part in nearly 2000. So all I had to do is find the fraction 1/1728, divide by 3 and multiply by 12.” To see what he did, find an equation of the tangent line to y = x 1/3 at x = 1728 and find the y-coordinate of the tangent line at x = 1729.03.
 
 54. A public official solemnly proclaims, “We have achieved a reduction in the rate at which the national debt is increasing.” If d(t) represents the national debt at time t years, which derivative of d(t) is being reduced? What can you conclude about the size of d(t) itself?
 
 EXPLORATORY EXERCISES 1. A plane is cruising at an altitude of 2 miles at a distance of 10 miles from an airport. The airport is at the point
 
 2.4
 
 The Product and Quotient Rules
 
 (0, 0), and the plane starts its descent at the point (10, 2) to land at the airport. Sketch a graph of a reasonable flight path y = f (x), where y represents altitude and x gives the ground distance from the airport. (Think about it as you draw!) Explain what the derivative f (x) represents. (Hint: It’s not velocity.) Explain why it is important and/or necessary to have f (0) = 0, f (10) = 2, f (0) = 0 and f (10) = 0. The simplest polynomial that can meet these requirements is a cubic polynomial f (x) = ax 3 + bx 2 + cx + d. Find values of the constants a, b, c and d to fit the flight path. [Hint: Start by setting f (0) = 0 and then set f (0) = 0. You may want to use your CAS to solve the equations.] Graph the resulting function; does it look right? Suppose that airline regulations prohibit a deriva2 tive of 10 or larger. Why might such a regulation exist? Show that the flight path you found is illegal. Argue that in fact all flight paths meeting the four requirements are illegal. Therefore, the descent needs to start farther away than 10 miles. Find a flight path with descent starting at 20 miles away that meets all requirements.
 
 example, if the fastest 200-meter time ever is 19.32 s, then v(200) = 200/19.32 ≈ 10.35. Explain what v (d) would represent.
 
 t
 
 ..
 
 THE PRODUCT AND QUOTIENT RULES We have now developed rules for computing the derivatives of a variety of functions, including general formulas for the derivative of a sum or difference of two functions. Given this, you might wonder whether the derivative of a product of two functions is the same as the product of the derivatives. We test this conjecture with a simple example.
 
 Product Rule Consider
 
 However,
 
 d [(x 2 )(x 5 )]. Combining the two factors, we have: dx d 7 d [(x 2 )(x 5 )] = x = 7x 6 . dx dx 
 
 d 2 x dx
 
 
 
 d 5 x dx
 
  = (2x)(5x 4 ) = 10x 5 = 7x 6 =
 
 d [(x 2 )(x 5 )]. dx
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 You can now plainly see from (4.1) that the derivative of a product is not generally the product of the corresponding derivatives. The correct rule is given in Theorem 4.1.
 
 THEOREM 4.1 (Product Rule) Suppose that f and g are differentiable. Then d [ f (x)g(x)] = f (x)g(x) + f (x)g (x). dx
 
 (4.2)
 
 PROOF Since we are proving a general rule, we have only the limit definition of derivative to use. For p(x) = f (x)g(x), we have p(x + h) − p(x) d [ f (x)g(x)] = p (x) = lim h→0 dx h = lim
 
 h→0
 
 f (x + h)g(x + h) − f (x)g(x) . h
 
 (4.3)
 
 Notice that the elements of the derivatives of f and g are present, but we need to get them into the right form. Adding and subtracting f (x)g(x + h) in the numerator, we have f (x + h)g(x + h) − f (x)g(x + h) + f (x)g(x + h) − f (x)g(x) h→0 h f (x + h)g(x + h) − f (x)g(x + h) f (x)g(x + h) − f (x)g(x) + lim = lim h→0 h→0 h h
 
 p (x) = lim
 
 
 
 Break into two pieces.
 
 
 
 
 
 
 
 g(x + h) − g(x) f (x + h) − f (x) g(x + h) + lim f (x) h→0 h→0 h h    f (x + h) − f (x) g(x + h) − g(x) = lim lim g(x + h) + f (x) lim h→0 h→0 h→0 h h = lim
 
 = f (x)g(x) + f (x)g (x).
 
 Recognize the derivative of f and the derivative of g.
 
 There is a subtle technical detail in the last step: since g is differentiable at x, recall that it must also be continuous at x, so that g(x + h) → g(x) as h → 0. In example 4.1, notice that the product rule saves us from multiplying out a messy product.
 
 EXAMPLE 4.1 
 
 Using the Product Rule 
 
 Find f (x) if f (x) = (2x − 3x + 5) x − 4
 
 2
 
 √
 
  2 . x+ x
 
 Solution Although we could first multiply out the expression, the product rule will simplify our work:      √ √ d 2 d 2 f (x) = (2x 4 − 3x + 5) x 2 − x + + (2x 4 − 3x + 5) x2 − x + dx x dx x     √ 2 1 2 = (8x 3 − 3) x 2 − x + + (2x 4 − 3x + 5) 2x − √ − 2 . x x 2 x „
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 Finding the Equation of the Tangent Line
 
 Find an equation of the tangent line to y = (x 4 − 3x 2 + 2x)(x 3 − 2x + 3) at x = 0. Solution From the product rule, we have y = (4x 3 − 6x + 2)(x 3 − 2x + 3) + (x 4 − 3x 2 + 2x)(3x 2 − 2). Evaluating at x = 0, we have y (0) = (2)(3) + (0)(−2) = 6. The line with slope 6 and passing through the point (0, 0) [why (0, 0)?] has equation y = 6x. „
 
 Quotient Rule Given our experience with the product rule, you probably have no expectation that the derivative of a quotient will turn out to be the quotient of the derivatives. Just to be sure, let’s try a simple experiment. Note that   d x5 d 3 = (x ) = 3x 2 , dx x2 dx d 5   (x ) 5x 4 5 3 d x5 dx 2 = . x = =  3x = while d 2 2x 1 2 dx x2 (x ) dx Since these are obviously not the same, we know that the derivative of a quotient is generally not the quotient of the corresponding derivatives. The correct rule is given in Theorem 4.2.
 
 THEOREM 4.2 (Quotient Rule) Suppose that f and g are differentiable. Then   d f (x)g(x) − f (x)g (x) f (x) , = d x g(x) [g(x)]2 provided g(x) = 0.
 
 (4.4)
 
 PROOF f (x) , we have from the limit definition of derivative that g(x)   Q(x + h) − Q(x) f (x) d = Q (x) = lim h→0 d x g(x) h
 
 For Q(x) =
 
 f (x + h) f (x) − g(x + h) g(x) = lim h→0 h   f (x + h)g(x) − f (x)g(x + h) g(x + h)g(x) = lim h→0 h = lim
 
 h→0
 
 f (x + h)g(x) − f (x)g(x + h) . hg(x + h)g(x)
 
 Add the fractions.
 
 Simplify.
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 As in the proof of the product rule, we look for the right term to add and subtract in the numerator, so that we can isolate the limit definitions of f (x) and g (x). Adding and subtracting f (x)g(x), we get Q (x) = lim
 
 h→0
 
 f (x + h)g(x) − f (x)g(x) + f (x)g(x) − f (x)g(x + h) hg(x + h)g(x)
 
 f (x + h) − f (x) g(x + h) − g(x) g(x) − f (x) h h = lim h→0 g(x + h)g(x)  lim
 
 =
 
 h→0
 
 Group first two and last two terms together and factor out common terms.
 
    f (x + h) − f (x) g(x + h) − g(x) g(x) − f (x) lim h→0 h h lim g(x + h)g(x) h→0
 
 f (x)g(x) − f (x)g (x) , = [g(x)]2
 
 Recognize the derivatives of f and g.
 
 where we have again used the fact that g is differentiable to imply that g is continuous, so that g(x + h) → g(x), as h → 0. Notice that the numerator in the quotient rule looks very much like the product rule, but with a minus sign between the two terms. For this reason, you need to be very careful with the order.
 
 EXAMPLE 4.3
 
 Using the Quotient Rule
 
 x2 − 2 . x3 + 1 Solution Using the quotient rule, we have   d d 2 (x − 2) (x 3 + 1) − (x 2 − 2) (x 3 + 1) dx dx f (x) = (x 3 + 1)2 Compute the derivative of f (x) =
 
 =
 
 2x(x 3 + 1) − (x 2 − 2)(3x 2 ) (x 3 + 1)2
 
 =
 
 −x 4 + 6x 2 + 2x . (x 3 + 1)2
 
 In this case, we rewrote the numerator because it simplified significantly. This often occurs with the quotient rule. „ Now that we have the quotient rule, we can justify the use of the power rule for negative integer exponents. (Recall that we have been using this rule without proof since section 2.3.)
 
 THEOREM 4.3 (Power Rule) For any integer exponent n,
 
 d n x = nx n−1 . dx
 
 PROOF We have already proved this for positive integer exponents. So, suppose that n < 0 and let M = −n > 0. Then, using the quotient rule, we get   d n d −M d 1 1 = Since x −M = M . x = x x dx dx dx x M
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  =
 
  d d (1) x M − (1) (x M ) dx dx (x M )2
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 By the quotient rule.
 
 =
 
 (0)x M − (1)M x M−1 x 2M
 
 By the power rule, since M > 0.
 
 =
 
 −M x M−1 = −M x M−1−2M x 2M
 
 By the usual rules of exponents.
 
 = (−M)x −M−1 = nx n−1 .
 
 139
 
 Since n = −M.
 
 As we see in example 4.4, it is sometimes preferable to rewrite a function, instead of automatically using the product or quotient rule.
 
 EXAMPLE 4.4
 
 A Case Where the Product and Quotient Rules Are Not Needed
 
 √ 2 Compute the derivative of f (x) = x x + 2 . x Solution Although it may be tempting to use the product rule for the first term and the quotient rule for the second term, notice that it’s simpler to first rewrite the function. We can combine the two powers of x in the first term. Since the second term is a fraction with a constant numerator, we can more simply write it using a negative exponent. We have √ 2 f (x) = x x + 2 = x 3/2 + 2x −2 . x Using the power rule, we have simply 3 f (x) = x 1/2 − 4x −3 . 2 „
 
 Applications You will see important uses of the product and quotient rules throughout your mathematical and scientific studies. We start you off with a couple of simple applications now.
 
 EXAMPLE 4.5
 
 Investigating the Rate of Change of Revenue
 
 Suppose that a product currently sells for $25, with the price increasing at the rate of $2 per year. At the current price, consumers will buy 150 thousand items, but the number sold is decreasing at the rate of 8 thousand per year. At what rate is the total revenue changing? Is the total revenue increasing or decreasing? Solution To answer these questions, we need the basic relationship revenue = quantity × price (e.g., if you sell 10 items at $4 each, you earn $40). Since these quantities are changing in time, we write R(t) = Q(t)P(t), where R(t) is revenue, Q(t) is quantity sold and P(t) is the price, all at time t. We don’t have formulas for any of these functions, but from the product rule, we have R (t) = Q (t)P(t) + Q(t)P (t). We have information about each of these terms: the initial price, P(0), is 25 (dollars); the rate of change of the price is P (0) = 2 (dollars per year); the initial quantity, Q(0), is 150 (thousand items) and the rate of change of quantity is Q (0) = −8 (thousand items per year). Note that the negative sign of Q (0) denotes a decrease in Q. Thus, R (0) = (−8)(25) + (150)(2) = 100 thousand dollars per year. Since the rate of change is positive, the revenue is increasing. „
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 Using the Derivative to Analyze a Golf Shot
 
 A golf ball of mass 0.05 kg struck by a golf club of mass m kg with speed 50 m/s will 83m have an initial speed of u(m) = m/s. Show that u (m) > 0 and interpret this m + 0.05 result in golf terms. Compare u (0.15) and u (0.20).
 
 y
 
 Solution From the quotient rule, we have 60
 
 u (m) = 40
 
 20 m 0.1
 
 0.2
 
 0.3
 
 FIGURE 2.23 u(m) =
 
 83m m + 0.05
 
 83(m + 0.05) − 83m 4.15 = . 2 (m + 0.05) (m + 0.05)2
 
 Both the numerator and denominator are positive, so u (m) > 0. A positive slope for all tangent lines indicates that the graph of u(m) should rise from left to right. (See Figure 2.23.) Said a different way, u(m) increases as m increases. In golf terms, this says that (all other things being equal) the greater the mass of the club, the greater the velocity of the ball will be. Finally, we compute u (0.15) = 103.75 and u (0.20) = 66.4. This says that the rate of increase in ball speed is much less for the heavier club than for the lighter one. Since heavier clubs can be harder to control, the relatively small increase in ball speed obtained by making the heavy club even heavier may not compensate for the decrease in control. „
 
 EXERCISES 2.4 WRITING EXERCISES 1. The product and quotient rules give you the ability to symbolically calculate the derivative of a wide range of functions. However, many calculators and almost every computer algebra system (CAS) can do this work for you. Discuss why you should learn these basic rules anyway. (Keep example 4.5 in mind.) 2. Gottfried Wilhelm Leibniz is recognized (along with Sir Isaac Newton) as a coinventor of calculus. Many of the fundamental methods and notation of calculus are due to Leibniz. The product rule was worked out by Leibniz in 1675, in the form d(x y) = (d x)y + x(dy). His “proof,” as given in a letter written in 1699, follows. “If we are to differentiate xy we write: (x + d x)(y + dy) − x y = x dy + y d x + d x d y. But here d x d y is to be rejected as incomparably less than x dy + y d x. Thus, in any particular case the error is less than any finite quantity.” Answer Leibniz’ letter with one describing your own “discovery” of the product rule for d(x yz). 3. You may have noticed that in example 4.1, we did not multiply out the terms of the derivative. If you want to compute f (a) for some number a, discuss whether it would be easier to substitute x = a first and then simplify or multiply out all terms and then substitute x = a. 4. Many students prefer the product rule to the quotient rule. Many computer algebra systems actually use the product rule to compute the derivative of f (x)[g(x)]−1 instead of using f (x) . (See exercise 34.) Given the simthe quotient rule on g(x) plifications in problems like example 4.3, explain why the quotient rule can be preferable.
 
 In exercises 1–16, find the derivative of each function. 1. f (x) = (x 2 + 3)(x 3 − 3x + 1) 2. f (x) = (x 3 − 2x 2 + 5)(x 4 − 3x 2 + 2)   √ 3 3. f (x) = ( x + 3x) 5x 2 − x   3 3/2 4 4. f (x) = (x − 4x) x − 2 + 2 x t 2 + 2t + 5 3t − 2 6. g(t) = 2 5. g(t) = 5t + 1 t − 5t + 1 √ 6x − 2/x 3x − 6 x 8. f (x) = 2 √ 7. f (x) = 5x 2 − 2 x + x 2x (u + 1)(u − 2) 10. f (x) = 2 (x + 3) 9. f (u) = 2 u − 5u + 1 x +1 x 2 + 3x − 2 u 2 − 2u 11. f (x) = 12. f (u) = 2 √ u + 5u x 2 √ 5 t + 2 14. h(t) = 13. h(t) = t( 3 t + 3) 3 t x 3 + 3x 2 x2 − 1 15. f (x) = (x 2 − 1) 2 16. f (x) = (x + 2) 2 x +2 x +x
 
 ............................................................
 
 In exercises 17–20, find an equation of the tangent line to the graph of y  f (x) at x  a. 17. f (x) = (x 2 + 2x)(x 4 + x 3 + 1), a = 0 18. f (x) = (x 3 + x + 1)(3x 2 + 2x − 1), a = 1 x +1 ,a = 0 19. f (x) = x +2 x +3 ,a = 1 20. f (x) = 2 x +1
 
 ............................................................
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 In exercises 21–24, assume that f and g are differentiable with f (0)  −1, f (1)  −2, f  (0)  −1, f  (1)  3, g(0)  3, g(1)  1, g  (0)  −1 and g  (1)  −2. Find an equation of the tangent line to the graph of y  h(x) at x  a. 21. h(x) = f (x)g(x) at (a) a = 0, (b) a = 1. 22. h(x) =
 
 f (x) at (a) a = 1, (b) a = 0. g(x)
 
 23. h(x) = x f (x) at (a) a = 1, (b) a = 0. 2
 
 24. h(x) =
 
 LT (Late Transcendental)
 
 x2 at (a) a = 1, (b) a = 0. g(x)
 
 ............................................................ 25. Suppose that for some toy, the quantity sold Q(t) at time t years decreases at a rate of 4%; explain why this translates to Q (t) = −0.04Q(t). Suppose also that the price increases at a rate of 3%; write out a similar equation for P (t) in terms of P(t). The revenue for the toy is R(t) = Q(t)P(t). Substituting the expressions for Q (t) and P (t) into the product rule R (t) = Q (t)P(t) + Q(t)P (t), show that the revenue decreases at a rate of 1%. Explain why this is “obvious.” 26. As in exercise 25, suppose that the quantity sold decreases at a rate of 4%. By what rate must the price be increased to keep the revenue constant? 27. Suppose the price of an object is $20 and 20,000 units are sold. If the price increases at a rate of $1.25 per year and the quantity sold increases at a rate of 2000 per year, at what rate will revenue increase? 28. Suppose the price of an object is $14 and 12,000 units are sold. The company wants to increase the quantity sold by 1200 units per year, while increasing the revenue by $20,000 per year. At what rate would the price have to be increased to reach these goals? 29. A baseball with mass 0.15 kg and speed 45 m/s is struck by a baseball bat of mass m kg and speed 40 m/s (in the opposite direction of the ball’s motion). After the collision, the ball has 82.5m − 6.75 initial speed u(m) = m/s. Show that u (m) > 0 m + 0.15 and interpret this in baseball terms. Compare u (1) and u (1.2). 30. In exercise 29, if the baseball has mass M kg at speed 45 m/s and the bat has mass 1.05 kg and speed 40 m/s, the ball’s initial 86.625 − 45M speed is u(M) = m/s. Compute u (M) and M + 1.05 interpret its sign (positive or negative) in baseball terms. 31. In example 4.6, it is reasonable to assume that the speed of the golf club at impact decreases as the mass of the club increases. If, for example, the speed of a club of mass m is v = 8.5/m m/s at impact, then the initial speed of the golf ball 14.11 m/s. Show that u (m) < 0 and interpret is u(m) = m + 0.05 this in golf terms. 32. In example 4.6, if the golf club has mass 0.17 kg and strikes the ball with speed v m/s, the ball has initial speed 0.2822v m/s. Compute and interpret the derivative u(v) = 0.217 u (v). 33. Write out the product rule for the function f (x)g(x)h(x). (Hint: Group the first two terms together.) Describe the general product rule: for n functions, what is the derivative of
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 the product f 1 (x) f 2 (x) f 3 (x) · · · f n (x)? How many terms are there? What does each term look like? 34. Use the quotient rule to show that the derivative of [g(x)]−1 is −g (x)[g(x)]−2 . Then use the product rule to compute the derivative of f (x)[g(x)]−1 .
 
 ............................................................
 
 In exercises 35 and 36, find the derivative of each function using the general product rule developed in exercise 33. 35. f (x) = x 2/3 (x 2 − 2)(x 3 − x + 1) 36. f (x) = (x + 4)(x 3 − 2x 2 + 1)(3 − 2/x)
 
 ............................................................
 
 37. Assume that g is continuous at x = 0 and define f (x) = xg(x). Show that f is differentiable at x = 0. Illustrate the result with g(x) = |x|. 38. In exercise 37, if x = 0 is replaced with x = a = 0, how must you modify the definition of f (x) to guarantee that f is differentiable? x 39. For f (x) = 2 , show that the slope m of the tangent line x +1 1 to the graph of y = f (x) satisfies − ≤ m ≤ 1. Graph the 8 function and identify points of maximum and minimum slope. x 40. For f (x) = √ , show that the slope m of the tangent 2 x +1 line to the graph of y = f (x) satisfies 0 < m ≤ 1. Graph the function and identify the point of maximum slope. 41. Repeat example 4.4 with your CAS. If its answer is not in the same form as ours in the text, explain how the CAS computed its answer. 42. Use your CAS to sketch the derivative of sin x. What function does this look like? Repeat with sin 2x and sin 3x. Generalize to conjecture the derivative of sin kx for any constant k. √ 3x 3 + x 2 on your CAS. Com43. Find the derivative of f (x) = x −3 3 for x > 0 and √ for pare its answer to √ 2 3x + 1 2 3x + 1 x < 0. Explain how to get this answer and your CAS’s answer, if it differs.   2x 2 x2 − x − 2 2x − on 44. Find the derivative of f (x) = x −2 x +1 your CAS. Compare its answer to 2. Explain how to get this answer and your CAS’s answer, if it differs. 45. Suppose that F(x) = f (x)g(x) for infinitely differentiable functions f and g (that is, f (x), f (x), etc. exist for all x). Show that F (x) = f (x)g(x) + 2 f (x)g (x) + f (x)g (x). Compute F (x). Compare F (x) to the binomial formula for (a + b)2 and compare F (x) to the formula for (a + b)3 . 46. With F(x) defined as in exercise 45, compute F (4) (x) using the fact that (a + b)4 = a 4 + 4a 3 b + 6a 2 b2 + 4ab3 + b4 . 47. Use the product rule to show that if g(x) = [ f (x)]2 and f (x) is differentiable, then g (x) = 2 f (x) f (x). This can also be obtained using the chain rule, to be discussed in section 2.5. 48. Use the result from exercise 47 and the product rule to show that if g(x) = [ f (x)]3 and f (x) is differentiable, then g (x) = 3[ f (x)]2 f (x). Hypothesize the derivative of [ f (x)]n .
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 and graph r as a function of h. Comment on why the EPA might want to use a function whose graph flattens out as this one does.
 
 APPLICATIONS 49. The amount of an allosteric enzyme is affected by the presence of an activator. If x is the amount of activator and f is the amount of enzyme, then one model of an allosteric acx 2.7 tivation is f (x) = . Find and interpret lim f (x) and x→0 1 + x 2.7 lim f (x). Compute and interpret f  (x). x→∞
 
 50. Enzyme production can also be inhibited. In this situation, the amount of enzyme as a function of the amount of inhibitor 1 . Find and interpret lim f (x), is modeled by f (x) = x→0 1 + x 2.7  lim f (x) and f (x). x→∞
 
 51. Most cars are rated for fuel efficiency by estimating miles per gallon in city driving (c) and miles per gallon in highway driving (h). The Environmental Protection Agency uses the formula 1 as its overall rating of gas usage. r= 0.55/c + 0.45/ h (a) Think of c as the variable and h as a constant, and show dr that > 0. Interpret this result in terms of gas mileage. dc (b) Think of h as the variable and c as a constant, and show dr that > 0. dh (c) Show that if c = h, then r = c. (d) Show that if c < h, then c < r < h. To do this, assume that c is a constant and c < h. Explain why the results of parts (b) and (c) imply that r > c. Next, show that dr < 0.45. Explain why this result along with the result dh of part (c) implies that r < h. Explain why the results of parts (a)–(d) must be true if the EPA’s combined formula is a reasonable way to average the ratings c and h. To get some sense of how the formula works, take c = 20
 
 2.5
 
 EXPLORATORY EXERCISES 1. In many sports, the collision between a ball and a striking implement is central to the game. Suppose the ball has weight w and velocity v before the collision and the striker (bat, tennis racket, golf club, etc.) has weight W and velocity −V before the collision (the negative indicates the striker is moving in the opposite direction from the ball). The velocity of the ball after W V (1 + c) + v(cW − w) the collision will be u = , where W +w the parameter c, called the coefficient of restitution, represents the “bounciness” of the ball in the collision. Treating W as the independent variable (like x) and the other parameters as constants, compute the derivative and verify that du V (1 + c)w + cvw + vw = ≥ 0, since all parameters dW (W + w)2 are nonnegative. Explain why this implies that if the athlete uses a bigger striker (bigger W ) with all other things equal, the speed of the ball increases. Does this match your intuition? What is doubtful about the assumption of all other things being du du du du equal? Similarly compute and interpret , , and . dw dv d V dc (Hint: c is between 0 and 1 with 0 representing a dead ball and 1 the liveliest ball possible.) 2. Suppose that a soccer player strikes the ball with enough energy that a stationary ball would have initial speed 80 mph. Show that the same energy kick on a ball moving directly to the player at 40 mph will launch the ball at approximately 100 mph. (Use the general collision formula in exploratory exercise 1 with c = 0.5 and assume that the ball’s weight is much less than the soccer player’s weight.) In general, what proportion of the ball’s incoming speed is converted by the kick into extra speed in the opposite direction?
 
 THE CHAIN RULE √ We currently have no way to compute the derivative of a function such as P(t) = 100 + 8t, except by the limit √ definition. However, observe that P(t) is the composition of the two functions f (t) = t and g(t) = 100 + 8t, so that P(t) = f (g(t)), where both f  (t) and g  (t) are easily computed. We now develop a general rule for the derivative of a composition of two functions. The following simple examples will help us to identify the form of the chain rule. Notice that from the product rule d d [(x 2 + 1)2 ] = [(x 2 + 1)(x 2 + 1)] dx dx = 2x(x 2 + 1) + (x 2 + 1)2x = 2(x 2 + 1)2x. Of course, we can write this as 4x(x 2 + 1), but the unsimplified form helps us to understand the form of the chain rule. Using this result and the product rule, notice that d d [(x 2 + 1)3 ] = [(x 2 + 1)(x 2 + 1)2 ] dx dx
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 = 2x(x 2 + 1)2 + (x 2 + 1)2(x 2 + 1)2x = 3(x 2 + 1)2 2x. We leave it as a straightforward exercise to extend this result to d [(x 2 + 1)4 ] = 4(x 2 + 1)3 2x. dx You should observe that, in each case, we have brought the exponent down, lowered the power by one and then multiplied by 2x, the derivative of x 2 + 1. Notice that we can write (x 2 + 1)4 as the composite function f (g(x)) = (x 2 + 1)4 , where g(x) = x 2 + 1 and f (x) = x 4 . Finally, observe that the derivative of the composite function is d d [ f (g(x))] = [(x 2 + 1)4 ] = 4(x 2 + 1)3 2x = f (g(x))g (x). dx dx This is an example of the chain rule, which has the following general form.
 
 THEOREM 5.1 (Chain Rule) If g is differentiable at x and f is differentiable at g(x), then d [ f (g(x))] = f (g(x))g (x). dx
 
 PROOF At this point, we can prove only the special case where g (x) = 0. Let F(x) = f (g(x)). Then, F(x + h) − F(x) d [ f (g(x))] = F (x) = lim h→0 dx h = lim
 
 f (g(x + h)) − f (g(x)) h
 
 = lim
 
 f (g(x + h)) − f (g(x)) g(x + h) − g(x) h g(x + h) − g(x)
 
 h→0
 
 h→0
 
 Since F(x) = f (g(x)).
 
 f (g(x + h)) − f (g(x)) g(x + h) − g(x) = lim lim h→0 h→0 g(x + h) − g(x) h =
 
 lim
 
 g(x+h)→g(x)
 
 Multiply numerator and denominator by g(x + h) − g(x). Regroup terms.
 
 f (g(x + h)) − f (g(x)) g(x + h) − g(x) lim h→0 g(x + h) − g(x) h
 
 = f (g(x))g (x), where the next to the last line is valid since as h → 0, g(x + h) → g(x), by the continuity of g. (Recall that since g is differentiable, it is also continuous.) You will be asked in exercise 40 to fill in some of the gaps in this argument. In particular, you should identify why we need g (x) = 0 in this proof. It is often helpful to think of the chain rule in Leibniz notation. If y = f (u) and u = g(x), then y = f (g(x)) and the chain rule says that dy dy du = , dx du d x
 
 (5.1)
 
 where it looks like we are cancelling the du’s, even though these are not fractions.
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 REMARK 5.1 The chain rule should make sense intuitively as follows. dy as the We think of dx (instantaneous) rate of change dy of y with respect to x, as the du (instantaneous) rate of change du as of y with respect to u and dx the (instantaneous) rate of change of u with respect to x. dy = 2 (i.e., y is So, if du changing at twice the rate of u) du = 5 (i.e., u is changing and dx at five times the rate of x), it should make sense that y is changing at 2 × 5 = 10 times dy = 10, the rate of x. That is, dx which is precisely what equation (5.1) says.
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 EXAMPLE 5.1
 
 Using the Chain Rule
 
 Differentiate y = (x + x − 1)5 . 3
 
 Solution For u = x 3 + x − 1, note that y = u 5 . From (5.1), we have dy dy du d 5 du = = (u ) dx du d x du dx
 
 Since y = u 5 .
 
 d 3 (x + x − 1) dx = 5(x 3 + x − 1)4 (3x 2 + 1). „ = 5u 4
 
 For the composition f (g(x)), f is often referred to as the outside function and g is referred to as the inside function. The chain rule derivative f (g(x))g (x) can then be viewed as the derivative of the outside function times the derivative of the inside function. In example 5.1, the inside function is x 3 + x − 1 (the expression inside the parentheses) and the outside function is u 5 .
 
 EXAMPLE 5.2 Find
 
 Using the Chain Rule with a Square Root Function
 
 d √ ( 100 + 8t). dt
 
 Solution Let u = 100 + 8t and note that
 
 √ 100 + 8t = u 1/2 . Then, from (5.1),
 
 d √ du d 1 ( 100 + 8t) = (u 1/2 ) = u −1/2 dt dt 2 dt 1 d 4 = √ . (100 + 8t) = √ dt 2 100 + 8t 100 + 8t Notice that the derivative of the inside here is the derivative of the expression under the square root sign. „ You are now in a position to calculate the derivative of a very large number of functions, by using the chain rule in combination with other differentiation rules.
 
 TODAY IN MATHEMATICS Fan Chung (1949– ) A Taiwanese mathematician with a highly successful career in American industry and academia. She says, “As an undergraduate in Taiwan, I was surrounded by good friends and many women mathematicians. . . . A large part of education is learning from your peers, not just the professors.” Collaboration has been a hallmark of her career. “Finding the right problem is often the main part of the work in establishing the connection. Frequently a good problem from someone else will give you a push in the right direction and the next thing you know, you have another good problem.”
 
 EXAMPLE 5.3
 
 Derivatives Involving the Chain Rule and Other Rules
 
 √ Compute the derivative of f (x) = x 3 4x + 1, g(x) =
 
 (x 3
 
 8x 8 and h(x) = 3 . 2 + 1) (x + 1)2
 
 Solution Notice the differences in these three functions. The first function f (x) is a product of two functions, g(x) is a quotient of two functions and h(x) is a constant divided by a function. This tells us to use the product rule for f (x), the quotient rule for g(x) and simply the chain rule for h(x). For the first function, we have  √ d  3√ d √ 4x + 1 By the product rule. x 4x + 1 = 3x 2 4x + 1 + x 3 f (x) = dx dx √ 1 d = 3x 2 4x + 1 + x 3 (4x + 1)−1/2 (4x + 1) By the chain rule. 2 d x   = 3x
 
 2
 
 √
 
 derivative of the inside
 
 4x + 1 + 2x (4x + 1) 3
 
 −1/2
 
 .
 
 Simplifying.
 
 Next, we have d g (x) = dx
 
 
 
 d  8(x 3 + 1)2 − 8x [(x 3 + 1)2 ] 8x dx = (x 3 + 1)2 (x 3 + 1)4
 
 By the quotient rule.
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 3
 
 derivative of the inside
 
 =
 
 ..
 
 (x 3 + 1)4
 
 =
 
 8(x 3 + 1)2 − 16x(x 3 + 1)3x 2 (x 3 + 1)4
 
 =
 
 8(x 3 + 1) − 48x 3 8 − 40x 3 = . (x 3 + 1)3 (x 3 + 1)3
 
 By the chain rule.
 
 Simplifying.
 
 For h(x), notice that instead of using the quotient rule, it is simpler to rewrite the function as h(x) = 8(x 3 + 1)−2 . Then h (x) =
 
 d d [8(x 3 + 1)−2 ] = −16(x 3 + 1)−3 (x 3 + 1) = −16(x 3 + 1)−3 (3x 2 ) dx d  x   derivative of the inside
 
 = −48x 2 (x 3 + 1)−3 . „ In example 5.4, we apply the chain rule to a composition of a function with a composition of functions.
 
 EXAMPLE 5.4
 
 A Derivative Involving Multiple Chain Rules
 
 Find the derivative of f (x) =
 
 √
 
 x 2 + 4 − 3x 2 
 
 3/2
 
 .
 
 Solution We have 1/2 d   3  2 x + 4 − 3x 2 x 2 + 4 − 3x 2 f (x) = 2 dx      1/2 1 2 3 d = x 2 + 4 − 3x 2 (x + 4)−1/2 (x 2 + 4) − 6x 2 2 dx     1/2 1 3  2 = x + 4 − 3x 2 (x 2 + 4)−1/2 (2x) − 6x 2 2    1/2   2 3 = x 2 + 4 − 3x 2 x(x + 4)−1/2 − 6x . 2
 
 By the chain rule.
 
 By the chain rule.
 
 Simplifying.
 
 „
 
 EXERCISES 2.5 WRITING EXERCISES 1. If gear 1 rotates at 10 rpm and gear 2 rotates twice as fast as gear 1, how fast does gear 2 rotate? The answer is obvious for most people. Formulate this simple problem as a chain rule calculation and conclude that the chain rule (in this context) is obvious. 2. The biggest challenge in computing the derivatives  √ of (x 2 + 4)(x 3 − x + 1), (x 2 + 4) x 3 − x + 1 and √ x 2 + 4 x 3 − x + 1 is knowing which rule (product, chain etc.) to use when. Discuss how you know which rule to use when. (Hint: Think of the order in which you would perform operations to compute the value of each function for a specific choice of x.) 3. One simple implication of the chain rule is: if g(x) = f (x − a), then g (x) = f (x − a). Explain this derivative graphically: how does g(x) compare to f (x) graphically and why do the slopes of the tangent lines relate as the formula indicates?
 
 4. Another simple implication of the chain rule is: if h(x) = f (2x), then h (x) = 2 f (2x). Explain this derivative graphically: how does h(x) compare to f (x) graphically and why do the slopes of the tangent lines relate as the formula indicates? In exercises 1–4, find the derivative with and without using the chain rule. 1. f (x) = (x 3 − 1)2 3. f (x) = (x 2 + 1)3
 
 2. f (x) = (x 2 + 2x + 1)2 4. f (x) = (2x + 1)4
 
 ............................................................ In exercises 5–16, differentiate each function. √ (b) f (x) = x 2 + 4 5. (a) f (x) = (x 3 − x)3 √ 6. (a) f (x) = (x 3 + x − 1)3 (b) f (x) = 4x − 1/x √ √ (b) f (t) = (t 3 + 2) t 7. (a) f (t) = t 5 t 3 + 2
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 u2 + 1 u+4 v2 − 1 10. (a) f (v) = 2 v +1 11. (a) g(x) = √
 
 x
 
 x2 + 1 √ 2 12. (a) g(x) = x x + 1 13. (a) h(x) = √
 
 6
 
 (b) f (t) =
 
 2-40
 
 √
 
 (b) f (w) = (b) f (x) =
 
 t(t 4/3 + 3)
 
 w3 + 4)2 x2 + 4 (w2
 
 (x 3 )2  x (b) h(x) = x2 + 1  √ (b) h(x) = (x 2 + 1)( x + 1)3 √ x2 + 4 (b) h(x) = 6
 
 x2 + 4 5 3 8 (t + 4) (b) h(t) = 3 14. (a) h(t) = 8 (t + 4)5  √ 15. (a) f (x) = ( x 3 + 2 + 2x)−2 (b) f (x) = x 3 + 2 + 2x −2 16. (a) f (x) =
 
  √ 4x 2 + (8 − x 2 )2 (b) f (x) = ( 4x 2 + 8 − x 2 )2
 
 ............................................................ In exercises 17–20, name the method (chain rule, product rule, quotient rule) that you would use first to find the derivative of the function. Then list any other rule(s) that you would use, in order. Do not compute the derivative.      8 4 + 2x 4 17. f (x) =  x x 3 x +2  3x 2 + 2 x 3 + 4/x 4 18. f (x) = √ (x 3 − 4) x 2 + 2    8t + 5 3 19. f (t) = t 2 + 4/t 3 2t − 1
 
 3 √ 4 t2 + 1 20. f (t) = 3t + t −5
 
 ............................................................ In exercises 21 and 22, find an equation of the tangent line to the graph of y  f (x) at x  a. √ 21. f (x) = x 2 + 16, a = 3 6 , a = −2 22. f (x) = 2 x +4
 
 ............................................................ In exercises 23 and 24, use the position function to find the velocity at time t  2. (Assume units of meters and seconds.) √ 23. s(t) = t 2 + 8
 
 24. s(t) = √
 
 60t t2 + 1
 
 ............................................................ In exercises 25 and 26, compute f  (x), f  (x) and f (4) (x), and identify a pattern for the nth derivative f (n) (x). 25. f (x) =
 
 √ 2x + 1
 
 LT (Late Transcendental)
 
 18:21
 
 Differentiation
 
 √ 8. (a) f (t) = (t 4 + 2) t 2 + 1 9. (a) f (u) =
 
 T1: OSO
 
 December 8, 2010
 
 26. f (x) =
 
 2 x +1
 
 28. h (2), where f (2) = 1, g(2) = 3, f (2) = −1, f (3) = −3, g (1) = 2 and g (2) = 4
 
 ............................................................
 
 29. A function f is an even function if f (−x) = f (x) for all x and is an odd function if f (−x) = − f (x) for all x. Prove that the derivative of an even function is odd and the derivative of an odd function is even. 30. If the graph of a differentiable function f is symmetric about the line x = a, what can you say about the symmetry of the graph of f ?
 
 ............................................................
 
 In exercises 31–34, find the derivative, where f is an unspecified differentiable function. 31. (a) f (x 2 ) √ 32. (a) f ( x)
 
 (b) [ f (x)]2 √ (b) f (x)
 
 33. (a) f (1/x)
 
 (b) 1/ f (x)
 
 34. (a) 1 + f (x )
 
 (b) [1 + f (x)]2
 
 2
 
 ............................................................ In exercises 35 and 36, use the graphs to find the derivative of the composite function at the point, if it exists. y
 
 y
 
 3
 
 4
 
 2
 
 3
 
 1 2 1 1
 
 2 x 1
 
 2
 
 3
 
 4
 
 1
 
 2
 
 2 1 1
 
 3
 
 2 y  f (x)
 
 x 1
 
 2
 
 3
 
 4
 
 y  g(x)
 
 35. f (g(x)) at (a) x = 0, (b) x = 1 and (c) x = 3 36. g( f (x)) at (a) x = 0, (b) x = 1 and (c) x = 3
 
 ............................................................
 
 In exercises 37 and 38, find the second derivative of each function. √ 2 37. (a) f (x) = x 2 + 4 (b) f (t) = √ t2 + 4 3 (b) g(s) = 2 38. (a) h(t) = (t 3 + 3)2 (s + 1)2
 
 ............................................................
 
 39. (a) Determine √ all values of x such that f (x) = 3 x 3 − 3x 2 + 2x is not differentiable. Describe the graphical property that prevents the derivative from existing. √ (b) Repeat part (a) for f (x) = x 4 − 3x 3 + 3x 2 − x. 40. Which steps in our outline of the proof of the chain rule are not well documented? Where do we use the assumption that g (x) = 0?
 
 ............................................................
 
 ............................................................
 
 In exercises 41–44, find a function g such that g  (x)  f (x).
 
 In exercises 27 and 28, use the relevant information to compute the derivative for h(x)  f (g(x)).
 
 41. f (x) = (x 2 + 3)2 (2x) x 43. f (x) = √ 2 x +1
 
 27. h (1), where f (1) = 3, g(1) = 2, f (1) = 4, f (2) = 3, g (1) = −2 and g (3) = 5
 
 42. f (x) = x 2 (x 3 + 4)2/3 x 44. f (x) = 2 (x + 1)2
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 this expression to the acceleration a = v (t) in Newton’s second law? 1 2. Suppose that f is a function such that f (1) = 0 and f (x) = x for all x > 0. (a) If g1 (x) = f (x n ) and g2 (x) = n f (x) for x > 0 show that g1 (x) = g2 (x). Since g1 (1) = g2 (1) = 0, can you conclude that g1 (x) = g2 (x) for all x > 0? (b) For positive, differentiable functions h 1 and h 2 , define g3 = f (h 1 h 2 ) and g4 = f (h 1 ) + f (h 2 ). Show that g3 = g4 . Can you conclude that g3 = g4 ?
 
 EXPLORATORY EXERCISES 1. Newton’s second law of motion is F = ma, where m is the mass of the object that undergoes an acceleration a due to an applied force F. This law is accurate at low speeds. At high speeds, we use the corresponding formula from 
 
 Einstein’s d v(t)  theory of relativity, F = m , where v(t) dt 1 − v 2 (t)/c2 is the
 
 and c is the speed of light. Compute velocity function v(t) d  . What has to be “ignored” to simplify dt 1 − v 2 (t)/c2
 
 2.6
 
 ..
 
 DERIVATIVES OF TRIGONOMETRIC FUNCTIONS
 
 Displacement  u(t) Equilibrium position
 
 FIGURE 2.24 Spring-mass system
 
 Imagine a weight hanging from a spring suspended from the ceiling. (See Figure 2.24.) Once set in motion (e.g., by tapping down on it), the weight will bounce up and down in ever-shortening strokes until it eventually is again at rest (equilibrium). If we pull the weight down, its vertical displacement from its equilibrium position is negative. The weight then swings up to where the displacement is positive, swings down to a negative displacement and so on. Two functions that exhibit this kind of behavior are the sine and cosine functions. We calculate the derivatives of these and the other trigonometric functions in this section. We can learn a lot about the derivatives of sin x and cos x from their graphs. From the graph of y = sin x in Figure 2.25, notice the horizontal tangents at x = −3π/2, −π/2, π/2 and 3π/2. At these x-values, the derivative must equal 0. The tangent lines have positive slope for −2π < x < −3π/2, negative slope for −3π/2 < x < −π/2 and so on. For each interval on which the derivative is positive (or negative), the graph appears to be steepest in the middle of the interval: for example, from x = −π/2, the graph gets steeper until about x = 0 and then gets less steep until leveling out at x = π/2. A sketch of the derivative graph should then look like the graph in Figure 2.26, which looks like the graph of y = cos x. We show here that this conjecture is, in fact, correct. y
 
 y
 
 1
 
 1
 
 x w
 
 q
 
 q
 
 w
 
 1
 
 FIGURE 2.25 y = sin x
 
 2p
 
 p
 
 p
 
 x 2p
 
 1
 
 FIGURE 2.26 The derivative of f (x) = sin x
 
 Before we move to the calculation of the derivatives of the six trigonometric functions, we first consider a few limits involving trigonometric functions. (We refer to these results as lemmas—minor theorems that lead up to some more significant result.) You will see shortly why we must consider these first.
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 LEMMA 6.1 lim sin θ = 0.
 
 θ →0
 
 This result certainly seems reasonable, especially when we consider the graph of y = sin x. In fact, we have been using this for some time now, having stated this (without proof) as part of Theorem 3.4 in section 1.3. We now prove the result.
 
 PROOF y
 
 For 0 < θ 
 x for −1 < x < 0. Explain why y = sin x intersects y = x at only one point. 48. For different positive values of k, determine how many times y = sin kx intersects y = x. In particular, what is the largest value of k for which there is only one intersection? Try to determine the largest value of k for which there are three intersections.
 
 sin x 2 x→0 x 2
 
 (c) lim
 
 t→0
 
 LT (Late Transcendental)
 
 x→0
 
 x→0
 
 35. For f (x) = sin 2x, find f (75) (x) and f (150) (x). 36. For f (x) = cos 3x, find f (77) (x) and f (120) (x). 37. For Lemma 6.1, show that lim sin θ = 0. θ→0−
 
 38. Use Lemma 6.1 and the identity cos2 θ + sin2 θ = 1 to prove Lemma 6.2. 39. Use the identity cos (x + h) = cos x cos h − sin x sin h to prove Theorem 6.2. 40. Use the quotient rule to derive formulas for the derivatives of cot x, sec x and csc x. 41. Repeat exercise 13 with your CAS. If its answer is not in the same form as ours in the back of the book, explain how the CAS computed its answer. 42. Repeat exercise 14 with your CAS. If its answer is not 0, explain how the CAS computed its answer.
 
 EXPLORATORY EXERCISES
 
 x 2 sin x1 if x = 0 has several un1. The function f (x) = 0 if x = 0 usual properties. Show that f is continuous and differentiable at x = 0. However, f (x) is discontinuous at x = 0. To see this, 1 1 ,x = and so on. Then show that f (x) = −1 for x = 2π 4π 1 1 and so on. Explain show that f (x) = 1 for x = , x = π 3π why this proves that f (x) cannot be continuous at x = 0. 
 
 2. When a ball bounces, we often think of the bounce occurring instantaneously. This does not take into account that the ball actually compresses and maintains contact with the ground for a brief period of time. As shown in John Wesson’s The Science of Soccer, the amount s that the ball is compressed satisfies the equation s (t) = − cp s(t), where c is the circumference of the m ball, p is the pressure of air in the ball and m is the mass of the ball. Assume that the ball hits the ground at time 0 with vertical speed v m/s. Then s(0) = 0 and s (0) = v. Show that s(t) = vk sin kt satisfies the three conditions s (t) = − cp s(t), m  . Use the properties of s(0) = 0 and s (0) = v with k = cp m the sine function to show that the duration of the bounce is π seconds and find the maximum compression. For a sock cer ball with c = 0.7 m, p = 0.86 × 105 N/m2 , v = 15 m/s, radius R = 0.112 m and m = 0.43 kg, compute the duration of the bounce and the maximum compression.
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 Putting together the physics for before, during and after the bounce, we obtain the height of the center of mass of a ball of radius R: ⎧ ⎨
 
 −4.9t 2 − vt + R R − vk sin kt h(t) = ⎩ −4.9(t − πk )2 + v(t − πk ) + R
 
 if t < 0 if 0 ≤ t ≤ if t > πk .
 
 π k
 
 Determine whether h(t) is continuous for all t and sketch a reasonable graph of this function. x
 
 s(t)
 
 A ball being compressed
 
 2.7
 
 IMPLICIT DIFFERENTIATION Compare the following two equations describing familiar curves: y = x 2 + 3 (parabola) and
 
 y 2
 
 x
 
 2
 
 2
 
 2
 
 FIGURE 2.33 The tangent line √ at the point (1, − 3)
 
 x 2 + y 2 = 4 (circle).
 
 The first equation defines y as a function of x explicitly, since for each x, the equation gives an explicit formula for finding the corresponding value of y. On the other hand, the second equation does not define a function, since the circle in Figure 2.33 doesn’t pass the vertical line test. However, you can solve for y and find at least two functions that are defined implicitly by the equation x 2 + y 2 = 4. 2 2 Suppose √ that
 
 we want to find the slope of the tangent line to the circle x + y = 4 at the point 1, − 3 . (See Figure 2.33.) We can think of the circle as the graph of two semicircles, √ √ √ defined by y = 4 − x 2 and y = − 4 − x 2 . Since we are interested √ in the point (1, − 3), we use the equation describing the bottom semicircle, y = − 4 − x 2 to compute the derivative 1 x (−2x) = √ . y (x) = − √ 2 2 4−x 4 − x2 √ 1 So, the slope of the tangent line at the point 1, − 3 is then y (1) = √ . 3 This calculation was not especially challenging, although we will soon see an easier way to do it. Moreover, it’s not always possible to explicitly solve for a function defined implicitly by a given equation. Alternatively, assuming the equation x 2 + y 2 = 4 defines one or more differentiable functions of x: y = y(x), the equation is x 2 + [y(x)]2 = 4. Differentiating both sides of equation (7.1) with respect to x, we obtain  d d  2 x + [y(x)]2 = (4). dx dx d [y(x)]2 = 2y(x)y (x) and so, we have From the chain rule, dx 2x + 2y(x)y (x) = 0. Solving this equation for y (x), we have −x −2x y (x) = = . 2y(x) y(x)
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 Notice that here, the √ of both x and y. To get the slope √ derivative y (x) is expressed in terms at the point (1, − 3), we substitute x = 1 and y = − 3, so that ! −x !! −1 1 y (1) = = √ =√ . y(x) !x=1 − 3 3
 
 Notice that this is the same slope as we had found earlier by first solving for y explicitly and then differentiating. This process of differentiating both sides of an equation with respect to x and then solving for y (x) is called implicit differentiation. Throughout this section, we assume that each equation implicitly defines one or more differentiable functions y = y(x). When faced with such an equation, differentiate both sides with respect to x, being careful to recognize that differentiating any function of y will require the chain rule: d g(y) = g (y)y (x). dx Then, gather any terms with a factor of y (x) on one side of the equation, with the remaining terms on the other side of the equation and solve for y (x). We illustrate this process in the examples that follow.
 
 EXAMPLE 7.1
 
 Finding a Tangent Line Implicitly
 
 Find y (x) for x 2 + y 3 − 2y = 3. Then, find the equation of the tangent line at the point (2, 1). Solution Since we can’t (easily) solve for y explicitly in terms of x, we compute the derivative implicitly. Differentiating both sides with respect to x, we get d d 2 (x + y 3 − 2y) = (3) dx dx and so,
 
 2x + 3y 2 y (x) − 2y (x) = 0.
 
 Subtracting 2x from both sides of the equation and factoring y (x) from the remaining terms, we have (3y 2 − 2)y (x) = −2x. Solving for y (x), we get y (x) =
 
 y 3
 
 Substituting x = 2 and y = 1, we find that the slope of the tangent line at the point (2, 1) is
 
 2 (2, 1)
 
 1 4
 
 2
 
 −2x . 3y 2 − 2
 
 x 2
 
 4
 
 1 2 3
 
 FIGURE 2.34 Tangent line at (2, 1)
 
 y (2) =
 
 −4 = −4. 3−2
 
 The equation of the tangent line is then y − 1 = −4(x − 2). We have plotted a graph of the equation and the tangent line in Figure 2.34 using the implicit plot mode of our computer algebra system. „
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 Finding a Tangent Line by Implicit Differentiation
 
 Find y (x) for x 2 y 2 − 2x = 4 − 4y. Then, find an equation of the tangent line at the point (2, −2). Solution Differentiating both sides with respect to x, we get d d 2 2 (x y − 2x) = (4 − 4y). dx dx Since the first term is the product of x 2 and y 2 , we must use the product rule. We get 2x y 2 + x 2 (2y)y (x) − 2 = 0 − 4y (x). Grouping the terms with y (x) on one side, we get (2x 2 y + 4)y (x) = 2 − 2x y 2 , y
 
 y (x) =
 
 so that 2 x
 
 3
 
 2
 
 2 − 2x y 2 . 2x 2 y + 4
 
 Substituting x = 2 and y = −2, we get the slope of the tangent line,
 
 4
 
 y (2) =
 
 2
 
 2 − 16 7 = . −16 + 4 6
 
 Finally, an equation of the tangent line is given by 4
 
 y+2= FIGURE 2.35 Tangent line at (2, −2)
 
 7 (x − 2). 6
 
 We have plotted the curve and the tangent line at (2, −2) in Figure 2.35 using the implicit plot mode of our computer algebra system. „ You can use implicit differentiation to find a needed derivative from virtually any equation you can write down. We illustrate this next for an application.
 
 EXAMPLE 7.3
 
 Rate of Change of Volume with Respect to Pressure
 
 Under certain conditions, van der Waals’ equation relating the pressure P and volume V of a gas is 
 
 5 P+ 2 V
 
  (V − 0.03) = 9.7.
 
 (7.2)
 
 Assuming that equation (7.2) implicitly defines the volume V as a function of the dV pressure P, use implicit differentiation to find the derivative at the point (5, 1). dP Solution Differentiating both sides of (7.2) with respect to P, we have d d [(P + 5V −2 )(V − 0.03)] = (9.7). dP dP From the product rule and the chain rule, we get  1 − 10V
 
 −3 dV
 
 dP
 
 
 
 (V − 0.03) + (P + 5V −2 )
 
 dV = 0. dP
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 Grouping the terms containing
 
 6
 
 dV , we get dP
 
 [−10V −3 (V − 0.03) + P + 5V −2 ] 4
 
 dV = 0.03 − V, dP
 
 0.03 − V dV . = −3 dP −10V (V − 0.03) + P + 5V −2
 
 so that 2
 
 We now have V (5) =
 
 P 2
 
 4
 
 6
 
 FIGURE 2.36 Graph of van der Waals’ equation and the tangent line at the point (5, 1)
 
 0.03 − 1 −0.97 97 = =− . −10(1)(0.97) + 5 + 5(1) 0.3 30
 
 (The units are in terms of volume per unit pressure.) We show a graph of van der Waals’ equation, along with the tangent line to the graph at the point (5, 1) in Figure 2.36. „ Of course, since we can find one derivative implicitly, we can also find second and higher order derivatives implicitly, as we illustrate in example 7.4.
 
 EXAMPLE 7.4
 
 Finding a Second Derivative Implicitly
 
 
 
 Find y (x) implicitly for y 2 + sin y + x 2 = 4. Then find the value of y at the point (−2, 0). Solution We begin by differentiating both sides of the equation with respect to x. We have d d 2 (y + sin y + x 2 ) = (4). dx dx By the chain rule, we have 2y[y (x)] + cos y[y (x)] + 2x = 0.
 
 (7.3)
 
 Notice that we don’t need to solve this for y (x). By differentiating again we get [2y (x)][y (x)] + [2y][y (x)] + [−sin y][y (x)][y (x)] + [cos y][y (x)] + 2 = 0. Grouping all the terms involving y (x) on one side of the equation gives us 2y[y (x)] + cos y[y (x)] = −2[y (x)]2 + sin y[y (x)]2 − 2. Factoring out the y (x) on the left, we get (2y + cos y)y (x) = −2[y (x)]2 + sin y[y (x)]2 − 2, so that
 
 y (x) =
 
 −2[y (x)]2 + sin y[y (x)]2 − 2 . 2y + cos y
 
 (7.4)
 
 Notice that (7.4) gives us a (rather messy) formula for y (x) in terms of x, y and y (x). If we need to have y (x) in terms of x and y only, we can solve (7.3) for y (x) and substitute into (7.4). However, we don’t need to do this to find y (−2). Instead, first substitute x = −2 and y = 0 into (7.3) to get 2(0)[y (−2)] + cos 0[y (−2)] + 2(−2) = 0, from which we conclude that y (−2) =
 
 4 = 4. 2(0) + cos 0
 
 Then substitute x = −2, y = 0 and y (−2) = 4 into (7.4) to get y (−2) =
 
 −2(4)2 + sin 0(4)2 − 2 = −34. 2(0) + cos 0
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 See Figure 2.37 for a graph of y 2 + sin y + x 2 = 4 near the point (−2, 0). y
 
 1.5 1.25 0.75 0.5 0.25 x
 
 2 1.8 1.6 1.4 1.2 1 0.8 0.6 0.4 0.2
 
 0 0.25 0.5 0.75 1.25 1.5 1.75 2
 
 FIGURE 2.37 y 2 + sin y + x 2 = 4 „
 
 Recall that, up to this point, we have proved the power rule
 
 TODAY IN MATHEMATICS Dusa McDuff (1945– ) A British mathematician who has won prestigious awards for her research in multidimensional geometry. McDuff was inspired by Russian mathematician Israel Gelfand. “Gelfand amazed me by talking of mathematics as if it were poetry. . . . I had always thought of mathematics as being much more straightforward: a formula is a formula, and an algebra is an algebra, but Gelfand found hedgehogs lurking in the rows of his spectral sequences!’’ McDuff has made important contributions to undergraduate teaching and Women in Science and Engineering, lectured around the world and has coauthored several research monographs.
 
 d r x = r x r −1 dx only for integer exponents (see Theorems 3.1 and 4.3), although we have been freely using this result for any real exponent, r . Now that we have developed implicit differentiation, however, we have the tools we need to prove the power rule for the case of any rational exponent.
 
 THEOREM 7.1 For any rational exponent, r,
 
 d r x = r x r −1 . dx
 
 PROOF Suppose that r is any rational number. Then r =
 
 p , for some integers p and q. Let q
 
 y = x r = x p/q .
 
 (7.5)
 
 Then, raising both sides of equation (7.5) to the qth power, we get yq = x p .
 
 (7.6)
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 Differentiating both sides of equation (7.6) with respect to x, we get d p d q (y ) = (x ). dx dx qy q−1
 
 From the chain rule, we have Solving for
 
 dy = px p−1 . dx
 
 dy , we have dx px p−1 px p−1 dy = = dx qy q−1 q(x p/q )q−1 px p−1 p = x p−1− p+ p/q q x p− p/q q p = x p/q−1 = r x r −1 , q =
 
 Since y = x p/q .
 
 Using the usual rules of exponents.
 
 Since
 
 p = r. q
 
 as desired.
 
 BEYOND FORMULAS Implicit differentiation allows us to find the derivative of a function even when we don’t have a formula for the function. This remarkable result means that if we have nearly any equation for the relationship between two quantities, we can find the rate of change of one with respect to the other. Here is a case where mathematics requires creative thinking beyond formula memorization. In what other situations have you seen the need for creativity in mathematics?
 
 EXERCISES 2.7 in the form f (x, y)y (x) = g(x, y) for some functions f (x, y) and g(x, y). Explain why this can always be done; that is, why doesn’t the chain rule ever produce a term like [y (x)]2 1 or ? y (x)
 
 WRITING EXERCISES 1. For implicit differentiation, we assume that y is a function of x: we write y(x) to remind ourselves of this. However, for the 2 circle x√ + y 2 = 1, it is not true that y is a function of x. Since y = ± 1 − x 2 , there are actually (at least) two functions of x defined implicitly. Explain why this is not really a contradiction; that is, explain exactly what we are assuming when we do implicit differentiation. 2. To perform implicit differentiation on an equation such as x 2 y 2 + 3 = x, we start by differentiating all terms. We get 2x y 2 + x 2 (2y)y = 1. Many students learn the rules this way: take “regular” derivatives of all terms, and tack on a y every time you take a y-derivative. Explain why this works, and rephrase the rule in a more accurate and understandable form. 3. In implicit differentiation, the derivative is typically a function of both x and y; for example, on the circle x 2 + y 2 = r 2 , we have y = −x/y. If we take the derivative −x/y and substitute any values for x and y, will it always be the slope of a tangent line? That is, are there any requirements on which x’s and y’s we can substitute? 4. In each example in this section, after we differentiated the given equation, we were able to rewrite the resulting equation
 
 In exercises 1–4, compute the slope of the tangent line at the given point both explicitly (first solve for y as a function of x) and implicitly. √ √ 2. x 3 y − 4 x = x 2 y at (2, 2) 1. x 2 + 4y 2 = 8 at (2, 1) 3. y − 3x 2 y = cos x at (0, 1)
 
 4. y 2 + 2x y + 4 = 0 at (−2, 2)
 
 ............................................................ In exercises 5–16, find the derivative y  (x) implicitly. 5. x 2 y 2 + 3y = 4x 7. 9.
 
 √
 
 x y − 4y 2 = 12
 
 x +3 = 4x + y 2 y
 
 11. cos(x 2 y) − sin y = x
 
 6. 3x y 3 − 4x = 10y 2 8. sin x y = x 2 − 3 10. 3x + y 3 −
 
 4y = 10x 2 x +2
 
 12. x sec y − 3y sin x = 1
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 √ 13. y 2 x + y − 4x 2 = y 15. tan(y 2 + 3) − x y 2 = 2x
 
 14. x cos(x + y) − y 2 = 8 3 16. y cos x 2 −  = x2 + 1 2 y +2
 
 ............................................................
 
 In exercises 17–22, find an equation of the tangent line at the given point. If you have a CAS that will graph implicit curves, sketch the curve and the tangent line. 17. x 2 − 4y 3 = 0 at (2, 1)
 
 Implicit Differentiation
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 40. Suppose that a circle of radius r and center (0, c) is inscribed in the parabola y = x 2 . At the point of tangency, the slopes must be the same. Find the slope of the circle implicitly and show that at the point of tangency, y = c − 12 . Then use the equations of the circle and parabola to show that c = r 2 + 14 . y
 
 18. x 2 y 2 = 4x at (1, 2)
 
 19. x 2 y 2 = 3y + 1 at (2, 1) 21. x 4 = 4(x 2 − y 2 ) at (1,
 
 ..
 
 √ 3 ) 2
 
 20. x 3 y 2 = −2x y − 3 at (−1, −3) √ 22. x 4 = 8(x 2 − y 2 ) at (2, − 2)
 
 ............................................................
 
 In exercises 23–28, find the second derivative y  (x). 23. x 2 y 2 + 3x − 4y = 5
 
 24. x 2/3 + y 2/3 = 4
 
 25. y 2 = x 3 − 6x + 4 cos y
 
 26. 3x y + 2y − 3x = sin y
 
 27. (y − 1) = 3x y + cos(4y)
 
 28. (x + y) − sin(y + 1) = 3x
 
 2
 
 2
 
 ............................................................
 
 In exercises 29 and 30, find the locations of all horizontal and vertical tangents. 29. x 2 + y 3 − 3y = 4
 
 30. x y 2 − 2y = 2
 
 ............................................................
 
 31. Name the method by identifying whether you would find the derivative y directly or implicitly. (a) x 2 y 2 + 3y = 4x
 
 (b) x 2 + 3y = 4x
 
 (c) 3x y + 6x 2 cos x = y sin x (d) 3x y + 6x 2 cos y = y sin x 32. Suppose that f is a differentiable function such that f (sin x) = x for all x. Show that, for −1 < x < 1, f (x) = √ 1 2 . 1−x
 
 
 
 33. Use implicit differentiation to find y (x) for x y − 2y = 4. Based on this equation, why would you expect to find vertical √ tangents at x = ± 2 and a horizontal tangent at y = 0? Show that there are no points for these values. To see what’s going on, solve the original equation for √ y and sketch the graph. Describe what’s happening at x = ± 2 and y = 0. 2
 
 34. Show that any curve of the form x y = c for some constant c intersects any curve of the form x 2 − y 2 = k for some constant k at right angles (that is, the tangent lines to the curves at the intersection points are perpendicular). In this case, we say that the families of curves are orthogonal.
 
 ............................................................ In exercises 35–38, show that the families of curves are orthogonal. (See exercise 34.) c 35. y = and y 2 = x 2 + k x 36. x 2 + y 2 = cx and x 2 + y 2 = ky 37. y = cx 3 and x 2 + 3y 2 = k 38. y = cx 4 and x 2 + 4y 2 = k
 
 ............................................................ 39. Based on exercises 37 and 38, make a conjecture for a family of functions that is orthogonal to y = cx n . Show that your conjecture is correct. Are there any values of n that must be excluded?
 
 x
 
 41. For elliptic curves, there are nice ways of finding points with rational coordinates. (See Ezra Brown’s article “Three Fermat Trails to Elliptic Curves” in the May 2000 College Mathematics Journal.) (a) Show that the points (−3, 0) and (0, 3) are on the elliptic curve defined by y 2 = x 3 − 6x + 9. Find the line through these two points and show that the line intersects the curve in another point with rational (in this case, integer) coordinates. (b) For the elliptic curve y 2 = x 3 − 6x + 4, show that the point (−1, 3) is on the curve. Find the tangent line to the curve at this point and show that it intersects the curve at another point with rational coordinates. 42. Suppose a slingshot (see section 2.1) rotates counterclockwise along the circle x 2 + y 2 = 9 and the rock is released at the point (2.9, 0.77). If the rock travels 300 feet, where does it land? [Hint: Find the tangent line at (2.9, 0.77), and find  the point (x, y) on that line such that the distance is (x − 2.9)2 + (y − 0.77)2 = 300.]
 
 EXPLORATORY EXERCISES 1. A landowner’s property line runs along the path y = 6 − x. The landowner wants to run an irrigation ditch from a reservoir bounded by the ellipse 4x 2 + 9y 2 = 36. The landowner wants to build the shortest ditch possible from the reservoir to the closest point on the property line. We explore how to find the best path. Sketch the line and ellipse, and draw in a tangent line to the ellipse that is parallel to the property line. Argue that the ditch should start at the point of tangency and run perpendicular to the two lines. We start by identifying the point on the right side of the ellipse with tangent line parallel to y = 6 − x. Find the slope of the tangent line to the ellipse at (x, y) and set it equal to −1. Solve for x and substitute into the equation of the ellipse. Solve for y and you have the point on the ellipse at which to start the ditch. Find an equation of the (normal) line through this point perpendicular to y = 6 − x and find the intersection of the normal line and y = 6 − x. This point is where the ditch ends. 2. Use a CAS to plot the set of points for which (cos x)2 + (sin y)2 = 1. Determine whether the segments plotted are straight or not.
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 THE MEAN VALUE THEOREM
 
 HISTORICAL NOTES Michel Rolle (1652–1719) A French mathematician who proved Rolle’s Theorem for polynomials. Rolle came from a poor background, being largely self-taught and struggling through a variety of jobs including assistant attorney, scribe and elementary school teacher. He was a vigorous member of the French Academy of Sciences, arguing against such luminaries as Descartes that if a < b then −b < −a (so, for instance, −2 < −1). Oddly, Rolle was known as an opponent of the newly developed calculus, calling it a “collection of ingenious fallacies.”
 
 In this section, we present the Mean Value Theorem, which is so significant that we will be deriving new ideas from it for many chapters to come. Before considering the main result, we look at a special case, called Rolle’s Theorem. The idea behind Rolle’s Theorem is really quite simple. For any function f that is continuous on the closed interval [a, b] and differentiable on the open interval (a, b) and where f (a) = f (b), there must be at least one point between x = a and x = b where the tangent line to y = f (x) is horizontal. In Figures 2.38a–2.38c, we draw a number of graphs satisfying the above criteria. Notice that each one has at least one point where there is a horizontal tangent line. Draw your own graphs, to convince yourself that, under these circumstances, it’s not possible to connect the two points (a, f (a)) and (b, f (b)) without having at least one horizontal tangent line. Note that since f (x) = 0 at a horizontal tangent, this says that there is at least one point c in (a, b), for which f (c) = 0. (See Figures 2.38a–2.38c.)
 
 THEOREM 8.1 (Rolle’s Theorem) Suppose that f is continuous on the interval [a, b], differentiable on the interval (a, b) and f (a) = f (b). Then there is a number c ∈ (a, b) such that f (c) = 0. y
 
 y
 
 y
 
 c2 a
 
 y f (c)  0
 
 (a, f(a))
 
 (b, f (b)) c
 
 x
 
 FIGURE 2.39a Graph rises and turns around to fall back to where it started.
 
 c
 
 b
 
 x a
 
 c
 
 b
 
 x
 
 a
 
 c1
 
 b
 
 FIGURE 2.38a
 
 FIGURE 2.38b
 
 FIGURE 2.38c
 
 Graph initially rising
 
 Graph initially falling
 
 Graph with two horizontal tangents
 
 x
 
 A proof of Rolle’s Theorem depends on the Extreme Value Theorem, which we present in section 3.2. For now, we present the main ideas of the proof from a graphical perspective. A proof is given in Appendix A. First, note that if f (x) is constant on [a, b], then f (x) = 0 for all x’s between a and b. On the other hand, if f (x) is not constant on [a, b], then, as you look from left to right, the graph must at some point start to either rise or fall. (See Figures 2.39a and 2.39b.) For the case where the graph starts to rise, notice that in order to return to the level at which it started, it will need to turn around at some point and start to fall. (Think about it this way: if you start to climb up a mountain—so that your altitude rises—if you are to get back down to where you started, you will need to turn around at some point—where your altitude starts to fall.) So, there is at least one point where the graph turns around, changing from rising to falling. (See Figure 2.39a.) Likewise, in the case where the graph first starts to fall, the graph must turn around from falling to rising. (See Figure 2.39b.) We name this point x = c. Since we know that f (c) exists, we have that either f (c) > 0, f (c) < 0 or f (c) = 0. We want to argue that f (c) = 0, as Figures 2.39a and 2.39b suggest. To establish this, it is easier to show that it is not true that f (c) > 0 or f (c) < 0. If it were true that f (c) > 0, then from the alternative definition of the derivative given in equation (2.2) in section 2.2, we have f (x) − f (c) > 0. f (c) = lim x→c x −c
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 This says that for every x sufficiently close to c, (a, f (a))
 
 f (x) − f (c) > 0. x −c
 
 (b, f (b))
 
 f (c)  0 c
 
 x
 
 FIGURE 2.39b Graph falls and then turns around to rise back to where it started.
 
 (8.1)
 
 In particular, for the case where the graph first rises, if x − c > 0 (i.e., x > c), this says that f (x) − f (c) > 0 or f (x) > f (c), which can’t happen for every x > c (with x sufficiently close to c) if the graph has turned around at c and started to fall. From this, we conclude that it can’t be true that f (c) > 0. Similarly, we can show that it is not true that f (c) < 0. Therefore, f (c) = 0, as desired. The case where the graph first falls is nearly identical. We now give an illustration of the conclusion of Rolle’s Theorem.
 
 EXAMPLE 8.1
 
 An Illustration of Rolle’s Theorem
 
 Find a value of c satisfying the conclusion of Rolle’s Theorem for f (x) = x 3 − 3x 2 + 2x + 2 on the interval [0, 1]. Solution First, we verify that the hypotheses of the theorem are satisfied: f is differentiable and continuous for all x [since f (x) is a polynomial and all polynomials are continuous and differentiable everywhere]. Also, f (0) = f (1) = 2. We have f (x) = 3x 2 − 6x + 2. We now look for values of c such that f (c) = 3c2 − 6c + 2 = 0. √ By the quadratic formula, we get c = 1 + 13 3 ≈ 1.5774 [not in the interval (0, 1)] and √ c = 1 − 13 3 ≈ 0.42265 ∈ (0, 1). „
 
 REMARK 8.1 We want to emphasize that example 8.1 is merely an illustration of Rolle’s Theorem. Finding the number(s) c satisfying the conclusion of Rolle’s Theorem is not the point of our discussion. Rather, Rolle’s Theorem is of interest to us primarily because we use it to prove one of the fundamental results of elementary calculus, the Mean Value Theorem.
 
 Although Rolle’s Theorem is a simple result, we can use it to derive numerous properties of functions. For example, we are often interested in finding the zeros of a function f (that is, solutions of the equation f (x) = 0). In practice, it is often difficult to determine how many zeros a given function has. Rolle’s Theorem can be of help here.
 
 THEOREM 8.2 If f is continuous on the interval [a, b], differentiable on the interval (a, b) and f (x) = 0 has two solutions in [a, b], then f (x) = 0 has at least one solution in (a, b).
 
 PROOF This is just a special case of Rolle’s Theorem. Identify the two zeros of f (x) as x = s and x = t, where s < t. Since f (s) = f (t), Rolle’s Theorem guarantees that there is a number c such that s < c < t (and hence a < c < b) where f (c) = 0.
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 We can easily generalize the result of Theorem 8.2, as in the following theorem.
 
 THEOREM 8.3 For any integer n > 0, if f is continuous on the interval [a, b] and differentiable on the interval (a, b) and f (x) = 0 has n solutions in [a, b], then f (x) = 0 has at least (n − 1) solutions in (a, b).
 
 PROOF From Theorem 8.2, between every pair of solutions of f (x) = 0 is at least one solution of f (x) = 0. In this case, there are (n − 1) consecutive pairs of solutions of f (x) = 0 and so, the result follows. We can use Theorems 8.2 and 8.3 to investigate the number of zeros a given function has. (Here, we consider only real zeros of a function and not complex zeros.)
 
 EXAMPLE 8.2
 
 y
 
 Prove that x 3 + 4x + 1 = 0 has exactly one solution.
 
 10 5
 
 2
 
 x
 
 1
 
 Determining the Number of Zeros of a Function
 
 1
 
 2
 
 5 10
 
 FIGURE 2.40 y = x 3 + 4x + 1
 
 Solution Figure 2.40 makes the result seem reasonable, but how can we be sure there are no other zeros outside of the displayed window? Notice that if f (x) = x 3 + 4x + 1, then the Intermediate Value Theorem guarantees one solution, since f (−1) = −4 < 0 and f (0) = 1 > 0. Further, f (x) = 3x 2 + 4 > 0 for all x. By Theorem 8.2, if f (x) = 0 had two solutions, then f (x) = 0 would have at least one solution. However, since f (x) = 0 for all x, it can’t be true that f (x) = 0 has two (or more) solutions. Therefore, f (x) = 0 has exactly one solution. „ We now generalize Rolle’s Theorem to one of the most significant results of elementary calculus.
 
 THEOREM 8.4 (Mean Value Theorem) Suppose that f is continuous on the interval [a, b] and differentiable on the interval (a, b). Then there exists a number c ∈ (a, b) such that f (c) =
 
 f (b) − f (a) . b−a
 
 (8.2)
 
 PROOF
 
 NOTE Note that in the special case where f (a) = f (b), (8.2) simplifies to the conclusion of Rolle’s Theorem, that f (c) = 0.
 
 Note that the hypotheses are identical to those of Rolle’s Theorem, except that there is no f (b) − f (a) assumption about the values of f at the endpoints. The expression is the slope b−a of the secant line connecting the endpoints, (a, f (a)) and (b, f (b)). The theorem states that there is a line tangent to the curve at some point x = c in (a, b) that has the same slope as (and hence, is parallel to) the secant line. (See Figures 2.41 and 2.42 on the following page.) If you tilt your head so that the line segment looks horizontal, Figure 2.42 will look like a figure for Rolle’s Theorem (Figures 2.39a and 2.39b). The idea of the proof is to “tilt” the function and then apply Rolle’s Theorem. The equation of the secant line through the endpoints is
 
 where
 
 y − f (a) = m(x − a), f (b) − f (a) m= . b−a
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 y y  f (x)
 
 f (b)  f (a) ba
 
 a
 
 b
 
 y  f(x)
 
 m  f (c)
 
 x
 
 a
 
 c
 
 b
 
 FIGURE 2.41
 
 FIGURE 2.42
 
 Secant line
 
 Mean Value Theorem
 
 x
 
 Define the “tilted” function g to be the difference between f and the function whose graph is the secant line: g(x) = f (x) − [m(x − a) + f (a)].
 
 (8.3)
 
 Note that g is continuous on [a, b] and differentiable on (a, b), since f is. Further, g(a) = f (a) − [0 + f (a)] = 0 and
 
 g(b) = f (b) − [m(b − a) + f (a)] = f (b) − [ f (b) − f (a) + f (a)] = 0.
 
 Since m =
 
 f (b) − f (a) . b−a
 
 Since g(a) = g(b), we have by Rolle’s Theorem that there exists a number c in the interval (a, b) such that g (c) = 0. Differentiating (8.3), we get 0 = g (c) = f (c) − m.
 
 (8.4)
 
 Finally, solving (8.4) for f (c) gives us f (c) = m =
 
 f (b) − f (a) , b−a
 
 as desired. Before we demonstrate some of the power of the Mean Value Theorem, we first briefly illustrate its conclusion.
 
 EXAMPLE 8.3
 
 An Illustration of the Mean Value Theorem
 
 Find a value of c satisfying the conclusion of the Mean Value Theorem for f (x) = x 3 − x 2 − x + 1 on the interval [0, 2]. Solution Notice that f is continuous on [0, 2] and differentiable on (0, 2). The Mean Value Theorem then says that there is a number c in (0, 2) for which f (2) − f (0) 3−1 = = 1. f (c) = 2−0 2−0 To find this number c, we set
 
 y 3 2
 
 f (c) = 3c2 − 2c − 1 = 1
 
 1
 
 3c2 − 2c − 2 = 0. √ 1± 7 . In this case, only one of these, From the quadratic formula, we get c = 3 √ 1+ 7 , is in the interval (0, 2). In Figure 2.43, we show the graphs of y = f (x), c= 3 the secant line joining the endpoints of the portion of the curve on the interval [0, 2] and √ 1+ 7 the tangent line at x = . 3 „ or
 
 x 1 1 2
 
 FIGURE 2.43 Mean Value Theorem
 
 2
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch02
 
 166
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 2
 
 ..
 
 T1: OSO
 
 December 8, 2010
 
 LT (Late Transcendental)
 
 18:21
 
 Differentiation
 
 2-60
 
 The illustration in example 8.3, where we found the number c whose existence is guaranteed by the Mean Value Theorem, is not the point of the theorem. In fact, these c’s usually remain unknown. The significance of the Mean Value Theorem is that it relates a difference of function values to the difference of the corresponding x-values, as in equation (8.5) below. Note that if we take the conclusion of the Mean Value Theorem (8.2) and multiply both sides by the quantity (b − a), we get f (b) − f (a) = f (c)(b − a).
 
 (8.5)
 
 As it turns out, many of the most important results in the calculus (including one known as the Fundamental Theorem of Calculus) follow from the Mean Value Theorem. For now, we derive a result essential to our work in Chapter 4. The question concerns how many functions share the same derivative. Recall that for any constant c, d (c) = 0. dx A question that you probably haven’t thought to ask is: Are there any other functions whose derivative is zero? The answer is no, as we see in Theorem 8.5.
 
 THEOREM 8.5 Suppose that f (x) = 0 for all x in some open interval I . Then, f (x) is constant on I .
 
 PROOF Pick any two numbers, say a and b, in I , with a < b. Since f is differentiable in I and (a, b) ⊂ I , f is continuous on [a, b] and differentiable on (a, b). By the Mean Value Theorem, we know that for some number c ∈ (a, b) ⊂ I , f (b) − f (a) = f (c). b−a Since, f (x) = 0 for all x ∈ I , f (c) = 0 and it follows from (8.6) that f (b) − f (a) = 0
 
 or
 
 f (b) = f (a).
 
 Since a and b were arbitrary points in I , this says that f is constant on I , as desired. A question closely related to Theorem 8.5 is the following. We know, for example, that d 2 (x + 2) = 2x, dx but are there any other functions with the same derivative? You should quickly come up with several. For instance, x 2 + 3 and x 2 − 4 also have the derivative 2x. In fact, d 2 (x + c) = 2x, dx for any constant c. Are there any other functions, though, with the derivative 2x? Corollary 8.1 says that there are no such functions.
 
 y y  f(x)  c
 
 COROLLARY 8.1 Suppose that g (x) = f (x) for all x in some open interval I . Then, for some constant c,
 
 y  f(x) x
 
 FIGURE 2.44 Parallel graphs
 
 g(x) = f (x) + c, for all x ∈ I. Note that Corollary 8.1 says that if two graphs have the same slope at every point on an interval, then the graphs differ only by a vertical shift. (See Figure 2.44.)
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 SECTION 2.8
 
 ..
 
 The Mean Value Theorem
 
 167
 
 PROOF Define h(x) = g(x) − f (x). Then h (x) = g (x) − f (x) = 0 for all x in I . From Theorem 8.5, h(x) = c, for some constant c. The result then follows immediately from the definition of h(x). We see in Chapter 4 that Corollary 8.1 has significant implications when we try to reverse the process of differentiation (called antidifferentiation). We take a look ahead to this in example 8.4.
 
 EXAMPLE 8.4
 
 Finding Every Function with a Given Derivative
 
 Find all functions that have a derivative equal to 3x 2 + 1. Solution We first write down (from our experience with derivatives) one function with the correct derivative: x 3 + x. Then, Corollary 8.1 tells us that any other function with the same derivative differs by at most a constant. So, every function whose derivative equals 3x 2 + 1 has the form x 3 + x + c, for some constant c. „ As our final example, we demonstrate how the Mean Value Theorem can be used to establish a useful inequality.
 
 EXAMPLE 8.5
 
 Proving an Inequality for sin x |sin a| ≤ |a| for all a.
 
 Prove that
 
 Solution First, note that f (x) = sin x is continuous and differentiable on any interval and that for any a, |sin a| = |sin a − sin 0|, since sin 0 = 0. From the Mean Value Theorem, we have that (for a = 0) sin a − sin 0 (8.6) = f (c) = cos c, a−0 for some number c between a and 0. Notice that if we multiply both sides of (8.6) by a and take absolute values, we get |sin a| = |sin a − sin 0| = |cos c| |a − 0| = |cos c| |a|.
 
 (8.7)
 
 But, |cos c| ≤ 1, for all real numbers c and so, from (8.7), we have |sin a| = |cos c| |a| ≤ (1) |a| = |a|, as desired. „
 
 BEYOND FORMULAS The Mean Value Theorem is subtle, but its implications are far-reaching. Although the illustration in Figure 2.42 makes the result seem obvious, the consequences of the Mean Value Theorem, such as example 8.4, are powerful and not at all obvious. For example, most of the rest of the calculus developed in this book depends on the Mean Value Theorem either directly or indirectly. A thorough understanding of the theory of calculus can lead you to important conclusions, particularly when the problems are beyond what your intuition alone can handle. What other theorems have you learned that continue to provide insight beyond their original context?
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 EXERCISES 2.8 WRITING EXERCISES 1. For both Rolle’s Theorem and the Mean Value Theorem, we assume that f is continuous on the closed interval [a, b] and differentiable on the open interval (a, b). If we assume that f is differentiable on [a, b], we do not have to mention continuity. Explain why not. However, explain why this new assumption would rule out f (x) = x 2/3 on [0, 1], for which the Mean Value Theorem does apply. 
 
 
 
 2. One of the results in this section is that if f (x) = g (x) on an open interval I , then g(x) = f (x) + c on I for some constant c. Explain this result graphically. 3. Explain the result of Corollary 8.1 in terms of position and velocity functions. That is, if two objects have the same velocity functions, what can you say about the relative positions of the two objects? 4. Rolle’s Theorem can be derived from the Mean Value Theorem simply by setting f (a) = f (b). Given this, it may seem odd that Rolle’s Theorem rates its own name and portion of the book. To explain why we do this, discuss ways in which Rolle’s Theorem is easier to understand than the Mean Value Theorem. In exercises 1–6, check the hypotheses of Rolle’s Theorem and the Mean Value Theorem and find a value of c that makes the appropriate conclusion true. Illustrate the conclusion with a graph.
 
 23. Assume that f is a differentiable function such that f (0) = f (0) = 0 and f (0) > 0. Argue that there exists a positive constant a > 0 such that f (x) > 0 for all x in the interval (0, a). Can anything be concluded about f (x) for negative x’s? 24. Show that for any |cos u − cos v| ≤ |u − v|.
 
 real
 
 numbers
 
 u
 
 and
 
 v,
 
 25. Prove that |sin a| < |a| for all a = 0 and use the result to show that the only solution to the equation sin x = x is x = 0. What happens if you try to find all intersections with a graphing calculator? π 26. Prove that |x| ≤ |tan x| for |x| < . 2 27. If f (x) > 0 for all x, prove that f (x) is an increasing function: that is, if a < b, then f (a) < f (b). 28. If f (x) < 0 for all x, prove that f (x) is a decreasing function: that is, if a < b, then f (a) > f (b).
 
 ............................................................
 
 In exercises 29–36, determine whether the function is increasing, decreasing or neither. 29. f (x) = x 3 + 5x + 1
 
 30. f (x) = x 5 + 3x 3 − 1
 
 31. f (x) = −x 3 − 3x + 1
 
 32. f (x) = x 4 + 2x 2 + 1
 
 33. f (x) = 1/x √
 
 x x +1 x 36. f (x) = √ x2 + 1 34. f (x) =
 
 1. f (x) = x 2 + 1, [−2, 2]
 
 2. f (x) = x 2 + 1, [0, 2]
 
 35. f (x) =
 
 3. f (x) = x 3 + x 2 , [0, 1]
 
 4. f (x) = x 3 + x 2 , [−1, 1]
 
 ............................................................
 
 5. f (x) = sin x, [0, π/2]
 
 6. f (x) = sin x, [−π, 0]
 
 37. Suppose that s(t) gives the position of an object at time t. If s is differentiable on the interval [a, b], prove that at some time t = c, the instantaneous velocity at t = c equals the average velocity between times t = a and t = b.
 
 ............................................................ 7. Prove that x 3 + 5x + 1 = 0 has exactly one solution. 8. Prove that x 3 + 4x − 3 = 0 has exactly one solution. 9. Prove that x 4 + 3x 2 − 2 = 0 has exactly two solutions. 10. Prove that x 4 + 6x 2 − 1 = 0 has exactly two solutions. 11. Prove that x 3 + ax + b = 0 has exactly one solution for a > 0. 12. Prove that x 4 + ax 2 − b = 0 (a > 0, b > 0) has exactly two solutions. 13. Prove that x 5 + ax 3 + bx + c = 0 has exactly one solution for a > 0, b > 0. 14. Prove that a third-degree (cubic) polynomial has at most three zeros. (You may use the quadratic formula.)
 
 ............................................................
 
 In exercises 15–22, find all functions g such that g  (x)  f (x). 15. f (x) = x 2 17. f (x) = 1/x 2 19. f (x) = sin x sin x 21. f (x) = cos2 x
 
 16. f (x) = 9x 4 √ 18. f (x) = x 20. f (x) = cos x 22. f (x) = 2x(x 2 + 4)2
 
 ............................................................
 
 x +1
 
 38. Two runners start a race at time 0. At some time t = a, one runner has pulled ahead, but the other runner has taken the lead by time t = b. Prove that at some time t = c > 0, the runners were going exactly the same speed. 39. If f and g are differentiable functions on the interval [a, b] with f (a) = g(a) and f (b) = g(b), prove that at some point in the interval [a, b], f and g have parallel tangent lines. 40. Prove that the result of exercise 39 still holds if the assumptions f (a) = g(a) and f (b) = g(b) are relaxed to requiring f (b) − f (a) = g(b) − g(a).  2x if x ≤ 0 show that f is continuous on 41. For f (x) = 2x − 4 if x > 0 the interval (0, 2), differentiable on the interval (0, 2) and has f (0) = f (2). Show that there does not exist a value of c such that f (c) = 0. Which hypothesis of Rolle’s Theorem is not satisfied? 42. Assume that f is a differentiable function such that f (0) = f (0) = 0. Show by example that it is not necessarily true that f (x) = 0 for all x. Find the flaw in the following bogus “proof.” Using the Mean Value Theorem with a = x
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 CHAPTER 2
 
 f (x) − f (0) . Since f (0) = 0 and x −0 f (x) so that f (x) = 0. f (c) = 0, we have 0 = x
 
 and b = 0, we have f (c) =
 
 EXPLORATORY EXERCISES 1. If you have an average velocity of 60 mph over 1 hour and the speed limit is 65 mph, you are unable to prove that you never exceeded the speed limit. What is the longest time interval over which you can average 60 mph and still guarantee no speeding? We can use the Mean Value Theorem to answer the question after clearing up a couple of preliminary questions. First, argue that we need to know the maximum acceleration of a car and the maximum positive acceleration may differ from the maximum negative acceleration. Based on your experience, what is the fastest your car could accelerate (speed up)? What is the fastest your car could decelerate (slow down)? Back up your estimates with some real data (e.g., my car goes from 0 to 60 in 15 seconds). Call the larger number A (use units of mph per second). Next, argue that if acceleration (the derivative of velocity) is constant, then the velocity function is linear. Therefore, if the velocity varies from 55 mph to 65 mph at constant acceleration, the average velocity will be 60 mph. Now, apply the Mean Value Theorem to the velocity function v(t) on a time interval [0, T ], where the velocity changes from 55 mph
 
 ..
 
 Review Exercises
 
 to 65 mph at constant acceleration A: then v (c) = and A =
 
 169
 
 v(T ) − v(0) T −0
 
 65 − 55 . For how long is the guarantee good? T −0
 
 2. Suppose that a pollutant is dumped into a lake at the rate of p (t) = t 2 − t + 4 tons per month. The amount of pollutant dumped into the lake in the first two months is A = p(2) − p(0). Using c = 1 (the midpoint of the interval), estimate A by applying the Mean Value Theorem to p(t) on the interval [0, 2]. To get a better estimate, apply the Mean Value Theorem to the intervals [0, 1/2], [1/2, 1], [1, 3/2] and [3/2, 2]. If you have access to a CAS, get better estimates by dividing the interval [0, 2] into more and more pieces and try to conjecture the limit of the estimates. 3. A result known as the Cauchy Mean Value Theorem states that if f and g are differentiable on the interval (a, b) and continuous on [a, b], then there exists a number c with a < c < b and [ f (b) − f (a)]g (c) = [g(b) − g(a)] f (c). Find all flaws in the following invalid attempt to prove the result, and then find a correct proof. Invalid attempt: The hypotheses of the Mean Value Theorem are satisfied by both functions, so there exists a number c with a < c < b f (b) − f (a) g(b) − g(a) and f (c) = and g (c) = . Then b−a b−a g(b) − g(a) f (b) − f (a) = and thus b−a = f (c) g (c) [ f (b) − f (a)]g (c) = [g(b) − g(a)] f (c).
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Tangent line Derivative Product rule Implicit differentiation
 
 Velocity Power rule Quotient rule Mean Value Theorem
 
 Average velocity Acceleration Chain rule Rolle’s Theorem
 
 State the derivative of each function: sin x, cos x, tan x, cot x, sec x, csc x
 
 2. The average velocity between t = a and t = b is the average of the velocities at t = a and t = b. 3. The derivative of a function gives its slope. 4. Given the graph of f (x), you can construct the graph of f (x). 5. The power rule gives the rule for computing the derivative of any polynomial. 6. If a function is written as a quotient, use the quotient rule to find its derivative. 7. The chain rule gives the derivative of the composition of two functions. The order does not matter. 8. The slope of f (x) = sin 4x is never larger than 1.
 
 TRUE OR FALSE State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to make a new statement that is true. 1. If a function is continuous at x = a, then it has a tangent line at x = a.
 
 9. In implicit differentiation, you do not have to solve for y as a function of x to find y (x). 10. The Mean Value Theorem and Rolle’s Theorem are special cases of each other. 11. The Mean Value Theorem can be used to show that for a fifthdegree polynomial, f (x) = 0 for at most four values of x.
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 Review Exercises 1. Estimate the value of f (1) from the given data. x f (x)
 
 0 2.0
 
 0.5 2.6
 
 1 3.0
 
 1.5 3.4
 
 2 4.0
 
 2. List the points A, B, C and D in order of increasing slope of the tangent line. y A
 
 23. f (x) = x 4 − 3x 3 + 2x − 1 24. f (x) = x 2/3 − 4x 2 + 5 3 5 25. f (x) = √ + 2 x x
 
 C
 
 x
 
 ............................................................ In exercises 3–8, use the limit definition to find the indicated derivative. 3. f (2) for f (x) = x − 2x 1 4. f (1) for f (x) = 1 + x √ 5. f (1) for f (x) = x 2
 
 2 − 3x + x 2 √ x
 
 27. f (t) = t 2 (t + 2)3
 
 31. f (x) = x 2 sin x √ 33. f (x) = tan x
 
 32. f (x) = sin x 2 √ 34. f (x) = tan x
 
 35. f (t) = t csc t
 
 36. f (t) = sin 3t cos 4t √ 3 x5 38. u(x) =
 
 37. u(x) = √ 39. 41. 43.
 
 6. f (0) for f (x) = x 3 − 2x
 
 3 x ............................................................ 7. f (x) for f (x) = x 3 + x
 
 8. f (x) for f (x) =
 
 In exercises 9–14, find an equation of the tangent line. 9. y = x − 2x + 1 at x = 1 10. y = sin 2x at x = 0 √ 11. y = 3 sin 2x at x = 0 12. y = x 2 + 1 at x = 0 4
 
 45.
 
 40. f (x) = sec2 x + 1 42. f (x) = cos2 3x 6x (x − 1)2 x sin 2x 46. f (x) = √ x2 + 1 44. f (x) =
 
 ............................................................ In exercises 47 and 48, use the graph of y  f (x) to sketch the graph of y  f  (x). 47.
 
 y
 
 3
 
 ............................................................
 
 2
 
 In exercises 15–18, use the given position function to find velocity and acceleration. 15. s(t) = −16t 2 + 40t + 10
 
 2
 
 x2 + 2 √ f (x) = 3 cos 4 − x 2 √ f (x) = sin 4x   x +1 2 f (x) = x −1 √ u(x) = 4 sin2 (4 − x)
 
 13. y − x 2 y 2 = x − 1 at (1, 1) 14. y 2 + x cos y = 4 − x at (2, 0)
 
 17. s(t) = 10 sin 4t
 
 26. f (x) =
 
 28. f (t) = (t 2 + 1)(t 3 − 3t + 2) 3x 2 − 1 x 30. g(x) = 29. g(x) = 2 3x − 1 x
 
 B
 
 D
 
 
 
 In exercises 23–46, find the derivative of the given function.
 
 1
 
 16. s(t) = −9.8t 2 − 22t + 6 √ 18. s(t) = 4t + 16 − 4
 
 1
 
 x 1
 
 1
 
 2
 
 ............................................................
 
 19. In exercise 15, s(t) gives the height of a ball at time t. Find the ball’s velocity at t = 1; is the ball going up or down? Find the ball’s velocity at t = 2; is the ball going up or down?
 
 48.
 
 y 2
 
 20. In exercise 17, s(t) gives the position of a mass attached to a spring at time t. Compare the velocities at t = 0 and t = π. Is the mass moving in the same direction or opposite directions? At which time is the mass moving faster?
 
 ............................................................
 
 In exercises 21 and 22, compute the slopes of the secant lines between (a) x  1 and x  2, (b) x  1 and x  1.5, (c) x  1 and x  1.1 and (d) estimate the slope of the tangent line at x  1. √ 21. f (x) = x + 1 22. f (x) = cos(x/6)
 
 ............................................................
 
 4
 
 x
 
 2
 
 4
 
 2
 
 ............................................................
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 Review Exercises In exercises 49–56, find the indicated derivative. 
 
 71. Prove that |cos x − 1| ≤ |x| for all x.
 
 49. f (x) for f (x) = x − 3x + 2x − x − 1 √ 50. f (x) for f (x) = x + 1
 
 72. Prove that x + x 3 /3 + 2x 5 /15 < tan x < x + x 3 /3 + 2x 5 /5 for 0 < x < 1.
 
 51. f (x) for f (x) = x cos(2x)
 
 73. If f (x) is differentiable at ⎧ x = a, show that g(x) is continuous ⎨ f (x) − f (a) if x = a at x = a where g(x) = . x −a ⎩ f (a) if x = a
 
 4
 
 52. f (x) for f (x) =
 
 3
 
 2
 
 4 x +1
 
 53. f (x) for f (x) = tan x 54. f
 
 (4)
 
 (x) for f (x) = x − 3x + 2x − 7x + 1 6
 
 4
 
 3
 
 55. f (26) (x) for f (x) = sin 3x 56. f (31) (x) for f (x) =
 
 x→a
 
 ............................................................
 
 1 x
 
 ............................................................ 57. The position at time t of a spring moving vertically is given by f (t) = 4 cos 2t. Find the position of the spring when it has (a) zero velocity, (b) maximum velocity and (c) minimum velocity. 58. The position at time t of a spring moving vertically is given by f (t) = cos 7t sin 3t. Find the velocity of the spring at any time t.
 
 ............................................................ 
 
 In exercises 59–62, find the derivative y (x). 59. x y − 3y = x + 1 2
 
 3
 
 2
 
 60. sin (x y) + x 2 = x − y 61.
 
 74. If f is differentiable at x = a and T (x) = f (a) + f (a)(x − a) is the tangent line to f (x) at x = a, prove that f (x) − T (x) = e(x)(x − a) for some error function e(x) with lim e(x) = 0.
 
 y − 3y = tan x x +1
 
 62. x − 2y 2 = 3 cos(x/y)
 
 ............................................................
 
 63. If you have access to a CAS, sketch the graph in exercise 59. Find the y-value corresponding to x = 0. Find the slope of the tangent line to the curve at this point. Also, find y (0). 64. If you have access to a CAS, sketch the graph in exercise 61. Find the y-value corresponding to x = 0. Find the slope of the tangent line to the curve at this point. Also, find y (0).
 
 ............................................................ In exercises 65–68, find all points at which the tangent line to the curve is (a) horizontal and (b) vertical.
 
 In exercises 75 and 76, find a value of c as guaranteed by the Mean Value Theorem. 75. f (x) = x 2 − 2x on the interval [0, 2] 76. f (x) = x 3 − x on the interval [0, 2]
 
 ............................................................ In exercises 77 and 78, find all functions g such that g  (x)  f (x). 78. f (x) = x 3 − sin 2x
 
 77. f (x) = 3x 2 − cos x
 
 ............................................................ 79. A polynomial f (x) has a double root at x = a if (x − a)2 is a factor of f (x) but (x − a)3 is not. The line through the point (1, 2) with slope m has equation y = m(x − 1) + 2. Find m such that f (x) = x 3 + 1 − [m(x − 1) + 2] has a double root at x = 1. Show that y = m(x − 1) + 2 is the tangent line to y = x 3 + 1 at the point (1, 2). 80. Repeat exercise 79 for f (x) = x 3 + 2x and the point (2, 12). 81. A guitar string of length L, density p and tension T will vibrate
 
 1 T df . Compute the derivative , 2L p dT where we think of T as the independent variable and treat p and L as constants. Interpret this derivative in terms of a guitarist tightening or loosening the string to “tune” it. Compute df the derivative and interpret it in terms of a guitarist playing dL notes by pressing the string against a fret.
 
 at the frequency f =
 
 65. y = x 3 − 6x 2 + 1 66. y = x 2/3
 
 EXPLORATORY EXERCISES
 
 67. x 2 y − 4y = x 2 68. y = x − 2x + 3 4
 
 2
 
 ............................................................
 
 69. Prove that the equation x 3 + 7x − 1 = 0 has exactly one solution. 70. Prove that the equation x 5 + 3x 3 − 2 = 0 has exactly one solution.
 
 1. Knowing where to aim a ball is an important skill in many sports. If the ball doesn’t follow a straight path (because of gravity or other factors), aiming can be a difficult task. When throwing a baseball, for example, the player must take gravity into account and aim higher than the target. Ignoring air resistance and any lateral movement, the motion of a thrown ball 16 may be approximated by y = − 2 x 2 + (tan θ )x. Here, v cos2 θ
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 Review Exercises the ball is thrown from the position (0, 0) with initial speed v ft/s at angle θ from the horizontal. y 30 20 10
 
 u
 
 x 5
 
 10
 
 Given such a curve, we can compute the slope of the tangent line at x = 0, but how can we compute the proper angle θ? Show that if m is the slope of the tangent line at x = 0, then tan θ = m. (Hint: Draw a triangle using the tangent line and x-axis and recall that slope is rise over run.) Tangent is a good name, isn’t it? Now, for some baseball problems. We will look
 
 at how high players need to aim to make throws that are easy to catch. Throwing height is also a good catching height. If L (ft) is the length of the throw and we want the ball to arrive at the same height as it is released (as shown in the figure), the parabola can be determined from the following relationship between angle and velocity: sin 2θ = 32L/v 2 . A third baseman throwing at 130 ft/s (about 90 mph) must throw 120 ft to reach first base. Find the angle of release (substitute L and v and, by trial and error, find a value of θ that works), the slope of the tangent line and the height at which the third baseman must aim (that is, the height at which the ball would arrive if there were no gravity). How much does this change for a soft throw at 100 ft/s? How about for an outfielder’s throw of 300 feet at 130 ft/s? Most baseball players would deny that they are aiming this high; what in their experience would make it difficult for them to believe the calculations?
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 3 The Solar and Heliospheric Observatory (SOHO) is an international project for the observation and exploration of the Sun. The National Aeronautics and Space Administration (NASA) is responsible for operations of the SOHO spacecraft, including periodic adjustments to the spacecraft’s location to maintain its position directly between the Earth and the Sun. With an uninterrupted view of the Sun, SOHO can collect data to study the internal structure of the Sun, its outer atmosphere and the solar wind. SOHO has produced numerous unique images of the Sun, including the discovery of acoustic solar waves moving through the interior. SOHO is in orbit around the Sun, located at a relative position called the L 1 Lagrange point for the Sun-Earth system. This is one of five points at which the gravitational pulls of the Sun and the Earth combine to maintain a satellite’s relative position to the Sun and Earth. In the case of the L 1 point, that position is on a line between the Sun and the Earth, giving the SOHO spacecraft (see above) a direct view of the Sun and a direct line of communication back to the Earth. Because gravity causes the L 1 point to rotate in step with the Sun and Earth, little fuel is needed to keep the SOHO spacecraft in the proper location. Lagrange points are solutions of “three-body” problems, in which there are three objects with vastly different masses. The Sun, the Earth and a spacecraft comprise one example, but other systems also have significance for space exploration. The Earth, the Moon and a space lab is another system of interest; the Sun, Jupiter and an asteroid is a third system. There are clusters of asteroids (called Trojan asteroids) located at the L 4 and L 5 Lagrange points of the Sun-Jupiter system. For a given system, the locations of the five Lagrange points can be determined by solving equations. As you will see in the section 3.1 exercises, the equation for the location of SOHO is a difficult fifth-order polynomial equation. For a fifthorder equation, we usually are forced to gather graphical and numerical evidence
 
 Wave inside the Sun
 
 L 1 orbit
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 to approximate solutions. The graphing and analysis of complicated functions and the solution of equations involving these functions are the emphases of this chapter.
 
 3.1
 
 LINEAR APPROXIMATIONS AND NEWTON’S METHOD There are two distinctly different tasks for which you use a scientific calculator. First, while we all know how to multiply 1024 by 1673, a calculator will give us an answer more quickly. Alternatively, we don’t know how to calculate sin(1.2345678) without a calculator, since there is no formula for sin x involving only the arithmetic operations. Your calculator computes sin(1.2345678) ≈ 0.9440056953 using a built-in program that generates approximate values of the sine and other transcendental functions. In this section, we develop a simple approximation method. Although somewhat crude, it points the way toward more sophisticated approximation techniques to follow later in the text.
 
 Linear Approximations Suppose we wanted to find an approximation for f (x1 ), where f (x1 ) is unknown, but where f (x0 ) is known for some x0 “close” to x1 . For instance, the value of cos(1) is unknown, but we do know that cos(π/3) = 12 (exactly) and π/3 ≈ 1.047 is “close” to 1. While we could use 12 as an approximation to cos(1), we can do better. Referring to Figure 3.1, notice that if x1 is “close” to x0 and we follow the tangent line at x = x0 to the point corresponding to x = x1 , then the y-coordinate of that point (y1 ) should be “close” to the y-coordinate of the point on the curve y = f (x) [i.e., f (x1 )]. y y  f (x) f (x 1) y  f (x0 )  f (x0 )(x  x 0 ) y1 f (x 0)
 
 x0
 
 x
 
 x1
 
 FIGURE 3.1 Linear approximation of f (x1 )
 
 Since the slope of the tangent line to y = f (x) at x = x0 is f  (x0 ), the equation of the tangent line to y = f (x) at x = x0 is found from m tan = f  (x0 ) =
 
 y − f (x0 ) x − x0
 
 or y = f (x0 ) + f  (x0 )(x − x0 ).
 
 (1.1)
 
 Notice that (1.1) is the equation of the tangent line to the graph of y = f (x) at x = x0 . We give the linear function defined by this equation a name, as follows.
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 DEFINITION 1.1 The linear (or tangent line) approximation of f (x) at x = x0 is the function L(x) = f (x0 ) + f  (x0 )(x − x0 ). Observe that the y-coordinate y1 of the point on the tangent line corresponding to x = x1 is simply found by substituting x = x1 in equation (1.1), so that y1 = f (x0 ) + f  (x0 )(x1 − x0 ).
 
 (1.2)
 
 We define the increments x and y by x = x1 − x0 y = f (x1 ) − f (x0 ).
 
 and
 
 Using this notation, equation (1.2) gives us the approximation f (x1 ) ≈ y1 = f (x0 ) + f  (x0 )x.
 
 (1.3)
 
 We illustrate this in Figure 3.2. We sometimes rewrite (1.3) by subtracting f (x0 ) from both sides, to yield y = f (x1 ) − f (x0 ) ≈ f  (x0 )x = dy,
 
 (1.4)
 
 
 
 where dy = f (x0 )x is called the differential of y. When using this notation, we also define d x, the differential of x, by d x = x, so that by (1.4), dy = f  (x0 ) d x. y y  f (x) f (x 1)
 
 y1
 
 y  f (x0 )  f (x0)(x  x 0 )
 
 y dy
 
 f (x 0) x x0
 
 x1
 
 x
 
 FIGURE 3.2 Increments and differentials
 
 We can use linear approximations to produce approximate values of transcendental functions, as in example 1.1.
 
 EXAMPLE 1.1
 
 Finding a Linear Approximation
 
 Find the linear approximation to f (x) = cos x at x0 = π/3 and use it to approximate cos(1). Solution From Definition 1.1, the linear approximation is defined as L(x) = f (x0 ) + f  (x0 )(x − x0 ). Here, x0 = π/3, f (x) = cos x and f  (x) = − sin x. So, we have √  π   π  π 1 π 3 − sin x− = − x− . L(x) = cos 3 3 3 2 2 3
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 In Figure 3.3a, we show a graph of y = cos x and the linear approximation to cos x for x0 = π/3. Notice that the linear approximation (i.e., the tangent line at x0 = π/3) stays close to the graph of y = cos x only for x close to π/3. In fact, for x < 0 or x > π , the linear approximation is obviously quite poor. It is typical of linear approximations (tangent lines) to stay close to the curve only nearby the point of tangency. Observe that we chose x0 = π3 since π3 is the value closest to 1 at which we know the value of the cosine exactly. An estimate of cos(1) is then √  3 π 1 1− ≈ 0.5409. L(1) = − 2 2 3
 
 FIGURE 3.3a
 
 We illustrate this in Figure 3.3b, where we have simply zoomed-in on the graph from Figure 3.3a. Your calculator gives you cos(1) ≈ 0.5403 and so, we have found a fairly good approximation to the desired value. „
 
 y = cos x and its linear approximation at x0 = π/3
 
 In example 1.2, we derive a useful approximation to sin x, valid for x close to 0. This approximation is often used in applications in physics and engineering to simplify equations involving sin x.
 
 y
 
 L(1)
 
 EXAMPLE 1.2
 
 Linear Approximation of sin x
 
 Find the linear approximation of f (x) = sin x, for x close to 0. Solution Here, f  (x) = cos x, so that from Definition 1.1, we have
 
 x u
 
 1
 
 sin x ≈ L(x) = f (0) + f  (0)(x − 0) = sin 0 + cos 0 (x) = x.
 
 FIGURE 3.3b
 
 This says that for x close to 0, sin x ≈ x. We illustrate this in Figure 3.4. „
 
 L(1) ≈ cos(1)
 
 Observe from Figure 3.4 that the graph of y = x stays close to the graph of y = sin x only in the vicinity of x = 0. Thus, the approximation sin x ≈ x is valid only for x close to 0. Also note that the farther x gets from 0, the worse the approximation becomes. This behavior becomes even more apparent in example 1.3, where we also illustrate the use of the increments x and y.
 
 y 1
 
 EXAMPLE 1.3 1
 
 1 1
 
 FIGURE 3.4
 
 x
 
 Linear Approximation to Some Cube Roots
 
 √ √ √ √ 3 8.02, 3 8.07, 3 8.15 and 3 25.2. √ Solution Here we are approximating values of the function f (x) = 3 x = x 1/3 . So, f  (x) = 13 x −2/3 . The closest number to any of 8.02, 8.07 or 8.15 whose cube root we know exactly is 8. So, we write
 
 Use a linear approximation to approximate
 
 f (8.02) = f (8) + [ f (8.02) − f (8)]
 
 Add and subtract f (8).
 
 = f (8) + y.
 
 y = sin x and y = x
 
 (1.5)
 
 From (1.4), we have y ≈ dy = f  (8)x   1 −2/3 1 = (8.02 − 8) = 8 . 3 600
 
 Since x = 8.02 − 8.
 
 Using (1.5) and (1.6), we get f (8.02) ≈ f (8) + dy = 2 +
 
 1 ≈ 2.0016667, 600
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 8.02 ≈ 2.0016653. Similarly, we get
 
 1 f (8.07) ≈ f (8) + 8−2/3 (8.07 − 8) ≈ 2.0058333 3 1 f (8.15) ≈ f (8) + 8−2/3 (8.15 − 8) ≈ 2.0125, 3 √ √ 3 while your calculator returns 8.07 ≈ 2.005816 and 3 8.15 ≈ 2.012423. In the margin, √ we show a table with the error in using the linear approximation to approximate 3 x. Note how the error grows √ larger as x gets farther from 8. To approximate 3 25.2, observe that 8 is not the closest number to 25.2 whose cube root we know exactly. Since 25.2 is much closer to 27 than to 8, we write and
 
 x
 
 Error
 
 8.02 8.07 8.15
 
 1.4 × 10−6 1.7 × 10−5 7.7 × 10−5
 
 Error in linear approximation.
 
 f (25.2) = f (27) + y ≈ f (27) + dy = 3 + dy.
 
 y
 
 In this case, 2
 
 1 1 dy = f (27)x = 27−2/3 (25.2 − 27) = 3 3 
 
 and we have x
 
 8
 
 f (25.2) ≈ 3 + dy = 3 −
 
   1 1 (−1.8) = − 9 15
 
 1 ≈ 2.9333333, 15
 
 compared to the value of 2.931794, produced by your calculator. In Figure 3.5, you can clearly see that the farther the value of x gets from the point of tangency, the worse the approximation tends to be. „
 
 FIGURE 3.5 √
 
 y = 3 x and the linear approximation at x0 = 8
 
 Our first three examples were intended to familiarize you with the technique and to give you a feel for how good (or bad) linear approximations tend to be. In example 1.4, there is no exact answer to compare with the approximation. Our use of the linear approximation here is referred to as linear interpolation.
 
 EXAMPLE 1.4 x f (x)
 
 6 84
 
 10 60
 
 Using a Linear Approximation to Perform Linear Interpolation
 
 Suppose that based on market research, a company estimates that f (x) thousand small cameras can be sold at the price of $x, as given in the accompanying table. Estimate the number of cameras that can be sold at $7.
 
 14 32
 
 Solution The closest x-value to x = 7 in the table is x = 6. [In other words, this is the closest value of x at which we know the value of f (x).] The linear approximation of f (x) at x = 6 would look like L(x) = f (6) + f  (6)(x − 6).
 
 Number of cameras sold
 
 y
 
 From the table, we know that f (6) = 84, but we do not know f  (6). Further, we can’t compute f  (x), since we don’t have a formula for f (x). The best we can do with the given data is to approximate the derivative by
 
 80 60
 
 f  (6) ≈
 
 40
 
 The linear approximation is then
 
 20 0
 
 60 − 84 f (10) − f (6) = = −6. 10 − 6 4
 
 0
 
 5 7 10 15 Price of cameras
 
 FIGURE 3.6 Linear interpolation
 
 x
 
 L(x) ≈ 84 − 6(x − 6). An estimate of the number of cameras sold at x = 7 would then be L(7) ≈ 84 − 6 = 78 thousand. We show a graphical interpretation of this in Figure 3.6, where the straight line is the linear approximation (in this case, the secant line joining the first two data points). „
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 HISTORICAL NOTES Sir Isaac Newton (1642–1727) An English mathematician and scientist known as the co-inventor of calculus. In a 2-year period from 1665 to 1667, Newton made major discoveries in several areas of calculus, as well as optics and the law of gravitation. Newton’s mathematical results were not published in a timely fashion. Instead, techniques such as Newton’s method were quietly introduced as useful tools in his scientific papers. Newton’s Mathematical Principles of Natural Philosophy is widely regarded as one of the greatest achievements of the human mind.
 
 3-6
 
 Newton’s Method We now return to the question of finding zeros of a function. In section 1.4, we introduced the method of bisections as one procedure for finding zeros of a continuous function. Here, we explore a method that is usually much more efficient than bisections. Again, values of x such that f (x) = 0 are called roots of the equation f (x) = 0 or zeros of the function f. While it’s easy to find the zeros of f (x) = ax 2 + bx + c, how would you find zeros of f (x) = tan x − x? Since this function is not algebraic, there are no formulas available for finding the zeros. Even so, we can clearly see zeros in Figure 3.7. (In fact, there are infinitely many of them.) The question is, how are we to find them? y
 
 y 5
 
 y  f (x) 3
 
 x
 
 3
 
 x0
 
 5
 
 x2
 
 x1
 
 FIGURE 3.7
 
 FIGURE 3.8
 
 y = tan x − x
 
 Newton’s method
 
 x
 
 In general, to find approximate solutions to f (x) = 0, we first make an initial guess, denoted x0 , of the location of a solution. Following the tangent line to y = f (x) at x = x0 to where it intersects the x-axis (see Figure 3.8) appears to provide an improved approximation to the zero. The equation of the tangent line to y = f (x) at x = x0 is given by the linear approximation at x0 [see equation (1.2)], y = f (x0 ) + f  (x0 )(x − x0 ).
 
 (1.7)
 
 We denote the x-intercept of the tangent line by x1 [found by setting y = 0 in (1.7)]. We then have 0 = f (x0 ) + f  (x0 )(x1 − x0 ) and, solving this for x1 , we get x1 = x0 −
 
 f (x0 ) . f  (x0 )
 
 Repeating this process, using x1 as our new guess, should produce a further improved approximation, x2 = x1 −
 
 f (x1 ) f  (x1 )
 
 and so on. (See Figure 3.8.) In this way, we generate a sequence of successive approximations defined by xn+1 = xn −
 
 f (xn ) , for n = 0, 1, 2, 3, . . . . f  (xn )
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 This procedure is called the Newton-Raphson method, or simply Newton’s method. If Figure 3.8 is any indication, xn should get closer and closer to a zero as n increases. Newton’s method is generally a very fast, accurate method for approximating the zeros of a function, as we illustrate with example 1.5.
 
 EXAMPLE 1.5
 
 Using Newton’s Method to Approximate a Zero
 
 Find an approximate zero of f (x) = x 5 − x + 1. y
 
 3
 
 2
 
 1
 
 1
 
 x
 
 Solution Figure 3.9 suggests that the only zero of f is located between x = −2 and x = −1. Further, since f (−1) = 1 > 0, f (−2) = −29 < 0 and since f is continuous, the Intermediate Value Theorem (Theorem 4.4 in section 1.4) says that f must have a zero on the interval (−2, −1). Because the zero appears to be closer to x = −1, we choose x0 = −1 as our initial guess. Finally, f  (x) = 5x 4 − 1 and so, Newton’s method gives us
 
 3
 
 xn+1 = xn −
 
 FIGURE 3.9
 
 = xn −
 
 y = x5 − x + 1
 
 f (xn ) f  (xn ) xn5 − xn + 1 , 5xn4 − 1
 
 n = 0, 1, 2, . . . .
 
 Using the initial guess x0 = −1, we get x1 = −1 −
 
 (−1)5 − (−1) + 1 1 5 = −1 − = − . 4 5(−1) − 1 4 4
 
 5 Likewise, from x1 = − , we get the improved approximation 4  5 x2 = − − 4
 
 and so on. We find that
 
 5
 
 
 
  5 − − +1 4 ≈ −1.178459394   5 4 5 − −1 4
 
 5 − 4
 
 x3 ≈ −1.167537389, x4 ≈ −1.167304083
 
 and
 
 x5 ≈ −1.167303978 ≈ x6 .
 
 Since x5 ≈ x6 , we will make no further progress by calculating additional steps. As a final check on the accuracy of our approximation, we compute f (x6 ) ≈ 1 × 10−13 . Since this is very close to zero, we say that x6 ≈ −1.167303978 is an approximate zero of f . „
 
 You can bring Newton’s method to bear on a variety of approximation problems. As we illustrate in example 1.6, you may first need to rephrase the problem as a rootfinding problem.
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 y
 
 EXAMPLE 1.6 30
 
 Using Newton’s Method to Approximate a Cube Root
 
 Use Newton’s method to approximate x
 
 2
 
 √ 3
 
 7.
 
 Solution Since Newton’s method is used to solve√equations of the form f (x) = 0, we first rewrite the problem, as follows. Suppose x = 3 7. Then, x 3 = 7, which can be rewritten as f (x) = x 3 − 7 = 0.
 
 30
 
 Here, f  (x) = 3x 2 and we obtain an initial guess from a graph of y = f (x). (See Figure 3.10.) Notice that there is a zero near x = 2 and so we take x0 = 2. Newton’s method then yields
 
 FIGURE 3.10 y = x3 − 7
 
 x1 = 2 −
 
 23 − 7 23 = ≈ 1.916666667. 2 3(2 ) 12
 
 Continuing this process, we have x2 ≈ 1.912938458 and Further,
 
 NOTES
 
 x3 ≈ 1.912931183 ≈ x4 . f (x4 ) ≈ 1 × 10−13
 
 and so, x4 is an approximate zero of f . This also says that √ 3 7 ≈ 1.912931183, √ which compares very favorably with the value of 3 7 produced by your calculator. „
 
 Examples 1.3 and 1.6 highlight two approaches to the same problem. Take a few moments to compare these approaches.
 
 REMARK 1.1 Although it is very efficient in examples 1.5 and 1.6, Newton’s method does not always work. Make sure that the values of xn are getting progressively closer and closer together (zeroing in, we hope, on the desired solution). Continue until you’ve reached the limits of accuracy of your computing device. Also, be sure to compute the value of the function at the suspected approximate zero; if this is not close to zero, do not accept the value as an approximate zero.
 
 As we illustrate in example 1.7, Newton’s method needs a good initial guess to find an accurate approximation.
 
 EXAMPLE 1.7 y
 
 The Effect of a Bad Guess on Newton’s Method
 
 Use Newton’s method to find an approximate zero of f (x) = x 3 − 3x 2 + x − 1.
 
 8
 
 2
 
 3
 
 x
 
 Solution From the graph in Figure 3.11, there is a zero on the interval (2, 3). Using the (not particularly good) initial guess x0 = 1, we get x1 = 0, x2 = 1, x3 = 0 and so on. Try this for yourself. Newton’s method is sensitive to the initial guess and x0 = 1 is just a bad initial guess. If we instead start with the improved initial guess x0 = 2, Newton’s method quickly converges to the approximate zero 2.769292354. (Again, try this for yourself.) „
 
 8
 
 FIGURE 3.11 y = x 3 − 3x 2 + x − 1
 
 As we saw in example 1.7, making a good initial guess is essential with Newton’s method. However, this alone will not guarantee rapid convergence (meaning that it takes only a few iterations to obtain an accurate approximation).
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 n
 
 xn
 
 1 2 3 4
 
 −9.5 −65.9 −2302 −2,654,301
 
 5
 
 −3.5 × 1012
 
 6
 
 −6.2 × 1024
 
 EXAMPLE 1.8
 
 Newton’s method iterations for x0 = −2. y
 
 1
 
 x
 
 2
 
 FIGURE 3.12 (x − 1)2 and the tangent line y= 2 x +1 at x = −2 y
 
 ..
 
 Linear Approximations and Newton’s Method
 
 181
 
 Unusually Slow Convergence for Newton’s Method
 
 Use Newton’s method with (a) x0 = −2, (b) x0 = −1 and (c) x0 = 0 to try to locate the (x − 1)2 . zero of f (x) = 2 x +1 Solution Of course, there’s no mystery here: f has only one zero, located at x = 1. However, watch what happens when we use Newton’s method with the specified guesses. (a) Taking x0 = −2, Newton’s method gives us the values in the table found in the margin. Obviously, the successive iterations are blowing up with this initial guess. To see why, look at Figure 3.12, which shows the graphs of both y = f (x) and the tangent line at x = −2. Following the tangent line to where it intersects the x-axis takes us away from the zero (far away). Since all of the tangent lines for x ≤ −2 have positive slope [compute f  (x) to see why this is true], each subsequent step takes you farther from the zero. (b) Using the improved initial guess x0 = −1, we cannot even compute x1 . In this case, f  (x0 ) = 0 and so, Newton’s method fails. Graphically, this means that the tangent line to y = f (x) at x = −1 is horizontal (see Figure 3.13), so that the tangent line never intersects the x-axis. (c) With the even better initial guess x0 = 0, we obtain the successive approximations in the following table. n
 
 xn
 
 n
 
 xn
 
 1 2 3 4 5 6
 
 0.5 0.70833 0.83653 0.912179 0.95425 0.976614
 
 7 8 9 10 11 12
 
 0.9881719 0.9940512 0.9970168 0.9985062 0.9992525 0.9996261
 
 Newton’s method iterations for x0 = 0. 1
 
 1
 
 x
 
 FIGURE 3.13 (x − 1)2 y= 2 and the tangent line x +1 at x = −1
 
 Finally, we happened upon an initial guess for which Newton’s method converges to the root x = 1. However, the successive approximations are converging to 1 much more slowly than in previous examples. By comparison, note that in example 1.5, the iterations stop changing at x5 . Here, x5 is not particularly close to the desired zero of f (x). In fact, in this example, x12 is not as close to the zero as x5 was in example 1.5. We look further into this type of behavior in the exercises. „ Despite the minor problems experienced in examples 1.7 and 1.8, you should view Newton’s method as a generally reliable and efficient method of locating zeros approximately. Just use a bit of caution and common sense. If the successive approximations are converging to some value that does not appear consistent with the graph, then you need to scrutinize your results more carefully and perhaps try some other initial guesses.
 
 BEYOND FORMULAS Approximations are at the heart of calculus. To find the slope of a tangent line, for example, we start by approximating the tangent line with secant lines. Having numerous simple derivative formulas to help us compute exact slopes is an unexpected bonus. In this section, the tangent line provides an approximation of a curve and is used to approximate solutions of equations for which algebra fails. Although we won’t have an exact answer, we can make the approximation as accurate as we like and so, for most practical purposes, we can “solve” the equation. Think about a situation where you need the time of day. How often do you need the exact time?
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 EXERCISES 3.1 WRITING EXERCISES 1. Briefly explain in terms of tangent lines why the approximation in example 1.3 gets worse as x gets farther from 8. 2. We constructed a variety of linear approximations in this section. Some approximations are more useful than others. By looking at graphs, explain why the approximation sin x ≈ x might be more useful than the approximation cos x ≈ 1. 3. In example 1.6, we mentioned that you might think of using a linear approximation instead of Newton’s method.√Discuss the relationship between a linear approximation to 3 7 at x = 8 √ 3 and a Newton’s method approximation to 7 with x0 = 2. 4. Explain why Newton’s method fails computationally if f  (x0 ) = 0. In terms of tangent lines intersecting the x-axis, explain why having f  (x0 ) = 0 is a problem. In exercises 1–6, find the linear approximation to f (x) at x  x0 . Use the linear approximation to estimate the given number. √ √ 1. f (x) = x, x0 = 1, 1.2 √ 2. f (x) = (x + 1)1/3 , x0 = 0, 3 1.2 √ √ 3. f (x) = 2x + 9, x0 = 0, 8.8
 
 11. An animation director enters the position f (t) of a character’s head after t frames of the movie as given in the table. t f (t)
 
 200 128
 
 220 142
 
 240 136
 
 If the computer software uses interpolation to determine the intermediate positions, determine the position of the head at frame numbers (a) 208 and (b) 232. 12. A sensor measures the position f (t) of a particle t microseconds after a collision as given in the table. t f (t)
 
 5 8
 
 10 14
 
 15 18
 
 Estimate the position of the particle at times (a) t = 8 and (b) t = 12.
 
 ............................................................ In exercises 13–16, use Newton’s method with the given x0 to (a) compute x1 and x2 by hand and (b) use a computer or calculator to find the root to at least five decimal places of accuracy. 13. x 3 + 3x 2 − 1 = 0, x0 = 1
 
 2 0.99 5. f (x) = sin 3x, x0 = 0, sin (0.3)
 
 14. x 3 + 4x 2 − x − 1 = 0, x0 = −1
 
 6. f (x) = sin x, x0 = π, sin (3.0)
 
 ............................................................
 
 4. f (x) = 2/x, x0 = 1,
 
 15. x 4 − 3x 2 + 1 = 0, x0 = 1 16. x 4 − 3x 2 + 1 = 0, x0 = −1
 
 ............................................................ In exercises 7 and 8, use linear approximations to estimate the quantity. √ √ √ (b) 4 16.08 (c) 4 16.16 7. (a) 4 16.04   8. (a) sin (0.1) (b) sin (1.0) (c) sin 94
 
 ............................................................
 
 In exercises 9–12, use linear interpolation to estimate the desired quantity. 9. A company estimates that f (x) thousand software games can be sold at the price of $x as given in the table. x f (x)
 
 20 18
 
 30 14
 
 40 12
 
 Estimate the number of games that can be sold at (a) $24 and (b) $36. 10. A vending company estimates that f (x) cans of soft drink can be sold in a day if the temperature is x ◦ F as given in the table. x f (x)
 
 60 84
 
 80 120
 
 100 168
 
 Estimate the number of cans that can be sold at (a) 72◦ and (b) 94◦ .
 
 In exercises 17–22, use Newton’s method to find an approximate root (accurate to six decimal places). Sketch the graph and explain how you determined your initial guess. 17. x 3 + 4x 2 − 3x + 1 = 0
 
 18. x 4 − 4x 3 + x 2 − 1 = 0
 
 19. x 5 + 3x 3 + x − 1 = 0
 
 20. cos x − x = 0
 
 21. sin x = x 2 − 1
 
 22. cos x 2 = x
 
 ............................................................ In exercises 23–28, use Newton’s method [state the function f (x) you use] to estimate the given number. √ √ √ √ 24. 23 25. 3 11 26. 3 23 23. 11 √ √ 28. 4.6 24 27. 4.4 24
 
 ............................................................ In exercises 29–34, Newton’s method fails for the given initial guess. Explain why the method fails and, if possible, find a root by correcting the problem. 29. 4x 3 − 7x 2 + 1 = 0, x0 = 0 30. 4x 3 − 7x 2 + 1 = 0, x0 = 1 31. x 2 + 1 = 0, x0 = 0 32. x 2 + 1 = 0, x0 = 1
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 Linear Approximations and Newton’s Method
 
 47. Given the graph of y = f (x), draw in the tangent lines used in Newton’s method to determine x1 and x2 after starting at x0 = 2. Which of the zeros will Newton’s method converge to? Repeat with x0 = −2 and x0 = 0.4.
 
 4x 2 − 8x + 1 = 0, x0 = −1 4x 2 − 3x − 7   x + 1 1/3 34. = 0, x0 = 0.5 x −2 33.
 
 ............................................................
 
 y
 
 35. Use Newton’s method with (a) x0 = 1.2 and (b) x0 = 2.2 to find a zero of f (x) = x 3 − 5x 2 + 8x − 4. Discuss the difference in the rates of convergence in each case.
 
 2
 
 36. Use Newton’s method with (a) x0 = 0.2 and (b) x0 = 3.0 to find a zero of f (x) = x sin x. Discuss the difference in the rates of convergence in each case. 37. Use Newton’s method with (a) x0 = −1.1 and (b) x0 = 2.1 to find a zero of f (x) = x 3 − 3x − 2. Discuss the difference in the rates of convergence in each case. 38. Factor the polynomials in exercises 35 and 37. Find a relationship between the factored polynomial and the rate at which Newton’s method converges to a zero. Explain how the function in exercise 36, which does not factor, fits into this relationship. (Note: The relationship will be explored further in exploratory exercise 2.)
 
 ............................................................ In exercises 39–42, find the linear approximation at x  0 to show that the following commonly used approximations are valid for “small” x. Compare the approximate and exact values for x  0.01, x  0.1 and x  1. √ 39. tan x ≈ x 40. 1 + x ≈ 1 + 12 x 41.
 
 √ 4 + x ≈ 2 + 14 x
 
 183
 
 42.
 
 1 ≈1+x 1−x
 
 ............................................................ 43. (a) Find the linear approximation at x = 0 to each√ of f (x) = (x + 1)2 , g(x) = 1 + sin(2x) and h(x) = 2 x + 1/4. Compare your results. (b) Graph each function in part (a) together with its linear approximation derived in part (a). Which function has the closest fit with its linear approximation? 44. (a) Find the linear approximation at x = 0 to each of f (x) = sin x, g(x) = x 3 + x and h(x) = x 4 + x. Compare your results. (b) Graph each function in part (a) together with its linear approximation derived in part (a). Which function has the closest fit with its linear approximation? 45. For exercise 7, compute the errors (the absolute value of the difference between the exact values and the linear approximations). √ Thinking of exercises 7a–7c as numbers of the form 4 16 + x, denote the errors as e(x) (where x = 0.04, x = 0.08 and x = 0.16). Based on these three computations, conjecture a constant c such that e(x) ≈ c · (x)2 . 46. Use a computer algebra system (CAS) to determine the range of x’s in exercise 39 for which the approximation is accurate to within 0.01. That is, find x such that |tan x − x| < 0.01.
 
 2
 
 x 2
 
 48. What would happen to Newton’s method in exercise 47 if you had a starting value of x0 = 0? Consider the use of Newton’s method with x0 = 0.2 and x0 = 10. Obviously, x0 = 0.2 is much closer to a zero of the function, but which initial guess would work better in Newton’s method? Explain. 49. Show that Newton’s method applied to x 2 − c = 0 (where c > 0 is some constant) produces the √ iterative scheme xn+1 = 12 (xn + c/xn ) for approximating c. This scheme has been known for over 2000 years. To understand √ why it works, suppose that your initial guess (x0 ) √ for c is a little too small. How would c/x0 compare to c? Explain why the average of x0 and c/x0 would give a better approximation √ to c. 50. Show that Newton’s method applied to x n − c = 0 (where n and c are positive constants) produces the iterative √ scheme xn+1 = n1 [(n − 1)xn + cxn1−n ] for approximating n c. 51. Applying Newton’s method to x 2 − x − 1 = 0, show that 3 13 5 34 ; (b) if x0 = , then x1 = ; (a) if x0 = , then x1 = 2 8 3 21 8 89 ; (d) the Fibonacci sequence is (c) if x0 = , then x1 = 5 55 defined by F1 = 1, F2 = 1, F3 = 2, F4 = 3 and Fn = Fn−1 + Fn−2 for n ≥ 3. Write each number in parts (a)−(c) as a ratio of Fibonacci numbers. Fill in the subscripts m and k in the followFn+1 Fm , then x1 = . (e) Assuming that Newton’s ing: if x0 = Fn Fk 3 Fn+1 . method converges from x0 = , determine lim n→∞ Fn 2 52. Determine the behavior of Newton’s method applied to 1 1 (a) f 1 (x) = (8x − 3); (b) f 2 (x) = (16x − 3); 5 5 1 (c) f 3 (x) = (32x − 3); (d) f (x), where f (x) = f 1 (x) if 5 1 1 1 < x < 1, f (x) = f 2 (x) if < x ≤ , f (x) = f 3 (x) if 2 4 2 1 3 1 < x ≤ and so on, with x0 = . Does Newton’s method 8 4 4 converge to a zero of f ? (See Peter Horton’s article in the December 2007 Mathematics Magazine.)
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 Applications of Differentiation
 
 APPLICATIONS 53. Suppose that a species reproduces as follows: with probability p0 , an organism has no offspring; with probability p1 , an organism has one offspring; with probability p2 , an organism has two offspring and so on. The probability that the species goes extinct is given by the smallest nonnegative solution of the equation p0 + p1 x + p2 x 2 + · · · = x. (See Sigmund’s Games of Life.) Find the positive solutions of the equations 0.1 + 0.2x + 0.3x 2 + 0.4x 3 = x and 0.4 + 0.3x + 0.2x 2 + 0.1x 3 = x. Explain in terms of species going extinct why the first equation has a smaller solution than the second. 54. For the extinction problem in exercise 53, show algebraically that if p0 = 0, the probability of extinction is 0. Explain this result in terms of species reproduction. Show that a species with p0 = 0.35, p1 = 0.4 and p2 = 0.25 (all other pn’s are 0) goes extinct with certainty (probability 1). 55. The spruce budworm is an enemy of the balsam fir tree. In one model of the interaction between these organisms, possible long-term populations of the budworm are solutions of the equation r (1 − x/k) = x/(1 + x 2 ), for positive constants r and k. (See Murray’s Mathematical Biology.) Find all positive solutions of the equation with r = 0.5 and k = 7. 56. Repeat exercise 55 with r = 0.5 and k = 7.5. For a small change in the environmental constant k (from 7 to 7.5), how did the solution change from exercise 55 to exercise 56? The largest solution corresponds to an “infestation” of the spruce budworm. 57. Newton’s theory of gravitation states that the weight of a person at elevation x feet above sea level is W (x) = P R 2 /(R + x)2 , where P is the person’s weight at sea level and R is the radius of the earth (approximately 20,900,000 feet). Find the linear approximation of W (x) at x = 0. Use the linear approximation to estimate the elevation required to reduce the weight of a 120-pound person by 1%. 58. One important aspect of Einstein’s theory of relativity is that mass is not constant. For  a person with mass m 0 at rest, the mass will equal m = m 0 / 1 − v 2 /c2 at velocity v (where c is the speed of light). Thinking of m as a function of v, find the linear approximation of m(v) at v = 0. Use the linear approximation to show that mass is essentially constant for small velocities.
 
 3-12
 
 ratios 3 /2 , 4 /3 , 5 /4 and so on, for each of the following functions: F1 (x) F2 (x) F3 (x) F4 (x)
 
 = = = =
 
 (x (x (x (x
 
 − 1)(x + 2)3 = x 4 + 5x 3 + 6x 2 − 4x − 8, − 1)2 (x + 2)2 = x 4 + 2x 3 − 3x 2 − 4x + 4, − 1)3 (x + 2) = x 4 − x 3 − 3x 2 + 5x − 2 and − 1)4 = x 4 − 4x 3 + 6x 2 − 4x + 1.
 
 n+1 . n If the limit exists and is nonzero, we say that Newton’s method converges linearly. How does r relate to your intuitive sense of how fast the method converges? For f (x) = (x − 1)4 , we say that the zero x = 1 has multiplicity 4. For f (x) = (x − 1)3 (x + 2), x = 1 has multiplicity 3 and so on. How does r relate to the multiplicity of the zero? Based on this analysis, why did Newton’s method converge faster for f (x) = x 2 − 1 than for g(x) = x 2 − 2x + 1? Finally, use Newton’s method to compute the rate r and hypothesize the multiplicity of the zero x = 0 for f (x) = x sin x and g(x) = x sin x 2 . In each case, conjecture a value for the limit r = lim
 
 n→∞
 
 2. This exercise looks at a special case of the three-body problem, in which there is a large object A of mass m A , a much smaller object B of mass m B m A and an object C of negligible mass. (Here, m B m A means that m B is much smaller than m A .) Assume that object B orbits in a circular path around the common center of mass. There are five circular orbits for object C that maintain constant relative positions of the three objects. These are called Lagrange points L 1 , L 2 , L 3 , L 4 and L 5 , as shown in the figure. L4
 
 B
 
 A L3
 
 L1
 
 L2
 
 L5
 
 To derive equations for the Lagrange points, set up a coordinate system with object A at the origin and object B at the point (1, 0). Then L 1 is at the point (x1 , 0), where x1 is the solution of (1 + k)x 5 − (3k + 2)x 4 + (3k + 1)x 3 − x 2 + 2x − 1 = 0;
 
 EXPLORATORY EXERCISES 1. An important question involving Newton’s method is how fast it converges to a given zero. Intuitively, we can distinguish between the rate of convergence for f (x) = x 2 − 1 (with x0 = 1.1) and that for g(x) = x 2 − 2x + 1 (with x0 = 1.1). But how can we measure this? One method is to take successive approximations xn−1 and xn and compute the difference n = xn − xn−1 . To discover the importance of this quantity, run Newton’s method with x0 = 1.5 and then compute the
 
 L 2 is at the point (x2 , 0), where x2 is the solution of (1 + k)x 5 − (3k + 2)x 4 + (3k + 1)x 3 − (2k + 1)x 2 + 2x − 1 = 0 and L 3 is at the point (−x3 , 0), where x3 is the solution of (1 + k)x 5 + (3k + 2)x 4 + (3k + 1)x 3 − x 2 − 2x − 1 = 0, mB . Use Newton’s method to find approximate mA solutions of the following.
 
 where k =
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 (a) Find L 1 for the Earth-Sun system with k = 0.000002. This point has an uninterrupted view of the sun and is the location of the solar observatory SOHO. (b) Find L 2 for the Earth-Sun system with k = 0.000002. This is the location of NASA’s Microwave Anisotropy Probe. (c) Find L 3 for the Earth-Sun system with k = 0.000002. This point is invisible from the Earth and is the location of Planet X in many science fiction stories.
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 (d) Find L 1 for the Moon-Earth system with k = 0.01229. This point has been suggested as a good location for a space station to help colonize the moon. (e) The points L 4 and L 5 form equilateral triangles with objects A and B. Explain why  this  means that polar coordinates for L 4 are (r, θ ) = 1, π6 . Find (x, y)-coordinates for L 4 and L 5 . In the Jupiter-Sun system, these are locations of numerous Trojan asteroids.
 
 MAXIMUM AND MINIMUM VALUES To remain competitive, businesses must regularly evaluate how to minimize waste and maximize the return on their investment. In this section, we consider the problem of finding maximum and minimum values of functions. In section 3.6, we examine how to apply these notions to problems of an applied nature. We begin by giving careful mathematical definitions of some familiar terms.
 
 DEFINITION 2.1 For a function f defined on a set S of real numbers and a number c ∈ S, (i) f (c) is the absolute maximum of f on S if f (c) ≥ f (x) for all x ∈ S and (ii) f (c) is the absolute minimum of f on S if f (c) ≤ f (x) for all x ∈ S. An absolute maximum or an absolute minimum is referred to as an absolute extremum. (The plural form of extremum is extrema.)
 
 The first question you might ask is whether every function has an absolute maximum and an absolute minimum. The answer is no, as we can see from Figures 3.14a and 3.14b. y
 
 y
 
 Has no absolute maximum f (c) c
 
 Absolute minimum
 
 x
 
 f (c)
 
 FIGURE 3.14a
 
 EXAMPLE 2.1
 
 Absolute maximum
 
 c
 
 x
 
 Has no absolute minimum
 
 FIGURE 3.14b
 
 Absolute Maximum and Minimum Values
 
 (a) Locate any absolute extrema of f (x) = x 2 − 9 on the interval (−∞, ∞). (b) Locate any absolute extrema of f (x) = x 2 − 9 on the interval (−3, 3). (c) Locate any absolute extrema of f (x) = x 2 − 9 on the interval [−3, 3].
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 x
 
 3
 
 3-14
 
 Solution (a) In Figure 3.15, notice that f has an absolute minimum value of f (0) = −9, but has no absolute maximum value. (b) In Figure 3.16a, we see that f has an absolute minimum value of f (0) = −9. Your initial reaction might be to say that f has an absolute maximum of 0, but f (x) = 0 for any x ∈ (−3, 3), since this is an open interval. Hence, f has no absolute maximum on the interval (−3, 3). (c) In this case, the endpoints 3 and −3 are in the interval [−3, 3]. Here, f assumes its absolute maximum at two points: f (3) = f (−3) = 0. (See Figure 3.16b.)
 
 No absolute maximum
 
 y
 
 T1: OSO
 
 December 10, 2010
 
 y
 
 f (0)  9 (Absolute minimum)
 
 y No absolute maximum 3
 
 3
 
 FIGURE 3.15 y = x − 9 on (−∞, ∞) 2
 
 x
 
 Absolute maximum f (3)  f (3)  0 3
 
 3
 
 f (0)  9 (Absolute minimum)
 
 „
 
 x
 
 f (0)  9 (Absolute minimum)
 
 FIGURE 3.16a
 
 FIGURE 3.16b
 
 y = x 2 − 9 on (−3, 3)
 
 y = x 2 − 9 on [−3, 3]
 
 We have seen that a function may or may not have absolute extrema. In example 2.1, the function failed to have an absolute maximum, except on the closed, bounded interval [−3, 3]. Example 2.2 provides another piece of the puzzle.
 
 EXAMPLE 2.2
 
 A Function with No Absolute Maximum or Minimum
 
 Locate any absolute extrema of f (x) = 1/x, on [−3, 0) ∪ (0, 3]. y
 
 Solution From the graph in Figure 3.17, f clearly fails to have either an absolute maximum or an absolute minimum on [−3, 0) ∪ (0, 3]. The following table of values for f (x) for x close to 0 suggests the same conclusion.
 
 2 3 3
 
 x 1 0.1 0.01 0.001 0.0001 0.00001 0.000001
 
 x
 
 FIGURE 3.17 y = 1/x
 
 1/x 1 10 100 1000 10,000 100,000 1,000,000
 
 x −1 −0.1 −0.01 −0.001 −0.0001 −0.00001 −0.000001
 
 1/x −1 −10 −100 −1000 −10,000 −100,000 −1,000,000
 
 „
 
 The most obvious difference between the functions in examples 2.1 and 2.2 is that f (x) = 1/x is not continuous throughout the interval [−3, 3]. We offer the following theorem without proof.
 
 THEOREM 2.1 (Extreme Value Theorem) A continuous function f defined on a closed, bounded interval [a, b] attains both an absolute maximum and an absolute minimum on that interval. While you do not need to have a continuous function or a closed interval to have an absolute extremum, Theorem 2.1 says that continuous functions are guaranteed to have an absolute maximum and an absolute minimum on a closed, bounded interval.
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 In example 2.3, we revisit the function from example 2.2, but look on a different interval.
 
 1
 
 EXAMPLE 2.3
 
 Finding Absolute Extrema of a Continuous Function
 
 Find the absolute extrema of f (x) = 1/x on the interval [1, 3]. 1
 
 x
 
 3
 
 FIGURE 3.18 y = 1/x on [1, 3]
 
 Solution Notice that on the interval [1, 3], f is continuous. Consequently, the Extreme Value Theorem guarantees that f has both an absolute maximum and an absolute minimum on [1, 3]. Judging from the graph in Figure 3.18, it appears that f (x) reaches its maximum value of 1 at x = 1 and its minimum value of 1/3 at x = 3. „ Our objective is to determine how to locate the absolute extrema of a given function. Before we do this, we need to consider an additional type of extremum.
 
 DEFINITION 2.2 (i) f (c) is a local maximum of f if f (c) ≥ f (x) for all x in some open interval containing c. (ii) f (c) is a local minimum of f if f (c) ≤ f (x) for all x in some open interval containing c. In either case, we call f (c) a local extremum of f .
 
 REMARK 2.1 Local maxima and minima (the plural forms of maximum and minimum, respectively) are sometimes referred to as relative maxima and minima, respectively.
 
 Notice from Figure 3.19 that each local extremum seems to occur either at a point where the tangent line is horizontal [i.e., where f  (x) = 0], at a point where the tangent line is vertical [where f  (x) is undefined] or at a corner [again, where f  (x) is undefined]. We can see this behavior quite clearly in examples 2.4 and 2.5. y Local maximum [ f (d) is undefined] Local maximum [ f (b)  0]
 
 a
 
 c b
 
 d
 
 x
 
 Local minimum [ f (a)  0] Local minimum [ f (c) is undefined]
 
 y
 
 FIGURE 3.19 Local extrema 5 2
 
 2
 
 x
 
 10
 
 FIGURE 3.20 y = 9 − x 2 and the tangent line at x = 0
 
 EXAMPLE 2.4
 
 A Function with a Zero Derivative at a Local Maximum
 
 Locate any local extrema for f (x) = 9 − x 2 and describe the behavior of the derivative at the local extremum. Solution We can see from Figure 3.20 that there is a local maximum at x = 0. Further, note that f  (x) = −2x and so, f  (0) = 0. This says that the tangent line to y = f (x) at x = 0 is horizontal, as indicated in Figure 3.20. „
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 y
 
 EXAMPLE 2.5
 
 A Function with an Undefined Derivative at a Local Minimum
 
 Locate any local extrema for f (x) = |x| and describe the behavior of the derivative at the local extremum.
 
 3
 
 2
 
 x
 
 FIGURE 3.21 y = |x|
 
 Solution We can see from Figure 3.21 that there is a local minimum at x = 0. As we have noted in section 2.1, the graph has a corner at x = 0 and hence, f  (0) is undefined. [See example 1.7 in section 2.1.] „ The graphs shown in Figures 3.19–3.21 are not unusual. In fact, spend a little time now drawing graphs of functions with local extrema. It should not take long to convince yourself that local extrema occur only at points where the derivative is either zero or undefined. Because of this, we give these points a special name.
 
 DEFINITION 2.3 A number c in the domain of a function f is called a critical number of f if f  (c) = 0 or f  (c) is undefined. It turns out that our earlier observation regarding the location of extrema is correct. That is, local extrema occur only at points where the derivative is zero or undefined. We state this formally in Theorem 2.2.
 
 HISTORICAL NOTES Pierre de Fermat (1601–1665) A French mathematician who discovered many important results, including the theorem named for him. Fermat was a lawyer and member of the Toulouse supreme court, with mathematics as a hobby. The “Prince of Amateurs” left an unusual legacy by writing in the margin of a book that he had discovered a wonderful proof of a clever result, but that the margin of the book was too small to hold the proof. Fermat’s Last Theorem confounded many of the world’s best mathematicians for more than 300 years before being proved by Andrew Wiles in 1995.
 
 THEOREM 2.2 (Fermat’s Theorem) Suppose that f (c) is a local extremum (local maximum or local minimum). Then c must be a critical number of f .
 
 PROOF Suppose that f is differentiable at x = c. (If not, c is a critical number of f and we are done.) Suppose further that f  (c) = 0. Then, either f  (c) > 0 or f  (c) < 0. If f  (c) > 0, we have by the definition of derivative that f  (c) = lim
 
 h→0
 
 f (c + h) − f (c) > 0. h
 
 So, for all h sufficiently small, f (c + h) − f (c) > 0. h For h > 0, (2.1) says that and so,
 
 (2.1)
 
 f (c + h) − f (c) > 0 f (c + h) > f (c).
 
 Thus, f (c) is not a local maximum. Similarly, for h < 0, (2.1) says that f (c + h) − f (c) < 0 and so,
 
 f (c + h) < f (c).
 
 Thus, f (c) is not a local minimum, either. Since we had assumed that f (c) was a local extremum, this is a contradiction. This rules out the possibility that f  (c) > 0.
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 We leave it as an exercise to show that if f  (c) < 0, we obtain the same contradiction. The only remaining possibility is to have f  (c) = 0 and this proves the theorem. We can use Fermat’s Theorem and calculator- or computer-generated graphs to find local extrema, as in examples 2.6 and 2.7.
 
 EXAMPLE 2.6
 
 TODAY IN MATHEMATICS Andrew Wiles (1953– ) A British mathematician who in 1995 published a proof of Fermat’s Last Theorem, the most famous unsolved problem of the 20th century. Fermat’s Last Theorem states that there is no integer solution x , y and z of the equation x n + y n = zn for integers n > 2. Wiles had wanted to prove the theorem since reading about it as a 10-year-old. After more than ten years as a successful research mathematician, Wiles isolated himself from colleagues for seven years as he developed the mathematics needed for his proof. “I realised that talking to people casually about Fermat was impossible because it generated too much interest. You cannot focus yourself for years unless you have this kind of undivided concentration which too many spectators would destroy.” The last step of his proof came, after a year of intense work on this one step, as “this incredible revelation” that was “so indescribably beautiful, it was so simple and elegant.”
 
 Finding Local Extrema of a Polynomial
 
 Find the critical numbers and local extrema of f (x) = 2x 3 − 3x 2 − 12x + 5. Solution Here,
 
 f  (x) = 6x 2 − 6x − 12 = 6(x 2 − x − 2) = 6(x − 2)(x + 1).
 
 Thus, f has two critical numbers, x = −1 and x = 2. Notice from the graph in Figure 3.22 that these correspond to the locations of a local maximum and a local minimum, respectively. y
 
 20
 
 1
 
 x
 
 2
 
 20
 
 FIGURE 3.22 y = 2x 3 − 3x 2 − 12x + 5 „
 
 EXAMPLE 2.7
 
 An Extremum at a Point Where the Derivative Is Undefined
 
 Find the critical numbers and local extrema of f (x) = (3x + 1)2/3 . Solution Here, we have f  (x) =
 
 2 2 (3x + 1)−1/3 (3) = . 3 (3x + 1)1/3
 
 Of course, f  (x) = 0 for all x, but f  (x) is undefined at x = − 13 . Be sure to note that − 13 is in the domain of f . Thus, x = − 13 is the only critical number of f . From the graph in Figure 3.23, we see that this corresponds to the location of a local minimum (also the absolute minimum). If you use your graphing utility to try to produce a graph of y = f (x), you may get only half of the graph displayed in Figure 3.23. The reason is y
 
 REMARK 2.2 Fermat’s Theorem says that local extrema can occur only at critical numbers. This does not say that there is a local extremum at every critical number. In fact, this is false, as we illustrate in examples 2.8 and 2.9.
 
 4
 
 2
 
 2
 
 x
 
 FIGURE 3.23 y = (3x + 1)2/3
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 that the algorithms used by most calculators and many computers will return a complex number (or an error) when asked to compute certain fractional powers of negative numbers. While this annoying shortcoming presents only occasional difficulties, we mention this here only so that you are aware that technology has limitations. „
 
 y
 
 2
 
 EXAMPLE 2.8
 
 2
 
 2
 
 A Horizontal Tangent at a Point That Is Not a Local Extremum
 
 x
 
 Find the critical numbers and local extrema of f (x) = x 3 .
 
 2
 
 Solution It should be clear from Figure 3.24 that f has no local extrema. However, f  (x) = 3x 2 = 0 for x = 0 (the only critical number of f ). In this case, f has a horizontal tangent line at x = 0, but does not have a local extremum there. „
 
 FIGURE 3.24 y = x3
 
 EXAMPLE 2.9
 
 A Vertical Tangent at a Point That Is Not a Local Extremum
 
 Find the critical numbers and local extrema of f (x) = x 1/3 . Solution As in example 2.8, f has no local extrema. (See Figure 3.25.) Here, f  (x) = 13 x −2/3 and so, f has a critical number at x = 0. (In this case, the derivative is undefined at x = 0.) However, f does not have a local extremum at x = 0. „
 
 y 2
 
 2
 
 2 2
 
 FIGURE 3.25 y = x 1/3
 
 x
 
 You should always check that a given value is in the domain of the function before declaring it a critical number, as in example 2.10.
 
 EXAMPLE 2.10
 
 Finding Critical Numbers of a Rational Function
 
 2x 2 . x +2 Solution You should note that the domain of f consists of all real numbers other than x = −2. Here, we have Find all the critical numbers of f (x) =
 
 f  (x) = =
 
 4x(x + 2) − 2x 2 (1) (x + 2)2
 
 From the quotient rule.
 
 2x(x + 4) . (x + 2)2
 
 Notice that f  (x) = 0 for x = 0, −4 and f  (x) is undefined for x = −2. However, −2 is not in the domain of f and consequently, the only critical numbers are x = 0 and x = −4. „
 
 REMARK 2.3 When we use the terms maximum, minimum or extremum without specifying absolute or local, we will always be referring to absolute extrema.
 
 We have observed that local extrema occur only at critical numbers and that continuous functions must have an absolute maximum and an absolute minimum on a closed, bounded interval. Theorem 2.3 gives us a way to find absolute extrema.
 
 THEOREM 2.3 Suppose that f is continuous on the closed interval [a, b]. Then, each absolute extremum of f must occur at an endpoint (a or b) or at a critical number.
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 PROOF By the Extreme Value Theorem, f will attain its maximum and minimum values on [a, b], since f is continuous. Let f (c) be an absolute extremum. If c is not an endpoint (i.e., c = a and c = b), then c must be in the open interval (a, b). In this case, f (c) is also a local extremum. By Fermat’s Theorem, then, c must be a critical number, since local extrema occur only at critical numbers.
 
 REMARK 2.4 Theorem 2.3 gives us a simple procedure for finding the absolute extrema of a continuous function on a closed, bounded interval: 1. Find all critical numbers in the interval and compute function values at these points. 2. Compute function values at the endpoints. 3. The largest function value is the absolute maximum and the smallest function value is the absolute minimum.
 
 We illustrate Theorem 2.3 for the case of a polynomial function in example 2.11.
 
 EXAMPLE 2.11
 
 Finding Absolute Extrema on a Closed Interval
 
 Find the absolute extrema of f (x) = 2x 3 − 3x 2 − 12x + 5 on the interval [−2, 4]. y
 
 Solution From the graph in Figure 3.26, the maximum appears to be at the endpoint x = 4, while the minimum appears to be at a local minimum near x = 2. In example 2.6, we found that the critical numbers of f are x = −1 and x = 2. Further, both of these are in the interval [−2, 4]. So, we compare the values at the endpoints:
 
 40
 
 f (−2) = 1
 
 20
 
 and
 
 f (4) = 37,
 
 and
 
 f (2) = −15.
 
 and the values at the critical numbers: 2
 
 2
 
 4
 
 x
 
 f (−1) = 12
 
 Since f is continuous on [−2, 4], Theorem 2.3 says that the absolute extrema must be among these four values. Thus, f (4) = 37 is the absolute maximum and f (2) = −15 is the absolute minimum, which is consistent with what we see in the graph in Figure 3.26. „
 
 20
 
 FIGURE 3.26
 
 Of course, most real problems of interest are unlikely to result in derivatives with integer zeros. Consider the following somewhat less user-friendly example.
 
 y = 2x 3 − 3x 2 − 12x + 5
 
 EXAMPLE 2.12 y
 
 Finding Extrema for a Function with Fractional Exponents
 
 Find the absolute extrema of f (x) = 4x 5/4 − 8x 1/4 on the interval [0, 4]. Solution From the graph in Figure 3.27, it appears that the maximum occurs at the endpoint x = 4 and the minimum near x = 12 . Next, observe that
 
 10
 
 5x − 2 . x 3/4   
 
 Thus, the critical numbers are x = 25 since f  25 = 0 and x = 0 (since f  (0) is undefined and 0 is in the domain of f ). We now need only compare   f (0) = 0, f (4) ≈ 11.3137 and f 25 ≈ −5.0897. f  (x) = 5x 1/4 − 2x −3/4 =
 
 2 5
 
 FIGURE 3.27 y = 4x 5/4 − 8x 1/4
 
 4
 
 x
 
 So,  the  absolute maximum is f (4) ≈ 11.3137 and the absolute minimum is f 25 ≈ −5.0897, which is consistent with what we expected from Figure 3.27. „
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 In practice, the critical numbers are not always as easy to find as they were in examples 2.11 and 2.12. In example 2.13, it is not even known how many critical numbers there are. We can, however, estimate the number and locations of these from a careful analysis of computer-generated graphs.
 
 8
 
 EXAMPLE 2.13 2
 
 3
 
 x
 
 Finding Absolute Extrema Approximately
 
 Find the absolute extrema of f (x) = x 3 − 5x + 3 sin x 2 on the interval [−2, 2.5]. Solution From the graph in Figure 3.28, it appears that the maximum occurs near x = −1, while the minimum seems to occur near x = 2. Next, we compute
 
 4
 
 f  (x) = 3x 2 − 5 + 6x cos x 2 .
 
 FIGURE 3.28
 
 Unlike examples 2.11 and 2.12, there is no algebra we can use to find the zeros of f  . Our only alternative is to find the zeros approximately. You can do this by using Newton’s method to solve f  (x) = 0. (You can also use any other rootfinding method built into your calculator or computer.) First, we’ll need adequate initial guesses. From the graph of y = f  (x) found in Figure 3.29, it appears that there are four zeros of f  (x) on the interval in question, located near x = −1.3, 0.7, 1.2 and 2.0. Further, referring back to Figure 3.28, these four zeros correspond with the four local extrema seen in the graph of y = f (x). We now apply Newton’s method to solve f  (x) = 0, using the preceding four values as our initial guesses. This leads us to four approximate critical numbers of f on the interval [−2, 2.5]. We have
 
 y = f (x) = x 3 − 5x + 3 sin x 2
 
 y
 
 20
 
 a ≈ −1.26410884789, 2
 
 3
 
 b ≈ 0.674471354085,
 
 x
 
 c ≈ 1.2266828947
 
 and
 
 d ≈ 2.01830371473.
 
 10
 
 FIGURE 3.29
 
 y = f  (x) = 3x 2 − 5 + 6x cos x 2
 
 We now need only compare the values of f at the endpoints and the approximate critical numbers: f (a) ≈ 7.3, f (d) ≈ −4.3,
 
 f (b) ≈ −1.7, f (−2) ≈ −0.3
 
 f (c) ≈ −1.3 and
 
 f (2.5) ≈ 3.0.
 
 Thus, the absolute maximum is approximately f (−1.26410884789) ≈ 7.3 and the absolute minimum is approximately f (2.01830371473) ≈ −4.3. It is important (especially in light of how much of our work here was approximate and graphical) to verify that the approximate extrema correspond with what we expect from the graph of y = f (x). Since these correspond closely, we have great confidence in their accuracy. „
 
 We have now seen how to locate the absolute extrema of a continuous function on a closed interval. In section 3.3, we see how to find local extrema.
 
 BEYOND FORMULAS The Extreme Value Theorem is an important but subtle result. Think of it this way. If the hypotheses of the theorem are met, you will never waste your time looking for the maximum of a function that does not have a maximum. That is, the problem is always solvable. The technique described in Remark 2.4 always works, as long as there are only finitely many critical numbers.
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 EXERCISES 3.2 WRITING EXERCISES 1. Using one or more graphs, explain why the Extreme Value Theorem is true. Is the conclusion true if we drop the hypothesis that f is a continuous function? Is the conclusion true if we drop the hypothesis that the interval is closed? 2. Using one or more graphs, argue that Fermat’s Theorem is true. Discuss how Fermat’s Theorem is used. Restate the theorem in your own words to make its use clearer. 3. Suppose that f (t) represents your elevation after t hours on a mountain hike. If you stop to rest, explain why f  (t) = 0. Discuss the circumstances under which you would be at a local maximum, local minimum or neither. 4. Mathematically, an if/then statement is usually strictly onedirectional. When we say “If A, then B” it is generally not the case that “If B, then A” is also true. When both are true, we say “A if and only if B,” which is abbreviated to “A iff B.” Consider the statement, “If you stood in the rain, then you got wet.” Is this true? How does this differ from its converse, “If you got wet, then you stood in the rain.”? Apply this logic to both the Extreme Value Theorem and Fermat’s Theorem: state the converse and decide whether its conclusion is sometimes true or always true. In exercises 1 and 2, use the graph to locate the absolute extrema (if they exist) of the function on the given interval. 1 1. f (x) = 2 on (a) (0, 1) ∪(1, ∞), (b) (−1, 1), (c) (0, 1), x −  1 1 1 (d) − , 2 2 y
 
 In exercises 3–6, find all critical numbers by hand. Use your knowledge of the type of graph (i.e., parabola or cubic) to determine whether the critical number represents a local maximum, local minimum or neither. 3. (a) f (x) = x 2 + 5x − 1
 
 (b) f (x) = −x 2 + 4x + 2
 
 4. (a) f (x) = x 3 − 3x + 1
 
 (b) f (x) = −x 3 + 6x 2 + 2
 
 5. (a) f (x) = x 3 − 3x 2 + 6x
 
 (b) f (x) = −x 3 + 3x 2 − 3x
 
 6. (a) f (x) = x 4 − 2x 2 + 1
 
 (b) f (x) = x 4 − 3x 3 + 2
 
 ............................................................ In exercises 7–22, find all critical numbers by hand. If available, use graphing technology to determine whether the critical number represents a local maximum, local minimum or neither. 7. f (x) = x 4 − 3x 3 + 2 9. f (x) = x 3/4 − 4x 1/4 11. f (x) = sin x cos x, [0, 2π] 13. f (x) =
 
 4
 
 x2 − 2 x +2 
 
 21. f (x) =
 
 22. f (x) = x 2
 
 4
 
 14. f (x) =
 
 x 2 + 2x − 1
 
 if x < 0
 
 x − 4x + 3
 
 if x ≥ 0
 
 2 
 
 2
 
 10. f (x) = (x 2/5 − 3x 1/5 )2 √ 12. f (x) = 3 sin x + cos x x2 − x + 4 x −1
 
 15. f (x) = x 4/3 + 4x 1/3 + 4x −2/3 16. f (x) = x 7/3 − 28x 1/3 √ √ 17. f (x) = 2x x + 1 18. f (x) = x/ x 2 + 1 √ 20. f (x) = 3 x 3 − 3x 2 19. f (x) = |x 2 − 1|
 
 10 5
 
 8. f (x) = x 4 + 6x 2 − 2
 
 sin x
 
 if −π < x < π
 
 − tan x
 
 if |x| ≥ π
 
 ............................................................ In exercises 23–30, find the absolute extrema of the given function on each indicated interval.
 
 5
 
 23. f (x) = x 3 − 3x + 1 on (a) [0, 2] and (b) [−3, 2]
 
 10
 
 x2 on (a) (−∞, 1) ∪ (1, ∞), (b) (−1, 1), (x − 1)2 (c) (0,1), (d) [−2, −1]
 
 2. f (x) =
 
 y
 
 24. f (x) = x 4 − 8x 2 + 2 on (a) [−3, 1] and (b) [−1, 3] 25. f (x) = x 2/3 on (a) [−4, −2] and (b) [−1, 3] 26. f (x) = sin x + cos x on (a) [0, 2π] and (b) [π/2, π ]
 
 10
 
 27. f (x) =
 
 6
 
 28. f (x) = |2x| − |x − 2| on (a) [0, 1] and (b) [−3, 4]
 
 4
 
 29. f (x) =
 
 2 4
 
 2
 
 3x 2 on (a) [−2, 2] and (b) [2, 8] x −3
 
 8
 
 x 2
 
 4
 
 ............................................................
 
 30. f (x) =
 
 x on (a) [0, 2] and (b) [−3, 3] x2 + 1 x2
 
 3x on (a) [0, 2] and (b) [0, 6] + 16
 
 ............................................................
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 In exercises 31–34, numerically estimate the absolute extrema of the given function on the indicated intervals. 31. f (x) = x 4 − 3x 2 + 2x + 1 on (a) [−1, 1] and (b) [−3, 2] 32. f (x) = x 6 − 3x 4 − 2x + 1 on (a) [−1, 1] and (b) [−2, 2] 33. f (x) = x 2 − 3x cos x on (a) [−2, 1] and (b) [−5, 0] 34. f (x) = x sin x + 3 on (a)
 
 −π 2
 
 ,
 
 π 2 
 
 
 
 and (b) [0, 2π]
 
 ............................................................
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 f (x) − g(x). At this value of x, show that the tangent lines to y = f (x) and y = g(x) are parallel. Explain graphically why it makes sense that the tangent lines are parallel. x2 for x > 0 and determine +1 where the graph is steepest. (That is, find where the slope is a maximum.)
 
 47. Sketch a graph of f (x) =
 
 x2
 
 48. Give an example showing that the following statement is false (not always true): between any two local minima of f (x) there is a local maximum. Is the statement true if f (x) is continuous?
 
 35. Sketch a graph of a function f such that the absolute maximum of f (x) on the interval [−2, 2] equals 3 and the absolute minimum does not exist. 36. Sketch a graph of a continuous function f such that the absolute maximum of f (x) on the interval (−2, 2) does not exist and the absolute minimum equals 2. 37. Sketch a graph of a continuous function f such that the absolute maximum of f (x) on the interval (−2, 2) equals 4 and the absolute minimum equals 2. 38. Sketch a graph of a function f such that the absolute maximum of f (x) on the interval [−2, 2] does not exist and the absolute minimum does not exist. 39. In this exercise, we will explore the family of functions f (x) = x 3 + cx + 1, where c is constant. How many and what types of local extrema are there? (Your answer will depend on the value of c.) Assuming that this family is indicative of all cubic functions, list all types of cubic functions. 40. Prove that any fourth-order polynomial must have at least one local extremum and can have a maximum of three local extrema. Based on this information, sketch several possible graphs of fourth-order polynomials. 41. Show that f (x) = x 3 + bx 2 + cx + d has both a local maximum and a local minimum if c < 0. 42. In exercise 41, show that the sum of the critical numbers is − 2b3 . 43. For the family of functions f (x) = x 4 + cx 2 + 1, find all local extrema. (Your answer will depend on the value of the constant c.) 44. For the family of functions f (x) = x 4 + cx 3 + 1, find all local extrema. (Your answer will depend on the value of the constant c.) 45. If f is differentiable on the interval [a, b] and f  (a) < 0 < f  (b), prove that there is a c with a < c < b for which f  (c) = 0. (Hint: Use the Extreme Value Theorem and Fermat’s Theorem.) 46. Sketch a graph showing that y = f (x) = x 2 + 1 and y = g(x) = sin x do not intersect. Estimate x to minimize
 
 APPLICATIONS 49. If you have won three out of four matches against someone, does that mean that the probability that you will win the next one is 34 ? In general, if you have a probability p of winning each match, the probability of winning m out of n matches n! p m (1 − p)n−m . Find p to maximize f . is f ( p) = (n − m)! m! This value of p is called the maximum likelihood estimator of the probability. Briefly explain why your answer makes sense. 50. A section of roller coaster is in the shape of y = x 5 − 4x 3 − x + 10, where x is between −2 and 2. Find all local extrema and explain what portions of the roller coaster they represent. Find the location of the steepest part of the roller coaster. 51. The rate R of an enzymatic reaction as a function of the sub[S]Rm strate concentration [S] is given by R = , where Rm K m + [S] and K m are constants. K m is called the Michaelis constant and Rm is referred to as the maximum reaction rate. Show that Rm is not a proper maximum in that the reaction rate can never be equal to Rm .
 
 EXPLORATORY EXERCISES x x x x , , and 2 . x2 + 1 x2 + 4 x2 + 9 x + 16 Find all local extrema and determine the behavior as x → ∞. x You can think of the graph of 2 as showing the results x + c2 2 2 of a tug-of-war: both x and x + c tend to ∞ as x → ∞, but at different rates. Explain why the local extrema spread out as c increases.
 
 1. Explore the graphs of
 
 2. Johannes Kepler (1571–1630) is best known as an astronomer, especially for his three laws of planetary motion. However, he was also brilliant mathematically. While serving in Austrian Emperor Matthew I’s court, Kepler observed the ability of Austrian vintners to quickly and mysteriously compute the capacities of a variety of wine casks. Each cask (barrel) had a hole in the middle of its side. (See Figure a.)
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 The vintner would insert a rod in the hole until it hit the far corner and then announce the volume. Kepler first analyzed the problem for a cylindrical barrel. (See Figure b.) The volume of a cylinder is V = πr 2 h. In Figure b, r = y and h = 2x, so V = 2π y 2 x. Call the rod measurement z. By the Pythagorean Theorem, x 2 + (2y)2 = z 2 . Kepler’s mystery was how to compute V given only z. The key observation made by Kepler was that Austrian wine casks were made with the same height-to-diameter ratio (for us, x/y). Let t = x/y and show that z 2 /y 2 = t 2 + 4. Use thisto replace y 2 in the volume formula. Then replace x with z 2 + 4y 2 . 2π z 3 t . In this formula, t is a constant, so Show that V = (4 + t 2 )3/2 the vintner could measure z and quickly estimate the volume. We haven’t told you yet what t equals. Kepler assumed that the vintners would have made a smart choice for this ratio. Find the value of t that maximizes the volume for a given z. This is, in fact, the ratio used in the construction of Austrian wine casks!
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 z
 
 FIGURE a
 
 z
 
 2y 2x
 
 FIGURE b
 
 INCREASING AND DECREASING FUNCTIONS
 
 Salary
 
 Time
 
 FIGURE 3.30
 
 In section 3.2, we determined that local extrema occur only at critical numbers. However, not all critical numbers correspond to local extrema. In this section, we see how to determine which critical numbers correspond to local extrema. At the same time, we’ll learn more about the connection between the derivative and graphing. We are all familiar with the terms increasing and decreasing. If your employer informs you that your salary will be increasing steadily over the term of your employment, you have in mind that as time goes on, your salary will rise something like Figure 3.30. If you take out a loan to purchase a car, once you start paying back the loan, your indebtedness will decrease over time. If you plotted your debt against time, the graph might look something like Figure 3.31. We now carefully define these notions. Notice that Definition 3.1 is merely a formal statement of something you already understand.
 
 Increasing salary
 
 DEFINITION 3.1
 
 Debt
 
 A function f is increasing on an interval I if for every x1 , x2 ∈ I with x1 < x2 , f (x1 ) < f (x2 ) [i.e., f (x) gets larger as x gets larger]. A function f is decreasing on the interval I if for every x1 , x2 ∈ I with x1 < x2 , f (x1 ) > f (x2 ) [i.e., f (x) gets smaller as x gets larger].
 
 Time
 
 FIGURE 3.31 Decreasing debt
 
 While anyone can look at a graph of a function and immediately see where that function is increasing and decreasing, the challenge is to determine where a function is increasing and decreasing, given only a mathematical formula for the function. For example, can you determine where f (x) = x 2 sin x is increasing and decreasing, without looking at a graph? Look carefully at Figure 3.32 (on the following page) to see if you can notice what happens at every point at which the function is increasing or decreasing. Observe that on intervals where the tangent lines have positive slope, f is increasing, while on intervals where the tangent lines have negative slope, f is decreasing. Of course,
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 f increasing (tangent lines have positive slope)
 
 y
 
 y  f (x) x
 
 f decreasing (tangent lines have negative slope)
 
 FIGURE 3.32 Increasing and decreasing
 
 the slope of the tangent line at a point is given by the value of the derivative at that point. So, whether a function is increasing or decreasing on an interval seems to be determined by the sign of its derivative on that interval. We now state a theorem that makes this connection precise.
 
 THEOREM 3.1 Suppose that f is differentiable on an interval I . (i) If f  (x) > 0 for all x ∈ I , then f is increasing on I . (ii) If f  (x) < 0 for all x ∈ I , then f is decreasing on I .
 
 PROOF (i) Pick any two points x1 , x2 ∈ I , with x1 < x2 . Applying the Mean Value Theorem (Theorem 8.4 in section 2.8) to f on the interval (x1 , x2 ), we get f (x2 ) − f (x1 ) = f  (c), x2 − x1
 
 (3.1)
 
 for some number c ∈ (x1 , x2 ). (Why can we apply the Mean Value Theorem here?) By hypothesis, f  (c) > 0 and since x1 < x2 (so that x2 − x1 > 0), we have from (3.1) that 0 < f (x2 ) − f (x1 ) or
 
 f (x1 ) < f (x2 ).
 
 (3.2)
 
 Since (3.2) holds for all x1 < x2 , f is increasing on I . The proof of (ii) is nearly identical and is left as an exercise.
 
 What You See May Not Be What You Get One aim here and in sections 3.4 and 3.5 is to learn how to draw representative graphs of functions (i.e., graphs that display all of the significant features of a function: where it is increasing or decreasing, any extrema, asymptotes and two features we’ll introduce in section 3.4: concavity and inflection points). We draw each graph in a particular viewing
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 window (i.e., a particular range of x- and y-values). In the case of computer- or calculatorgenerated graphs, the window is often chosen by the machine. To uncover when significant features are hidden outside of a given window or to determine the precise locations of features that we can see in a given window, we need some calculus.
 
 EXAMPLE 3.1
 
 Draw a graph of f (x) = 2x 3 + 9x 2 − 24x − 10 showing all local extrema.
 
 y 10
 
 10
 
 10
 
 x
 
 Solution Many graphing calculators use the default window defined by −10 ≤ x ≤ 10 and −10 ≤ y ≤ 10. Using this window, the graph of y = f (x) looks like that displayed in Figure 3.33, although the three segments shown are not particularly revealing. Instead of blindly manipulating the window in the hope that a reasonable graph will magically appear, we stop briefly to determine where the function is increasing and decreasing. We have
 
 10
 
 f  (x) = 6x 2 + 18x − 24 = 6(x 2 + 3x − 4) = 6(x − 1)(x + 4).
 
 FIGURE 3.33 y = 2x 3 + 9x 2 − 24x − 10
 
 
 
 0
 
 
 
 Note that the critical numbers (1 and −4) are the only possible locations for local extrema. We can see where the two factors and consequently the derivative are positive and negative from the number lines displayed in the margin. From this, note that
 
 6(x  1)
 
 f  (x) > 0 on (−∞, −4) and (1, ∞)
 
 1
 
 
 
 
 
 0
 
 (x  4)
 
 4
 
 
 
 0 4
 
 
 
 0 1
 
 
 
 Drawing a Graph
 
 f'(x)  6(x  1)(x  4)
 
 f  (x) < 0 on (−4, 1).
 
 and
 
 f increasing.
 
 f decreasing.
 
 For convenience, we have placed arrows indicating where the function is increasing and decreasing beneath the last number line. In Figure 3.34a, we redraw the graph in the window defined by −8 ≤ x ≤ 4 and −50 ≤ y ≤ 125. Here, we have selected the y-range so that the critical points (−4, 102) and (1, −23) are displayed. Since f is increasing on all of (−∞, −4), we know that the function is still increasing to the left of the portion displayed in Figure 3.34a. Likewise, since f is increasing on all of (1, ∞), we know that the function continues to increase to the right of the displayed portion. In Figure 3.34b, we have plotted both y = f (x) (shown in blue) and y = f  (x) (shown in y
 
 y f(x)
 
 100
 
 8
 
 4 50
 
 FIGURE 3.34a y = 2x 3 + 9x 2 − 24x − 10
 
 x
 
 8
 
 f '(x)
 
 100
 
 4
 
 x
 
 50
 
 FIGURE 3.34b
 
 y = f (x) and y = f  (x)
 
 red). Notice the connection between the two graphs. When f  (x) > 0, f is increasing; when f  (x) < 0, f is decreasing. Also notice what happens to f  (x) at the local extrema of f . (We’ll say more about this shortly.) „ You may be tempted to think that you can draw graphs by machine and with a little fiddling with the graphing window, get a reasonable looking graph. Unfortunately, this frequently isn’t enough. For instance, while it’s clear that the graph in Figure 3.33 is incomplete, the initial graph in example 3.2 has a familiar shape and may look reasonable,
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 but it is incorrect. The calculus tells you what features you should expect to see in a graph. Without it, you’re simply taking a shot in the dark.
 
 EXAMPLE 3.2
 
 Uncovering Hidden Behavior in a Graph
 
 Graph f (x) = 3x + 40x 3 − 0.06x 2 − 1.2x showing all local extrema. 4
 
 Solution The default graph drawn by our computer algebra system is shown in Figure 3.35a, while a common default graphing calculator graph is shown in Figure 3.35b. You can certainly make Figure 3.35b look more like Figure 3.35a by adjusting the window some. But with some calculus, you can discover features that are hidden in both graphs.
 
 y
 
 6000
 
 y 10
 
 3000
 
 4
 
 4
 
 x
 
 10
 
 10
 
 x
 
 10
 
 3000
 
 FIGURE 3.35a
 
 FIGURE 3.35b
 
 Default CAS graph of y = 3x 4 + 40x 3 − 0.06x 2 − 1.2x
 
 Default calculator graph of y = 3x 4 + 40x 3 − 0.06x 2 − 1.2x
 
 First, notice that f  (x) = 12x 3 + 120x 2 − 0.12x − 1.2 = 12(x 2 − 0.01)(x + 10) = 12(x − 0.1)(x + 0.1)(x + 10). 
 
 0
 
 
 
 0.1
 
 
 
 
 
 0
 
 (x  0.1)
 
 0.1
 
 
 
 (x  10)
 
 10
 
 
 
 0 10
 
 
 
 0
 
 0.1
 
 
 
 We show number lines for the three factors in the margin. Observe that
 
 
 
 f (x)
 
 
 
 0
 
 12(x  0.1)
 
 0 0.1
 
 
 
 f'(x)
 
 
 
 > 0 on (−10, −0.1) and (0.1, ∞) < 0 on (−∞, −10) and (−0.1, 0.1).
 
 f increasing. f decreasing.
 
 Since both of the graphs in Figures 3.35a and 3.35b suggest that f is increasing for all x, neither of these graphs is adequate. As it turns out, no single graph captures all of the behavior of this function. However, by increasing the range of x-values to the interval [−15, 5], we get the graph seen in Figure 3.36a. This shows what we refer to as the global behavior of the function. Here, you can see the local minimum at x = −10, which was missing in our earlier graphs, but the behavior for values of x close to zero is not clear. To see this, we need a separate graph, restricted to a smaller range of x-values, as seen in Figure 3.36b. Here, we can clearly see the behavior of the function for x close to zero. In particular, the local maximum at x = −0.1 and the local minimum at x = 0.1 are clearly visible. We often say that a graph such as Figure 3.36b shows the local behavior of the function. In Figures 3.37a and 3.37b, we show graphs indicating
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 y
 
 y 0.4 10,000
 
 15
 
 5
 
 x
 
 0.3
 
 10,000
 
 0.3
 
 x
 
 0.4
 
 FIGURE 3.36a
 
 FIGURE 3.36b
 
 The global behavior of f (x) = 3x 4 + 40x 3 − 0.06x 2 − 1.2x
 
 Local behavior of f (x) = 3x 4 + 40x 3 − 0.06x 2 − 1.2x
 
 y
 
 y f '(x) f (x)
 
 0.4
 
 10,000 0.3
 
 0.3
 
 x
 
 f '(x) 15
 
 5
 
 x f (x)
 
 y 10,000
 
 Local maximum f (x)  0 f increasing
 
 FIGURE 3.37a
 
 f (x)  0 f decreasing
 
 y = f (x) and y = f  (x) (global behavior)
 
 1.2
 
 FIGURE 3.37b
 
 y = f (x) and y = f  (x) (local behavior)
 
 the global and local behavior of f (x) (in blue) and f  (x) (in red) on the same set of axes. Pay particular attention to the behavior of f  (x) in the vicinity of local extrema of f (x). x
 
 c
 
 „
 
 You may have already noticed a connection between local extrema and the intervals on which a function is increasing and decreasing. We state this in Theorem 3.2.
 
 FIGURE 3.38a Local maximum
 
 THEOREM 3.2 (First Derivative Test) y
 
 Suppose that f is continuous on the interval [a, b] and c ∈ (a, b) is a critical number. c
 
 f (x)  0 f decreasing
 
 x
 
 f (x)  0 f increasing Local minimum
 
 FIGURE 3.38b Local minimum
 
 (i) If f  (x) > 0 for all x ∈ (a, c) and f  (x) < 0 for all x ∈ (c, b) (i.e., f changes from increasing to decreasing at c), then f (c) is a local maximum. (ii) If f  (x) < 0 for all x ∈ (a, c) and f  (x) > 0 for all x ∈ (c, b) (i.e., f changes from decreasing to increasing at c), then f (c) is a local minimum. (iii) If f  (x) has the same sign on (a, c) and (c, b), then f (c) is not a local extremum.
 
 It’s easiest to think of this result graphically. If f is increasing to the left of a critical number and decreasing to the right, then there must be a local maximum at the critical number. (See Figure 3.38a.) Likewise, if f is decreasing to the left of a critical number and increasing to the right, then there must be a local minimum at the critical number. (See Figure 3.38b.) This suggests a proof of the theorem; the job of writing out all of the details is left as an exercise.
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 EXAMPLE 3.3
 
 Finding Local Extrema Using the First Derivative Test
 
 Find the local extrema of the function from example 3.1, f (x) = 2x 3 + 9x 2 − 24x − 10. Solution We had found in example 3.1 that 
 
 
 
 f (x)
 
 > 0, on (−∞, −4) and (1, ∞)
 
 f increasing.
 
 < 0, on (−4, 1).
 
 f decreasing.
 
 It now follows from the First Derivative Test that f has a local maximum located at x = −4 and a local minimum located at x = 1. „ Theorem 3.2 works equally well for a function with critical points where the derivative is undefined.
 
 EXAMPLE 3.4
 
 Finding Local Extrema of a Function with Fractional Exponents
 
 Find the local extrema of f (x) = x 5/3 − 3x 2/3 . Solution We have 
 
 0
 
 
 
 
 
 0
 
 
 
 
 
 
 
 0
 
 0
 
 5x − 6 , 3x 1/3   so that the critical numbers are 65 [ f  65 = 0] and 0 [ f  (0) is undefined]. Again drawing number lines for the factors, we determine where f is increasing and decreasing. Here, we have placed an above the 0 on the number line for f  (x) to indicate that f  (x) is not defined at x = 0. From this, we can see at a glance where f  is positive and negative:
 
   > 0, on (−∞, 0) and 65 , ∞ f increasing.    f (x) < 0, on 0, 65 . f decreasing.
 
 3x1/3
 
 0
 
 
 
 f (x)
 
 6/5
 
   5 2/3 2 x −3 x −1/3 3 3
 
 =
 
 (5x  6)
 
 6/5
 
 
 
 f  (x) =
 
 y
 
 1 x
 
 Consequently, f has a local maximum at x = 0 and a local minimum at x = 65 . These local extrema are both clearly visible in the graph in Figure 3.39. „
 
 2
 
 EXAMPLE 3.5
 
 Finding Local Extrema Approximately
 
 Find the local extrema of f (x) = x 4 + 4x 3 − 5x 2 − 31x + 29 and draw a graph. Solution A graph of y = f (x) using the most common graphing calculator default window appears in Figure 3.40. Without further analysis, we do not know whether this graph shows all of the significant behavior of the function. [Note that some fourth-degree polynomials (e.g., f (x) = x 4 ) have graphs that look very much like the one in Figure 3.40.] First, we compute
 
 FIGURE 3.39 y = x 5/3 − 3x 2/3 y
 
 f  (x) = 4x 3 + 12x 2 − 10x − 31.
 
 10
 
 10
 
 10
 
 x
 
 10
 
 However, this derivative does not easily factor. A graph of y = f  (x) (see Figure 3.41) reveals three zeros, one near each of x = −3, −1.5 and 1.5. Since a cubic polynomial has at most three zeros, there are no others. Using Newton’s method or some other rootfinding method [applied to f  (x)], we can find approximations to the three zeros of f  . We get a ≈ −2.96008, b ≈ −1.63816 and c ≈ 1.59824. From Figure 3.41, we can see that
 
 FIGURE 3.40 f (x) = x + 4x − 5x − 31x + 29 4
 
 3
 
 2
 
 and
 
 f  (x) > 0 on (a, b) and (c, ∞)
 
 f increasing.
 
 f  (x) < 0 on (−∞, a) and (b, c).
 
 f decreasing.
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 y
 
 100
 
 100
 
 50 a
 
 b
 
 c
 
 4
 
 4
 
 c
 
 x
 
 4
 
 50
 
 a
 
 b
 
 4
 
 x
 
 50
 
 FIGURE 3.41
 
 FIGURE 3.42
 
 f  (x) = 4x 3 + 12x 2 − 10x − 31
 
 f (x) = x 4 + 4x 3 − 5x 2 − 31x + 29
 
 From the First Derivative Test, there is a local minimum at a ≈ −2.96008, a local maximum at b ≈ −1.63816 and a local minimum at c ≈ 1.59824. Since only the local minimum at x = c is visible in the graph in Figure 3.40, this graph is inadequate. By narrowing the range of displayed x-values and widening the range of displayed y-values, we obtain the far more useful graph seen in Figure 3.42. Note that the local minimum at x = c ≈ 1.59824 is also the absolute minimum. „
 
 EXERCISES 3.3 WRITING EXERCISES 1. Suppose that f (0) = 2 and f is an increasing function. To sketch the graph of y = f (x), you could start by plotting the point (0, 2). Filling in the graph to the left, would you move your pencil up or down? How does this fit with the definition of increasing? 2. Suppose you travel east on an east-west interstate highway. You reach your destination, stay a while and then return home. Explain the First Derivative Test in terms of your velocities (positive and negative) on this trip. 3. Suppose that you have a differentiable function f with two distinct critical numbers. Your computer has shown you a graph that looks like the one in the figure. y
 
 4. Suppose that the function in exercise 3 has three distinct critical numbers. Explain why the graph is not a representative graph. Discuss how you would change the graphing window to show the rest of the graph.
 
 In exercises 1–8, find (by hand) the intervals where the function is increasing and decreasing. Use this information to determine all local extrema and sketch a graph. 1. y = x 3 − 3x + 2
 
 2. y = x 3 + 2x 2 + 1
 
 3. y = x − 8x + 1
 
 4. y = x 3 − 3x 2 − 9x + 1
 
 5. y = (x + 1)2/3
 
 6. y = (x − 1)1/3
 
 7. y = sin x + cos x
 
 8. y = sin2 x
 
 4
 
 2
 
 ............................................................ In exercises 9–16, find (by hand) all critical numbers and use the First Derivative Test to classify each as the location of a local maximum, local minimum or neither.
 
 10
 
 9. y = x 4 + 4x 3 − 2 4
 
 4
 
 x
 
 10
 
 Discuss the possibility that this is a representative graph: that is, is it possible that there are any important points not shown in this window?
 
 11. y = x 2 − 2x 2/3 + 2 x 13. y = 1 + x3 √ 15. y = x 3 + 3x 2
 
 10. y = x 5 − 5x 2 + 1 √ 12. y = x 2 − 2 x + 2 x 14. y = 1 + x4 16. y = x 4/3 + 4x 1/3
 
 ............................................................ In exercises 17–22, find (by hand) all asymptotes and extrema, and sketch a graph. x x2 17. y = 2 18. y = 2 x −1 x −1
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 x 20. y = 1 − x4 x2 + 2 22. y = (x + 1)2
 
 x x2 + 1
 
 ............................................................ In exercises 23–26, find the x-coordinates of all extrema and sketch graphs showing global and local behavior of the function. 23. y = x 4 − 15x 3 − 2x 2 + 40x − 2
 
 25. y = x 5 − 200x 3 + 605x − 2 
 
 41. For f (x) =
 
 x + 2x 2 sin(1/x) if x = 0 if x = 0, show that f  (0) > 0,
 
 0
 
 but that f is not increasing in any interval around 0. Explain why this does not contradict Theorem 3.1. 42. For f (x) = x 3 , show that f is increasing in any interval around 0, but f  (0) = 0. Explain why this does not contradict Theorem 3.1. 43. Prove Theorem 3.2 (the First Derivative Test).
 
 ............................................................
 
 26. y = x − 0.5x − 0.02x + 0.02x + 1 3
 
 3-30
 
 44. Give a graphical argument that if f (a) = g(a) and f  (x) > g  (x) for all x > a, then f (x) > g(x) for all x > a. Use the Mean Value Theorem to prove it.
 
 24. y = x 4 − 16x 3 − 0.1x 2 + 0.5x − 1
 
 4
 
 LT (Late Transcendental)
 
 20:20
 
 Applications of Differentiation
 
 x2 19. y = 2 x − 4x + 3 21. y = √
 
 T1: OSO
 
 December 10, 2010
 
 2
 
 ............................................................ In exercises 27–32, sketch a graph of a function with the given properties. 27. f (0) = 1, f (2) = 5, f  (x) < 0 for x < 0 and x > 2, f  (x) > 0 for 0 < x < 2. 28. f (−1) = 1, f (2) = 5, f  (x) < 0 for x < −1 and x > 2, f  (x) > 0 for −1 < x < 2, f  (−1) = 0, f  (2) does not exist. 29. f (3) = 0, f  (x) < 0 for x < 0 and x > 3, f  (x) > 0 for 0 < x < 3, f  (3) = 0, f (0) and f  (0) do not exist. 30. f (1) = 0, lim f (x) = 2, f  (x) < 0 for x < 1, f  (x) > 0 for x→∞
 
 x > 1, f  (1) = 0. 31. f (−1) = f (2) = 0, f  (x) < 0 for x < −1 and 0 < x < 2 and x > 2, f  (x) > 0 for −1 < x < 0, f  (−1) does not exist, f  (2) = 0. 32. f (0) = 0, f (3) = −1, f  (x) < 0 for x > 3, f  (x) > 0 for x < 0 and 0 < x < 1 and 1 < x < 3, f  (0) = 0, f  (1) does not exist and f  (3) = 0.
 
 ............................................................ In exercises 33–36, estimate critical numbers and sketch graphs showing both global and local behavior. 33. y =
 
 x − 30 x4 − 1
 
 34. y =
 
 x2 − 8 x4 − 1
 
 35. y =
 
 x + 60 x2 + 1
 
 36. y =
 
 x − 60 x2 − 1
 
 ............................................................ 37. Give a graphical example showing that the following statement is false. If f (0) = 4 and f is a decreasing function, then the equation f (x) = 0 has exactly one solution. 38. Give a graphical example showing that the conclusion of exercise 37 is still false if the assumption f (8) = −2 is added. Is the conclusion valid if f is assumed to be continuous? 39. If f and g are both increasing functions, is it true that f (g(x)) is also increasing? Either prove that it is true or give an example that proves it false. 40. If f and g are both increasing functions with f (5) = 0, find the maximum and minimum of the following values: g(1), g(4), g( f (1)), g( f (4)).
 
 In exercises 45–48, use the result of exercise 44 to verify the inequality. √ 1 45. 2 x > 3 − for x > 1 x 46. x > sin x for x > 0 47. tan x > x for 0 < x < π/2 √ 48. 1 + x 2 < 1 + x 2 /2 for x > 0
 
 ............................................................
 
 49. Show that f (x) = x 3 + bx 2 + cx + d is an increasing function if b2 ≤ 3c. Find a condition on the coefficients b and c that guarantees that f (x) = x 5 + bx 3 + cx + d is an increasing function. 50. Suppose that f and g are differentiable functions and x = c is a critical number of both functions. Either prove (if it is true) or disprove (with a counterexample) that the composition f ◦ g also has a critical number at x = c.
 
 APPLICATIONS 51. Suppose that the√total sales of a product after t months is given by s(t) = t + 4 thousand dollars. Compute and interpret s  (t). 52. In exercise 51, show that s  (t) > 0 for all t > 0. Explain in business terms why it is impossible to have s  (t) < 0. 53. The table shows the coefficient of friction μ of ice as a function of temperature. The lower μ is, the more “slippery” the ice is. Estimate μ (C) at (a) C = −10 and (b) C = −6. If skating warms the ice, does it get easier or harder to skate? Briefly explain. ◦
 
 C −12 −10 −8 −6 −4 −2 μ 0.0048 0.0045 0.0043 0.0045 0.0048 0.0055
 
 54. In this exercise, you will play the role of professor and construct a tricky graphing exercise. The first goal is to find a function with local extrema so close together that they’re difficult to see. For instance, suppose you want local extrema at x = −0.1 and x = 0.1. Explain why you could start with f  (x) = (x − 0.1)(x + 0.1) = x 2 − 0.01. Look for a function whose derivative is as given. Graph your function to see if the extrema are “hidden.” Next, construct a polynomial of degree 4 with two extrema very near x = 1 and another near x = 0.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch03
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 10, 2010
 
 LT (Late Transcendental)
 
 20:20
 
 3-31
 
 SECTION 3.4
 
 Concavity and the Second Derivative Test
 
 203
 
 at any point, the probability that team A scores the next goal is p, where 0 < p < 1. If 2 goals are scored, a 1-1 tie could result from team A scoring first (probability p) and then team B tieing the score (probability 1 − p), or vice versa. The probability of a tie in a 2-goal game is then 2 p(1 − p). Similarly, the probability of a 2-2 tie in a 4-goal game is 4·3 2 p (1 − p)2 , the probability of a 3-3 tie in a 6-goal game 2·1 6·5·4 3 is 3 · 2 · 1 p (1 − p)3 and so on. As the number of goals increases, does the probability of a tie increase or decrease? < 4 for x > 0 and To find out, first show that (2x+2)(2x+1) (x+1)2 x(1 − x) ≤ 14 for 0 ≤ x ≤ 1. Use these inequalities to show that the probability of a tie decreases as the (even) number of goals increases. In a 1-goal game, the probability that team A wins is p. In a 2-goal game, the probability that team A wins is p 2 . In a 3-goal game, the probability that team A wins is p 3 + 3 p 2 (1 − p). In a 4-goal game, the probability that team A wins is p 4 + 4 p 3 (1 − p). In a 5-goal game, the probability that team A wins is p 5 + 5 p 4 (1 − p) + 52 ·· 41 p 3 (1 − p)2 . Explore the extent to which the probability that team A wins increases as the number of goals increases.
 
 EXPLORATORY EXERCISES 1. In this exercise, we look at the ability of fireflies to synchronize their flashes. (To see a remarkable demonstration of this ability, see David Attenborough’s video series Trials of Life.) Let the function f represent an individual firefly’s rhythm, so that the firefly flashes whenever f (t) equals an integer. Let e(t) represent the rhythm of a neighboring firefly, where again e(t) = n, for some integer n, whenever the neighbor flashes. One model of the interaction between fireflies is f  (t) = ω + A sin [e(t) − f (t)] for constants ω and A. If the fireflies are synchronized [e(t) = f (t)], then f  (t) = ω, so the fireflies flash every 1/ω time units. Assume that the difference between e(t) and f (t) is less than π. Show that if f (t) < e(t), then f  (t) > ω. Explain why this means that the individual firefly is speeding up its flash to match its neighbor. Similarly, discuss what happens if f (t) > e(t). 2. In a sport like soccer or hockey where ties are possible, the probability that the stronger team wins depends in an interesting way on the number of goals scored. Suppose that
 
 3.4
 
 ..
 
 CONCAVITY AND THE SECOND DERIVATIVE TEST In section 3.3, we saw how to determine where a function is increasing and decreasing and how this relates to drawing a graph of the function. Unfortunately, simply knowing where a function increases and decreases is not sufficient to draw a good graph. In Figures 3.43a and 3.43b, we show two very different shapes of increasing functions joining the same two points. y
 
 y
 
 a
 
 b
 
 x
 
 a
 
 b
 
 FIGURE 3.43a
 
 FIGURE 3.43b
 
 Increasing function
 
 Increasing function
 
 x
 
 Note that the rate of growth in Figure 3.43a is increasing, while the rate of growth depicted in Figure 3.43b is decreasing. As a further illustration of this, Figures 3.44a and 3.44b (on the following page) are the same as Figures 3.43a and 3.43b, respectively, but with a few tangent lines drawn in. Although all of the tangent lines have positive slope [since f  (x) > 0], the slopes of the tangent lines in Figure 3.44a are increasing, while those in Figure 3.44b are decreasing. We call the graph in Figure 3.44a concave up and the graph in Figure 3.44b concave down.
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 y
 
 y
 
 a
 
 b
 
 x
 
 a
 
 b
 
 FIGURE 3.44a
 
 FIGURE 3.44b
 
 Concave up, increasing
 
 Concave down, increasing
 
 x
 
 The situation is similar for decreasing functions. In Figures 3.45a and 3.45b, we show two different shapes of decreasing functions. The one shown in Figure 3.45a is concave up (slopes of tangent lines increasing) and the one shown in Figure 3.45b is concave down (slopes of tangent lines decreasing). We summarize this in Definition 4.1. y
 
 y
 
 a
 
 b
 
 x
 
 a
 
 b
 
 FIGURE 3.45a
 
 FIGURE 3.45b
 
 Concave up, decreasing
 
 Concave down, decreasing
 
 x
 
 DEFINITION 4.1 For a function f that is differentiable on an interval I , the graph of f is (i) concave up on I if f  is increasing on I or (ii) concave down on I if f  is decreasing on I .
 
 Note that you can tell when f  is increasing or decreasing from the derivative of f  (i.e., f  ). Theorem 4.1 connects concavity with what we already know about increasing and decreasing functions. The proof is a straightforward application of Theorem 3.1 to Definition 4.1.
 
 THEOREM 4.1 Suppose that f  exists on an interval I . (i) If f  (x) > 0 on I , then the graph of f is concave up on I . (ii) If f  (x) < 0 on I , then the graph of f is concave down on I .
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 Determining Concavity
 
 Determine where the graph of f (x) = 2x 3 + 9x 2 − 24x − 10 is concave up and concave down, and draw a graph showing all significant features of the function.
 
 y
 
 f  (x) = 6x 2 + 18x − 24
 
 Solution Here, we have
 
 100
 
 and from our work in example 3.3, we have Inflection point 4
 
 4
 
 f  (x)
 
 x
 
 50
 
 
 
 > 0 on (−∞, −4) and (1, ∞) < 0 on (−4, 1). 
 
 
 
 Further, we have f (x) = 12x + 18
 
 FIGURE 3.46 y = 2x 3 + 9x 2 − 24x − 10
 
 > 0, for x > − 32 < 0, for x 
 0, on (− 3, 0) and ( 3, ∞)  √ √ f (x) < 0, on (−∞, − 3) and (0, 3). f decreasing. f  (x) = 12x 2 − 12 = 12(x − 1)(x + 1).
 
 Next, we have
 
 We have drawn number lines for the two factors in the margin. From this, we can see that 
 
 f (x) f (x)
 
 
 
 > 0, on (−∞, −1) and (1, ∞) < 0, on (−1, 1).
 
 Concave up. Concave down.
 
 1
 
 For convenience, we have indicated the concavity below the bottom number line, with small concave up and concave down segments. Finally, observe that since the graph changes concavity at x = −1 and x = 1, there are inflection points located at (−1, −4)
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 y 10 5
 
 
 
 
 
 0
 
 兹3
 
 
 
 
 
 0
 
 
 
 兹3
 
 0
 
 
 
 0
 
 0
 
 3
 
 1
 
 
 
 0
 
 3
 
 f'(x)
 
 5
 
 f''(x)
 
 10
 
 1
 
 x
 
 FIGURE 3.47 y = x 4 − 6x 2 + 1
 
 and (1, −4). Using all of this information, we are able to draw the graph shown in Figure 3.47. For your convenience, we have reproduced the number lines for f  (x) and f  (x) in the margin beside the figure. „ y
 
 As we see in example 4.3, having f  (x) = 0 does not imply the existence of an inflection point.
 
 4
 
 EXAMPLE 4.3
 
 Determine the concavity of f (x) = x 4 and locate any inflection points.
 
 2
 
 2
 
 1
 
 A Graph with No Inflection Points
 
 1
 
 FIGURE 3.48
 
 2
 
 x
 
 Solution There’s nothing tricky about this function. We have f  (x) = 4x 3 and f  (x) = 12x 2 . Since f  (x) > 0 for x > 0 and f  (x) < 0 for x < 0, we know that f is increasing for x > 0 and decreasing for x < 0. Further, f  (x) > 0 for all x = 0, while f  (0) = 0. So, the graph is concave up for x = 0. Further, even though f  (0) = 0, there is no inflection point at x = 0. We show a graph of the function in Figure 3.48. „
 
 y = x4
 
 We now explore a connection between second derivatives and extrema. Suppose that f  (c) = 0 and that the graph of f is concave down in some open interval containing c. Then, near x = c, the graph looks like that in Figure 3.49a and hence, f (c) is a local maximum. Likewise, if f  (c) = 0 and the graph of f is concave up in some open interval containing c, then near x = c, the graph looks like that in Figure 3.49b and hence, f (c) is a local minimum.
 
 y
 
 y f (c)  0 f (c)  0
 
 f (c)  0 c
 
 f (c)  0 x
 
 c
 
 FIGURE 3.49a
 
 FIGURE 3.49b
 
 Local maximum
 
 Local minimum
 
 x
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 We state this more precisely in Theorem 4.2.
 
 THEOREM 4.2 (Second Derivative Test) Suppose that f  is continuous on the interval (a, b) and f  (c) = 0, for some number c ∈ (a, b). (i) If f  (c) < 0, then f (c) is a local maximum. (ii) If f  (c) > 0, then f (c) is a local minimum.
 
 We leave a formal proof of this theorem as an exercise. When applying the theorem, simply think about Figures 3.49a and 3.49b.
 
 EXAMPLE 4.4
 
 Using the Second Derivative Test to Find Extrema
 
 Use the Second Derivative Test to find the local extrema of f (x) = x 4 − 8x 2 + 10. Solution Here, f  (x) = 4x 3 − 16x = 4x(x 2 − 4)
 
 y
 
 = 4x(x − 2)(x + 2).
 
 20
 
 Thus, the critical numbers are x = 0, 2 and −2. We also have f  (x) = 12x 2 − 16 4
 
 2
 
 2
 
 4
 
 x
 
 and so,
 
 f  (0) = −16 < 0, f  (−2) = 32 > 0
 
 10
 
 and
 
 f  (2) = 32 > 0.
 
 So, by the Second Derivative Test, f (0) is a local maximum and f (−2) and f (2) are local minima. We show a graph of y = f (x) in Figure 3.50. „
 
 FIGURE 3.50 y = x 4 − 8x 2 + 10
 
 REMARK 4.1 If f  (c) = 0 or f  (c) is undefined, the Second Derivative Test yields no conclusion. That is, f (c) may be a local maximum, a local minimum or neither. In this event, we must rely on other methods (such as the First Derivative Test) to determine whether f (c) is a local extremum. We illustrate this with example 4.5.
 
 y 30
 
 4
 
 2
 
 2
 
 30
 
 FIGURE 3.51a y = x3
 
 4
 
 x
 
 EXAMPLE 4.5
 
 Functions for Which the Second Derivative Test Is Inconclusive
 
 Use the Second Derivative Test to try to classify any local extrema for (a) f (x) = x 3 , (b) g(x) = (x + 1)4 and (c) h(x) = −x 4 . Solution (a) Note that f  (x) = 3x 2 and f  (x) = 6x. So, the only critical number is x = 0 and f  (0) = 0, also. We leave it as an exercise to show that the point (0, 0) is not a local extremum. (See Figure 3.51a.)
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 y
 
 y
 
 2
 
 1
 
 1
 
 2
 
 x
 
 4 2 2 4 2
 
 1
 
 1
 
 2
 
 x
 
 FIGURE 3.51b
 
 FIGURE 3.51c
 
 y = (x + 1)4
 
 y = −x 4
 
 (b) We have g  (x) = 4(x + 1)3 and g  (x) = 12(x + 1)2 . Here, the only critical number is x = −1 and g  (−1) = 0. In this case, though, g  (x) < 0 for x < −1 and g  (x) > 0 for x > −1. So, by the First Derivative Test, (0, 0) is a local minimum. (See Figure 3.51b.) (c) Finally, we have h  (x) = −4x 3 and h  (x) = −12x 2 . Once again, the only critical number is x = 0, h  (0) = 0 and we leave it as an exercise to show that (0, 0) is a local maximum for h. (See Figure 3.51c.) „ We can use first and second derivative information to help produce a meaningful graph of a function, as in example 4.6.
 
 EXAMPLE 4.6
 
 Drawing a Graph of a Rational Function
 
 25 , showing all significant features. x Solution The domain of f consists of all real numbers other than x = 0. Further, Draw a graph of f (x) = x +
 
 f  (x) = 1 − =
 
 
 
 0
 
 
 
 (x  5)
 
 5
 
 
 
 
 
 0
 
 (x  5)
 
 5
 
 
 
 
 
 0
 
 0 5
 
 
 
 0
 
 
 
 0
 
 x2
 
 
 
 Add the fractions.
 
 (x − 5)(x + 5) . x2
 
 So, the only two critical numbers are x = −5 and x = 5. (Why is x = 0 not a critical number?) Looking at the three factors in f  (x), we get the number lines shown in the margin. Thus, 
 
 
 
 f (x)
 
 0
 
 
 
 25 x 2 − 25 = x2 x2
 
 > 0, on (−∞, −5) and (5, ∞)
 
 f increasing.
 
 < 0, on (−5, 0) and (0, 5).
 
 f decreasing.
 
 f (x)
 
 5
 
 Further,
 
 f  (x) =
 
 50 x3
 
 
 
 > 0, on (0, ∞)
 
 Concave up.
 
 < 0, on (−∞, 0).
 
 Concave down.
 
 Be careful here. There is no inflection point on the graph, even though the graph is concave up on one side of x = 0 and concave down on the other. (Why not?) We can now use either the First Derivative Test or the Second Derivative Test to determine the
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 f  (5) =
 
 local extrema. Since
 
 20
 
 Concavity and the Second Derivative Test
 
 209
 
 50 >0 125
 
 f  (−5) = −
 
 and
 
 y
 
 ..
 
 50 < 0, 125
 
 there is a local minimum at x = 5 and a local maximum at x = −5, by the Second Derivative Test. Finally, before we can draw a reasonable graph, we need to know what happens to the graph near x = 0, since 0 is not in the domain of f. We have
 
 10
 
 
 
 x
 
 15 10 5
 
 5
 
 10
 
 15
 
 lim f (x) = lim+
 
 x→0+
 
 10
 
 
 
 20
 
 lim f (x) = lim−
 
 and
 
 FIGURE 3.52 y=x+
 
 x→0
 
 x→0−
 
 x→0
 
 25 x+ x
 
 25 x+ x
 
  =∞
 
  = −∞,
 
 so that there is a vertical asymptote at x = 0. Putting together all of this information, we get the graph shown in Figure 3.52. „
 
 25 x
 
 In example 4.6, we computed lim+ f (x) and lim− f (x) to uncover the behavior of the x→0
 
 x→0
 
 function near x = 0, since x = 0 was not in the domain of f. In example 4.7, we’ll see that since x = −2 is not in the domain of f  (although it is in the domain of f ), we must compute lim + f  (x) and lim − f  (x) to uncover the behavior of the tangent lines near x = −2.
 
 x→−2
 
 x→−2
 
 EXAMPLE 4.7
 
 A Function with a Vertical Tangent Line at an Inflection Point
 
 Draw a graph of f (x) = (x + 2)1/5 + 4, showing all significant features. Solution First, notice that the domain of f is the entire real line. We also have f  (x) =
 
 1 (x + 2)−4/5 > 0, for x = −2. 5
 
 So, f is increasing everywhere, except at x = −2 [the only critical number, where f  (−2) is undefined]. This also says that f has no local extrema. Further,  4 −9/5 > 0, on (−∞, −2) f (x) = − (x + 2) 25 < 0, on (−2, ∞). 
 
 y 6
 
 Concave up. Concave down.
 
 So, there is an inflection point at x = −2. In this case, f  (x) is undefined at x = −2. Since −2 is in the domain of f , but not in the domain of f  , we consider
 
 4
 
 1 lim f  (x) = lim − (x + 2)−4/5 = ∞ x→−2 5
 
 x→−2−
 
 2
 
 4 3 2 1
 
 x 1
 
 FIGURE 3.53 y = (x + 2)1/5 + 4
 
 and
 
 1 lim + f  (x) = lim + (x + 2)−4/5 = ∞. x→−2 x→−2 5
 
 2
 
 This says that the graph has a vertical tangent line at x = −2. Putting all of this information together, we get the graph shown in Figure 3.53. „
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 EXERCISES 3.4 WRITING EXERCISES 1. It is often said that a graph is concave up if it “holds water.” This is certainly true for parabolas like y = x 2 , but is it true for graphs like y = 1/x 2 ? It can be helpful to put a concept into everyday language, but the danger is in oversimplification. Do you think that “holds water” is helpful? Give your own description of concave up, using everyday language. (Hint: One popular image involves smiles and frowns.) 2. Look up the census population of the United States since 1800. From 1800 to 1900, the numerical increase by decade increased. Argue that this means that the population curve is concave up. From 1960 to 1990, the numerical increase by decade has been approximately constant. Argue that this means that the population curve is near a point where the curve is neither concave up nor concave down. Why does this not necessarily mean that we are at an inflection point? 3. The goal of investing in the stock market is to buy low and sell high. But, how can you tell whether a price has peaked? Once a stock price goes down, you can see that it was at a peak, but then it’s too late! Concavity can help. Suppose a stock price is increasing and the price curve is concave up. Why would you suspect that it will continue to rise? Is this a good time to buy? Now, suppose the price is increasing but the curve is concave down. Why should you be preparing to sell? Finally, suppose the price is decreasing. If the curve is concave up, should you buy or sell? What if the curve is concave down? 4. Suppose that f (t) is the amount of money in your bank account at time t. Explain in terms of spending and saving what would cause f (t) to be decreasing and concave down; increasing and concave up; decreasing and concave up. In exercises 1–8, determine the intervals where the graph of the given function is concave up and concave down, and identify inflection points. 1. f (x) = x 3 − 3x 2 + 4x − 1
 
 2. f (x) = x 4 − 6x 2 + 2x + 3
 
 3. f (x) = x + 1/x
 
 4. f (x) = x + 3(1 − x)1/3
 
 5. f (x) = sin x − cos x
 
 6. f (x) = x 2 − 16/x
 
 7. f (x) = x 4/3 + 4x 1/3
 
 8. f (x) =
 
 x2 − 1 x
 
 ............................................................ In exercises 9–12, find all critical numbers and use the Second Derivative Test to determine all local extrema. 9. f (x) = x 4 + 4x 3 − 1 11. f (x) =
 
 x 2 − 5x + 4 x
 
 10. f (x) = x 4 + 4x 2 + 1 12. f (x) =
 
 x2 − 1 x
 
 ............................................................ In exercises 13–22, determine all significant features by hand and sketch a graph. 13. f (x) = (x 2 + 1)2/3
 
 14. f (x) = sin x + cos x
 
 x2 15. f (x) = 2 x −9
 
 x 16. f (x) = x +2
 
 17. f (x) = x 3/4 − 4x 1/4
 
 18. f (x) = x 2/3 − 4x 1/3
 
 19. f (x) = x|x|
 
 20. f (x) = x 2 |x| √ x 22. f (x) = √ 1+ x
 
 21. f (x) = x 1/5 (x + 1)
 
 ............................................................ In exercises 23–30, determine all significant features (approximately if necessary) and sketch a graph. 23. f (x) = x 4 − 26x 3 + x 24. f (x) = 2x 4 − 11x 3 + 17x 2 25. f (x) = 26. f (x) =
 
 √ 3
 
 2x 2 − 1
 
 √
 
 x3 + 1
 
 27. f (x) = x 4 − 16x 3 + 42x 2 − 39.6x + 14 28. f (x) = x 4 + 32x 3 − 0.02x 2 − 0.8x √ 29. f (x) = x x 2 − 4 30. f (x) = √
 
 2x x2 + 4
 
 ............................................................ In exercises 31–34, sketch a graph with the given properties. 31. f (0) = 0, f  (x) > 0 for x < −1 and −1 < x < 1, f  (x) < 0 for x > 1, f  (x) > 0 for x < −1, 0 < x < 1 and x > 1, f  (x) < 0 for −1 < x < 0 32. f (0) = 2, f  (x) > 0 for all x, f  (0) = 1, f  (x) > 0 for x < 0, f  (x) < 0 for x > 0 33. f (0) = 0, f (−1) = −1, f (1) = 1, f  (x) > 0 for x < −1 and 0 < x < 1, f  (x) < 0 for −1 < x < 0 and x > 1, f  (x) < 0 for x < 0 and x > 0 34. f (1) = 0, f  (x) < 0 for x < 1, f  (x) < 0 for x < 1 and x > 1
 
 f  (x) > 0 for x > 1,
 
 ............................................................ 35. Show that any cubic f (x) = ax 3 + bx 2 + cx + d has one inflection point. Find conditions on the coefficients a−e that guarantee that the quartic f (x) = ax 4 + bx 3 + cx 2 + d x + e has two inflection points. 36. If f and g are functions with two derivatives for all x, f (0) = g(0) = f  (0) = g  (0) = 0, f  (0) > 0 and g  (0) < 0, state as completely as possible what can be said about whether f (x) > g(x) or f (x) < g(x). 37. Give an example of a function showing that the following statement is false. If the graph of y = f (x) is concave down for all x, the equation f (x) = 0 has at least one solution.
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 38. Determine whether the following statement is true or false. If f (0) = 1, f  (x) exists for all x and the graph of y = f (x) is concave down for all x, the equation f (x) = 0 has at least one solution.
 
 ............................................................ In exercises 39 and 40, estimate the intervals of increase and decrease, the locations of local extrema, intervals of concavity and locations of inflection points. y
 
 39. 20
 
 10
 
 −3 −2
 
 2
 
 3
 
 x
 
 y
 
 40.
 
 Concavity and the Second Derivative Test
 
 211
 
 47. Suppose that a company that spends $x thousand on advertising sells $s(x) of merchandise, where s(x) = −3x 3 + 270x 2 − 3600x + 18,000. Find the value of x that maximizes the rate of change of sales. (Hint: Read the question carefully!) Find the inflection point and explain why in advertising terms this is the “point of diminishing returns.” 48. The number of units Q that a worker has produced in a day is related to the number of hours t since the work day began. Suppose that Q(t) = −t 3 + 6t 2 + 12t. Explain why Q  (t) is a measure of the efficiency of the worker at time t. Find the time at which the worker’s efficiency is a maximum. Explain why it is reasonable to call the inflection point the “point of diminishing returns.” 49. Suppose that it costs a company C(x) = 0.01x 2 + 40x + 3600 dollars to manufacture x units of a product. For this cost funcC(x) . Find the tion, the average cost function is C(x) = x value of x that minimizes the average cost. The cost function can be related to the efficiency of the production process. Explain why a cost function that is concave down indicates better efficiency than a cost function that is concave up. 50. A basic principle of physics is that light follows the path of minimum time. Assuming that the speed of light in the earth’s atmosphere decreases as altitude decreases, argue that the path that light follows is concave down. Explain why this means that the setting sun appears higher in the sky than it really is.
 
 10 5
 
 −2
 
 ..
 
 2
 
 4
 
 x
 
 −5 − 10
 
 ............................................................ 41. Repeat exercises 39 and 40 if the given graph is of (a) f  or (b) f  instead of f . 42. Prove Theorem 4.2 (the Second Derivative Test). (Hint: Think about what the definition of f  (c) says when f  (c) > 0 or f  (c) < 0.) 43. Show that the function in example 4.4 can be written as f (x) = (x 2 − 4)2 − 6. Conclude that the absolute minimum of f is −6, occurring at x = ±2. Do a similar analysis with g(x) = x 4 − 6x 2 + 1. 44. For f (x) = x 4 + bx 3 + cx 2 + d x + 2, show that there are two inflection points if and only if c < 38 b2 . Show that the sum of the x-coordinates of the inflection points is − b2 .
 
 APPLICATIONS 45. Suppose that w(t) is the depth of water in a city’s water reservoir at time t. Which would be better news at time t = 0, w (0) = 0.05 or w (0) = −0.05, or would you need to know the value of w  (0) to determine which is better? 46. Suppose that T (t) is a sick person’s temperature at time t. Which would be better news at time t, T  (0) = 2 or T  (0) = −2, or would you need to know the value of T  (0) and T (0) to determine which is better?
 
 EXPLORATORY EXERCISES 1. The linear approximation that we defined in section 3.1 is the line having the same location and the same slope as the function being approximated. Since two points determine a line, two requirements (point, slope) are all that a linear function can satisfy. However, a quadratic function can satisfy three requirements, since three points determine a parabola (and there are three constants in a general quadratic function ax 2 + bx + c). Suppose we want to define a quadratic approximation to f (x) at x = a. Building on the linear approximation, the general form is g(x) = f (a) + f  (a)(x − a) + c(x − a)2 for some constant c to be determined. In this way, show that g(a) = f (a) and g  (a) = f  (a). That is, g(x) has the right position and slope at x = a. The third requirement is that g(x) have the right concavity at x = a, so that g  (a) = f  (a). Find the constant c that makes this true. Then, find such a quadratic approximation for each of the functions sin x, cos x and
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 √
 
 1 + x at x = 0. In each case, graph the original function, linear approximation and quadratic approximation, and describe how close the approximations are to the original functions.
 
 2. In this exercise, we explore a basic problem in genetics. Suppose that a species reproduces according to the following probabilities: p0 is the probability of having no children, p1 is the probability of having one offspring, p2 is the probability of having two offspring, . . . , pn is the probability of having n offspring and n is the largest number of offspring possible. Explain why for each i, we have 0 ≤ pi ≤ 1 and p0 + p1 + p2 + · · · + pn = 1. We define the function F(x) = p0 + p1 x + p2 x 2 + · · · + pn x n . The smallest non-
 
 3.5
 
 negative solution of the equation F(x) = x for 0 ≤ x ≤ 1 represents the probability that the species becomes extinct. Show graphically that if p0 > 0 and F  (1) > 1, then there is a solution of F(x) = x with 0 < x < 1. Thus, there is a positive probability of survival. However, if p0 > 0 and F  (1) < 1, show that there are no solutions of F(x) = x with 0 < x < 1. (Hint: First show that F is increasing and concave up.) x +c x2 − 1 as possible. In particular, find the values of c for which there are two critical points (or one critical point or no critical points) and identify any extrema. Similarly, determine how the existence or not of inflection points depends on the value of c.
 
 3. Give as complete a description of the graph of f (x) =
 
 OVERVIEW OF CURVE SKETCHING Graphing calculators and computer algebra systems are powerful aids in visualizing the graph of a function. However, they do not actually draw graphs. Instead, they plot points (albeit lots of them) and then connect the points as smoothly as possible. We have already seen that we must determine an appropriate window in which to draw a given graph, in order to see all of the significant features. We can accomplish this with some calculus. We begin this section by summarizing the various tests that you should perform on a function when trying to draw a graph of y = f (x). r Domain: Always determine the domain of f first. r Vertical Asymptotes: For any isolated point not in the domain of f, check the limit of r r
 
 r r r
 
 f (x) as x approaches that point, to see if there is a vertical asymptote or a jump or removable discontinuity at that point. First Derivative Information: Determine where f is increasing and decreasing, and find any local extrema. Vertical Tangent Lines: At any isolated point not in the domain of f  , but in the domain of f , check the limit of f  (x), to determine whether there is a vertical tangent line at that point. Second Derivative Information: Determine where the graph is concave up and concave down, and locate any inflection points. Horizontal Asymptotes: Check the limit of f (x) as x → ∞ and as x → −∞. Intercepts: Locate x- and y-intercepts, if any. If this can’t be done exactly, then do so approximately (e.g., using Newton’s method). We start with a very straightforward example.
 
 EXAMPLE 5.1
 
 Drawing a Graph of a Polynomial
 
 Draw a graph of f (x) = x 4 + 6x 3 + 12x 2 + 8x + 1, showing all significant features. Solution One method commonly used by computer algebra systems and graphing calculators to determine the display window for a graph is to compute a set number of function values over a given standard range of x-values. The y-range is then chosen so that all of the calculated points can be displayed. This might result in a graph that looks like the one in Figure 3.54a. Another common method is to draw a graph in a fixed, default window. For instance, most graphing calculators use the default window defined by −10 ≤ x ≤ 10
 
 and
 
 −10 ≤ y ≤ 10.
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 y y
 
 1600 10
 
 1200 800 −10
 
 400 − 4 −3 −2 −1
 
 
 
 
 
 0
 
 2(2x  1)
 
 Q
 
 
 
 
 
 0
 
 (x  2)2
 
 2
 
 
 
 
 
 0
 
 
 
 
 
 0
 
 2
 
 
 
 12(x  2)
 
 
 
 0
 
 (x  1)
 
 1
 
 
 
 
 
 0 2
 
 
 
 0
 
 
 
 0
 
 Using this window, we get the graph shown in Figure 3.54b. Of course, these two graphs are very different and it’s difficult to tell which, if either, of these is truly representative of the behavior of f . First, note that the domain of f is the entire real line. Further, since f is a polynomial, its graph doesn’t have any vertical or horizontal asymptotes. Next, note that
 
 Drawing number lines for the individual factors of f  (x), we have that 
 
 
 
 0
 
 f (x)
 
 1
 
 f (x)
 
   > 0, on − 12 , ∞ < 0, on (−∞, −2) and
 
 
 
 −2, − 12
 
 
 
 f increasing.
 
 .
 
 f decreasing.
 
 4 2 −1
 
 Drawing number lines for the factors of f  (x), we have f  (x)
 
 6
 
 −2
 
 
 
 f  (x) = 12x 2 + 36x + 24 = 12(x + 2)(x + 1).
 
 8
 
 −3
 
 FIGURE 3.54b y = x 4 + 6x 3 + 12x 2 + 8x + 1 (standard calculator view)
 
 f (x)
 
 y
 
 −4
 
 −10
 
 This also tells us that there is a local minimum at x = − 12 and that there are no local maxima. Next, we have
 
 
 
 0
 
 
 
 x
 
 FIGURE 3.54a
 
 Q
 
 2
 
 4
 
 y = x 4 + 6x 3 + 12x 2 + 8x + 1 (one view)
 
 f (x)
 
 1
 
 2
 
 
 
 
 
 0
 
 3
 
 f  (x) = 4x 3 + 18x 2 + 24x + 8 = 2(2x + 1)(x + 2)2 .
 
 2
 
 
 
 2
 
 x
 
 f (x)
 
 Q
 
 0
 
 1
 
 10
 
 1 −2
 
 FIGURE 3.55 y = x 4 + 6x 3 + 12x 2 + 8x + 1
 
 x
 
 
 
 > 0, on (−∞, −2) and (−1, ∞) < 0, on (−2, −1).
 
 Concave up. Concave down.
 
 From this, we see that there are inflection points at x = −2 and at x = −1. Finally, to find the x-intercepts, we need to solve f (x) = 0 approximately. Doing this (for instance by using Newton’s method or your calculator’s solver), we find that there are two x-intercepts: x = −1 (exactly) and x ≈ −0.160713. Notice that the significant x-values that we have identified are x = −2, x = −1 and x = − 12 . Computing the corresponding   . We y-values from y = f (x), we get the points (−2, 1), (−1, 0) and − 12 , − 11 16 summarize the first and second derivative information in the number lines in the margin. In Figure 3.55, we include all of these important points by setting the x-range to be −4 ≤ x ≤ 1 and the y-range to be −2 ≤ y ≤ 8. „ In example 5.2, we examine a function that has local extrema, inflection points and both vertical and horizontal asymptotes.
 
 EXAMPLE 5.2
 
 Drawing a Graph of a Rational Function
 
 Draw a graph of f (x) =
 
 x2 − 3 , showing all significant features. x3
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 Solution The default graph drawn by our computer algebra system appears in Figure 3.56a, while the graph drawn using the most common graphing calculator default window is seen in Figure 3.56b. This is arguably an improvement over Figure 3.56a, but this graph also leaves something to be desired, as we’ll see. First, observe that the domain of f includes all real numbers x = 0. Since x = 0 is an isolated point not in the domain of f, we consider −
 
 −3e + 24
 
 2 3 = −∞ lim+ f (x) = lim+ x − x→0 x→0 x3 +
 
 FIGURE 3.56a y=
 
 x −3 x3 2
 
 −
 
 2 3 = ∞. lim− f (x) = lim− x − x→0 x→0 x3
 
 and
 
 From (5.1) and (5.2), we see that the graph has a vertical asymptote at x = 0. Next, we look for whatever information the first derivative will yield. We have
 
 10
 
 −10
 
 x
 
 10
 
 f  (x) = =
 
 FIGURE 3.56b y=
 
 x2 − 3 x3
 
 +
 
 0
 
 −
 
 (3 − x)
 
 3 +
 
 0
 
 f  (x)
 
 +
 
 0
 
 x
 
 4
 
 0 0
 
 ×
 
 +
 
 3 −3
 
 +
 
 0
 
 0
 
 −
 
 f'(x)
 
 3
 
 
 
 
 
 兹18
 
 
 
 
 
 0
 
 
 
 
 
 x5
 
 0
 
 
 
 0 兹18
 
 
 
 0
 
 
 
 0 兹18
 
 
 
 f (x)
 
 Factor difference of two squares.
 
 f increasing. f decreasing.
 
 (5.3)
 
 −2x(x 4 ) − (9 − x 2 )(4x 3 ) (x 4 )2
 
 Quotient rule.
 
 Factor out −2x 3 .
 
 Combine terms.
 
 Factor difference of two squares.
 
 Looking at the individual factors in f  (x), we obtain the number lines shown in the margin. Thus, we have
 
 ( x  兹18 )
 
 兹18 0
 
 2 ( x  兹18 )
 
 Combine terms.
 
 > 0, on (−3, 0) and (0, 3) < 0, on (−∞, −3) and (3, ∞).
 
 −2x 3 [x 2 + (9 − x 2 )(2)] x8 −2(18 − x 2 ) = x5 √ √ 2(x − 18)(x + 18) = . x5 =
 
 0
 
 Factor out x 2 .
 
 So, f has a local minimum at x = −3 and a local maximum at x = 3. Next, we look at f  (x) =
 
 
 
 Quotient rule.
 
 Looking at the individual factors in f  (x), we have the number lines shown in the margin. Thus,
 
 (3 + x)
 
 −3
 
 −
 
 2x(x 3 ) − (x 2 − 3)(3x 2 ) (x 3 )2
 
 x 2 [2x 2 − 3(x 2 − 3)] x6 2 9−x = x4 (3 − x)(3 + x) = . x4
 
 −10
 
 +
 
 (5.2)
 
 −
 
 y
 
 −
 
 (5.1)
 
 f  (x)
 
 
 
 √ √ > 0, on (− 18, 0) and ( 18, ∞) √ √ < 0, on (−∞, − 18) and (0, 18),
 
 Concave up.
 
 (5.4)
 
 Concave down.
 
 √ so that there are inflection points at x = ± 18. (Why is there no inflection point at x = 0?)
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 兹18
 
 
 
 
 
 0
 
 0
 
 
 
 0
 
 
 
 
 
 0
 
 
 
 x2 − 3 x→∞ x3   1 3 = lim − 3 = 0. x→∞ x x
 
 lim f (x) = lim
 
 f (x)
 
 兹18
 
 0
 
 215
 
 To determine the limiting behavior as x → ±∞, we consider
 
 f (x)
 
 3
 
 
 
 Overview of Curve Sketching
 
 x→∞
 
 (5.5)
 
 lim f (x) = 0.
 
 Likewise, we have
 
 (5.6)
 
 x→−∞
 
 So, the line y = 0 is a horizontal asymptote both as x → ∞ and as x → −∞. Finally, the x-intercepts are where y
 
 0 = f (x) = 0.4
 
 x
 
 5
 
 5
 
 10
 
 0.4
 
 FIGURE 3.57 x2 − 3 x3
 
 y=
 
 x2 − 3 , x3
 
 √ that is, at x = ± 3. Notice that there are no y-intercepts, since x = 0 is not in the domain of the function. We now have all of the information that we need to draw a representative graph. With some experimentation, you can set the x- and y-ranges so that most of the significant features of the graph (i.e., vertical and horizontal asymptotes, local extrema, inflection points, etc.) are displayed, as in Figure 3.57, which is consistent with all of the information that we accumulated about the function in (5.1)–(5.6). Although the existence of the inflection points is clearly indicated by the change in concavity, their precise location is as yet a bit fuzzy in this graph. However, both vertical and horizontal asymptotes and the local extrema are clearly indicated, something that cannot be said about either Figure 3.56a or 3.56b. „ In example 5.3, there are multiple vertical asymptotes, only one extremum and no inflection points.
 
 y
 
 EXAMPLE 5.3
 
 200
 
 A Graph with Two Vertical Asymptotes
 
 Draw a graph of f (x) =
 
 150 100 50 x
 
 4
 
 4 50
 
 x2 showing all significant features. −4
 
 x2
 
 Solution The default graph produced by our computer algebra system is seen in Figure 3.58a, while the default graph drawn by most graphing calculators looks like the graph seen in Figure 3.58b. Notice that the domain of f includes all x except x = ±2 (since the denominator is zero at x = ±2). Figure 3.58b suggests that there are vertical asymptotes at x = ±2, but let’s establish this carefully. We have +
 
 lim+
 
 FIGURE 3.58a
 
 x→2
 
 x x2 − 4 2
 
 y=
 
 x2 x2 = ∞. = lim+ 2 x − 4 x→2 (x − 2) (x + 2) +
 
 lim−
 
 x→2
 
 x2 = −∞, x2 − 4 lim −
 
 and
 
 x→−2
 
 5 5
 
 x 5
 
 5
 
 y=
 
 x2 −4
 
 x2
 
 lim +
 
 x→−2
 
 x2 = −∞ x2 − 4
 
 x2 = ∞. x2 − 4
 
 (5.8) (5.9)
 
 Thus, there are vertical asymptotes at x = ±2. Next, we have
 
 10
 
 f  (x) =
 
 FIGURE 3.58b
 
 +
 
 Similarly, we get
 
 y
 
 10
 
 (5.7)
 
 2x(x 2 − 4) − x 2 (2x) (x 2
 
 − 4)
 
 2
 
 =
 
 −8x (x 2
 
 − 4)2
 
 .
 
 Since the denominator is positive for x = ±2, it is a simple matter to see that  > 0, on (−∞, −2) and (−2, 0) f increasing.  f (x) < 0, on (0, 2) and (2, ∞). f decreasing.
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 (x  2)3
 
 2
 
 
 
 
 
 0
 
 (x  2)3
 
 2 
 
 
 
 
 
 
 
 2
 
 
 
 
 
 
 
 0
 
 2
 
 
 
 
 
 
 
 
 
 0
 
 2
 
 
 
 
 
 2
 
 f (x)
 
 
 
 −8(x 2 − 4)2 + (8x)2(x 2 − 4)1 (2x) (x 2 − 4)4
 
 Quotient rule.
 
 =
 
 8(x 2 − 4)[−(x 2 − 4) + 4x 2 ] (x 2 − 4)4
 
 Factor out 8(x 2 − 4).
 
 =
 
 8(3x 2 + 4) (x 2 − 4)3
 
 Combine terms.
 
 =
 
 8(3x 2 + 4) . (x − 2)3 (x + 2)3
 
 f  (x) =
 
 f (x)
 
 
 
 3-44
 
 In particular, notice that the only critical number is x = 0 (since x = −2, 2 are not in the domain of f ). Thus, the only local extremum is the local maximum located at x = 0. Next, we have
 
 2
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 0
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 December 10, 2010
 
 f (x)
 
 2
 
 Since the numerator is positive for all x, we need only consider the factors in the denominator, as seen in the margin. We then have f  (x)
 
 y 6
 
 Factor difference of two squares.
 
 
 
 > 0, on (−∞, −2) and (2, ∞)
 
 Concave up.
 
 < 0, on (−2, 2).
 
 Concave down.
 
 (5.11)
 
 However, since x = 2, −2 are not in the domain of f , there are no inflection points. It is an easy exercise to verify that
 
 4 2 x
 
 6 4
 
 4
 
 2
 
 6
 
 lim
 
 x2 =1 −4
 
 (5.12)
 
 lim
 
 x2 = 1. −4
 
 (5.13)
 
 x→∞ x 2
 
 4 6
 
 and
 
 x→−∞ x 2
 
 From (5.12) and (5.13), we have that y = 1 is a horizontal asymptote, both as x → ∞ and as x → −∞. Finally, we observe that the only x-intercept is at x = 0. We summarize the information in (5.7)–(5.13) in the graph seen in Figure 3.59. „
 
 FIGURE 3.59 x2 y= 2 x −4
 
 In example 5.4, we need to use computer-generated graphs, as well as a rootfinding method to determine the behavior of the function.
 
 EXAMPLE 5.4
 
 Graphing Where the Domain and Extrema Must Be Approximated
 
 1 showing all significant features. + + 3x + 3 Solution The default graph drawn by most graphing calculators and computer algebra systems looks something like the one shown in Figure 3.60. We use some calculus to refine this. Since f is a rational function, it is defined for all x, except for where the denominator is zero, that is, where Draw a graph of f (x) =
 
 y 10
 
 x3
 
 3x 2
 
 x
 
 10
 
 10 10
 
 FIGURE 3.60 y=
 
 x3
 
 +
 
 1 + 3x + 3
 
 3x 2
 
 g(x) = x 3 + 3x 2 + 3x + 3 = 0. From the graph of y = g(x) in Figure 3.61, we see that g has only one zero, around x = −2. We can verify that this is the only zero, since d 3 (x + 3x 2 + 3x + 3) = 3x 2 + 6x + 3 = 3(x + 1)2 ≥ 0. dx
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 Since g  (x) ≥ 0 for all x, observe that g has only one zero. You can get the approximate zero x = a ≈ −2.25992 using Newton’s method or your calculator’s solver. We can use the graph in Figure 3.61 to help us compute the limits
 
 y
 
 4
 
 ..
 
 +
 
 x
 
 lim f (x) = lim+
 
 2
 
 x→a +
 
 10
 
 x→a
 
 1 =∞ x + 3x + 3x + 3 3
 
 2
 
 +
 
 20
 
 +
 
 lim f (x) = lim−
 
 and
 
 x→a −
 
 x→a
 
 FIGURE 3.61 y = x 3 + 3x 2 + 3x + 3
 
 (5.14)
 
 1 = −∞. x + 3x + 3x + 3 3
 
 2
 
 (5.15)
 
 −
 
 From (5.14) and (5.15), f has a vertical asymptote at x = a. Turning to the derivative information, we have f  (x) = −(x 3 + 3x 2 + 3x + 3)−2 (3x 2 + 6x + 3)  (x + 1)2 = −3 (x 3 + 3x 2 + 3x + 3)2  2 x +1 = −3 x 3 + 3x 2 + 3x + 3 < 0, for x = a or −1
 
 (5.16)
 
 and f  (−1) = 0. Thus, f is decreasing for x < a and x > a. Also, notice that the only critical number is x = −1, but since f is decreasing everywhere except at x = a, there are no local extrema. Turning to the second derivative, we get 
 
 x +1 f (x) = −6 x 3 + 3x 2 + 3x + 3 
 
 = =
 
 (x 3
 
 
 
 1(x 3 + 3x 2 + 3x + 3) − (x + 1)(3x 2 + 6x + 3) (x 3 + 3x 2 + 3x + 3)2
 
 −6(x + 1) (−2x 3 − 6x 2 − 6x) + 3x 2 + 3x + 3)3
 
 12x(x + 1)(x 2 + 3x + 3) . (x 3 + 3x 2 + 3x + 3)3
 
 Since (x 2 + 3x + 3) > 0 for all x (why is that?), we need not consider this factor. Considering the remaining factors, we have the number lines shown here. 
 
 0
 
 
 
 12x
 
 0
 
 
 
 
 
 0
 
 (x  1)
 
 1
 
 
 
 
 
 0
 
 (x 3  3x 2  3x  3)3
 
 a  2.2599…
 
 
 
 a
 
 
 
 0 1
 
 
 
 0
 
 
 
 f (x)
 
 0
 
 Thus, we have that f  (x)
 
 
 
 > 0, on (a, −1) and (0, ∞) < 0, on (−∞, a) and (−1, 0).
 
 Concave up.
 
 (5.17)
 
 Concave down.
 
 It now follows that there are inflection points at x = 0 and at x = −1. Notice that in Figure 3.60, the concavity information is not very clear and the inflection points are difficult to discern.
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 3-46
 
 We note the obvious fact that the function is never zero and hence, there are no x-intercepts. Finally, we consider the limits
 
 2 1 3
 
 1
 
 2 3
 
 1 x 3 + 3x 2 + 3x + 3
 
 In example 5.5, we see a function that has a vertical asymptote on only one side of x = 0.
 
 EXAMPLE 5.5
 
 y 2e08 1.5e08 1e08 5e07
 
 4
 
 2
 
 x
 
 0
 
 2
 
 4
 
 FIGURE 3.63 1 y= + x
 
 
 
 1 +4 x2
 
 10 5 x
 
 5
 
 5 5 10
 
 FIGURE 3.64 y=
 
 1 + x
 
 
 
 1 +4 x2
 
 Graphing Where Some Features Are Difficult to See
 
  1 1 Draw a graph of f (x) = + + 4 showing all significant features. x x2 Solution The default graph produced by our computer algebra system is not particularly helpful. (See Figure 3.63.) The default graph produced by most graphing calculators (see Figure 3.64) appears to be better, but we can’t be certain of its adequacy without further analysis. First, notice that the domain of f is (−∞, 0) ∪ (0, ∞). For this reason, we consider the behavior of f as x approaches 0, by examining the limits:    1 1 + 4 = ∞, (5.20) + lim x→0+ x x2 since 1/x → ∞, as x → 0+ . For the limit as x → 0− , we must be more careful. First, observe that    1 1 + +4 lim x→0− x x2
 
 y
 
 10
 
 (5.19)
 
 +
 
 3x 2
 
 x→−∞ x 3
 
 Using all of the information in (5.14)–(5.19), we draw the graph seen in Figure 3.62. Here, we can clearly see the vertical and horizontal asymptotes, the inflection points and the fact that the function is decreasing across its entire domain. „
 
 FIGURE 3.62 y=
 
 1 = 0. + 3x + 3
 
 lim
 
 2
 
 and
 
 (5.18)
 
 +
 
 3x 2
 
 x→∞ x 3
 
 x
 
 1 1
 
 1 =0 + 3x + 3
 
 lim
 
 10
 
 has the indeterminate form ∞ − ∞. We can resolve this by multiplying and dividing by the conjugate of the expression:     1 1   − x2 + 4 1 1 1 1 x  lim− + + + 4 = lim− +4 2 2 x→0 x→0 x x x x 1 1 − +4 x x2   1 1 −4 2 − 2 + 4 x  = lim− = 0, (5.21) = lim− x x→0 1 x→0 1 1 1 − + 4 − + 4 2 2 x x x x since the denominator tends to −∞, as x → 0− . From (5.20) and (5.21), there is a vertical asymptote at x = 0, but an unusual one, since f (x) → ∞ from one side of x = 0, but tends to 0 from the other side. Observe that this is consistent with the behavior seen in Figure 3.64. Next, we have −1/2    d 1 1 1 1 f  (x) = − 2 + + 4 2 x 2 x dx x2   −1/2  2 1 1 1 − + 4 =− 2 + x 2 x2 x3   1 1 = − 2 1+  1/2 . 1 x x 2 +4 x
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 While it’s fairly easy to see that f  (x) < 0, for x > 0, the situation for x < 0 is less clear. (Why is that?) To shed some light on this, we first rewrite f  (x) as follows:    1/2 +1 1 1 x x12 + 4 1  f (x) = − 2 1 +  1/2 = − 2 1 1/2 1 x x x x2 + 4 x x2 + 4  1/2  1/2 + 1 x x12 + 4 −1 1 x x12 + 4 =− 2 1 1/2 1 1/2 x x x2 + 4 x x2 + 4 −1   x 2 x12 + 4 − 1 1   =− 2  x x 1 + 41/2 x  1 + 41/2 − 1 x2
 
 x2
 
 −4  < 0, =  1/2   1 1/2 1 x x2 + 4 −1 x x2 + 4 for x < 0. We can conclude that f is decreasing on its entire domain. We leave it to the reader to show that for x > 0. f  (x) =
 
 2 2(x 2 + 2) + > 0, x3 x 2 (x 2 + 4)3/2
 
 (5.22)
 
 so that the graph is concave up for x > 0. Similarly, for x < 0, we can show that f  (x) =
 
 2 2(x 2 + 2) − < 0, x3 x 2 (x 2 + 4)3/2
 
 (5.23)
 
 so that the graph is concave down for x < 0. [In order√ to get the expressions for f  (x) in (5.22) and (5.23), you will need to use the fact that x 2 = |x|.] Notice that since x = 0 is not in the domain of the function, there is no inflection point. Next, note that  lim
 
 x→∞
 
 1 + x
 
 
 
  1 + 4 = 2, x2
 
 (5.24)
 
 since 1/x → 0, as x → ∞. Likewise, we have  lim
 
 x→−∞
 
 y
 
 8
 
 4
 
 4
 
 x
 
 2
 
 2
 
 4
 
 FIGURE 3.65 y=
 
 1 + x
 
 
 
 1 +4 x2
 
 1 + x
 
 
 
  1 + 4 = 2. x2
 
 (5.25)
 
 From (5.24) and (5.25), observe that y = 2 is a horizontal asymptote, both as x → ∞ and as x → −∞. Finally, observe that f (x) > 0, for x > 0, while for x < 0,   1 1 + x +4 1 1 x2 f (x) = + + 4 = 2 x x x √ 1 − 1 + 4x 2 = > 0, x √ since for x < 0, x 2 = |x| and since the numerator of the last expression is always negative. Consequently, there are no x-intercepts. Putting together all of this information, we see that the graph in Figure 3.64 is reasonably representative of the behavior of the function. We refine this slightly in Figure 3.65. „ In our final example, we consider the graph of a function that is the sum of a trigonometric function and a polynomial.
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 EXAMPLE 5.6
 
 Graphing the Sum of a Polynomial and a Trigonometric Function
 
 Draw a graph of f (x) = cos x − x, showing all significant features. y
 
 y
 
 4
 
 10
 
 2
 
 4
 
 5 x
 
 2
 
 2
 
 x
 
 4
 
 10
 
 5
 
 5
 
 2
 
 5
 
 4
 
 10
 
 FIGURE 3.66a
 
 FIGURE 3.66b
 
 y = cos x − x
 
 y = cos x − x
 
 10
 
 Solution The default graph provided by our computer algebra system can be seen in Figure 3.66a. The graph produced by most graphing calculators looks like that in Figure 3.66b. First, since the domain of f is the entire real line, there are no vertical asymptotes. Next, we have f  (x) = −sin x − 1 ≤ 0,
 
 for all x.
 
 (5.26)
 
 Further, f  (x) = 0 if and only if sin x = −1. So, there are critical numbers (here, these are all locations of horizontal tangent lines), but since f  (x) does not change sign, there are no local extrema. Even so, it is still of interest to find the locations of the horizontal tangent lines. Recall that sin x = −1 and more generally, for
 
 x=
 
 for x =
 
 3π 2
 
 3π + 2nπ, 2
 
 for any integer n. Next, we see that f  (x) = −cos x and on the interval [0, 2π ], we have  ⎧  π 3π ⎪ ⎪ and , 2π > 0, on 0, ⎨ 2 2   cos x π 3π ⎪ ⎪ ⎩ < 0, on , . 2 2
 
 So,
 
  ⎧  π 3π ⎪ ⎪ and , 2π < 0, on 0, ⎨ 2 2   f  (x) = −cos x π 3π ⎪ ⎪ ⎩ > 0, on , . 2 2
 
 Concave down.
 
 (5.27) Concave up.
 
 Outside of [0, 2π ], f  (x) simply repeats this pattern. In particular, this says that the graph has infinitely many inflection points, located at odd multiples of π/2.
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 To determine the behavior as x → ±∞, we examine the limits
 
 15
 
 lim (cos x − x) = −∞
 
 (5.28)
 
 lim (cos x − x) = ∞,
 
 (5.29)
 
 x→∞
 
 10
 
 and
 
 x→−∞
 
 5 15 10 5 5
 
 ..
 
 since −1 ≤ cos x ≤ 1, for all x, while lim x = ∞. x→∞ Finally, to determine the x-intercept(s), we need to solve
 
 x 5
 
 10
 
 15
 
 f (x) = cos x − x = 0.
 
 10
 
 This can’t be solved exactly, however. Since f  (x) ≤ 0 for all x and Figures 3.66a and 3.66b show a zero around x = 1, there is only one zero and we must approximate this. (Use Newton’s method or your calculator’s solver.) We get x ≈ 0.739085 as an approximation to the only x-intercept. Assembling all of the information in (5.26)–(5.29), we can draw the graph seen in Figure 3.67. Notice that Figure 3.66b shows the behavior just as clearly as Figure 3.67, but for a smaller range of x- and y-values. Which of these is more “representative” is open to discussion. „
 
 15
 
 FIGURE 3.67 y = cos x − x
 
 BEYOND FORMULAS The main characteristic of the examples in sections 3.3–3.5 is the interplay between graphing and equation solving. To analyze the graph of a function, you will go back and forth several times between solving equations (for critical numbers and inflection points and so on) and identifying graphical features of interest. Even if you have access to graphing technology, the equation solving may lead you to uncover hidden features of the graph. What types of graphical features can sometimes be hidden?
 
 EXERCISES 3.5 WRITING EXERCISES 1. We have talked about sketching representative graphs, but it is often impossible to draw a graph correctly to scale that shows all of the properties we might be interested in. For example, try to generate a computer or calculator graph that shows all three local extrema of x 4 − 25x 3 − 2x 2 + 80x − 3. When two extrema have y-coordinates of approximately −60 and 50, it takes a very large graph to also show a point with y = −40,000! If an accurate graph cannot show all the points of interest, perhaps a freehand sketch like the one shown below is needed.
 
 graph with a consistent scale but not showing all the points of interest versus a caricature graph that distorts the scale but does show all the points of interest. 2. While studying for a test, a friend of yours says that a graph is not allowed to intersect an asymptote. While it is often the case that graphs don’t intersect asymptotes, there is definitely not any rule against it. Explain why graphs can intersect a horizontal asymptote any number of times (Hint: Look at the graph of 1 sin x), but can’t pass through a vertical asymptote. x 3. Explain why polynomials never have vertical or horizontal asymptotes. 4. Explain how the graph of f (x) = cos x − x in example 5.6 relates to the graphs of y = cos x and y = −x. Based on this discussion, explain how to sketch the graph of y = x + sin x.
 
 y
 
 x
 
 There is no scale shown on the graph because we have distorted different portions of the graph in an attempt to show all of the interesting points. Discuss the relative merits of an “honest”
 
 In exercises 1–20, graph the function and completely discuss the graph as in example 5.2. 1. f (x) = x 3 − 3x 2 + 3x
 
 2. f (x) = x 4 − 3x 2 + 2x
 
 3. f (x) = x 5 − 2x 3 + 1
 
 4. f (x) = x 4 + 4x 3 − 1
 
 4 x x2 + 4 7. f (x) = x3
 
 6. f (x) =
 
 5. f (x) = x +
 
 x2 − 1 x x −4 8. f (x) = x3
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 In exercises 45–48, find a function whose graph has the given asymptotes.
 
 12.
 
 45. x = 1, x = 2 and y = 3
 
 16.
 
 17. f (x) = x
 
 18.
 
 − 5x  1 2 +9 19. f (x) = + x x2 2/3
 
 14.
 
 20.
 
 3x 2 x2 + 1 f (x) = sin x − cos x √ f (x) = 2x − 1 √ f (x) = x 3 − 3x 2 + 2x 3 x f (x) = x 3 − 400  1 1 f (x) = − +1 x x2
 
 ............................................................ In exercises 21–32, determine all significant features (approximately if necessary) and sketch a graph. 1 x 3 − 3x 2 − 9x + 1 1 22. f (x) = 3 x + 3x 2 + 4x + 1 21. f (x) =
 
 5x x2 + 1 26. f (x) = 3 3x 2 − 1 x −x +1   3 28. f (x) = 2x 2 − 1 27. f (x) = x 2 x 2 − 9 √ 1 25 − 50 x 2 + 0.25 30. f (x) = sin x − sin 2x 29. f (x) = x 2 25. f (x) =
 
 31. f (x) = x 4 − 16x 3 + 42x 2 − 39.6x + 14 32. f (x) = x 4 + 32x 3 − 0.02x 2 − 0.8x
 
 ............................................................ In exercises 33–38, the “family of functions” contains a parameter c. The value of c affects the properties of the functions. Determine what differences, if any, there are for c being zero, positive or negative. Then determine what the graph would look like for very large positive c’s and for very large negative c’s.
 
 x2 + c2
 
 37. f (x) = sin(cx)
 
 34. f (x) = x 4 + cx 2 + x 36. f (x) = √
 
 x2
 
 x 2 + c2 √ 38. f (x) = x 2 c2 − x 2
 
 ............................................................ A function f has a slant asymptote y  mx  b (m  0) if lim [ f (x) − (mx  b)]  0 and/or lim [ f (x) − (mx  b)]  0.
 
 3x 2 − 1 39. f (x) = x
 
 43. f (x) =
 
 48. x = 1, y = 2 and x = 3
 
 ............................................................ 49. It can be useful to identify asymptotes other than vertical and horizontal. For example, the parabola y = x 2 is an asymptote of f (x) if lim [ f (x) − x 2 ] = 0 and/or lim [ f (x) − x 2 ] = 0. x→∞
 
 x→−∞ 4
 
 x − x2 + 1 . Graph x2 − 1 y = f (x) and zoom out until the graph looks like a parabola. (Note: The effect of zooming out is to emphasize large values of x.) Show that x is an asymptote of f (x) = 2
 
 (a)
 
 x4 x +1
 
 (b)
 
 x5 − 1 x +1
 
 (c)
 
 x6 − 2 x +1
 
 Show by zooming out that f (x) and p(x) look similar for large x.
 
 APPLICATIONS 51. In a variety of applications, researchers model a phenomenon whose graph starts at the origin, rises to a single maximum and then drops off to a horizontal asymptote of y = 0. For example, the probability density function of events such as the time from conception to birth of an animal and the amount of time surviving after contracting a fatal disease might have x these properties. Show that the family of functions 2 has x +b these properties for all positive constants b. What effect does b have on the location of the maximum? In the case of the time since conception, what would b represent? In the case of survival time, what would b represent? 52. The “FM” in FM radio stands for frequency modulation, a method of transmitting information encoded in a radio wave by modulating (or varying) the frequency. A basic example of such a modulated wave is f (x) = cos (10x + 2 cos x). Use computer-generated graphs of f (x), f  (x) and f  (x) to try to locate all local extrema of f (x).
 
 x→− ∞
 
 x→∞
 
 In exercises 39–44, find the slant asymptote. (Use long division to rewrite the function.) Then, graph the function and its asymptote on the same axes.
 
 41. f (x) =
 
 47. x = −1, x = 1, y = −2 and y = 2
 
 x→∞
 
 24. f (x) = x 6 − 10x 5 − 7x 4 + 80x 3 + 12x 2 − 192x
 
 x2
 
 46. x = −1, x = 1 and y = 0
 
 50. For each function, find a polynomial p(x) such that lim [ f (x) − p(x)] = 0.
 
 23. f (x) = (x 3 − 3x 2 + 2x)2/3
 
 35. f (x) =
 
 3-50
 
 10. f (x) =
 
 2x x2 − 1 11. f (x) = x + sin x √ 13. f (x) = x 2 + 1 √ 15. f (x) = 3 x 3 − 3x 2 + 2x
 
 33. f (x) = x 4 + cx 2
 
 LT (Late Transcendental)
 
 20:20
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 9. f (x) =
 
 5/3
 
 T1: OSO
 
 December 10, 2010
 
 x 3 − 2x 2 + 1 x2 x4 +1
 
 x3
 
 3x 2 − 1 40. f (x) = x −1 42. f (x) =
 
 x3 − 1 x2 − 1
 
 44. f (x) =
 
 x4 − 1 x3 + x
 
 ............................................................
 
 EXPLORATORY EXERCISES 1. One of the natural enemies of the balsam fir tree is the spruce budworm, which attacks the leaves of the fir tree in devastating outbreaks. Define N (t) to be the number of worms on a particular tree at time t. A mathematical model of the population dynamics of the worm must include a term to indicate the worm’s death rate due to its predators (e.g., birds). The form B[N (t)]2 of this term is often taken to be 2 for positive A + [N (t)]2
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 SECTION 3.6
 
 constants A and B. Graph the functions
 
 x2 2x 2 , , 4 + x2 1 + x2
 
 x2 3x 2 and for x > 0. Based on these graphs, discuss 2 9+x 1 + x2 B[N (t)]2 why 2 is a plausible model for the death rate by A + [N (t)]2 predation. What role do the constants A and B play? The possible stable population levels for the spruce budworms are determined by intersections of the graphs of y = r (1 − x/k) and x . Here, x = N /A, r is proportional to the birthrate y= 1 + x2 of the budworms and k is determined by the amount of food available to the budworms. Note that y = r (1 − x/k) is a line with y-intercept r and x-intercept k. How many solutions are x there to the equation r (1 − x/k) = ? (Hint: The answer 1 + x2
 
 3.6
 
 ..
 
 Optimization
 
 223
 
 depends on the values of r and k.) One current theory is that outbreaks are caused in situations where there are three solutions and the population of budworms jumps from a small population to a large population. 2. Suppose that f is a function with two derivatives and that f (a) = f  (a) = 0 but f  (a) = 0 for some number a. Show that f (x) has a local extremum at x = a. Next, suppose that f is a function with three derivatives and that f (a) = f  (a) = f  (a) = 0 but f  (a) = 0 for some number a. Show that f (x) does not have a local extremum at x = a. Generalize your work to the case where f (k) (a) = 0 for k = 0, 1, . . . , n − 1, but f (n) (a) = 0, keeping in mind that there are different conclusions depending on whether n is odd or even. Use this result to determine whether f (x) = x sin x 2 or g(x) = x 2 sin(x 2 ) has a local extremum at x = 0.
 
 OPTIMIZATION Everywhere in business and industry today, we see people struggling to minimize waste and maximize productivity. In this section, we bring the power of the calculus to bear on a number of applied problems involving finding a maximum or a minimum. We start by giving a few general guidelines. r If there’s a picture to draw, draw it! Don’t try to visualize how things look in your
 
 head. Put a picture down on paper and label it.
 
 r Determine what the variables are and how they are related. r Decide what quantity needs to be maximized or minimized. r Write an expression for the quantity to be maximized or minimized in terms of only
 
 one variable. To do this, you may need to solve for any other variables in terms of this one variable. r Determine the minimum and maximum allowable values (if any) of the variable you’re using. r Solve the problem and be sure to answer the question that is asked. We begin with a simple example where the goal is to accomplish what businesses face every day: getting the most from limited resources.
 
 EXAMPLE 6.1 OR
 
 Constructing a Rectangular Garden of Maximum Area
 
 You have 40 (linear) feet of fencing with which to enclose a rectangular space for a garden. Find the largest area that can be enclosed with this much fencing and the dimensions of the corresponding garden. Solution First, note that there are lots of possibilities. We could enclose a plot that is very long but narrow, or one that is very wide but not very long. (See Figure 3.68.) We first draw a picture and label the length and width x and y, respectively. (See Figure 3.69 on the following page.) We want to maximize the area,
 
 FIGURE 3.68 Possible plots
 
 A = x y.
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 However, this function has two variables and so, cannot be dealt with via the means we have available. Notice that if we want the maximum area, then all of the fencing must be used. This says that the perimeter of the resulting fence must be 40 and hence,
 
 y
 
 40 = perimeter = 2x + 2y.
 
 x
 
 (6.1)
 
 Notice that we can use (6.1) to solve for one variable (either one) in terms of the other. We have
 
 FIGURE 3.69 Rectangular plot
 
 2y = 40 − 2x
 
 or
 
 y = 20 − x.
 
 Substituting for y, we get that
 
 y
 
 A = x y = x(20 − x). 100
 
 So, our job is to find the maximum value of the function 80
 
 A(x) = x(20 − x).
 
 60 40 20 x 5
 
 10
 
 15
 
 20
 
 FIGURE 3.70
 
 Before we maximize A(x), we need to determine if there is an interval in which x must lie. Since x is a distance, we must have 0 ≤ x. Further, since the perimeter is 40 , we must have x ≤ 20. (Why don’t we have x ≤ 40?) So, we want to find the maximum value of A(x) on the closed interval [0, 20]. As a check on what a reasonable answer should be, we draw a graph of y = A(x) on the interval [0, 20]. (See Figure 3.70.) The maximum value appears to occur around x = 10. Now, let’s analyze the problem carefully. We have
 
 y = x(20 − x)
 
 A (x) = 1(20 − x) + x(−1) = 20 − 2x = 2(10 − x). So, the only critical number is x = 10 and this is in the interval under consideration. Recall that the maximum and minimum values of a continuous function on a closed and bounded interval must occur at either the endpoints or a critical number. So, we need only compare A(0) = 0,
 
 A(20) = 0
 
 and
 
 A(10) = 100.
 
 Thus, the maximum area that can be enclosed with 40 of fencing is 100 ft2 . The dimensions of the plot are given by x = 10 and y = 20 − x = 10. That is, the rectangle of perimeter 40 with maximum area is a square 10 on a side. „ More generally, you can show that (given a fixed perimeter) the rectangle of maximum area is a square. This is virtually identical to example 6.1 and is left as an exercise. Manufacturing companies routinely must determine how to most economically package products for shipping. Example 6.2 provides a simple illustration of this.
 
 18
 
 18
 
 EXAMPLE 6.2
 
 18  2x
 
 x 18  2x x
 
 FIGURE 3.71a A sheet of cardboard
 
 Constructing a Box of Maximum Volume
 
 A square sheet of cardboard 18 on a side is made into an open box (i.e., there’s no top), by cutting squares of equal size out of each corner (see Figure 3.71a) and folding up the sides along the dotted lines. (See Figure 3.71b.) Find the dimensions of the box with the maximum volume. Solution Recall that the volume of a rectangular parallelepiped (a box) is given by V = l × w × h.
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 From Figure 3.71b, we can see that the height is h = x, while the length and width are l = w = 18 − 2x. Thus, we can write the volume in terms of the one variable x as x
 
 V = V (x) = (18 − 2x)2 (x) = 4x(9 − x)2 .
 
 18  2x 18  2x
 
 Notice that since x is a distance, we have x ≥ 0. Further, we have x ≤ 9, since cutting squares of side 9 out of each corner will cut up the entire sheet of cardboard. Thus, we are faced with finding the absolute maximum of the continuous function
 
 FIGURE 3.71b Rectangular box
 
 V (x) = 4x(9 − x)2 on the closed interval 0 ≤ x ≤ 9. The graph of y = V (x) on the interval [0, 9] is seen in Figure 3.72. From the graph, the maximum volume seems to be somewhat over 400 and seems to occur around x = 3. Now, we solve the problem precisely. We have
 
 y 500 400
 
 V  (x) = 4(9 − x)2 + 4x(2)(9 − x)(−1) = 4(9 − x)[(9 − x) − 2x]
 
 300 200
 
 Product rule and chain rule. Factor out 4(9 − x).
 
 = 4(9 − x)(9 − 3x).
 
 100 x 2
 
 4
 
 6
 
 8
 
 FIGURE 3.72
 
 So, V has two critical numbers, 3 and 9, and these are both in the interval under consideration. We now need only compare the value of the function at the endpoints and the critical numbers. We have
 
 y = 4x(9 − x)2
 
 V (0) = 0,
 
 V (9) = 0
 
 and
 
 V (3) = 432.
 
 Obviously, the maximum possible volume is 432 cubic inches, which we achieve if we cut squares of side 3 out of each corner. You should note that this corresponds with what we expected from the graph of y = V (x) in Figure 3.72. Finally, observe that the dimensions of this optimal box are 12 long by 12 wide by 3 deep. „ When a new building is built, it must be connected to existing telephone, power, water and sewer lines. If these lines bend, then it may not be obvious how to make the shortest (i.e., least expensive) connection possible. In examples 6.3 and 6.4, we consider the common problem of finding the shortest distance from a point to a curve.
 
 EXAMPLE 6.3 y 9
 
 Finding the Closest Point on a Parabola
 
 Find the point on the parabola y = 9 − x 2 closest to the point (3, 9). (See Figure 3.73.) Solution From the usual distance formula, the distance between the point (3, 9) and any point (x, y) is
 
 (3, 9) (x, y)
 
 y  9  x2
 
 d=
 
 x
 
 4
 
 If the point (x, y) is on the parabola, then its coordinates satisfy the equation y = 9 − x 2 and so, we can write the distance in terms of the single variable x as follows
 
 4
 
 d(x) = FIGURE 3.73 y = 9 − x2
 
  (x − 3)2 + (y − 9)2 .
 
 =
 
  
 
 (x − 3)2 + [(9 − x 2 ) − 9]2 (x − 3)2 + x 4 .
 
 Although we can certainly solve the problem in its present form, we can simplify our work by observing that d(x) is minimized if and only if the quantity under the square
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 root is minimized. (We leave it as an exercise to show why this is true.) So, instead of minimizing d(x) directly, we minimize the square of d(x):
 
 80
 
 f (x) = [d(x)]2 = (x − 3)2 + x 4
 
 60 40 20 x 1
 
 2
 
 3
 
 instead. Notice from Figure 3.73 that any point on the parabola to the left of the y-axis is farther away from (3, 9) than is the point (0, 9). Likewise, any point on the parabola below the x-axis is farther from (3, 9) than is the point (3, 0). So, it suffices to look for the closest point with 0 ≤ x ≤ 3. See Figure 3.74 for a graph of y = f (x) over this interval. Observe that the minimum value of f (the square of the distance) seems to be around 5 and seems to occur near x = 1. We have
 
 FIGURE 3.74
 
 f  (x) = 2(x − 3)1 + 4x 3 = 4x 3 + 2x − 6.
 
 y = (x − 3)2 + x 4
 
 Notice that f  (x) factors. [One way to see this is to recognize that x = 1 is a zero of f  (x), which makes (x − 1) a factor.] We have f  (x) = 2(x − 1)(2x 2 + 2x + 3). So, x = 1 is a critical number. In fact, it’s the only critical number, since (2x 2 + 2x + 3) has no zeros. (Why not?) We now need only compare the value of f at the endpoints and the critical number. We have f (0) = 9,
 
 f (3) = 81
 
 and
 
 f (1) = 5.
 
 Thus, the minimum value of f√(x) is 5. This says that the minimum distance from the point (3, 9) to the parabola is 5 and the closest point on the parabola is (1, 8), which corresponds with what we expected from the graph of y = f (x). „
 
 y (5, 11)
 
 Example 6.4 is very similar to example 6.3, except that we need to use approximate methods to find the critical number.
 
 9 (x, y) y  9  x2
 
 EXAMPLE 6.4
 
 Finding Minimum Distance Approximately
 
 Find the point on the parabola y = 9 − x 2 closest to the point (5, 11). (See Figure 3.75.) x
 
 4
 
 4
 
 FIGURE 3.75
 
 Solution As in example 6.3, we want to minimize the distance from a fixed point [in this case, the point (5, 11)] to a point (x, y) on the parabola. Using the distance formula, the distance from any point (x, y) on the parabola to the point (5, 11) is
 
 y = 9 − x2
 
 
 
 (x − 5)2 + (y − 11)2  = (x − 5)2 + [(9 − x 2 ) − 11]2  = (x − 5)2 + (x 2 + 2)2 .
 
 d= y 600
 
 400
 
 Again, it is equivalent (and simpler) to minimize the quantity under the square root:
 
 200
 
 f (x) = [d(x)]2 = (x − 5)2 + (x 2 + 2)2 . x 1
 
 2
 
 3
 
 4
 
 FIGURE 3.76 y = f (x) = [d(x)]2
 
 5
 
 As in example 6.3, we can see from Figure 3.75 that any point on the parabola to the left of the y-axis is farther from (5, 11) than is (0, 9). Likewise, any point on the parabola to the right of x = 5 is farther from (5, 11) than is (5, −16). Thus, we minimize f (x) for 0 ≤ x ≤ 5. From the graph of y = f (x) given in Figure 3.76, the minimum value of f
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 seems to occur around x = 1. Next, note that
 
 300
 
 f  (x) = 2(x − 5) + 2(x 2 + 2)(2x) = 4x 3 + 10x − 10.
 
 200
 
 100
 
 x 1
 
 2
 
 3
 
 4
 
 Unlike in example 6.3, the expression for f  (x) has no obvious factorization. Our only choice then is to find zeros of f  approximately. From the graph of y = f  (x) given in Figure 3.77, the only zero appears to be slightly less than 1. Using x0 = 1 as an initial guess in Newton’s method (applied to f  (x) = 0) or using your calculator’s solver, you should get the approximate root xc ≈ 0.79728. We now compare function values:
 
 5
 
 f (0) = 29,
 
 FIGURE 3.77 y = f  (x)
 
 f (5) = 729
 
 and
 
 f (xc ) ≈ 24.6.
 
 Thus, the minimum distance from (5, 11) to the parabola is approximately √ 24.6 ≈ 4.96 and the closest point on the parabola is located at approximately (0.79728, 8.364). „ Notice that in both Figures 3.73 and 3.75, the shortest path appears to be perpendicular to the tangent line to the curve at the point where the path intersects the curve. We leave it as an exercise to prove that this is, in fact, true. This observation is an important geometric principle that applies to many problems of this type.
 
 REMARK 6.1 At this point you might be tempted to forgo the comparison of function values at the endpoints and at the critical numbers. After all, in all of the examples we have seen so far, the desired maximizer or minimizer (i.e., the point at which the maximum or minimum occurred) was the only critical number in the interval under consideration. You might just suspect that if there is only one critical number, it will correspond to the maximizer or minimizer for which you are searching. Unfortunately, this is not always the case. In 1945, two prominent aeronautical engineers derived a function to model the range of an aircraft, intending to maximize the range. They found a critical number of this function (corresponding to distributing virtually all of the plane’s weight in the wings) and reasoned that it gave the maximum range. The result was the famous “Flying Wing” aircraft. Some years later, it was argued that the critical number they found corresponded to a local minimum of the range function. In the engineers’ defense, they did not have easy, accurate computational power at their fingertips, as we do today. Remarkably, this design strongly resembles the modern B-2 Stealth bomber. This story came out as controversy brewed over the production of the B-2. (See Science, 244, pp. 650–651, May 12, 1989; also see the Monthly of the Mathematical Association of America, October, 1993, pp. 737–738.) The moral should be crystal clear: check the function values at the critical numbers and at the endpoints. Do not simply assume (even by virtue of having only one critical number) that a given critical number corresponds to the extremum you are seeking. Next, we consider an optimization problem that cannot be restricted to a closed interval. We will use the fact that for a continuous function, a single local extremum must be an absolute extremum. (Think about why this is true.)
 
 EXAMPLE 6.5
 
 Designing a Soda Can Using a Minimum Amount of Material
 
 A soda can is to hold 12 fluid ounces. Find the dimensions that will minimize the amount of material used in its construction, assuming that the thickness of the material is uniform (i.e., the thickness of the aluminum is the same everywhere in the can).
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 Solution First, we draw and label a picture of a typical soda can. (See Figure 3.78.) Here we are assuming that the can is a right circular cylinder of height h and radius r . Assuming uniform thickness of the aluminum, notice that we minimize the amount of material by minimizing the surface area of the can. We have
 
 r
 
 h
 
 area = area of top + area of bottom + curved surface area = 2πr 2 + 2πr h.
 
 (6.2)
 
 We can eliminate one of the variables by using the fact that the volume (using 1 fluid ounce ≈ 1.80469 in.3 ) must be
 
 FIGURE 3.78 Soda can
 
 12 fluid ounces ≈ 12 fl oz × 1.80469
 
 in.3 = 21.65628 in.3 . fl oz
 
 Further, the volume of a right circular cylinder is vol = πr 2 h y
 
 and so,
 
 h=
 
 21.65628 vol ≈ . πr 2 πr 2
 
 (6.3)
 
 Thus, from (6.2) and (6.3), the surface area is approximately
 
 150
 
 A(r ) = 2πr 2 + 2πr
 
 100 50 x 1
 
 2
 
 3
 
 4
 
 5
 
 FIGURE 3.79 y = A(r )
 
 6
 
 21.65628 . πr 2
 
 So, our job is to minimize A(r ), but here, there is no closed and bounded interval of allowable values. In fact, all we can say is that r > 0. We can have r as large or small as you can imagine, simply by taking h to be correspondingly small or large, respectively. That is, we must find the absolute minimum of A(r ) on the open and unbounded interval (0, ∞). To get an idea of what a plausible answer might be, we graph y = A(r ). (See Figure 3.79.) There appears to be a local minimum (slightly less than 50) located between r = 1 and r = 2. Next, we compute    d 21.65628  2 A (r ) = 2π r + dr πr   21.65628 = 2π 2r − πr 2   2πr 3 − 21.65628 . = 2π πr 2 Notice that the only critical numbers are those for which the numerator of the fraction is zero: 0 = 2πr 3 − 21.65628. r3 =
 
 This occurs if and only if
 
 and hence, the only critical number is  r = rc =
 
 3
 
 21.65628 2π
 
 21.65628 ≈ 1.510548. 2π
 
 Further, notice that for 0 < r < rc , A (r ) < 0 and for rc < r, A (r ) > 0. That is, A(r ) is decreasing on the interval (0, rc ) and increasing on the interval (rc , ∞). Thus, A(r ) has not only a local minimum, but also an absolute minimum at r = rc . Notice, too, that this corresponds with what we expected from the graph of y = A(r ) in Figure 3.79. This says that the can that uses a minimum of material has radius rc ≈ 1.510548 and height h=
 
 21.65628 ≈ 3.0211. πrc2 „
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 Note that the optimal can from example 6.5 is “square,” in the sense that the height (h) equals the diameter (2r ). Also, we should observe that example 6.5 is not completely realistic. A standard 12-ounce soda can has a radius of about 1.156 . You should review example 6.5 to find any unrealistic assumptions we made. We study the problem of designing a soda can further in the exercises. In our final example, we consider a problem where most of the work must be done numerically and graphically.
 
 EXAMPLE 6.6
 
 Minimizing the Cost of Highway Construction
 
 The state wants to build a new stretch of highway to link an existing bridge with a turnpike interchange, located 8 miles to the east and 8 miles to the south of the bridge. There is a 5-mile-wide stretch of marshland adjacent to the bridge that must be crossed. (See Figure 3.80.) Given that the highway costs $10 million per mile to build over the marsh and only $7 million per mile to build over dry land, how far to the east of the bridge should the highway be when it crosses out of the marsh?
 
 Bridge
 
 5
 
 Marsh x
 
 8x 3 Interchange
 
 FIGURE 3.80 A new highway
 
 Solution You might guess that the highway should cut directly across the marsh, so as to minimize the amount built over marshland, but this is not correct. We let x represent the distance in question. (See Figure 3.80.) Then, the interchange lies (8 − x) miles to the east of the point where the highway leaves the marsh. Thus, the total cost (in millions of dollars) is cost = 10(distance across marsh) + 7(distance across dry land ). Using the Pythagorean Theorem on the two right triangles seen in Figure 3.80, we get the cost function   C(x) = 10 x 2 + 25 + 7 (8 − x)2 + 9. y
 
 Observe from Figure 3.80 that we must have 0 ≤ x ≤ 8. So, we must minimize the continuous function C(x) over the closed and bounded interval [0, 8]. From the graph of y = C(x) shown in Figure 3.81, the minimum appears to be slightly less than 100 and occurs around x = 4. We have
 
 120
 
 110
 
 C  (x) = 100 x 2
 
 4
 
 6
 
 FIGURE 3.81 y = C(x)
 
 8
 
   d   2 10 x + 25 + 7 (8 − x)2 + 9 dx
 
 7 = 5(x 2 + 25)−1/2 (2x) + [(8 − x)2 + 9]−1/2 (2)(8 − x)1 (−1) 2 = √
 
 10x x2
 
 + 25
 
 −
 
 7(8 − x) (8 − x)2 + 9
 
 .
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 First, note that the only critical numbers are where C  (x) = 0. (Why?) The only way to find these is to approximate them. From the graph of y = C  (x) seen in Figure 3.82, the only zero of C  (x) on the interval [0, 8] appears to be between x = 3 and x = 4. We approximate this zero numerically (e.g., with bisections or your calculator’s solver), to obtain the approximate critical number
 
 10 5 x 2
 
 4
 
 6
 
 xc ≈ 3.560052.
 
 8
 
 5
 
 Now, we need only compare the value of C(x) at the endpoints and at this one critical number:
 
 10
 
 C(0) ≈ $109.8 million, C(8) ≈ $115.3 million
 
 FIGURE 3.82 
 
 y = C (x)
 
 and
 
 C(xc ) ≈ $98.9 million.
 
 So, by using a little calculus, we can save the taxpayers more than $10 million over cutting directly across the marsh and more than $16 million over cutting diagonally across the marsh (not a bad reward for a few minutes of work). „
 
 The examples that we’ve presented in this section together with the exercises should give you the basis for solving a wide range of applied optimization problems. When solving these problems, be careful to draw good pictures, as well as graphs of the functions involved. Make sure that the answer you obtain computationally is consistent with what you expect from the graphs. If not, further analysis is required to see what you have missed. Also, make sure that the solution makes physical sense, when appropriate. All of these multiple checks on your work will reduce the likelihood of error.
 
 EXERCISES 3.6 WRITING EXERCISES 1. Suppose some friends complain to you that they can’t work any of the problems in this section. When you ask to see their work, they say that they couldn’t even get started. In the text, we have emphasized sketching a picture and defining variables. Part of the benefit of this is to help you get started writing something (anything) down. Do you think this advice helps? What do you think is the most difficult aspect of these problems? Give your friends the best advice you can. 2. We have neglected one important aspect of optimization problems, an aspect that might be called “common sense.” For example, suppose you are finding the optimal dimensions for a fence and the √mathematical solution is to build a square fence of length 10 5 feet on each side. At the meeting with the carpenter who is going to √ build the fence, what length fence do you order? Why is 10 5 probably not √ the best way to express the length? We can approximate 10 5 ≈ 22.36. Under what circumstances should you truncate to 22 4 instead of rounding up to 22 5 ? √ 3. In example 6.3, we stated that d(x) = f (x) is minimized by exactly the same x-value(s) that minimize f (x). Explain why f (x) and sin( f (x)) would not necessarily be minimized by the same x-values. Would f (x) and e f (x) ?
 
 4. Suppose that f (x) is a continuous function with a single critical number and f (x) has a local minimum at that critical number. Explain why f (x) also has an absolute minimum at the critical number. 1. A three-sided fence is to be built next to a straight section of river, which forms the fourth side of a rectangular region. The enclosed area is to equal 1800 ft2 . Find the minimum perimeter and the dimensions of the corresponding enclosure. 2. A three-sided fence is to be built next to a straight section of river, which forms the fourth side of a rectangular region. There is 96 feet of fencing available. Find the maximum enclosed area and the dimensions of the corresponding enclosure. 3. A two-pen corral is to be built. The outline of the corral forms two identical adjoining rectangles. If there is 120 ft of fencing available, what dimensions of the corral will maximize the enclosed area? 4. A showroom for a department store is to be rectangular with walls on three sides, 6-ft door openings on the two facing sides and a 10-ft door opening on the remaining wall. The showroom is to have 800 ft2 of floor space. What dimensions will minimize the length of wall used?
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 5. Show that the rectangle of maximum area for a given perimeter P is always a square. 6. Show that the rectangle of minimum perimeter for a given area A is always a square. 7. A box with no top is to be built by taking a 6 -by-10 sheet of cardboard and cutting x-in. squares out of each corner and folding up the sides. Find the value of x that maximizes the volume of the box. 8. A box with no top is to be built by taking a 12 -by-16 sheet of cardboard and cutting x-in. squares out of each corner and folding up the sides. Find the value of x that maximizes the volume of the box. 
 
 
 
 9. (a) A box with no top is built by taking a 6 -by-6 piece of cardboard, cutting x-in. squares out of each corner and folding up the sides. The four x-in. squares are then taped together to form a second box (with no top or bottom). Find the value of x that maximizes the sum of the volumes of the boxes. (b) Repeat the problem starting with a 4 -by-6 piece of cardboard. 10. Find the values of d such that when the boxes of exercise 9 are built from a d -by-6 piece of cardboard, the maximum volume results from two boxes. (See Catherine Miller and Doug Shaw’s article in the March 2007 Mathematics Teacher.) 11. Find the point on the curve y = x 2 closest to the point (0, 1). 12. Find the point on the curve y = x 2 closest to the point (3, 4).
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 21. A city wants to build a new section of highway to link an existing bridge with an existing highway interchange, which lies 8 miles to the east and 10 miles to the south of the bridge. The first 4 miles south of the bridge is marshland. Assume that the highway costs $5 million per mile over marsh and $2 million per mile over dry land. The highway will be built in a straight line from the bridge to the edge of the marsh, then in a straight line to the existing interchange. (a) At what point should the highway emerge from the marsh in order to minimize the total cost of the new highway? (b) How much is saved over building the new highway in a straight line from the bridge to the interchange? 22. (a) After construction has begun on the highway in exercise 21, the cost per mile over marshland is reestimated at $6 million. Find the point on the marsh/dry land boundary that would minimize the total cost of the highway with the new cost function. If the construction is too far along to change paths, how much extra cost is there in using the path from exercise 21? (b) After construction has begun on the highway in exercise 21, the cost per mile over dry land is reestimated at $3 million. Find the point on the marsh/dry land boundary that would minimize the total cost of the highway with the new cost function. If the construction is too far along to change paths, how much extra cost is there in using the path from exercise 21?
 
 13. Find the point on the curve y = cos x closest to the point (0, 0). 14. Find the point on the curve y = cos x closest to the point (1, 1). 15. In exercises 11 and 12, find the slope of the line through the given point and the closest point on the given curve. Show that in each case, this line is perpendicular to the tangent line to the curve at the given point. 16. Repeat exercise 15 for examples 6.3 and 6.4. 17. A soda can is to hold 12 fluid ounces. Suppose that the bottom and top are twice as thick as the sides. Find the dimensions of the can that minimize the amount of material used. (Hint: Instead of minimizing surface area, minimize the cost, which is proportional to the product of the thickness and the area.) 18. Following example 6.5, we mentioned that real soda cans have a radius of about 1.156 . Show that this radius minimizes the cost if the top and bottom are 2.23 times as thick as the sides.
 
 APPLICATIONS 23. Elvis the dog stands on a shoreline while a ball is thrown x = 4 meters into the water and z = 8 meters downshore. If he runs 6.4 m/s and swims 0.9 m/s, find the position y at which he should enter the water to minimize the time to reach the ball. Show that you get the same y-value for any z > 1. B x A
 
 C
 
 y
 
 z
 
 19. A water line runs east-west. A town wants to connect two new housing developments to the line by running lines from a single point on the existing line to the two developments. One development is 3 miles south of the existing line; the other development is 4 miles south of the existing line and 5 miles east of the first development. Find the place on the existing line to make the connection to minimize the total length of new line. 20. A company needs to run an oil pipeline from an oil rig 25 miles out to sea to a storage tank that is 5 miles inland. The shoreline runs east-west and the tank is 8 miles east of the rig. Assume it costs $50 thousand per mile to construct the pipeline under water and $20 thousand per mile to construct the pipeline on land. The pipeline will be built in a straight line from the rig to a selected point on the shoreline, then in a straight line to the storage tank. What point on the shoreline should be selected to minimize the total cost of the pipeline?
 
 24. In the problem of exercise 23, show that for any x the optimal entry point is at approximately y = 0.144x. (See Tim Pennings’ May 2003 article in The College Mathematics Journal. His dog Elvis uses entry points very close to the optimal!) 25. Suppose that light travels from point A to point B as shown in the figure. (Recall that light always follows the path that minimizes time.) Assume that the velocity of light above the
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 boundary line is v1 and the velocity of light below the boundary is v2 . Show that the total time to get from point A to point B is  √ 1 + x2 1 + (2 − x)2 + . T (x) = v1 v2 Write out the equation T  (x) = 0, replace the square roots using the sines of the angles in the figure and derive Snell’s Law v1 sin θ1 = . sin θ2 v2
 
 for a voltage V and resistance R. Find the value of x that maximizes the power absorbed. R  V 
 
 x
 
 A
 
 1
 
 30. In an AC circuit with voltage V (t) = v sin(2πft), a voltmeter√actually shows the average (root-mean-square) voltage of v/ 2. If the frequency is f = 60 (Hz) and the meter registers 115 volts, find the maximum voltage reached.
 
 2x
 
 u1
 
 u2
 
 x
 
 31. A Norman window has the outline of a semicircle on top of a rectangle. Suppose there is 8 + π feet of wood trim available. Discuss why a window designer might want to maximize the area of the window. Find the dimensions of the rectangle (and, hence, the semicircle) that will maximize the area of the window.
 
 1
 
 B
 
 Exercise 25 26. Suppose that light reflects off a mirror to get from point A to point B as indicated in the figure. Assuming a constant velocity of light, we can minimize time by minimizing the distance traveled. Find the point on the mirror that minimizes the distance traveled. Show that the angles in the figure are equal (the angle of incidence equals the angle of reflection). A
 
 B
 
 2 u1
 
 u2
 
 x
 
 1
 
 4x
 
 Exercise 26 27. The human cough is intended to increase the flow of air to the lungs, by dislodging any particles blocking the windpipe and changing the radius of the pipe. Suppose a windpipe under no pressure has radius r0 . The velocity of air through the windpipe at radius r is approximately V (r ) = cr 2 (r0 − r ) for some constant c. Find the radius that maximizes the velocity of air through the windpipe. Does this mean the windpipe expands or contracts? 28. To supply blood to all parts of the body, the human artery system must branch repeatedly. Suppose an artery of radius r branches off from an artery of radius R (R > r ) at an angle θ. The energy lost due to friction is approximately csc θ 1 − cot θ E(θ ) = 4 + . r R4 Find the value of θ that minimizes the energy loss. 29. In an electronic device, individual circuits may serve many purposes. In some cases, the flow of electricity must be controlled by reducing the power instead of amplifying it. The power absorbed by the circuit is p(x) =
 
 V 2x , (R + x)2
 
 32. Suppose a wire 2 ft long is to be cut into two pieces, each of which will be formed into a square. Find the size of each piece to maximize the total area of the two squares. 33. An advertisement consists of a rectangular printed region plus 1-in. margins on the sides and 2-in. margins at top and bottom. If the area of the printed region is to be 92 in.2 , find the dimensions of the printed region and overall advertisement that minimize the total area. 34. An advertisement consists of a rectangular printed region plus 1-in. margins on the sides and 1.5-in. margins at top and bottom. If the total area of the advertisement is to be 120 in.2 , what dimensions should the advertisement be to maximize the area of the printed region? 35. A hallway of width a = 5 ft meets a hallway of width b = 4 ft at a right angle. (a) Find the length of the longest ladder that could be carried around the corner. (Hint: Express the length of the ladder as a function of the angle θ in the figure.)
 
 u
 
 b
 
 a
 
 (b) Show that the maximum ladder length for general a and b equals (a 2/3 + b2/3 )3/2 . (c) Suppose that a = 5 and the ladder
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 SECTION 3.6
 
 is 8 ft long. Find the minimum value of b such that the ladder can turn the corner. (d) Solve part (c) for a general a and ladder length L. 36. A company’s revenue for selling x (thousand) items is given by 35x − x 2 R(x) = 2 . (a) Find the value of x that maximizes the x + 35 revenue and find the maximum revenue. (b) For any positive cx − x 2 . constant c, find x to maximize R(x) = 2 x +c 37. In t hours, a worker makes Q(t) = −t 3 + 12t 2 + 60t items. Graph Q  (t) and explain why it can be interpreted as the efficiency of the worker. (a) Find the time at which the worker’s efficiency is a maximum. (b) Let T be the length of the workday. Suppose that the graph of Q(t) has a single inflection point for 0 ≤ t ≤ T , called the point of diminishing returns. Show that the worker’s efficiency is maximized at the point of diminishing returns. 38. Suppose that group tickets to a concert are priced at $40 per ticket if 20 tickets are ordered, but cost $1 per ticket less for each extra ticket ordered, up to a maximum of 50 tickets. (For example, if 22 tickets are ordered, the price is $38 per ticket.) (a) Find the number of tickets that maximizes the total cost of the tickets. (b) If management wanted the solution to part (a) to be 50, how much should the price be discounted for extra tickets ordered? 39. In sports where balls are thrown or hit, the ball often finishes at a different height than it starts. Examples include a downhill golf shot and a basketball shot. In the diagram, a ball is released at an angle θ and finishes at an angle β above the horizontal (for downhill trajectories, β would be negative). Neglecting air resistance and spin, the horizontal range is given by R=
 
 2v 2 cos2 θ (tan θ − tan β) g
 
 if the initial velocity is v and g is the gravitational constant. In the following cases, find θ to maximize R (treat v and g as constants): (a) β = 10◦ , (b) β = 0◦ and (c) β = −10◦ . Verify that θ = 45◦ + β ◦ /2 maximizes the range.
 
 u
 
 b
 
 ..
 
 Optimization
 
 (c) Suppose that the goal in the construction of the running track is to maximize the total enclosed area. Which portions of the problem change? Compare the solution in this case to the solution in part (a). x2 y2 + 2 = 1 equals πab. 2 a b Find the maximum area of a rectangle inscribed in the ellipse (that is, a rectangle with sides parallel to the x-axis and y-axis and vertices on the ellipse). Show that the ratio of the maximum inscribed area to the area of the ellipse to the area of the circumscribed rectangle is 1 : π2 : 2.
 
 41. The area enclosed by the ellipse
 
 42. Show that the maximum volume enclosed by a right circular cylinder inscribed in a sphere equals √13 times the volume of the sphere. 43. Find the maximum area of an isosceles triangle of given perimeter p. [Hint: Use Heron’s √ formula for the area of a triangle of sides a, b and c: A = s(s − a)(s − b)(s − c), where s = 12 (a + b + c).]
 
 EXPLORATORY EXERCISES 1. In a preliminary investigation of Kepler’s wine cask problem (section √ 3.3), you showed that a height-to-diameter ratio (x/y) of 2 for a cylindrical barrel will maximize the volume. (See Figure a.) However, real wine casks are bowed out. Kepler approximates a cask with the straight-sided barrel in Figure b. It can be shown (we told you Kepler was good!) that the√volume of this barrel is V = 23 π[y 2 + (w − y)2 + y(w − y)] z 2 − w 2 . Treating w and z as constants, show that V  (y) = 0 if y = w/2. Recall that such a critical point can correspond to a maximum or minimum of V (y), or to something else (e.g., an inflection point). To discover what we have here, redraw Figure b to scale (show the correct relationship between 2y and w). In physical terms (think about increasing and decreasing y), argue that this critical point is neither a maximum nor minimum. Interestingly enough, such a nonextreme critical point would have a definite advantage to the Austrian vintners. Their goal was to convert the measurement z into an estimate of the volume. Explain why V  (y) = 0 means that small variations in y would convert to small errors in the volume V .
 
 z
 
 40. A running track is to be built around a rectangular field, with two straightaways and two semicircular curves at the ends, as indicated in the figure. The length of the track is to be 400 meters. (a) Find the dimensions that will maximize the area of the enclosed rectangle. (b) Show that equal lengths are used on the straightaways and on the curves.
 
 233
 
 2y 2x
 
 FIGURE a
 
 z
 
 w
 
 2y
 
 FIGURE b
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 RELATED RATES In this section, we present a group of problems known as related rates problems. The common thread in each problem is an equation relating two or more quantities that are all changing with time. In each case, we will use the chain rule to find derivatives of all terms in the equation (much as we did in section 2.7 with implicit differentiation). The differentiated equation allows us to determine how different derivatives (rates) are related.
 
 EXAMPLE 7.1
 
 A Related Rates Problem
 
 An oil tanker has an accident and oil pours out at the rate of 150 gallons per minute. 1  Suppose that the oil spreads onto the water in a circle at a thickness of 10 . (See Figure 3.83.) Given that 1 ft3 equals 7.5 gallons, determine the rate at which the radius of the spill is increasing when the radius reaches 500 feet. Solution Since the area of a circle of radius r is πr 2 , the volume of oil is given by V = (depth)(area) = FIGURE 3.83
 
 since the depth is
 
 1  10
 
 Oil spill
 
 =
 
 1 120
 
 1 πr 2 , 120
 
 ft. Both volume and radius are functions of time, so V (t) =
 
 π [r (t)]2 . 120
 
 Differentiating both sides of the equation with respect to t, we get V  (t) =
 
 π 2r (t)r  (t). 120
 
 = 20 ft3 /min. Substituting The volume increases at a rate of 150 gallons per minute, or 150 7.5  in V (t) = 20 and r = 500, we have 20 =
 
 π 2(500)r  (t). 120
 
 Finally, solving for r  (t), we find that the radius is increasing at the rate of 2.4 ≈ 0.76394 feet per minute. „ π Although the details change from problem to problem, the general pattern of solution is the same for all related rates problems. Looking back, you should be able to identify each of the following steps in example 7.1.
 
 1. 2. 3. 4. 5.
 
 Make a simple sketch, if appropriate. Set up an equation relating all of the relevant quantities. Differentiate (implicitly) both sides of the equation with respect to time (t). Substitute in values for all known quantities and derivatives. Solve for the remaining rate.
 
 EXAMPLE 7.2 y
 
 10 x
 
 FIGURE 3.84 Sliding ladder
 
 A Sliding Ladder
 
 A 10-foot ladder leans against the side of a building. If the top of the ladder begins to slide down the wall at the rate of 2 ft/sec, how fast is the bottom of the ladder sliding away from the wall when the top of the ladder is 8 feet off the ground? Solution First, we make a sketch of the problem, as seen in Figure 3.84. We have denoted the height of the top of the ladder as y and the distance from the wall to the bottom of the ladder as x. Since the ladder is sliding down the wall at the rate of 2 ft/sec,
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 dy = −2. (Note the minus sign here.) Observe that both x and y are dt functions of time, t. By the Pythagorean Theorem, we have
 
 we must have that
 
 [x(t)]2 + [y(t)]2 = 100. Differentiating both sides of this equation with respect to time gives us  d  d (100) = [x(t)]2 + [y(t)]2 dt dt  = 2x(t)x (t) + 2y(t)y  (t).
 
 0=
 
 Solving for x  (t), we obtain x  (t) = −
 
 y(t)  y (t). x(t)
 
 Since the height above ground of the top of the ladder at the point in question is 8 feet, we have that y = 8 and from the Pythagorean Theorem, we get 100 = x 2 + 82 , so that x = 6. We now have that at the point in question, x  (t) = −
 
 y(t)  8 8 y (t) = − (−2) = . x(t) 6 3
 
 So, the bottom of the ladder is sliding away from the building at the rate of
 
 EXAMPLE 7.3
 
 8 3
 
 ft/sec. „
 
 Another Related Rates Problem
 
 A car is traveling at 50 mph due south at a point 12 mile north of an intersection. A police car is traveling at 40 mph due west at a point 14 mile east of the same intersection. At that instant, the radar in the police car measures the rate at which the distance between the two cars is changing. What does the radar gun register?
 
 y
 
 50 x 40
 
 Solution First, we draw a sketch and denote the vertical distance of the first car from the center of the intersection y and the horizontal distance of the police car x. dx (See Figure 3.85.) Notice that at the moment in question (call it t = t0 ), = −40, dt dy = −50, since the police car is moving in the direction of the negative x-axis and dt since the police car is moving in the direction of the negative y-axis. From the  Pythagorean Theorem, the distance between the two cars is d = x 2 + y 2 . Since all quantities are changing with time, we have  d(t) = [x(t)]2 + [y(t)]2 = {[x(t)]2 + [y(t)]2 }1/2 . Differentiating both sides with respect to t, we have by the chain rule that
 
 FIGURE 3.85 Cars approaching an intersection
 
 1 {[x(t)]2 + [y(t)]2 }−1/2 2[x(t)x  (t) + y(t)y  (t)] 2 x(t)x  (t) + y(t)y  (t) . =  [x(t)]2 + [y(t)]2
 
 d  (t) =
 
 Substituting in x(t0 ) = 14 , x  (t0 ) = −40, y(t0 ) = d  (t0 ) =
 
 1 (−40) 4
 
 
 
 1 4
 
 + 12 (−50) +
 
 1 16
 
 1 2
 
 and y  (t0 ) = −50, we have
 
 −140 = √ ≈ −62.6, 5
 
 so that the radar gun registers 62.6 mph. Note that this is a poor estimate of the car’s actual speed. For this reason, police nearly always take radar measurements from a stationary position. „
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 In some problems, the variables are not related by a geometric formula, in which case you will not need to follow the first two steps of our outline. In example 7.4, the third step is complicated by the lack of a given value for one of the rates of change.
 
 EXAMPLE 7.4
 
 Estimating a Rate of Change in Economics
 
 A small company estimates that when it spends x thousand dollars for advertising in a year, its annual sales will be described by s = 60 − √120 thousand dollars. The four 9+x most recent annual advertising totals are given in the following table. Year Dollars
 
 1 14,500
 
 2 16,000
 
 3 18,000
 
 4 20,000
 
 Estimate the current (year 4) value of x  (t) and the current rate of change of sales. Solution From the table, we see that the recent trend is for advertising to increase by $2000 per year. A good estimate is then x  (4) ≈ 2. Starting with the sales equation s(t) = 60 − √
 
 120 9 + x(t)
 
 we use the chain rule to obtain s  (t) = 60[9 + x(t)]−3/2 x  (t). Using our estimate that x  (4) ≈ 2 and since x(4) = 20, we get s  (4) ≈ 120(29)−3/2 ≈ 0.768. Thus, sales are increasing at the rate of approximately $768 per year. „ In Example 7.5, we examine the ability of the human visual system to track a fastmoving object.
 
 EXAMPLE 7.5
 
 Tracking a Fast Jet
 
 A spectator at an air show is trying to follow the flight of a jet. The jet follows a straight path in front of the observer at 540 mph. At its closest approach, the jet passes 600 feet in front of the person. Find the maximum rate of change of the angle between the spectator’s line of sight and a line perpendicular to the flight path, as the jet flies by. y
 
 Solution Place the spectator at the origin (0, 0) and the jet’s path left to right on the line y = 600, and call the angle between the positive y-axis and the line of sight θ . (See Figure 3.86.) If we measure distance in feet and time in seconds, we first need to convert the jet’s speed to feet per second. We have    1 h  ft = 540 mi 5280 mi = 792 fts . 540 mi h h 3600 s
 
 Path of plane 600
 
 θ
 
 Observer
 
 FIGURE 3.86 Path of jet
 
 x
 
 From basic trigonometry (see Figure 3.86), an equation relating the angle θ with x and x y is tan θ = . Be careful with this; since we are measuring θ from the vertical, this y equation may not be what you expect. Since all quantities are changing with time, we have x(t) . tan θ (t) = y(t) Differentiating both sides with respect to time, we have [sec2 θ(t)] θ  (t) =
 
 x  (t)y(t) − x(t)y  (t) . [y(t)]2
 
 With the jet moving left to right along the line y = 600, we have x  (t) = 792, y(t) = 600 and y  (t) = 0. Substituting these quantities, we have [sec2 θ (t)] θ  (t) =
 
 792(600) = 1.32. 6002
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 Solving for the rate of change θ  (t), we get θ  (t) =
 
 1.32 = 1.32 cos2 θ(t). sec2 θ (t)
 
 Observe that the rate of change is a maximum when cos2 θ (t) is a maximum. Since the maximum of the cosine function is 1, the maximum value of cos2 θ (t) is 1, occurring when θ = 0. We conclude that the maximum rate of angle change is 1.32 radians/second. This occurs when θ = 0, that is, when the jet reaches its closest point to the observer. (Think about this; it should match your intuition!) Since humans can track objects at up to about 3 radians/second, this means that we can visually follow even a fast jet at a very small distance. „
 
 EXERCISES 3.7 WRITING EXERCISES 1. As you read examples 7.1–7.3, to what extent do you find the pictures helpful? In particular, would it be clear what x and y represent in example 7.3 without a sketch? Also, in example 7.3 explain why the derivatives x  (t), y  (t) and d  (t) are all negative. Does the sketch help in this explanation? 2. In example 7.4, the increase in advertising dollars from year 1 to year 2 was $1500. Explain why this amount is not especially relevant to the approximation of s  (4).
 
 1. Oil spills out of a tanker at the rate of 120 gallons per minute.  The oil spreads in a circle with a thickness of 14 . Given that 3 1 ft equals 7.5 gallons, determine the rate at which the radius of the spill is increasing when the radius reaches (a) 100 ft and (b) 200 ft. Explain why the rate decreases as the radius increases. 2. Oil spills out of a tanker at the rate of 90 gallons per minute.  The oil spreads in a circle with a thickness of 18 . Determine the rate at which the radius of the spill is increasing when the radius reaches 100 feet. 3. Oil spills out of a tanker at the rate of g gallons per  minute. The oil spreads in a circle with a thickness of 14 . (a) Given that the radius of the spill is increasing at a rate of 0.6 ft/min when the radius equals 100 feet, determine the value of g. (b) If the thickness of the oil is doubled, how does the rate of increase of the radius change? 4. Assume that the infected area of an injury is circular. (a) If the radius of the infected area is 3 mm and growing at a rate of 1 mm/hr, at what rate is the infected area increasing? (b) Find the rate of increase of the infected area when the radius reaches 6 mm. Explain in commonsense terms why this rate is larger than that of part (a). 5. Suppose that a raindrop evaporates in such a way that it maintains a spherical shape. Given that the volume of a sphere of radius r is V = 43 πr 3 and its surface area is A = 4πr 2 , if the radius changes in time, show that V  = Ar  . If the rate of evaporation (V  ) is proportional to the surface area, show that the radius changes at a constant rate.
 
 6. Suppose a forest fire spreads in a circle with radius changing at a rate of 5 feet per minute. When the radius reaches 200 feet, at what rate is the area of the burning region increasing? 7. A 10-foot ladder leans against the side of a building as in example 7.2. If the bottom of the ladder is pulled away from the wall at the rate of 3 ft/s and the ladder remains in contact with the wall, (a) find the rate at which the top of the ladder is dropping when the bottom is 6 feet from the wall. (b) Find the rate at which the angle between the ladder and the horizontal is changing when the bottom of the ladder is 6 feet from the wall. 8. Two buildings of height 20 feet and 40 feet, respectively, are 60 feet apart. Suppose that the intensity of light at a point between the buildings is proportional to the angle θ in the figure. (a) If a person is moving from right to left at 4 ft/s, at what rate is θ changing when the person is exactly halfway between the two buildings? (b) Find the location at which the angle θ is maximum.
 
 20'
 
 40'
 
 θ 60'
 
 9. A plane is located x = 40 miles (horizontally) away from an airport at an altitude of h miles. Radar at the airport detects that the distance s(t) between the plane and airport is changing at the rate of s  (t) = −240 mph. (a) If the plane flies toward the airport at the constant altitude h = 4, what is the speed |x  (t)| of the airplane? (b) Repeat with a height of 6 miles. Based on your answers, how important is it to know the actual height of the airplane? 10. (a) Rework example 7.3 if the police car is not moving. Does this make the radar gun’s measurement more accurate? (b) Show that the radar gun of example 7.3 gives the correct speed if the police car is located at the origin. 11. Show that the radar gun of example 7.3 gives the correct speed if the police car is at x = 12 moving at a speed of √ ( 2 − 1) 50 mph. 12. Find a position and speed for which the radar gun of example 7.3 has a slower reading than the actual speed.
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 13. For a small company spending $x thousand per year in advertising, suppose that annual sales in thousands of dollars equal s = 60 − √120 . The three most recent yearly advertising 9+x figures are given in the table. Year Adver.
 
 0 16,000
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 from the lamppost at a rate  of 2 ft/s, at what rate is the length  x +s s of the shadow changing? Hint: Show that = . 18 6
 
 2 24,000
 
 Estimate the value of x  (2) and the current (year 2) rate of change of sales. 14. Suppose that the average yearly cost per item for producing x items of a business product is C(x) = 12 + 94 . The three x most recent yearly production figures are given in the table. Year Prod. (x)
 
 0 8.2
 
 1 8.8
 
 18 ft
 
 6 ft
 
 2 9.4
 
 x
 
 Exercise 19
 
 Estimate the value of x  (2) and the current (year 2) rate of change of the average cost. 15. Suppose that the average yearly cost per item for producing x items of a business product is C(x) = 10 + 100 . If the current x production is x = 10 and production is increasing at a rate of 2 items per year, find the rate of change of the average cost. 16. For a small company spending $x thousand per year in advertising, suppose that annual sales in thousands of dollars equal s = 80 − √440+ x . If the current advertising budget is x = 40 and the budget is increasing at a rate of $1500 per year, find the rate of change of sales. 17. A baseball player stands 2 feet from home plate and watches a pitch fly by. In the diagram, x is the distance from the ball to home plate and θ is the angle indicating the direction of the player’s gaze. (a) Find the rate θ  at which his eyes must move to watch a fastball with x  (t) = −130 ft/s as it crosses home plate at x = 0. (b) Humans can maintain focus only when θ  ≤ 3 (see Watts and Bahill’s book Keep Your Eye on the Ball). Find the fastest pitch that you could actually watch cross home plate. x
 
 Plate u
 
 2 Player
 
 18. A camera tracks the launch of a vertically ascending spacecraft. The camera is located at ground level 2 miles from the launchpad. (a) If the spacecraft is 3 miles up and traveling at 0.2 mile per second, at what rate is the camera angle (measured from the horizontal) changing? (b) Repeat if the spacecraft is 1 mile up (assume the same velocity). Which rate is higher? Explain in commonsense terms why it is larger.
 
 APPLICATIONS 19. Suppose a 6-ft-tall person is 12 ft away from an 18-ft-tall lamppost (see the figure). (a) If the person is moving away
 
 s
 
 (b) Repeat with the person 6 ft away from the lamppost and walking toward the lamppost at a rate of 3 ft/s. 20. Boyle’s law for a gas at constant temperature is PV = c, where P is pressure, V is volume and c is a constant. Assume that both P and V are functions of time. (a) Show that P  (t)/V  (t) = −c/V 2 . (b) Solve for P as a function of V . Treating V as an independent variable, compute P  (V ). Compare P  (V ) and P  (t)/V  (t) from parts (a) and (b). 21. A dock is 6 feet above water. Suppose you stand on the edge of the dock and pull a rope attached to a boat at the constant rate of 2 ft/s. Assume that the boat remains at water level. At what speed is the boat approaching the dock when it is 20 feet from the dock? 10 feet from the dock? Isn’t it surprising that the boat’s speed is not constant? 22. Sand is poured into a conical pile with the height of the pile equalling the diameter of the pile. If the sand is poured at a constant rate of 5 m3 /s, at what rate is the height of the pile increasing when the height is 2 meters? 23. The frequency at which a guitar string vibrates (which determines the pitch of the note we hear) is related to the tension T to which the string is tightened, the density ρ of the string and the effective length L of the string by the equation 1 T . By running his finger along a string, a guitarist 2L ρ can change L by changing the distance between  the bridge f =
 
 T = 220 ft/s ρ so that the units of f are Hertz (cycles per second). If the guitarist’s hand slides so that L  (t) = −4, find f  (t). At this rate, how long will it take to raise the pitch one octave (that is, double f )?
 
 and his finger. Suppose that L =
 
 1 2
 
 ft and
 
 24. Suppose that you are blowing up a balloon by adding air at the rate of 1 ft3 /s. If the balloon maintains a spherical shape, the volume and radius are related by V = 43 πr 3 . Compare the rate at which the radius is changing when r = 0.01 ft versus when r = 0.1 ft. Discuss how this matches the experience of a person blowing up a balloon.
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 25. Water is being pumped into a spherical tank of radius 60 feet at the constant rate of 10 ft3 /s. (a) Find the rate at which the radius of the top level of water in the tank changes when the tank is half full. (b) Find the height at which the height of the water in the tank changes at the same rate as the radius. 26. Sand is dumped such that the shape of the sandpile remains a cone with height equal to twice the radius. (a) If the sand is dumped at the constant rate of 20 ft3 /s, find the rate at which the radius is increasing when the height reaches 6 feet. (b) Repeat for a sandpile for which the edge of the sandpile forms an angle of 45◦ with the horizontal. 27. (a) If an object moves around a circle centered at the origin, show that x(t)x  (t) + y(t)y  (t) = 0. Conclude that if x(t) = 0, then y  (t) = 0; also, if y(t) = 0, then x  (t) = 0. Explain this graphically. (b) If an object moves around the astroid x 2/3 + y 2/3 = 1, show that x(t)[y  (t)]3 + y(t)[x  (t)]3 = 0. Conclude that if x(t) = 0, then x  (t) = 0; also, if y(t) = 0, then y  (t) = 0. Explain this graphically. 28. A light is located at the point (0, 100) and a small object is dropped from the point (10, 64). Let x be the location of the shadow of the object on the√ x-axis when the object is at height h. Assuming that h  (t) = −8 64 − h(t), (a) find x  (t) when h = 0; (b) Find the height at which the value of |x  (t)| is maximum. 29. Elvis the dog stands on a shoreline at point (0, 0) m and starts to chase a ball in the water at point (8, 4) m. He runs along the positive x-axis with speed x  (t) = 6.4 m/s. Let d(t) be the distance between Elvis and the ball at time t. (a) Find the time and location at which |d  (t)| = 0.9 m/s, the rate at which Elvis swims. (b) Show that the location is the same as the optimal entry point found in exercise 23 of section 3.6.
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 EXPLORATORY EXERCISES 1. Vision has proved to be the biggest challenge for building functional robots. Robot vision can either be designed to mimic human vision or follow a different design. Two possibilities are analyzed here. In the diagram below, a camera follows an object directly from left to right. If the camera is at the origin, the object moves with speed 1 m/s and the line of motion is at y = c, find an expression for θ  as a function of the position of the object. In the diagram to the right, the camera looks down into a parabolic mirror and indirectly views the object. If the mirror has polar coordinates (in this case, the angle θ 1 − sin θ is measured from the horizontal) equation r = 2 cos2 θ and x = r cos θ, find an expression for θ  as a function of the position of the object. Compare values of θ  at x = 0 and other x-values. If a large value of θ  causes the image to blur, which camera system is better? Does the distance y = c affect your preference? (x, y)
 
 (x, y)
 
 θ
 
 θ
 
 2. A particle moves down a ramp subject only to the force of gravity. Let y0 be the maximum height of the particle. Then conservation of energy gives 1 2 mv + mgy = mgy0 . 2  (a) From the definition v(t) = [x  (t)]2 + [y  (t)]2 , conclude that |y  (t)| ≤ |v(t)|. (b) Show that |v  (t)| ≤ g. (c) What shape must the ramp have to get equality in part (b)? Briefly explain in physical terms why g is the maximum value of |v  (t)|.
 
 RATES OF CHANGE IN ECONOMICS AND THE SCIENCES It has often been said that mathematics is the language of nature. Today, the concepts of calculus are being applied in virtually every field of human endeavor. The applications in this section represent but a small sampling of some elementary uses of the derivative. Recall that the derivative of a function gives the instantaneous rate of change of that function. So, when you see the word rate, you should be thinking derivative. You can hardly pick up a newspaper without finding reference to some rates (e.g., inflation rate, interest rate, etc.). These can be thought of as derivatives. There are also many familiar quantities that you might not recognize as rates of change. Our first example, which comes from economics, is of this type. In economics, the term marginal is used to indicate a rate. Thus, marginal cost is the derivative of the cost function, marginal profit is the derivative of the profit function and so on.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch03
 
 240
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 3
 
 ..
 
 T1: OSO
 
 December 10, 2010
 
 LT (Late Transcendental)
 
 20:20
 
 Applications of Differentiation
 
 3-68
 
 Suppose that you are manufacturing an item, where your start-up costs are $4000 and productions costs are $2 per item. The total cost of producing x items would then be 4000 + 2x. Of course, the assumption that the cost per item is constant is unrealistic. Efficient mass-production techniques could reduce the cost per item, but machine maintenance, labor, plant expansion and other factors could drive costs up as production (x) increases. In example 8.1, a quadratic cost function is used to take into account some of these extra factors. When the cost per item is not constant, an important question for managers to answer is how much it will cost to increase production. This is the idea behind marginal cost.
 
 EXAMPLE 8.1
 
 Analyzing the Marginal Cost of Producing a Commercial Product
 
 Suppose that C(x) = 0.02x 2 + 2x + 4000 is the total cost (in dollars) for a company to produce x units of a certain product. Compute the marginal cost at x = 100 and compare this to the actual cost of producing the 100th unit. Solution The marginal cost function is the derivative of the cost function: C  (x) = 0.04x + 2 and so, the marginal cost at x = 100 is C  (100) = 4 + 2 = 6 dollars per unit. On the other hand, the actual cost of producing item number 100 would be C(100) − C(99). (Why?) We have C(100) − C(99) = 200 + 200 + 4000 − (196.02 + 198 + 4000) = 4400 − 4394.02 = 5.98 dollars. Note that this is very close to the marginal cost of $6. Also notice that the marginal cost is easier to compute. „ Another quantity that businesses use to analyze production is average cost. You can easily remember the formula for average cost by thinking of an example.  If it costs a  per item. In total of $120 to produce 12 items, then the average cost would be $10 $ 120 12 general, the total cost is given by C(x) and the number of items by x, so average cost is defined by C(x) . C(x) = x Business managers want to know the level of production that minimizes average cost.
 
 EXAMPLE 8.2
 
 Minimizing the Average Cost of Producing a Commercial Product
 
 Suppose that C(x) = 0.02x 2 + 2x + 4000 is the total cost (in dollars) for a company to produce x units of a certain product. Find the production level x that minimizes the average cost. Solution The average cost function is given by C(x) =
 
 0.02x 2 + 2x + 4000 = 0.02x + 2 + 4000x −1 . x
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 To minimize C(x), we start by finding critical numbers in the domain x > 0. We have
 
 30 
 
 C (x) = 0.02 − 4000x −2 = 0 4000x −2 = 0.02 or 4000 = x 2. 0.02
 
 25 20 15 10 5 x 100 200 300 400 500 600 700
 
 FIGURE 3.87 Average cost function
 
 if
 
 √ Then x 2 = 200,000 or x = ± 200,000 ≈ ±447. Since x > 0, the only relevant  critical number is at approximately x = 447. Further, C (x) < 0 if x < 447 and  C (x) > 0 if x > 447, so this critical number is the location of the absolute minimum on the domain x > 0. A graph of the average cost function (see Figure 3.87) shows the minimum. „
 
 Our third example also comes from economics. This time, we will explore the relationship between price and demand. In most cases, a higher price will lower the demand for a product. However, if sales do not decrease significantly, a company may increase revenue despite a price increase. As we will see, an analysis of the elasticity of demand can give us important information about revenue. Suppose that the demand x for an item is a function of its price p. That is, x = f ( p). p If the price changes by a small amount  p, then the relative change in price equals . p However, a change in price creates a change in demand x, with a relative change in x . Economists define the elasticity of demand at price p to be the relative demand of x change in demand divided by the relative change in price for very small changes in price. As calculus students, you can define the elasticity E as a limit: x x  p→0  p p
 
 E = lim
 
 .
 
 In the case where x is a function of p, we write  p = ( p + h) − p = h for some small h and then x = f ( p + h) − f ( p). We then have E=
 
 f ( p + h) − f ( p) f ( p) lim h h→0 p
 
 =
 
 f ( p + h) − f ( p) p p lim = f  ( p), f ( p) h→0 h f ( p)
 
 assuming that f is differentiable. In example 8.3, we analyze elasticity of demand and revenue. Recall that if x = f ( p) items are sold at price p, then the revenue equals p f ( p).
 
 EXAMPLE 8.3
 
 Computing Elasticity of Demand and Changes in Revenue f ( p) = 400(20 − p)
 
 Suppose that
 
 is the demand for an item at price p (in dollars) with p < 20. (a) Find the elasticity of demand. (b) Find the range of prices for which E < −1. Compare this to the range of prices for which revenue is a decreasing function of p. Solution The elasticity of demand is given by E=
 
 p p p f  ( p) = (−400) = . f ( p) 400(20 − p) p − 20
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 We show a graph of E =
 
 1
 
 10
 
 20
 
 p
 
 or
 
 p in Figure 3.88. Observe that E < −1 if p − 20 p < −1 p − 20 p > −( p − 20).
 
 1
 
 FIGURE 3.88 E=
 
 p p − 20
 
 NOTES In some situations, elasticity is defined as −E, so that demand is elastic if E > 1.
 
 Since p − 20 < 0.
 
 Solving this gives us
 
 2 p > 20
 
 or
 
 p > 10.
 
 To analyze revenue, we compute R = p f ( p) = p(8000 − 400 p) = 8000 p − 400 p2 . Revenue decreases if R  ( p) < 0. From R  ( p) = 8000 − 800 p, we see that R  ( p) = 0 if p = 10 and R  ( p) < 0 if p > 10. Of course, this says that the revenue decreases if the price exceeds 10. „ Notice in example 8.3 that the prices for which E < −1 (in this case, we say that the demand is elastic) correspond exactly to the prices for which an increase in price will decrease revenue. In the exercises, we will find that this is not a coincidence. The next example we offer comes from chemistry. It is very important for chemists to have a handle on the rate at which a given reaction proceeds. Reaction rates give chemists information about the nature of the chemical bonds being formed and broken, as well as information about the type and quantity of product to expect. A simple situation is depicted in the schematic A + B −→ C, which indicates that chemicals A and B (the reactants) combine to form chemical C (the product). Let [C](t) denote the concentration (in moles per liter) of the product. The average reaction rate between times t1 and t2 is [C](t2 ) − [C](t1 ) . t2 − t 1 The instantaneous reaction rate at any given time t1 is then given by lim
 
 t→t1
 
 [C](t) − [C](t1 ) d[C] (t1 ). = t − t1 dt
 
 Depending on the details of the reaction, it is often possible to write down an equation d[C] relating the reaction rate to the concentrations of the reactants, [A] and [B]. dt
 
 EXAMPLE 8.4
 
 Modeling the Rate of a Chemical Reaction
 
 In an autocatalytic chemical reaction, the reactant and the product are the same. The reaction continues until some saturation level is reached. From experimental evidence, chemists know that the reaction rate is jointly proportional to the amount of the product present and the difference between the saturation level and the amount of the product. If the initial concentration of the chemical is 0 and the saturation level is 1 (corresponding to 100%), this means that the concentration x(t) of the chemical satisfies the equation x  (t) = r x(t)[1 − x(t)], where r > 0 is a constant. Find the concentration of chemical for which the reaction rate x  (t) is a maximum. Solution To clarify the problem, we write the reaction rate as f (x) = r x(1 − x).
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch03
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 10, 2010
 
 LT (Late Transcendental)
 
 20:20
 
 3-71
 
 ..
 
 SECTION 3.8
 
 y
 
 Rates of Change in Economics and the Sciences
 
 243
 
 Our aim is then to find x ≥ 0 that maximizes f (x). From the graph of y = f (x) shown in Figure 3.89, the maximum appears to occur at about x = 12 . We have f  (x) = r (1)(1 − x) + r x(−1) = r (1 − 2x)
 
 r/4
 
 x 1 2
 
 FIGURE 3.89 y = r x(1 − x)
 
 and so, the only critical number is x = 12 . Notice that the graph of y = f (x) is a parabola opening downward and hence, the critical number must correspond to the absolute maximum. Although the mathematical problem here was easy to solve, the result gives a chemist some precise information. At the time the reaction rate reaches a maximum, the concentration of chemical equals exactly half of the saturation level. „
 
 1
 
 Calculus and elementary physics are quite closely connected historically. It should come as no surprise, then, that physics provides us with such a large number of important applications of the calculus. We have already explored the concepts of velocity and acceleration. Another important application in physics where the derivative plays a role involves density. There are many different kinds of densities that we could consider. For example, we could study population density (number of people per unit area) or color density (depth of color per unit area) used in the study of radiographs. However, the most familiar type of density is mass density (mass per unit volume). You probably already have some idea of what we mean by this, but how would you define it? If an object of interest is made of some homogeneous material (i.e., the mass of any portion of the object of a given volume is the same), then the mass density is simply mass mass density = volume and this quantity is constant throughout the object. However, if the mass of a given volume varies in different parts of the object, then this formula only calculates the average density of the object. In example 8.5 we find a means of computing the mass density at a specific point in a nonhomogeneous object. Suppose that the function f (x) gives us the mass (in kilograms) of the first x meters of a thin rod. (See Figure 3.90.)
 
 x1 x
 
 FIGURE 3.90 A thin rod
 
 The total mass between marks x and x1 (x > x1 ) is given by [ f (x) − f (x1 )] kg. The average linear density (i.e., mass per unit length) between x and x1 is then defined as f (x) − f (x1 ) . x − x1 Finally, the linear density at x = x1 is defined as ρ(x1 ) = lim
 
 x→x1
 
 f (x) − f (x1 ) = f  (x1 ), x − x1
 
 (8.1)
 
 where we have recognized the alternative definition of derivative discussed in section 2.2.
 
 EXAMPLE 8.5
 
 Density of a Thin Rod
 
 √ Suppose that the mass of the first x meters of a thin rod is given by f (x) = 2x. Compute the linear density at x = 2 and at x = 8, and compare the densities at the two points.
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 Solution From (8.1), we have 1 1 ρ(x) = f  (x) = √ (2) = √ . 2 2x 2x √ √ Thus, ρ(2) = 1/ 4 = 1/2 and ρ(8) = 1/ 16 = 1/4. Notice that this says that the rod is nonhomogeneous (i.e., the mass density in the rod is not constant). Specifically, we have that the rod is less dense at x = 8 than at x = 2. „
 
 p 1
 
 In section 2.1, we briefly explored the rate of growth of a population. Population dynamics is an area of biology that makes extensive use of calculus. We examine population models in some detail in sections 8.1 and 8.2. For now, we explore one aspect of a basic model of population growth called the logistic equation. This states that if p(t) represents population (measured as a fraction of the maximum sustainable population), then the rate of change of the population satisfies the equation
 
 0.8 0.6 0.4 0.2
 
 p  (t) = r p(t)[1 − p(t)],
 
 t 2
 
 4
 
 6
 
 FIGURE 3.91 Logistic growth
 
 8
 
 for some constant r . A typical solution [for r = 1 and p(0) = 0.05] is shown in Figure 3.91. Although we won’t learn how to compute a solution until sections 8.1 and 8.2, we can determine some of the mathematical properties that all solutions must possess.
 
 EXAMPLE 8.6
 
 Finding the Maximum Rate of Population Growth
 
 Suppose that a population grows according to the equation p  (t) = 2 p(t)[1 − p(t)] (the logistic equation with r = 2). Find the population for which the growth rate is a maximum. Interpret this point graphically. Solution To clarify the problem, we write the population growth rate as f ( p) = 2 p(1 − p). Our aim is then to find the population p ≥ 0 that maximizes f ( p). We have f  ( p) = 2(1)(1 − p) + 2 p(−1) = 2(1 − 2 p) and so, the only critical number is p = 12 . Notice that the graph of y = f ( p) is a parabola opening downward and hence, the critical number must correspond to the absolute maximum. In Figure 3.91, observe that the height p = 12 corresponds to the portion of the graph with maximum slope. Also, notice that this point is an inflection point on the graph. We can verify this by noting that we solved the equation f  ( p) = 0, where f ( p) equals p  (t). Therefore, p = 12 is the p-value corresponding to the solution of p  (t) = 0. This fact can be of value to population biologists. If they are tracking a population that reaches an inflection point, then (assuming that the logistic equation gives an accurate model) the population will eventually double in size. „ Notice the similarities between examples 8.4 and 8.6. One reason that mathematics has such great value is that seemingly unrelated physical processes often have the same mathematical description. Comparing examples 8.4 and 8.6, we learn that the underlying mechanisms for autocatalytic reactions and population growth are identical. We have now discussed examples of six rates of change drawn from economics and the sciences. Add these to the applications that we have seen in previous sections and we have an impressive list of applications of the derivative. Even so, we have barely begun to scratch the surface. In any field where it is possible to quantify and analyze the properties of a function, calculus and the derivative are powerful tools. This list includes at least some aspect of nearly every major field of study. The continued study of calculus will give you the ability to read (and understand) technical studies in a wide variety of fields and to see (as we have in this section) the underlying unity that mathematics brings to a broad range of human endeavors.
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 EXERCISES 3.8 WRITING EXERCISES 1. The logistic equation x  (t) = x(t)[1 − x(t)] is used to model many important phenomena (see examples 8.4 and 8.6). The equation has two competing contributions to the rate of change x  (t). The term x(t) by itself would mean that the larger x(t) is, the faster the population grows. This is balanced by the term 1 − x(t), which indicates that the closer x(t) gets to 1, the slower the population growth is. With both terms, the model has the property that for small x(t), slightly larger x(t) means greater growth, but as x(t) approaches 1, the growth tails off. Explain in terms of population growth and the concentration of a chemical why the model is reasonable. 2. Corporate deficits and debt are frequently in the news, but the terms are often confused with each other. To take an example, suppose a company finishes a fiscal year owing $5000. That is their debt. Suppose that in the following year the company has revenues of $106,000 and expenses of $109,000. The company’s deficit for the year is $3000, and the company’s debt has increased to $8000. Briefly explain why deficit can be thought of as the derivative of debt. 1. If the cost of manufacturing x items is C(x) = x 3 + 20x 2 + 90x + 15, find the marginal cost function and compare the marginal cost at x = 50 with the actual cost of manufacturing the 50th item.
 
 9. C(x) = 10. C(x) =
 
 √ √
 
 x3 + 9 x 3 + 800
 
 ............................................................ 11. (a) Let C(x) be the cost function and C(x) be the average cost function. Suppose that C(x) = 0.01x 2 + 40x + 3600. Show that C  (100) < C(100) and show that increasing the production (x) by 1 will decrease the average cost. (b) Show that C  (1000) > C(1000) and show that increasing the production (x) by 1 will increase the average cost. (c) Prove that average cost is minimized at the x-value where C  (x) = C (x). 12. Let R(x) be the revenue and C(x) be the cost from manufacturing x items. Profit is defined as P(x) = R(x) − C(x). (a) Show that at the value of x that maximizes profit, marginal revenue equals marginal cost. (b) Find the maximum profit if R(x) = 10x − 0.001x 2 dollars and C(x) = 2x + 5000 dollars.
 
 ............................................................ In exercises 13–16, find (a) the elasticity of demand and (b) the range of prices for which the demand is elastic (E < − 1). 13. f ( p) = 200(30 − p)
 
 14. f ( p) = 200(20 − p)
 
 15. f ( p) = 100 p(20 − p)
 
 16. f ( p) = 60 p(10 − p)
 
 ............................................................
 
 2. If the cost of manufacturing x items is C(x) = x 4 + 14x 2 + 60x + 35, find the marginal cost function and compare the marginal cost at x = 50 with the actual cost of manufacturing the 50th item.
 
 17. If the demand function f is differentiable, prove that p [ p f ( p)] < 0 if and only if f  ( p) < −1. (That is, revf ( p) enue decreases if and only if demand is elastic.)
 
 3. If the cost of manufacturing x items is C(x) = x 3 + 21x 2 + 110x + 20, find the marginal cost function and compare the marginal cost at x = 100 with the actual cost of manufacturing the 100th item.
 
 18. The term income elasticity of demand is defined as the percentage change in quantity purchased divided by the percentage change in real income. If I represents income and Q(I ) is demand as a function of income, derive a formula for the income elasticity of demand.
 
 4. If the cost of manufacturing x items is C(x) = x 3 + 11x 2 + 40x + 10, find the marginal cost function and compare the marginal cost at x = 100 with the actual cost of manufacturing the 100th item. 5. Suppose the cost of manufacturing x items is C(x) = x 3 − 30x 2 + 300x + 100 dollars. Find the inflection point and discuss the significance of this value in terms of the cost of manufacturing. 6. A baseball team owner has determined that if tickets are priced at $10, the average attendance at a game will be 27,000 and if tickets are priced at $8, the average attendance will be 33,000. Using a linear model,we would then estimate that tickets priced at $9 would produce an average attendance of 30,000. Discuss whether you think the use of a linear model here is reasonable. Then, using the linear model, determine the price at which the revenue is maximized.
 
 ............................................................
 
 In exercises 7–10, find the production level that minimizes the average cost. 7. C(x) = 0.1x 2 + 3x + 2000 8. C(x) = 0.2x 3 + 4x + 4000
 
 19. If the concentration of a chemical changes according to the equation x  (t) = 2x(t)[4 − x(t)], (a) find the concentration x(t) for which the reaction rate is a maximum; (b) find the limiting concentration. 20. If the concentration of a chemical changes according to the equation x  (t) = 0.5x(t)[5 − x(t)], (a) find the concentration x(t) for which the reaction rate is a maximum; (b) find the limiting concentration. 21. Mathematicians often study equations of the form x  (t) = r x(t)[1 − x(t)], instead of the more complicated x  (t) = cx(t)[K − x(t)], justifying the simplification with the statement that the second equation “reduces to” the first equation. Starting with y  (t) = cy(t)[K − y(t)], substitute y(t) = K x(t) and show that the equation reduces to the form x  (t) = r x(t)[1 − x(t)]. How does the constant r relate to the constants c and K ? 22. Suppose a chemical reaction follows the equation x  (t) = cx(t)[K − x(t)]. Suppose that at time t = 4 the concentration is x(4) = 2 and the reaction rate is x  (4) = 3. At time t = 6, suppose that the concentration is x(6) = 4 and the
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 reaction rate is x  (6) = 4. Find the values of c and K for this chemical reaction. 23. In a general second-order chemical reaction, chemicals A and B (the reactants) combine to form chemical C (the product). If the initial concentrations of the reactants A and B are a and b, respectively, then the concentration x(t) of the product satisfies the equation x  (t) = [a − x(t)][b − x(t)]. What is the rate of change of the product when x(t) = a? At this value, is the concentration of the product increasing, decreasing or staying the same? Assuming that a < b and there is no product present when the reaction starts, explain why the maximum concentration of product is x(t) = a. rx 24. The rate R of an enzymatic reaction is given by R = , k+x where k is the Michaelis constant and x is the substrate concentration. Determine whether there is a maximum rate of the reaction. 25. In an adiabatic chemical process, there is no net change in heat, so pressure and volume are related by an equation of the form PV1.4 = c, for some positive constant c. Find and interpret dV . dP 26. The relationship among the pressure P, volume V and temperature T of a gas or liquid is given by van der Waals’ equation  2 P + nV 2a (V − nb) = nRT, for positive constants n, a, b and dV . R. For constant temperatures, find and interpret dP
 
 ............................................................
 
 In exercises 27–30, the mass of the first x meters of a thin rod is given by the function m(x) on the indicated interval. Find the linear mass density function for the rod. Based on what you find, briefly describe the composition of the rod. 27. m(x) = 4x − sin x grams for 0 ≤ x ≤ 6 28. m(x) = (x − 1)3 + 6x grams for 0 ≤ x ≤ 2
 
 3-74
 
 0 ≤ x ≤ 6. The absolute value of the derivative, |T  (x)|, is defined as the sensitivity of the body to the drug dosage. Find the dosage that maximizes sensitivity. 35. Referring to exercise 12, explain why a value of x for which marginal revenue equals marginal cost does not necessarily maximize profit. 36. Referring to exercise 12, explain why the conditions R  (x0 ) = C  (x0 ) and R  (x0 ) < C  (x0 ) will guarantee that profit is maximized at x0 . 37. A fish swims at velocity v upstream from point A to point B, against a current of speed c. Explain why we must have v > c. kv 2 The energy consumed by the fish is given by E = , for v−c some constant k > 1. Show that E has one critical number. Does it represent a maximum or a minimum? 38. The power required for a bird to fly at speed v is proportional to 1 P = + cv 3 , for some positive constant c. Find v to minimize v the power. 39. A commuter exits her neighborhood by driving y miles at r1 mph, then turning onto a central road to drive x miles at r2 mph. Assume that the neighborhood has a fixed size, so that x y = c for some number c. (a) Find x and y to minimize the time spent driving. (b) Show that equal time is spent driving at r1 mph and at r2 mph. This is a design principle for neighborhoods and airports. (See Bejan’s Constructal Theory of Social Dynamics.) 40. Suppose that the total cost of moving a barge a distance p p at speed v is C(v) = avp + b , representing energy exv pended plus time. (a) Find v to minimize C(v). (b) Traveling against a current of speed vc , the cost becomes v2 p C(v) = ap +b . Find v to minimize C(v). (Sugv−c v − vc gested by Tim Pennings.)
 
 29. m(x) = 4x grams for 0 ≤ x ≤ 2 30. m(x) = 4x 2 grams for 0 ≤ x ≤ 2
 
 ............................................................ 31. Suppose that a population grows according to the logistic equation p  (t) = 4 p(t)[5 − p(t)]. Find the population at which the population growth rate is a maximum. 32. Suppose that a population grows according to the logistic equation p  (t) = 2 p(t)[7 − 2 p(t)]. Find the population at which the population growth rate is a maximum.
 
 EXPLORATORY EXERCISES 1. A simple model for the spread of fatal diseases such as AIDS divides people into the categories of susceptible (but not exposed), exposed (but not infected) and infected. The proportions of people in each category at time t are denoted S(t), E(t) and I (t), respectively. The general equations for this model are S  (t) = m I (t) − bS(t)I (t), E  (t) = bS(t)I (t) − a E(t), I  (t) = a E(t) − m I (t),
 
 APPLICATIONS 33. Suppose that the size of the pupil of an animal is given by f (x) (mm), where x is the intensity of the light on the pupil. If f (x) =
 
 160x −0.4 + 90 , 4x −0.4 + 15
 
 show that f (x) is a decreasing function. Interpret this result in terms of the response of the pupil to light. 34. Suppose that the body temperature 1 hour after receiving x mg of a drug is given by T (x) = 102 − 16 x 2 (1 − x/9) for
 
 where m, b and a are positive constants. Notice that each equation gives the rate of change of one of the categories. Each rate of change has both a positive and negative term. Explain why the positive term represents people who are entering the category and the negative term represents people who are leaving the category. In the first equation, the term m I (t) represents people who have died from the disease (the constant m is the reciprocal of the life expectancy of someone with the disease). This term is slightly artificial: the assumption is that the population is constant, so that when one person dies, a baby is born
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch03
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 10, 2010
 
 LT (Late Transcendental)
 
 20:20
 
 3-75
 
 CHAPTER 3
 
 who is not exposed or infected. The dynamics of the disease are such that susceptible (healthy) people get infected by contact with infected people. Explain why the number of contacts between susceptible people and infected people is proportional to S(t) and I (t). The term bS(t)I (t), then, represents susceptible people who have been exposed by contact with infected people. Explain why this same term shows up as a positive in the second equation. Explain the rest of the remaining two equations in this fashion. (Hint: The constant a represents the reciprocal of the average latency period. In the case of AIDS, this would be how long it takes an HIV-positive person to actually develop AIDS.) 2. Without knowing how to solve differential equations, we can nonetheless deduce some important properties of the solutions of differential equations. Consider the equation for an autocatalytic reaction x  (t) = x(t)[1 − x(t)]. Suppose x(0) lies between 0 and 1. Show that x  (0) is positive, by determining
 
 ..
 
 Review Exercises
 
 247
 
 the possible values of x(0)[1 − x(0)]. Explain why this indicates that the value of x(t) will increase from x(0) and will continue to increase as long as 0 < x(t) < 1. Explain why if x(0) < 1 and x(t) > 1 for some t > 0, then it must be true that x(t) = 1 for some t > 0. However, if x(t) = 1, then x  (t) = 0 and the solution x(t) stays constant (equal to 1). Therefore, we can conjecture that lim x(t) = 1. Similarly, t→∞
 
 show that if x(0) > 1, then x(t) decreases and we could again conjecture that lim x(t) = 1. Changing equations, suppose t→∞
 
 that x  (t) = −0.05x(t) + 2. This is a model of an experiment in which a radioactive substance is decaying at the rate of 5% but the substance is being replenished at the constant rate of 2. Find the value of x(t) for which x  (t) = 0. Pick various starting values of x(0) less than and greater than the constant solution and determine whether the solution x(t) will increase or decrease. Based on these conclusions, conjecture the value of lim x(t), t→∞
 
 the limiting amount of radioactive substance in the experiment.
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Linear approximation Absolute extremum Inflection points Marginal cost Fermat’s Theorem
 
 Newton’s method Local extremum Concavity Extreme Value Theorem
 
 Critical number First Derivative Test Second Derivative Test Related rates
 
 7. If there is a vertical asymptote at x = a, then either lim f (x) = ∞ or lim f (x) = −∞. x→a +
 
 x→a +
 
 8. In a maximization problem, if f has only one critical number, then it is the maximum. 9. If the population p(t) has a maximum growth rate at t = a, then p (a) = 0. 10. If f  (a) = 2 and g  (a) = 4, then twice as fast as f .
 
 dg = 2 and g is increasing df
 
 In exercises 1 and 2, find the linear approximation to f (x) at x0 . √ 2. f (x) = x 2 + 3, x0 = 1 1. f (x) = cos 3x, x0 = 0
 
 TRUE OR FALSE
 
 ............................................................
 
 State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to make a new statement that is true.
 
 In exercises 3 and 4, use a linear approximation to estimate the quantity. √ 4. sin 3 3. 3 7.96
 
 1. Linear approximations give good approximations of function values for x’s close to the point of tangency.
 
 ............................................................
 
 2. The closer the initial guess is to the solution, the faster Newton’s method converges. 3. If there is a maximum of f (x) at x = a, then f  (a) = 0. 4. An absolute extremum must occur at either a critical number or an endpoint. 5. If f  (x) > 0 for x < a and f  (x) < 0 for x > a, then f (a) is a local maximum. 6. If f  (a) = 0, then y = f (x) has an inflection point at x = a.
 
 In exercises 5 and 6, use Newton’s method to find an approximate root. 5. x 3 + 5x − 1 = 0
 
 6. x 3 = cos x
 
 ............................................................ 7. Explain why Newton’s method fails on x 3 − 3x + 2 = 0 with x0 = 1. 8. Show that the approximation “small” x.
 
 1 ≈ 1 + x is valid for (1 − x)
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 Review Exercises In exercises 9–16, do the following by hand. (a) Find all critical numbers, (b) identify all intervals of increase and decrease, (c) determine whether each critical number represents a local maximum, local minimum or neither, (d) determine all intervals of concavity and (e) find all inflection points. 9. f (x) = x 3 + 3x 2 − 9x 11. f (x) = x 4 − 4x 3 + 2 x − 90 x2 x 15. f (x) = 2 x +4
 
 13. f (x) =
 
 10. f (x) = x 4 − 4x + 1 12. f (x) = x 3 − 3x 2 − 24x 14. f (x) = (x 2 − 1)2/3 16. f (x) = √
 
 x x2 + 2
 
 ............................................................
 
 In exercises 17–20, find the absolute extrema of the given function on the indicated interval.
 
 39. A city is building a highway from point A to point B, which is 4 miles east and 6 miles south of point A. The first 4 miles south of point A is swampland, where the cost of building the highway is $6 million per mile. On dry land, the cost is $2 million per mile. Find the point on the boundary of swampland and dry land to which the highway should be built to minimize the total cost. 40. In exercise 39, how much does the optimal point change if the cost on dry land rises to $3 million per mile? 41. A soda can in the shape of a cylinder is to hold 16 fluid ounces. Find the dimensions of the can that minimize the surface area of the can. 42. Suppose that C(x) = 0.02x 2 + 4x + 1200 is the cost of manufacturing x items. Show that C  (x) > 0 and explain in business terms why this has to be true. Show that C  (x) > 0 and explain why this indicates that the manufacturing process is not very efficient.
 
 17. f (x) = x 3 + 3x 2 − 9x on [0, 4] √ 18. f (x) = x 3 − 3x 2 + 2x on [−1, 3]
 
 43. Suppose that the mass of the first x meters of a thin rod is given by m(x) = 20 + x 2 for 0 ≤ x ≤ 4. Find the density of the rod and briefly describe the composition of the rod.
 
 19. f (x) = x 4/5 on [−2, 3]
 
 44. If the concentration x(t) of a chemical in a reaction changes according to the equation x  (t) = 0.3x(t)[4 − x(t)], find the concentration at which the reaction rate is a maximum.
 
 20. f (x) = x 1/3 − x 2/3 on [−1, 4]
 
 ............................................................ In exercises 21–24, find the x-coordinates of all local extrema. 21. f (x) = x 3 + 4x 2 + 2x
 
 22. f (x) = x 4 − 3x 2 + 2x
 
 23. f (x) = x 5 − 2x 2 + x
 
 24. f (x) = x 5 + 4x 2 − 4x
 
 ............................................................
 
 25. Sketch a graph of a function with f (−1) = 2, f (1) = −2, f  (x) < 0 for −2 < x < 2 and f  (x) > 0 for x < −2 and x > 2. 26. Sketch a graph of a function with f  (x) > 0 for x = 0, f  (0) undefined, f  (x) > 0 for x < 0 and f  (x) < 0 for x > 0.
 
 ............................................................ In exercises 27–36, sketch a graph of the function and completely discuss the graph. 27. f (x) = x 4 + 4x 3
 
 28. f (x) = x 4 + 4x 2
 
 29. f (x) = x 4 + 4x x 31. f (x) = 2 x +1 x2 33. f (x) = 2 x +1 x3 35. f (x) = 2 x −1
 
 30. f (x) = x 4 − 4x 2 x 32. f (x) = 2 x −1 x2 34. f (x) = 2 x −1 4 36. f (x) = 2 x −1
 
 ............................................................
 
 37. Find the point on the graph of y = 2x 2 that is closest to (2, 1). 38. Show that the line through the two points of exercise 37 is perpendicular to the tangent line to y = 2x 2 at (2, 1).
 
 45. The cost of manufacturing x items is given by C(x) = 0.02x 2 + 20x + 1800. Find the marginal cost function. Compare the marginal cost at x = 20 to the actual cost of producing the 20th item. 46. For the cost function in exercise 45, find the value of x that minimizes the average cost C(x) = C(x)/x.
 
 EXPLORATORY EXERCISES 1. Let n(t) be the number of photons in a laser field. One model of the laser action is n  (t) = an(t) − b[n(t)]2 , where a and b are positive constants. If n(0) = a/b, what is n  (0)? Based on this calculation, would n(t) increase, decrease or neither? If n(0) > a/b, is n  (0) positive or negative? Based on this calculation, would n(t) increase, decrease or neither? If n(0) < a/b, is n  (0) positive or negative? Based on this calculation, would n(t) increase, decrease or neither? Putting this information together, conjecture the limit of n(t) as t → ∞. Repeat this analysis under the assumption that a < 0. 2. One way of numerically approximating a derivative is by computing the slope of a secant line. For example, f (b) − f (a) , if b is close enough to a. In this exf  (a) ≈ b−a ercise, we will develop an analogous approximation to the second derivative. Instead of finding the secant line through two points on the curve, we find the parabola through three points on the curve. The second derivative of this approximating parabola will serve as an approximation of the second derivative of the curve. The first step is messy, so we recommend using a CAS if one is available. Find a function
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 Review Exercises of the form g(x) = ax 2 + bx + c such that g(x1 ) = y1 , g(x2 ) = y2 and g(x3 ) = y3 . Since g  (x) = 2a, you actually only need to find the constant a. The so-called second difference approximation to f  (x) is the value of g  (x) = 2a using the three points x1 = x − x [y1 = f (x1 )], x2 = x [y2 = f (x2 )] and x3 =√x + x [y3 = f (x3 )]. Find the second difference for f (x) = x + 4 at x = 0 with x = 0.5, x = 0.1 and x = 0.01. Compare to the exact value of the second derivative, f  (0). 3. The technique of Picard iteration is very effective for estimating solutions of complicated equations. For equations of the form f (x) = 0, start with an initial guess x0 . For
 
 g(x) = f (x) + x, compute the iterates x1 = g(x0 ), x2 = g(x1 ) and so on. Show that this makes it so that if the iterates repeat (i.e., g(xn+1 ) = g(xn )) at xn , then f (xn ) = 0. Compute iterates starting at x0 = −1 for (a) f (x) = x 3 − x 2 + 3, x2 3 x3 (b) f (x) = −x 3 + x 2 − 3 and (c) f (x) = − + − . 11 11 11 To see what is going on, suppose that f (xc ) = 0, x0 < xc and f (x0 ) < 0. Show that x1 is farther from the solution xc than is x0 . Continue in this fashion and show that Picard iteration does not converge to xc if f  (xc ) > 0 [this explains the failure in part (a)]. Investigate the effect of f  (xc ) on the behavior of Picard iteration and explain why the function in part (c) is better than the function in part (b).
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 4 In the modern business world, companies must find the most cost-efficient method of handling their inventory. One method is just-in-time inventory, where new inventory arrives just as existing stock is running out. As a simplified example of this, suppose that a heating oil company’s terminal receives shipments of 8000 gallons of oil at a time and orders are shipped out to customers at a constant rate of 1000 gallons per day, where each shipment of oil arrives just as the last gallon on hand is shipped out. Inventory costs are determined based on the average number of gallons held at the terminal. So, how would we calculate this average? To translate this into a calculus problem, let f (t) represent the number of gallons of oil at the terminal at time t (days), where a shipment arrives at time t = 0. In this case, f (0) = 8000. Further, for 0 < t < 8, there is no oil coming in, but oil is leaving at the rate of 1000 gallons per day. Since “rate” means derivative, we have f  (t) = −1000, for 0 < t < 8. This tells us that the graph of y = f (t) has slope −1000 until time t = 8, at which point another shipment arrives to refill the terminal, so that f (8) = 8000. Continuing in this way, we generate the graph of f (t) shown here at the left. y
 
 y 10,000
 
 10,000 9000 8000 7000 6000 5000 4000 3000 2000 1000
 
 8000 6000 4000 2000 t
 
 t 10
 
 20 y = f(t)
 
 30
 
 5
 
 10 15 20 25 30 y = g(t)
 
 Since the inventory ranges from 0 gallons to 8000 gallons, you might guess that the average inventory of oil is 4000 gallons. However, look at the graph at the right, showing a different inventory function g(t), where the oil is not shipped out at a constant rate. Although the inventory again ranges from 0 to 8000, the drop in inventory is so rapid immediately following each delivery that the average number of gallons on hand is well below 4000. As we will see in this chapter, our usual way of averaging a set of numbers is analogous to an area problem. Specifically, the average value of a function is the height of the rectangle that has the same area as the area between the graph of the function and the x-axis. For our original f (t), notice that 4000 appears to work well, while for g(t), an average of 2000 appears to be better, as you can see in the graphs. 251
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 Notice that we have introduced several new problems: finding a function from its derivative, finding the average value of a function and finding the area under a curve. We will explore these problems in this chapter.
 
 4.1
 
 ANTIDERIVATIVES
 
 NOTES For a realistic model of a system as complex as a space shuttle, we must consider much more than the simple concepts discussed here. For a very interesting presentation of this problem, see the article by Long and Weiss in the February 1999 issue of The American Mathematical Monthly.
 
 Calculus provides us with a powerful set of tools for understanding the world around us. Initial designs of the space shuttle included aircraft engines to power its flight through the atmosphere after reentry. In order to cut costs, the aircraft engines were scrapped and the space shuttle became a huge glider. NASA engineers use the calculus to provide precise answers to flight control problems. While we are not in a position to deal with the vast complexities of a space shuttle flight, we can consider an idealized model. As we often do with real-world problems, we begin with a physical principle(s) and use this to produce a mathematical model of the physical system. We then solve the mathematical problem and interpret the solution in terms of the physical problem. If we consider only the vertical motion of an object falling toward the ground, the physical principle governing the motion is Newton’s second law of motion: Force = mass × acceleration
 
 F = ma.
 
 or
 
 This says that the sum of all the forces acting on an object equals the product of its mass and acceleration. Two forces that you might identify here are gravity pulling downward and air drag pushing in the direction opposite the motion. From experimental evidence, we know that the force due to air drag, Fd , is proportional to the square of the speed of the object and acts in the direction opposite the motion. So, for the case of a falling object, Fd = kv 2 , Space shuttle Endeavor
 
 for some constant k > 0. The force due to gravity is simply the weight of the object, W = −mg, where the gravitational constant g is approximately 32 ft/s2 . (The minus sign indicates that the force of gravity acts downward.) Putting this together, Newton’s second law of motion gives us F = ma = −mg + kv 2 . Recognizing that a = v  (t), we have mv  (t) = −mg + kv 2 (t).
 
 (1.1)
 
 Notice that equation (1.1) involves both the unknown function v(t) and its derivative v  (t). Such an equation is called a differential equation. We discuss differential equations in detail in Chapter 8. To get started now, we simplify the problem by assuming that gravity is the only force acting on the object. Taking k = 0 in (1.1) gives us mv  (t) = −mg
 
 or
 
 v  (t) = −g.
 
 Now, let y(t) be the position function, giving the altitude of the object in feet t seconds after the start of reentry. Since v(t) = y  (t) and a(t) = v  (t), we have y  (t) = −32. From this, we’d like to determine y(t). More generally, we need to find a way to undo differentiation. That is, given a function, f , we’d like to find another function F such that F  (x) = f (x). We call such a function F an antiderivative of f.
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 Finding Several Antiderivatives of a Given Function
 
 Find an antiderivative of f (x) = x 2 . Solution Notice that F(x) = 13 x 3 is an antiderivative of f (x), since   d 1 3 F  (x) = x = x 2. dx 3   d 1 3 Further, observe that x + 5 = x 2, dx 3
 
 y 4 2 −4
 
 x
 
 −2
 
 0
 
 2
 
 4
 
 −2 −4
 
 FIGURE 4.1 A family of antiderivative curves
 
 so that G(x) = 13 x 3 + 5 is also an antiderivative of f. In fact, for any constant c, we have   d 1 3 x + c = x 2. dx 3 Thus, H (x) = 13 x 3 + c is also an antiderivative of f (x), for any choice of the constant c. Graphically, this gives us a family of antiderivative curves, as illustrated in Figure 4.1. Note that each curve is a vertical translation of every other curve in the family. „ In general, observe that if F is any antiderivative of f and c is any constant, then d [F(x) + c] = F  (x) + 0 = f (x). dx Thus, F(x) + c is also an antiderivative of f (x), for any constant c. On the other hand, are there any other antiderivatives of f (x) besides F(x) + c? The answer, as provided in Theorem 1.1, is no.
 
 THEOREM 1.1 Suppose that F and G are both antiderivatives of f on an interval I . Then, G(x) = F(x) + c, for some constant c.
 
 NOTES Theorem 1.1 says that given any antiderivative F of f, every possible antiderivative of f can be written in the form F(x) + c, for some constant, c. We give this most general antiderivative a name in Definition 1.1.
 
 PROOF Since F and G are both antiderivatives for f, we have that G  (x) = F  (x). It now follows, from Corollary 8.1 in section 2.8, that G(x) = F(x) + c, for some constant c, as desired.
 
 DEFINITION 1.1 Let F be any antiderivative of f on an interval I . The indefinite integral of f (x) (with respect to x) on I is defined by  f (x) d x = F(x) + c, where c is an arbitrary constant (the constant of integration). The process of computing an integral is called integration. Here, f (x) is called the integrand and the term dx identifies x as the variable of integration.
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 EXAMPLE 1.2 Evaluate
 
 
 
 An Indefinite Integral
 
 3x 2 d x.
 
 Solution You should recognize 3x 2 as the derivative of x 3 and so,  3x 2 d x = x 3 + c. „
 
 EXAMPLE 1.3 Evaluate
 
 
 
 Evaluating an Indefinite Integral
 
 t 5 dt.
 
   d 6 d 1 6 5 Solution We know that t = 6t and so, t = t 5 . Therefore, dt dt 6  1 t 5 dt = t 6 + c. 6 „ We should point out that every differentiation rule gives rise to a corresponding inted r gration rule. For instance, recall that for every rational power, r, x = r x r −1 . Likewise, dx we have d r +1 = (r + 1)x r . x dx This proves the following result.
 
 REMARK 1.1 THEOREM 1.2 (Power Rule) Theorem 1.2 says that to integrate a power of x (other than x −1 ), you simply raise the power by 1 and divide by the new power. Notice that this rule obviously doesn’t work for r = −1, since this would produce a division by 0. In Chapter 6, we develop a rule to cover this case.
 
 For any rational power r = −1, 
 
 xr d x =
 
 x r +1 + c. r +1
 
 Here, if r < −1, the interval I on which this is defined can be any interval that does not include x = 0.
 
 EXAMPLE 1.4 Evaluate
 
 
 
 Using the Power Rule
 
 x d x. 17
 
 Solution From the power rule, we have  x 18 x 17+1 +c = + c. x 17 d x = 17 + 1 18 „
 
 EXAMPLE 1.5 
 
 Evaluate
 
 The Power Rule with a Negative Exponent
 
 1 d x. x3
 
 Solution We can use the power rule if we first rewrite the integrand. In any interval not containing 0, we have   1 x −3+1 1 −3 + c = − x −2 + c. d x = x d x = x3 −3 + 1 2 „
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 The Power Rule with a Fractional Exponent 
 
 x d x and (b)
 
 1 d x. √ 3 x
 
 Solution (a) As in example 1.5, we first rewrite the integrand and then apply the power rule. We have   √ x 1/2+1 x 3/2 2 x d x = x 1/2 d x = +c = + c = x 3/2 + c. 1/2 + 1 3/2 3 Notice that the fraction 23 in the last expression is exactly what it takes to cancel the new exponent 3/2. (This is what happens if you differentiate.) (b) Similarly, in any interval not containing 0,   x −1/3+1 1 +c d x = x −1/3 d x = √ 3 −1/3 + 1 x 3 x 2/3 + c = x 2/3 + c. = 2/3 2 „ Notice that since
 
 d sin x = cos x, we have dx  cos x d x = sin x + c.
 
 Again, by reversing any derivative formula, we get a corresponding integration formula. The following table contains a number of important formulas. The proofs of these are left as straightforward, yet important, exercises. Notice that we do not yet have integration formulas for several familiar functions: x1 , tan x, cot x and others.    
 
 xr d x =
 
 x r +1 + c, for r = −1 (power rule) r +1
 
 sin x d x = −cos x + c cos x d x = sin x + c
 
   
 
 csc2 x d x = −cot x + c sec x tan x d x = sec x + c csc x cot x d x = −csc x + c
 
 sec2 x d x = tan x + c At this point, we are simply reversing the most basic derivative rules we know. We will develop more sophisticated techniques later. For now, we need a general rule to allow us to combine our basic integration formulas.
 
 THEOREM 1.3 Suppose that f (x) and g(x) have antiderivatives. Then, for any constants, a and b,    [a f (x) + bg(x)] d x = a f (x) d x + b g(x) d x.
 
 PROOF We have that
 
 d dx
 
 
 
  d g(x) d x = g(x). It then follows that dx     d a f (x) d x + b g(x) d x = a f (x) + bg(x), dx f (x) d x = f (x) and
 
 as desired.
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 Note that Theorem 1.3 says that we can easily compute integrals of sums, differences and constant multiples of functions. However, it turns out that the integral of a product (or a quotient) is not generally the product (or quotient) of the integrals.
 
 EXAMPLE 1.7 
 
 An Indefinite Integral of a Sum
 
 (3 cos x + 4x 8 ) d x.
 
 Evaluate Solution
 
 
 
  (3 cos x + 4x 8 ) d x = 3
 
  cos x d x + 4
 
 = 3 sin x + 4 = 3 sin x +
 
 EXAMPLE 1.8 
 
 Evaluate
 
 x8 dx
 
 From Theorem 1.3.
 
 x9 +c 9
 
 4 9 x + c. 9
 
 „
 
 An Indefinite Integral of a Difference
 
 (3 − 4 sec2 x) d x.
 
 Solution 
 
  (3 − 4 sec2 x) d x = 3
 
  1 dx − 4
 
 sec2 x d x = 3x − 4 tan x + c.
 
 „
 
 Before concluding the section by examining another falling object, we should emphasize that we have developed only a small number of integration rules. Further, unlike with derivatives, we will never have rules to cover all of the functions with which we are familiar. Thus, it is important to recognize when you cannot find an antiderivative.
 
 EXAMPLE 1.9
 
 Identifying Integrals That We Cannot Yet Evaluate
 
 Which of the following integrals can you evaluate in  given the rules developed  2x x3 + 1 1 d x, (b) sec x d x, (c) d x, d x, (d) this section? (a) √ 3 x2 + 1 x2 x2   (e) (x + 1)(x − 1) d x and (f) x sin 2x d x. Solution First, notice that we can rewrite problems (a), (d) and (e) into forms where we can recognize an antiderivative, as follows. For (a),   x −2/3+1 1 −2/3 + c = 3x 1/3 + c. d x = x d x = √ 3 − 23 + 1 x2 In part (d), if we divide out the integrand, we find   x3 + 1 x −1 x2 1 x2 −2 + + c = − + c. d x = (x + x ) d x = x2 2 −1 2 x Finally, in part (e), if we multiply out the integrand, we get   x3 − x + c. (x + 1)(x − 1) d x = (x 2 − 1) d x = 3 Parts (b), (c) and (f) require us to find functions whose derivatives equal sec x, and x sin 2x. As yet, we do not know how to evaluate these integrals. „
 
 2x x2 + 1
 
 Now that we know how to find antiderivatives for a number of functions, we return to the problem of the falling object that opened the section.
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 Finding the Position of a Falling Object Given Its Acceleration
 
 If an object’s downward acceleration is given by y  (t) = −32 ft/s2 , find the position function y(t). Assume that the initial velocity is y  (0) = −100 ft/s and the initial position is y(0) = 100,000 feet. Solution We have to undo two derivatives, so we compute two antiderivatives. First, we have     y (t) = y (t) dt = (−32) dt = −32t + c. Since y  (t) is the velocity of the object (given in units of feet per second), we can determine the constant c from the given initial velocity. We have v(t) = y  (t) = −32t + c and v(0) = y  (0) = −100 and so, −100 = v(0) = −32(0) + c = c, so that c = −100. Thus, the velocity is y  (t) = −32t − 100. Next, we have   y(t) = y  (t) dt = (−32t − 100) dt = −16t 2 − 100t + c. Now, y(t) gives the height of the object (measured in feet) and so, from the initial position, we have 100,000 = y(0) = −16(0) − 100(0) + c = c. Thus, c = 100,000 and y(t) = −16t 2 − 100t + 100,000. Keep in mind that this models the object’s height assuming that the only force acting on the object is gravity (i.e., there is no air drag or lift). „
 
 EXERCISES 4.1 WRITING EXERCISES 1. In the text, we emphasized that the indefinite integral represents all antiderivatives of a given function. To understand why this is important, consider a situation where you know the net force, F(t), acting on an object. By Newton’s second law, F = ma. For the velocity function v(t), this translates to a(t) = v  (t) = F(t)/m. To compute v(t), you need to compute an antiderivative of the force function F(t)/m. However, suppose you were unable to find all antiderivatives. How would you know whether you had computed the antiderivative that corresponds to the velocity function? In physical terms, explain why it is reasonable to expect that there is only one antiderivative corresponding to a given set of initial conditions. 2. In the text, we presented a one-dimensional model of the motion of a falling object. We ignored some of the forces on the object so that the resulting mathematical equation would be one that we could solve. Weigh the relative worth of having an unsolvable but realistic model versus having a solution of a model that is only partially accurate. Keep in mind that when you toss trash into a wastebasket you do not take the curvature of the Earth into account.   3. Verify that x cos(x 2 ) d x = 12 sin(x 2 ) + c and x cos x d x = x sin x + cos x + c by computing derivatives of the proposed
 
 antiderivatives. Which derivative rules did you use? Why does this make it unlikelythat we will find a general product (antiderivative) rule for f (x)g(x) d x? 4. We stated in the text that we do not yet have a formula for the antiderivative of several elementary functions, including x1 , tan x, sec x and csc x. Given a function f (x), explain what determines whether or not we have a simple formula for  f (x) d x. For example,   why is there a simple formula for sec x tan x d x but not sec x d x? In exercises 1–4, sketch several members of the family of functions defined by the antiderivative.   1. x3 dx 2. (x 3 − x) d x   3. (x − 2) d x 4. cos x d x
 
 ............................................................ In exercises 5–24, find the general antiderivative.   5. (3x 4 − 3x) d x 6. (x 3 − 2) d x       √ 1 1 7. 3 x − 4 dx 8. 2x −2 + √ d x x x
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 x + 2x 3/4 dx x 5/4 (3 cos x − sin x) d x
 
 
 
 2 sec x tan x d x 
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 (2 sin x + cos x) d x
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 December 13, 2010
 
 5 sec2 x d x 
 
 17.
 
 (3 cos x − 2) d x    3 19. 5x − 2 d x x  2 x +4 dx 21. x2  23. x 1/4 (x 5/4 − 4) d x
 
 (1 − x) dx 4  cos x 16. 4 2 dx sin x  (4x − 2 sin x) d x 18.  √ 20. (2 cos x − x 3 ) d x  1 − cos2 x dx 22. cos2 x  24. x 2/3 (x −4/3 − 3) d x 14.
 
 2
 
 42. Determine the position function if the acceleration function is a(t) = t 2 + 1, the initial velocity is v(0) = 4 and the initial position is s(0) = 0.
 
 ............................................................ Sketch the graph of two functions f (x) corresponding to the given graph of y  f  (x). y
 
 43. (a) 8
 
 4
 
 −3
 
 −2
 
 −1
 
 ............................................................ In exercises 29–34, find the function f (x) satisfying the given conditions. 29. f  (x) = x 2 + x, f (0) = 4 30. f  (x) = 4 cos x, f (0) = 3 31. f  (x) = 12x 2 + 2, f  (0) = 2, f (0) = 3 32. f  (x) = 20x 3 + 2x, f  (0) = −3, f (0) = 2 33. f  (t) = 2 + 2t, f (0) = 2, f (3) = 2 34. f  (t) = 4 + 6t, f (1) = 3, f (−1) = 2
 
 ............................................................ In exercises 35–38, find all functions satisfying the given conditions. √ 35. f  (x) = 3 sin x + 4x 2 36. f  (x) = x − 2 cos x 37. f  (x) = 4 −
 
 2 x4
 
 38. f  (x) = sin x − 2
 
 ............................................................ 39. Determine the position function if the velocity function is v(t) = 3 − 12t and the initial position is s(0) = 3. 40. Determine the position function if the velocity function is v(t) = 3 cos t − 2 and the initial position is s(0) = 0. 41. Determine the position function if the acceleration function is a(t) = 3 sin t + 1, the initial velocity is v(0) = 0 and the initial position is s(0) = 4.
 
 2
 
 3
 
 x
 
 −4
 
 ............................................................ In exercises 25–28, one of the two antiderivatives can be determined using basic algebra and the antiderivative formulas we have presented. Find the antiderivative of this one and label the other “N/A.”    √ 
 
 25. (a) x3 + 4 dx (b) x3 + 4 dx   3x 2 − 4 x2 26. (a) dx d x (b) 2 2 x 3x − 4   27. (a) 2 sec x d x (b) sec2 x d x     1 1 28. (a) dx − 1 d x (b) x2 x2 − 1
 
 1
 
 (b)
 
 y
 
 x
 
 44. Repeat exercise 43 if the given graph is of f  (x). 45. Find a function f (x) such that the point (1, 2) is on the graph of y = f (x), the slope of the tangent line at (1, 2) is 3 and f  (x) = x − 1. 46. Find a function f (x) such that the point (−1, 1) is on the graph of y = f (x), the slope of the tangent line at (−1, 1) is 2 and f  (x) = 6x + 4.
 
 ............................................................ In exercises 47–52, find an antiderivative by reversing the chain rule, product rule or quotient rule.    48. x2 x3 + 2 dx 47. 2x cos x 2 d x   2x(x 2 + 1) − x 2 (2x) dx 49. (x sin 2x + x 2 cos 2x) d x 50. (x 2 + 1)2  x cos x 2 dx 51. √ sin x 2    √ 1 52. 2 x cos x + √ sin x d x x
 
 ............................................................ 53. In example 1.9, use your CAS to evaluate the antiderivative in part (f). Verify that this is correct by computing the derivative. 54. For each of the problems in exercises 25–28 that you labeled N/A, try to find an antiderivative on your CAS. Where possible, verify that the antiderivative is correct by computing the derivatives. 55. Use a CAS to find an antiderivative, then verify the answer by computing a derivative, where possible. √    sin x cos x 2 dx (c) (a) x sin x d x (b) dx √ x sin3 x
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 56. Use a CAS to find an antiderivative, then verify the answer by computing a derivative. 4    √ x +4 2 (a) x cos (x ) d x (b) 3x sin 2x d x (c) dx √ x
 
 APPLICATIONS 57. Suppose that a car can accelerate from 30 mph to 50 mph in 4 seconds. Assuming a constant acceleration, find the acceleration (in miles per second squared) of the car and find the distance traveled by the car during the 4 seconds. 58. Suppose that a car can come to rest from 60 mph in 3 seconds. Assuming a constant (negative) acceleration, find the acceleration (in miles per second squared) of the car and find the distance traveled by the car during the 3 seconds (i.e., the stopping distance). 59. The following table shows the velocity of a falling object at different times. For each time interval, estimate the distance fallen and the acceleration. t(s)
 
 0
 
 v(t) (ft/s)
 
 −4.0
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 −19.8
 
 −31.9
 
 −37.7
 
 −39.5
 
 60. The following table shows the velocity of a falling object at different times. For each time interval, estimate the distance fallen and the acceleration. t(s)
 
 0
 
 v(t) (m/s)
 
 0.0
 
 1.0
 
 2.0
 
 3.0
 
 4.0
 
 −9.8
 
 −18.6
 
 −24.9
 
 −28.5
 
 61. The following table shows the acceleration of a car moving in a straight line. If the car is traveling 70 ft/s at time t = 0, estimate the speed and distance traveled at each time. t(s) a(t) (ft/s ) 2
 
 0
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 −4.2
 
 2.4
 
 0.6
 
 −0.4
 
 1.6
 
 62. The following table shows the acceleration of a car moving in a straight line. If the car is traveling 20 m/s at time t = 0, estimate the speed and distance traveled at each time. t(s)
 
 0
 
 a(t) (m/s ) 2
 
 4.2
 
 0.6
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 −2.2
 
 −4.5
 
 −1.2
 
 −0.3
 
 ..
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 EXPLORATORY EXERCISES 1. Compute the derivatives of cos(x 2 ) and cos(sin  x). Given these derivatives, evaluate the indefinite integrals −2x sin(x 2 ) d x  and − cos x sin(sin x) d x. Next, evaluate x 2 sin(x 3 ) d x.  1 2 3 [Hint: x sin(x ) d x = − 3 −3x 2 sin(x 3 ) d x.] Similarly, evaluate x 3 sin(x 4 ) d x. In general, evaluate  f  (x) sin( f (x)) d x.   Next, evaluate 2x cos(x 2 ) d x, 3x 2 cos(x 3 ) d x and the more general  f  (x) cos ( f (x)) d x. As we have stated,  there is no general rule for the antiderivative of a product, f (x)g(x) d x. Instead, there are many special cases that you evaluate case by case. 2. A differential equation is an equation involving an unknown function and one or more of its derivatives. In general, differential equations can be challenging to solve. For example, we introduced the differential equation mv  (t) = −mg + kv 2 (t) for the vertical motion of an object subject to gravity and air drag. Taking specific values of m and k gives the equation v  (t) = −32 + 0.0003v 2 (t). To solve this, we would need to find a function whose derivative equals −32 plus 0.0003 times the square of the function. It is difficult to find a function whose derivative is written in terms of [v(t)]2 when v(t) is precisely what is unknown. We can nonetheless construct a graphical representation of the solution using what is called a direction field. Suppose we want to construct a solution passing through the point (0, −100), corresponding to an initial velocity of v(0) = −100 ft/s. At t = 0, with v = −100, we know that the slope of the solution is v  = −32 + 0.0003(−100)2 = −29. Starting at (0, −100), sketch in a short line segment with slope −29. Such a line segment would connect to the point (1, −129) if you extended it that far (but make yours much shorter). At t = 1 and v = −129, the slope of the solution is v  = −32 + 0.0003(−129)2 ≈ −27. Sketch in a short line segment with slope −27 starting at the point (1, −129). This line segment points to (2, −156). At this point, v  = −32 + 0.0003(−156)2 ≈ −24.7. Sketch in a short line segment with slope −24.7 at (2, −156). Do you see a graphical solution starting to emerge? Is the solution increasing or decreasing? Concave up or concave down? If your CAS has a direction field capability, sketch the direction field and try to visualize the solutions starting at point (0, −100), (0, 0) and (0, −300).
 
 SUMS AND SIGMA NOTATION In section 4.1, we discussed how to calculate backward from the velocity function for an object to arrive at the position function for the object. It’s no surprise that driving at a constant 60 mph, you travel 120 miles in 2 hours or 240 miles in 4 hours. Viewing this graphically, note that the area under the graph of the (constant) velocity function v(t) = 60 from t = 0 to t = 2 is 120, the distance traveled in this time interval. (See the shaded area in Figure 4.2a on the following page.) Likewise, in Figure 4.2b, the shaded region from t = 0 to t = 4 has area equal to the distance of 240 miles.
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 Velocity
 
 Velocity
 
 60
 
 60
 
 40
 
 40
 
 20
 
 20 Time
 
 y
 
 1
 
 60 40
 
 2
 
 3
 
 4
 
 Time
 
 5
 
 1
 
 2
 
 3
 
 4
 
 FIGURE 4.2a
 
 FIGURE 4.2b
 
 y = v(t) on [0, 2]
 
 y = v(t) on [0, 4]
 
 5
 
 It turns out that, in general, the distance traveled over a particular time interval equals the area of the region bounded by y = v(t) and the t-axis on that interval. For the case of constant velocity, this is no surprise, as we have that
 
 20
 
 d = r × t = velocity × time.
 
 x 1
 
 2
 
 3
 
 4
 
 5
 
 Our aim over the next several sections is to compute the area under the curve for a nonconstant function, such as the one shown in Figure 4.3. Our work in this section provides the first step toward a powerful technique for computing such areas. To indicate the direction we will take, note that we can approximate the area in Figure 4.3 by the sum of the areas of the five rectangles indicated in Figure 4.4:
 
 FIGURE 4.3 Nonconstant velocity y
 
 A ≈ 60 + 45 + 50 + 55 + 50 = 260 miles.
 
 60 40 20
 
 1
 
 2
 
 3
 
 4
 
 5
 
 x
 
 Of course, this is a crude estimate of the area, but you should observe that we could get a better estimate by approximating the area using more (and smaller) rectangles. Certainly, we had no problem adding up the areas of five rectangles, but for 5000 rectangles, you will want some means for simplifying and automating the process. Dealing with such sums is the topic of this section. We begin by introducing some notation. Suppose that you want to sum the squares of the first 20 positive integers. Notice that
 
 FIGURE 4.4
 
 1 + 4 + 9 + · · · + 400 = 12 + 22 + 32 + · · · + 202 ,
 
 Approximate area
 
 where each term in the sum has the form i 2 , for i = 1, 2, 3, . . . , 20. To reduce the amount of writing, we use the Greek capital letter sigma, , as a symbol for sum and write the sum in summation notation as 20  i 2 = 12 + 22 + 32 + · · · + 202 , i=1
 
 to indicate that we add together terms of the form i 2 , starting with i = 1 and ending with i = 20. The variable i is called the index of summation. In general, for any real numbers a1 , a2 , . . . , an , we have n  ai = a1 + a2 + · · · + an . i=1
 
 EXAMPLE 2.1
 
 Using Summation Notation
 
 Write in summation notation: (a) (b) 33 + 43 + 53 + · · · + 453 .
 
 √
 
 1+
 
 √
 
 2+
 
 √
 
 3 + ··· +
 
 √
 
 10 and
 
 Solution (a) We have the sum of the square roots of the integers from 1 to 10: √
 
 1+
 
 √
 
 2+
 
 √
 
 3 + ··· +
 
 √
 
 10 =
 
 10 √  i. i=1
 
 (b) Similarly, the sum of the cubes of the integers from 3 to 45: 45  i 3. 33 + 43 + 53 + · · · + 453 = i=3
 
 „
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 REMARK 2.1
 
 EXAMPLE 2.2
 
 The index of summation is a dummy variable, since it is used only as a counter to keep track of terms. The value of the summation does not depend on the letter used as the index. For this reason, you may use any letter you like as an index. By tradition, we most frequently use i, j, k, m and n, but any index will do. For instance, n  i=1
 
 ai =
 
 n  j=1
 
 aj =
 
 n 
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 Summation Notation for a Sum Involving Odd Integers
 
 Write in summation notation: the sum of the first 200 odd positive integers. Solution First, notice that (2i) is even for every integer i and hence, both (2i − 1) and (2i + 1) are odd. So, we have 1 + 3 + 5 + · · · + 399 =
 
 200 
 
 (2i − 1).
 
 i=1
 
 Alternatively, we can write this as the equivalent expression
 
 199
 
 i=0
 
 terms to see why these are equivalent.) „
 
 (2i + 1). (Write out the
 
 ak .
 
 k=1
 
 EXAMPLE 2.3
 
 Computing Sums Given in Summation Notation
 
 Write out all terms and compute the sums (a)
 
 8
 
 i=1
 
 (2i + 1), (b)
 
 6 
 
 sin(2πi) and (c)
 
 i=2
 
 10 
 
 5.
 
 i=4
 
 Solution (a) We have 8 
 
 (2i + 1) = 3 + 5 + 7 + 9 + 11 + 13 + 15 + 17 = 80.
 
 i=1 6 
 
 (b)
 
 sin(2πi) = sin 4π + sin 6π + sin 8π + sin 10π + sin 12π = 0.
 
 i=2
 
 (Note that the sum started at i = 2.) Finally, we have 10 
 
 (c)
 
 5 = 5 + 5 + 5 + 5 + 5 + 5 + 5 = 35. „
 
 i=4
 
 We give several shortcuts for computing sums in the following result.
 
 THEOREM 2.1
 
 HISTORICAL NOTES Karl Friedrich Gauss (1777–1855) A German mathematician widely considered to be the greatest mathematician of all time. A prodigy who had proved important theorems by age 14, Gauss was the acknowledged master of almost all areas of mathematics. He proved the Fundamental Theorem of Algebra and numerous results in number theory and mathematical physics. Gauss was instrumental in starting new fields of research including the analysis of complex variables, statistics, vector calculus and non-Euclidean geometry. Gauss was truly the “Prince of Mathematicians.’’
 
 If n is any positive integer and c is any constant, then (i) (ii)
 
 n  i=1 n 
 
 c = cn (sum of constants), i=
 
 n(n + 1) (sum of the first n positive integers) and 2
 
 i2 =
 
 n(n + 1)(2n + 1) (sum of the squares of the first n positive integers). 6
 
 i=1
 
 (iii)
 
 n  i=1
 
 PROOF (i)
 
 n 
 
 c indicates to add the same constant c to itself n times and hence, the sum is simply
 
 i=1
 
 c times n. (ii) The following clever proof has been credited to then 10-year-old Karl Friedrich Gauss. (For more on Gauss, see the historical note in the margin.) First notice that n  i = 1 + 2 + 3 + · · · + (n − 2) + (n − 1) + n . (2.1)    i=1
 
 n terms
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 Since the order in which we add the terms does not matter, we add the terms in (2.1) in reverse order, to get n  i=1
 
 i = n + (n − 1) + (n − 2) + · · · + 3 + 2 + 1 .   
 
 (2.2)
 
 same n terms (backward)
 
 Adding equations (2.1) and (2.2) term by term, we get n  2 i = (1 + n) + (2 + n − 1) + (3 + n − 2) + · · · + (n − 1 + 2) + (n + 1) i=1
 
 = (n + 1) + (n + 1) + (n + 1) + · · · + (n + 1) + (n + 1) + (n + 1)    n terms
 
 = n(n + 1),
 
 Adding each term in parentheses.
 
 since (n + 1) appears n times in the sum. Dividing both sides by 2 gives us n  n(n + 1) i= , 2 i=1 as desired. The proof of (iii) requires a more sophisticated proof using mathematical induction and we defer it to the end of this section. We also have the following general rule for expanding sums. The proof is straightforward and is left as an exercise.
 
 THEOREM 2.2 For any constants c and d, n 
 
 (cai + dbi ) = c
 
 i=1
 
 n 
 
 ai + d
 
 i=1
 
 n 
 
 bi .
 
 i=1
 
 Using Theorems 2.1 and 2.2, we can now compute several simple sums with ease. Note that we have no more difficulty summing 800 terms than we do summing 8.
 
 EXAMPLE 2.4 Compute (a)
 
 8
 
 i=1
 
 Computing Sums Using Theorems 2.1 and 2.2
 
 (2i + 1) and (b)
 
 800
 
 i=1
 
 (2i + 1).
 
 Solution (a) From Theorems 2.1 and 2.2, we have 8 
 
 (2i + 1) = 2
 
 i=1
 
 8 
 
 i+
 
 i=1 800 
 
 (b) Similarly,
 
 i=1
 
 8 
 
 1=2
 
 i=1
 
 (2i + 1) = 2
 
 800  i=1
 
 i+
 
 8(9) + (1)(8) = 72 + 8 = 80. 2
 
 800  i=1
 
 1=2
 
 800(801) + (1)(800) 2
 
 = 640,800 + 800 = 641,600. „
 
 EXAMPLE 2.5
 
 Computing Sums Using Theorems 2.1 and 2.2
 
  20   i 2 Compute (a) i and (b) . 20 i=1 i=1 20 
 
 2
 
 Solution (a) From Theorems 2.1 and 2.2, we have 20  20(21)(41) i2 = = 2870. 6 i=1  20  20  i 2 1 1  1 20(21)(41) (b) = 2870 = 7.175. = 2 i2 = 20 20 i=1 400 6 400 i=1 „
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 In the beginning of this section, we approximated distance by summing several values of the velocity function. In section 4.3, we will further develop these sums to allow us to compute areas exactly. However, our immediate interest in sums is to use these to sum a number of values of a function, as we illustrate in examples 2.6 and 2.7.
 
 EXAMPLE 2.6
 
 Computing a Sum of Function Values
 
 Sum the values of f (x) = x 2 + 3 evaluated at x = 0.1, x = 0.2, . . . , x = 1.0. Solution We first formulate this in summation notation, so that we can use the rules we have developed in this section. The terms to be summed are a1 = f (0.1) = 0.12 + 3, a2 = f (0.2) = 0.22 + 3 and so on. Note that since each of the x-values is a multiple of 0.1, we can write the x’s in the form 0.1i, for i = 1, 2, . . . , 10. In general, we have ai = f (0.1i) = (0.1i)2 + 3,
 
 for i = 1, 2, . . . , 10.
 
 From Theorem 2.1 (i) and (iii), we then have 10 
 
 ai =
 
 i=1
 
 10  i=1
 
 = 0.01
 
 EXAMPLE 2.7
 
 f (0.1i) =
 
 10 
 
 [(0.1i)2 + 3] = 0.12
 
 i=1
 
 10 
 
 i2 +
 
 i=1
 
 10 
 
 3
 
 i=1
 
 10(11)(21) + (3)(10) = 3.85 + 30 = 33.85. 6 „
 
 A Sum of Function Values at Equally Spaced x ’s
 
 Sum the values of f (x) = 3x 2 − 4x + 2 evaluated at x = 1.05, x = 1.15, x = 1.25, . . . , x = 2.95. Solution You will need to think carefully about the x’s. The distance between successive x-values is 0.1 and there are 20 such values. (Be sure to count these for yourself.) Notice that we can write the x’s in the form 0.95 + 0.1i, for i = 1, 2, . . . , 20. We now have 20 20   f (0.95 + 0.1i) = [3(0.95 + 0.1i)2 − 4(0.95 + 0.1i) + 2] i=1
 
 i=1
 
 =
 
 20 
 
 (0.03i 2 + 0.17i + 0.9075)
 
 Multiply out terms.
 
 i=1
 
 = 0.03
 
 20 
 
 i 2 + 0.17
 
 i=1
 
 = 0.03
 
 20  i=1
 
 i+
 
 20 
 
 0.9075
 
 From Theorem 2.2.
 
 i=1
 
 20(21)(41) 20(21) + 0.17 + 0.9075(20) 6 2
 
 From Theorem 2.1 (i), (ii) and (iii).
 
 = 139.95. „ Over the next several sections, we will see how sums such as those found in examples 2.6 and 2.7 play a very significant role. We end this section by looking at a powerful mathematical principle.
 
 Principle of Mathematical Induction For any proposition that depends on a positive integer, n, we first show that the result is true for a specific value n = n 0 . We then assume that the result is true for an unspecified n = k ≥ n 0 . (This is called the induction assumption.) If we can show that it follows that the proposition is true for n = k + 1, then we have proved that the result is true for any
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 positive integer n ≥ n 0 . Think about why this must be true. (Hint: If P1 is true and Pk true implies Pk+1 is true, then P1 true implies P2 is true, which in turn implies P3 is true and so on.) We can now use mathematical induction to prove the last part of Theorem 2.1, which n
 
 n(n + 1)(2n + 1) i2 = . states that for any positive integer n, 6 i=1
 
 PROOF OF THEOREM 2.1 (iii) For n = 1, we have 1=
 
 1 
 
 i2 =
 
 i=1
 
 1(2)(3) , 6
 
 as desired. So, the proposition is true for n = 1. Next, assume that k 
 
 k(k + 1)(2k + 1) , 6
 
 i2 =
 
 i=1
 
 Induction assumption.
 
 (2.3)
 
 for some integer k ≥ 1. In this case, we have by the induction assumption that for n = k + 1, n 
 
 i2 =
 
 i=1
 
 k+1  i=1
 
 =
 
 i2 =
 
 k  i=1
 
 i2 +
 
 k+1 
 
 i2
 
 Split off the last term.
 
 i=k+1
 
 k(k + 1)(2k + 1) + (k + 1)2 6
 
 From (2.3).
 
 k(k + 1)(2k + 1) + 6(k + 1)2 6 (k + 1)[k(2k + 1) + 6(k + 1)] = 6 =
 
 Add the fractions.
 
 Factor out (k + 1).
 
 (k + 1)[2k 2 + 7k + 6] 6 (k + 1)(k + 2)(2k + 3) = 6 (k + 1)[(k + 1) + 1][2(k + 1) + 1] = 6 n(n + 1)(2n + 1) = , 6 =
 
 Combine terms.
 
 Factor the quadratic.
 
 Rewrite the terms.
 
 Since n = k + 1.
 
 as desired.
 
 EXERCISES 4.2 In exercises 1 and 2, translate into summation notation.
 
 WRITING EXERCISES 1. In the text, we mentioned that one of the benefits of using the summation notation is the simplification of calculations. To help understand this, write out in words what is meant by 40
 
 (2i 2 − 4i + 11). i=1
 
 2. Following up on exercise 1, calculate the sum
 
 40 
 
 (2i − 4i + 2
 
 i=1
 
 11) and then describe in words how you did so. Be sure to describe any formulas and your use of them in words.
 
 1. 2(1)2 + 2(2)2 + 2(3)2 + · · · + 2(14)2 √ √ √ √ 2. 2 − 1 + 3 − 1 + 4 − 1 + · · · + 15 − 1
 
 ............................................................ In exercises 3 and 4, calculations are described in words. Translate each into summation notation and then compute the sum. 3. (a) The sum of the squares of the first 50 positive integers. (b) The square of the sum of the first 50 positive integers.
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 4. (a) The sum of the square roots of the first 10 positive integers. (b) The square root of the sum of the first 10 positive integers.
 
 31.
 
 ..
 
 100  (i 5 − 2i 2 )
 
 Sums and Sigma Notation
 
 32.
 
 i=1
 
 100 
 
 265
 
 (2i 5 + 2i + 1)
 
 i=1
 
 ............................................................
 
 ............................................................
 
 In exercises 5–8, write out all terms and compute the sums.
 
 33. Prove Theorem 2.2.
 
 5.
 
 6 
 
 6.
 
 3i 2
 
 i=1
 
 7 
 
 (i 2 + i)
 
 i=3
 
 10  (4i + 2) 7.
 
 8.
 
 i=6
 
 8 
 
 (i 2 + 2)
 
 i=6
 
 ............................................................ In exercises 9–18, use summation rules to compute the sum. 9.
 
 70  (3i − 1)
 
 10.
 
 i=1
 
 11. 13.
 
 4−i
 
 50  12. (8 − i)
 
 2
 
 i=1
 
 i=1
 
 100 
 
 140 
 
 
 
 
 
 14.
 
 n 2 − 3n + 2
 
 
 
 n 2 + 2n − 4
 
 n=1
 
 30 
 
 16.
 
 [(i − 3)2 + (i − 3)]
 
 i=3
 
 17.
 
 ............................................................
 
 In exercises 35 and 36, use the result of exercise 34 to evaluate the sum and the limit of the sum as n → ∞ .   i  n n   1 −1 i 35. 3 36. 2 4 3 i=1 i=1
 
 i=1
 
 40  
 
 n=1
 
 15.
 
 45  (3i − 4)
 
 34. Use induction to derive the geometric series formula a − ar n+1 a + ar + ar 2 + · · · + ar n = for constants a and 1−r r = 1.
 
 20  [(i − 3)(i + 3)] i=4
 
 n  (k 2 − 3)
 
 18.
 
 k=3
 
 n  (k 2 + 5) k=0
 
 ............................................................ In exercises 19–22, compute sums of the form the given values of xi .
 
 n 
 
 i1
 
 APPLICATIONS 37. Suppose that a car has velocity 50 mph for 2 hours, velocity 60 mph for 1 hour, velocity 70 mph for 30 minutes and velocity 60 mph for 3 hours. Find the distance traveled. 38. Suppose that a car has velocity 50 mph for 1 hour, velocity 40 mph for 1 hour, velocity 60 mph for 30 minutes and velocity 55 mph for 3 hours. Find the distance traveled. 39. The table shows the velocity of a projectile at various times. Estimate the distance traveled.
 
 f (xi )x for time (s)
 
 19. f (x) = x 2 + 4x; x = 0.2, 0.4, 0.6, 0.8, 1.0; x = 0.2; n = 5 20. f (x) = 3x + 5; x = 0.4, 0.8, 1.2, 1.6, 2.0; x = 0.4; n = 5 21. f (x) = 4x − 2; x = 2.1, 2.2, 2.3, 2.4, . . . , 3.0; x = 0.1; n = 10 2
 
 22. f (x) = x 3 + 4; x = 2.05, 2.15, 2.25, 2.35, . . . , 2.95; x = 0.1; n = 10
 
 0
 
 0.25 0.5 0.75 1.0 1.25 1.5 1.75 2.0
 
 velocity (ft/s) 120 116 113 110 108 106 104 103 102 40. The table shows the (downward) velocity of a falling object. Estimate the distance fallen. time (s)
 
 0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
 
 velocity (m/s) 10 14.9 19.8 24.7 29.6 34.5 39.4 44.3 49.2
 
 ............................................................
 
 In exercises 23–26, compute the sum and the limit of the sum as n → ∞ .         n n   1 1 i 2 i 2 i i 23. 24. +2 −5 n n n n n n i=1 i=1           n n   2i i 1 1 2i 2 2i 2 25. − +4 4 26. n n n n n n i=1 i=1
 
 ............................................................
 
 27. Use mathematical induction to prove that for all integers n ≥ 1. 28. Use n  i=1
 
 n 
 
 i3 =
 
 i=1
 
 n 2 (n + 1)2 4
 
 mathematical induction to prove that n 2 (n + 1)2 (2n 2 + 2n − 1) for all integers n ≥ 1. i = 12 5
 
 ............................................................ In exercises 29–32, use the formulas in exercises 27 and 28 to compute the sums. 29.
 
 10  (i 3 − 3i + 1) i=1
 
 30.
 
 20  i=1
 
 (i 3 + 2i)
 
 EXPLORATORY EXERCISES √ 1. Suppose that the velocity of a car is given by v(t) = 3 t + 30 mph at time t hours (0 ≤ t ≤ 4). We will try to determine the distance √ traveled in the 4 hours. The velocity at t = 0 is v(0) = 3 0 +√30 = 30 mph and the velocity at time t = 1 is v(1) = 3 1 + 30 = 33 mph. Since the average of these velocities is 31.5 mph, we could estimate that the car traveled 31.5 miles in the first hour. Carefully explain why this √ is not necessarily correct. Since v(1) = 33 mph and v(2) = 3 2 + 30 ≈ 34 mph, we estimate that the car traveled 33.5 miles in the second hour. Using v(3) ≈ 35 mph and v(4) = 36 mph, find similar estimates for the distance traveled in the third and fourth hours and then estimate the total distance. To improve this estimate, we can find an estimate for the distance covered each half hour. The first estimate would take v(0) = 30 mph and v(0.5) ≈ 32.1 mph and estimate a distance of 15.525 miles. Estimate the average velocity and then the distance for the remaining 7 half hours and estimate the total distance. By estimating the average velocity every quarter hour, find a third estimate of the total distance. Based on these
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 otherwise, use the result of exercise 34 to find the limit that these sums approach. The limit is the number of seconds that the ball continues to bounce.
 
 three estimates, conjecture the limit of these approximations as the time interval considered goes to zero. 2. In this exercise, we investigate a generalization of a finite sum called an infinite series. Suppose a bouncing ball has coefficient of restitution equal to 0.6. This means that if the ball hits the ground with velocity v ft/s, it rebounds with velocity 0.6v. Ignoring air resistance, a ball launched with velocity v ft/s will stay in the air v/16 seconds before hitting the ground. Suppose a ball with coefficient of restitution 0.6 is launched with initial velocity 60 ft/s. Explain why the total time in the air is given by 60/16 + (0.6)(60)/16 + (0.6)(0.6)(60)/16 + · · ·. It might seem like the ball would continue to bounce forever. To see
 
 4.3
 
 3. The following statement is obviously false: Given any set of n numbers, the numbers are all equal. Find the flaw in the attempted use of mathematical induction. Let n = 1. One number is equal to itself. Assume that for n = k, any k numbers are equal. Let S be any set of k + 1 numbers a1 , a2 , . . . , ak+1 . By the induction hypothesis, the first k numbers are equal: a1 = a2 = · · · = ak and the last k numbers are equal: a2 = a3 = · · · = ak+1 . Combining these results, all k + 1 numbers are equal: a1 = a2 = · · · = ak = ak+1 , as desired.
 
 AREA
 
 y 2.0 1.5 1.0 0.5 a
 
 b
 
 x
 
 FIGURE 4.5 Area under y = f (x)
 
 In this section, we develop a method for computing the area beneath the graph of y = f (x) and above the x-axis on an interval a ≤ x ≤ b. You are familiar with the formulas for computing the area of a rectangle, a circle and a triangle. However, how would you compute the area of a region that’s not a rectangle, circle or triangle? We need a more general description of area, one that can be used to find the area of almost any two-dimensional region imaginable. It turns out that this process (which we generalize to the notion of the definite integral in section 4.4) is one of the central ideas of calculus, with applications in a wide variety of fields. First, assume that f (x) ≥ 0 and f is continuous on the interval [a, b], as in Figure 4.5. We start by dividing the interval [a, b] into n equal pieces. This is called a regular partition b−a of [a, b]. The width of each subinterval in the partition is then , which we denote by n x (meaning a small change in x). The points in the partition are denoted by x0 = a, x1 = x0 + x, x2 = x1 + x and so on. In general, xi = x0 + ix,
 
 for i = 1, 2, . . . , n.
 
 See Figure 4.6 for an illustration of a regular partition for the case where n = 6. On each subinterval [xi−1 , xi ] (for i = 1, 2, . . . , n), construct a rectangle of height f (xi ) (the value x a  x0
 
 x x1
 
 x x2
 
 x x3
 
 x x4
 
 x x5
 
 b  x6
 
 FIGURE 4.6
 
 y
 
 Regular partition of [a, b]
 
 2.0
 
 of the function at the right endpoint of the subinterval), as illustrated in Figure 4.7 for the case where n = 4. It should be clear from Figure 4.7 that the area under the curve A is roughly the same as the sum of the areas of the four rectangles,
 
 1.5 1.0 0.5 x0
 
 x1
 
 x2
 
 x3
 
 FIGURE 4.7 A ≈ A4
 
 x4
 
 x
 
 A ≈ f (x1 ) x + f (x2 ) x + f (x3 ) x + f (x4 ) x = A4 . In particular, notice that although two of these rectangles enclose more area than that under the curve and two enclose less area, on the whole, the sum of the areas of the four rectangles provides an approximation to the total area under the curve. More generally, if we construct n rectangles of equal width on the interval [a, b], we have A ≈ f (x1 ) x + f (x2 ) x + · · · + f (xn ) x n  f (xi ) x = An . (3.1) = i=1
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 Approximating an Area Using Rectangles
 
 Approximate the area under the curve y = f (x) = 2x − 2x 2 on the interval [0, 1], using (a) 10 rectangles and (b) using 20 rectangles.
 
 0.4 0.3 0.2 0.1 x 0.2
 
 0.4
 
 0.6
 
 0.8
 
 1.0
 
 FIGURE 4.8 A ≈ A10
 
 Solution (a) The partition divides the interval into 10 subintervals, each of length x = 0.1, namely [0, 0.1], [0.1, 0.2], . . . , [0.9, 1.0]. In Figure 4.8, we have drawn in rectangles of height f (xi ) on each subinterval [xi−1 , xi ] for i = 1, 2, . . . , 10. Notice that the sum of the areas of the 10 rectangles indicated provides an approximation to the area under the curve. That is, A ≈ A10 =
 
 10 
 
 f (xi ) x
 
 i=1
 
 = [ f (0.1) + f (0.2) + · · · + f (1.0)](0.1) = (0.18 + 0.32 + 0.42 + 0.48 + 0.5 + 0.48 + 0.42 + 0.32 + 0.18 + 0)(0.1) = 0.33.
 
 y
 
 (b) Here, we partition the interval [0, 1] into 20 subintervals, each of width
 
 0.5 0.4
 
 x =
 
 0.3 0.2 0.1 0.2
 
 0.4
 
 0.6
 
 0.8
 
 1.0
 
 x
 
 We then have x0 = 0, x1 = 0 + x = 0.05, x2 = x1 + x = 2(0.05) and so on, so that xi = (0.05)i, for i = 0, 1, 2, . . . , 20. From (3.1), the area is then approximately A ≈ A20 =
 
 FIGURE 4.9
 
 1 1−0 = = 0.05. 20 20
 
 A ≈ A20
 
 20 
 
 f (xi ) x =
 
 20  
 
 i=1
 
 =
 
 y
 
 20 
 
 2xi − 2xi2 x
 
 i=1
 
 2[0.05i − (0.05i)2 ](0.05) = 0.3325,
 
 i=1
 
 0.5 0.4 0.3 0.2 0.1 x 0.2
 
 0.4
 
 0.6
 
 0.8
 
 FIGURE 4.10 A ≈ A40
 
 1.0
 
 where the details of the calculation are left for the reader. Figure 4.9 shows an approximation using 20 rectangles and in Figure 4.10, we see 40 rectangles. Based on Figures 4.8–4.10, you should expect that the larger we make n, the better An will approximate the actual area, A. The obvious drawback to this idea is the length of time it would take to compute An , for n large. However, your CAS or programmable calculator can compute these sums for you, with ease. The table shown in the margin indicates approximate values of An for various values of n. 1 Notice that as n gets larger and larger, An seems to be approaching . 3 „ Example 3.1 gives strong evidence that the larger the number of rectangles we use, the better our approximation of the area becomes. Thinking this through, we arrive at the following definition of the area under a curve.
 
 n
 
 An
 
 10 20 30 40 50 60 70 80 90 100
 
 0.33 0.3325 0.332963 0.333125 0.3332 0.333241 0.333265 0.333281 0.333292 0.3333
 
 DEFINITION 3.1 For a function f defined on the interval [a, b], if f is continuous on [a, b] and f (x) ≥ 0 on [a, b], the area A under the curve y = f (x) on [a, b] is given by A = lim An = lim n→∞
 
 n→∞
 
 n 
 
 f (xi ) x.
 
 (3.2)
 
 i=1
 
 In example 3.2, we use the limit defined in (3.2) to find the exact area under the curve from example 3.1.
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 EXAMPLE 3.2
 
 Computing the Area Exactly
 
 Find the area under the curve y = f (x) = 2x − 2x 2 on the interval [0, 1]. Solution Here, using n subintervals, we have x =
 
 1 1−0 = n n
 
 1 2 i , x2 = x1 + x = and so on. Then, xi = , for i = 0, n n n 1, 2, . . . , n. From (3.1), the area is approximately       2    n n  i 1 i 1 i A ≈ An = 2 −2 f = n n n n n i=1 i=1      n n    i 2  1  i 1 2 2 2 − = n n n n i=1 i=1
 
 and so, x0 = 0, x1 =
 
 =
 
 n n 2  2  i − i2 n 2 i=1 n 3 i=1
 
 2 n(n + 1) 2 n(n + 1)(2n + 1) − 3 2 n 2 n 6 n + 1 (n + 1)(2n + 1) = − n 3n 2 (n + 1)(n − 1) = . 3n 2 =
 
 From Theorem 2.1 (ii) and (iii).
 
 Since we have a formula for An , for any n, we can compute various values with ease. We have (201)(199) = 0.333325, 3(40,000) (501)(499) = 0.333332 = 3(250,000)
 
 A200 = A500
 
 and so on. Finally, we can compute the limiting value of An explicitly. We have 1 n2 − 1 1 − 1/n 2 = . = lim n→∞ 3n 2 n→∞ 3 3
 
 lim An = lim
 
 n→∞
 
 Therefore, the exact area in Figure 4.8 is 1/3, as we had suspected. „
 
 EXAMPLE 3.3
 
 Estimating the Area Under a Curve
 
 Estimate the area under the curve y = f (x) =
 
 √
 
 x + 1 on the interval [1, 3].
 
 Solution Here, we have x = and x0 = 1, so that
 
 and so on, so that
 
 2 3−1 = n n
 
 2 x1 = x0 + x = 1 + , n   2 x2 = 1 + 2 n xi = 1 +
 
 2i , n
 
 for i = 0, 1, 2, . . . , n.
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 Thus, we have from (3.1) that A ≈ An =
 
 n 
 
 f (xi ) x =
 
 i=1
 
 An
 
 10 50 100 500 1000 5000
 
 3.50595 3.45942 3.45357 3.44889 3.44830 3.44783
 
 xi + 1 x
 
 i=1
 
  n 
 
 n
 
 n  
 
    2i 2 = 1+ +1 n n i=1  n 2 2i = 2+ . n i=1 n We have no formulas like those in Theorem 2.1 for simplifying this last sum (unlike the sum in example 3.2). Our only choice, then, is to compute An for a number of values of n using a CAS or programmable calculator. The table shown in the margin lists approximate values of An . Although we can’t compute the area exactly (as yet), you should get the sense that the area is approximately 3.4478. „ We pause now to define some of the mathematical objects we have been examining.
 
 HISTORICAL NOTES Bernhard Riemann (1826–1866) A German mathematician who made important generalizations to the definition of the integral. Riemann died at a young age without publishing many papers, but each of his papers was highly influential. His work on integration was a small portion of a paper on Fourier series. Pressured by Gauss to deliver a talk on geometry, Riemann developed his own geometry, which provided a generalization of both Euclidean and non-Euclidean geometry. Riemann’s work often formed unexpected and insightful connections between analysis and geometry.
 
 DEFINITION 3.2 Let {x0 , x1 , . . . , xn } be a regular partition of the interval [a, b], with b−a xi − xi−1 = x = , for all i. Pick points c1 , c2 , . . . , cn , where ci is any point in n the subinterval [xi−1 , xi ], for i = 1, 2, . . . , n. (These are called evaluation points.) The Riemann sum for this partition and set of evaluation points is n 
 
 f (ci ) x.
 
 i=1
 
 So far, we have seen that for a continuous, nonnegative function f, the area under the curve y = f (x) is the limit of the Riemann sums: n  A = lim f (ci ) x, (3.3) n→∞
 
 i=1
 
 where ci = xi , for i = 1, 2, . . . , n. Surprisingly, for any continuous function f, the limit in (3.3) is the same for any choice of the evaluation points ci ∈ [xi−1 , xi ] (although the proof is beyond the level of this course). In examples 3.2 and 3.3, we used the evaluation points ci = xi , for each i (the right endpoint of each subinterval). This is usually the most convenient choice when working by hand, but does not generally produce the most accurate approximation for a given value of n.
 
 REMARK 3.1 Most often, we cannot compute the limit of Riemann sums indicated in (3.3) exactly (at least not directly). However, we can always obtain an approximation to the area by calculating Riemann sums for some large values of n. The most common (and obvious) choices for the evaluation points ci are xi (the right endpoint), xi−1 (the left endpoint) and 12 (xi−1 + xi ) (the midpoint). See Figures 4.11a, 4.11b and 4.11c (on the following page) for the right endpoint, left endpoint and midpoint approximations, respectively, for f (x) = 9x 2 + 2, on the interval [0, 1], using n = 10. You should note that in this case (as with any increasing function), the rectangles corresponding to the right endpoint evaluation (Figure 4.11a) give too much area on each subinterval, while the rectangles corresponding to left endpoint evaluation (Figure 4.11b) give too little area. We leave it to you to observe that the reverse is true for a decreasing function.
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 y
 
 y
 
 y
 
 12
 
 12
 
 12
 
 10
 
 10
 
 10
 
 8
 
 8
 
 8
 
 6
 
 6
 
 6
 
 4
 
 4
 
 4
 
 2
 
 2
 
 2
 
 x 0.2
 
 0.4
 
 0.6
 
 0.8
 
 x
 
 1.0
 
 0.2
 
 FIGURE 4.11a
 
 Louis de Branges (1932– ) A French mathematician who proved the Bieberbach conjecture in 1985. To solve this famous 70-year-old problem, de Branges actually proved a related but much stronger result. In 2004, de Branges posted on the Internet what he believes is a proof of another famous problem, the Riemann hypothesis. To qualify for the $1 million prize offered for the first proof of the Riemann hypothesis, the result will have to be verified by expert mathematicians. However, de Branges has said, “I am enjoying the happiness of having a theory which is in my own hands and not in that of eventual readers. I would not want to end that situation for a million dollars.”
 
 0.6
 
 0.8
 
 1.0
 
 0.2
 
 FIGURE 4.11b
 
 ci = xi
 
 TODAY IN MATHEMATICS
 
 0.4
 
 0.6
 
 0.8
 
 1.0
 
 x
 
 FIGURE 4.11c
 
 ci = xi−1
 
 EXAMPLE 3.4
 
 0.4
 
 ci = 12 (xi−1 + xi )
 
 Computing Riemann Sums with Different Evaluation Points
 
 √ Compute Riemann sums for f (x) = x + 1 on the interval [1, 3], for n = 10, 50, 100, 500, 1000 and 5000, using the left endpoint, right endpoint and midpoint of each subinterval as the evaluation points. Solution The numbers given in the following table are from a program written for a programmable calculator. We suggest that you test your own program or one built into your CAS against these values (rounded off to six digits). n
 
 Left Endpoint
 
 Midpoint
 
 Right Endpoint
 
 10 50 100 500 1000 5000
 
 3.38879 3.43599 3.44185 3.44654 3.44713 3.44760
 
 3.44789 3.44772 3.44772 3.44772 3.44772 3.44772
 
 3.50595 3.45942 3.45357 3.44889 3.44830 3.44783
 
 There are several conclusions to be drawn from these numbers. First, there is good evidence that all three sets of numbers are converging to a common limit of approximately 3.4477. Second, even though the limits are the same, the different rules approach the limit at different rates. You should try computing left and right endpoint sums for larger values of n, to see that these eventually approach 3.44772, also. „ Riemann sums using midpoint evaluation are usually more accurate than left or right endpoint rules for a given value of n. If you think about the corresponding rectangles, you may be able to explain why. Finally, notice that the left and right endpoint sums in example 3.4 approach the limit from opposite directions and at about the same rate.
 
 BEYOND FORMULAS We have now developed a technique for using limits to compute certain areas exactly. This parallels the derivation of the slope of the tangent line as the limit of the slopes of secant lines. Recall that this limit became known as the derivative and turned out to have applications far beyond the slope of a tangent line. Similarly, Riemann sums lead us to a second major area of calculus, called integration. Based on your experience with the derivative, do you expect this new limit to solve problems beyond the area of a region? Do you expect that there will be rules developed to simplify the calculations?
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 EXERCISES 4.3 WRITING EXERCISES 1. For many functions, the limit of the Riemann sums is independent of the choice of evaluation points. As the number of partition points gets larger, the distance between the endpoints gets smaller. For a continuous function f (x), explain why the difference between the function values at any two points in a given subinterval will have to get smaller. 2. Rectangles are not the only basic geometric shapes for which we have an area formula. Discuss how you might approximate the area under a parabola using circles or triangles. Which geometric shape do you think is the easiest to use?
 
 In exercises 1–4, list the evaluation points corresponding to the midpoint of each subinterval, sketch the function and approximating rectangles and evaluate the Riemann sum. 1. f (x) = x 2 + 1,
 
 (a) [0, 1], n = 4;
 
 (b) [0, 2], n = 4
 
 2. f (x) = x 3 − 1,
 
 (a) [1, 2], n = 4;
 
 (b) [1, 3], n = 4
 
 3. f (x) = sin x,
 
 (a) [0, π ], n = 4;
 
 (b) [0, π ], n = 8
 
 (a) [−1, 1], n = 4;
 
 (b) [−3, −1], n = 4
 
 4. f (x) = 4 − x , 2
 
 ............................................................ In exercises 5–10, approximate the area under the curve on the given interval using n rectangles and the evaluation rules (a) left endpoint, (b) midpoint and (c) right endpoint. 5. y = x 2 + 1 on [0, 1], n = 16
 
 In exercises 19–22, graphically determine whether a Riemann sum with (a) left-endpoint, (b) midpoint and (c) right-endpoint evaluation points will be greater than or less than the area under the curve y  f (x) on [a, b]. 19. f (x) is increasing and concave up on [a, b]. 20. f (x) is increasing and concave down on [a, b]. 21. f (x) is decreasing and concave up on [a, b]. 22. f (x) is decreasing and concave down on [a, b].
 
 ............................................................ 23. For the function f (x) = x 2 on the interval [0, 1], by trial and error find evaluation points for n = 2 such that the Riemann sum equals the exact area of 1/3. √ 24. For the function f (x) = x on the interval [0, 1], by trial and error find evaluation points for n = 2 such that the Riemann sum equals the exact area of 2/3. 25. (a) Show that for right-endpoint evaluation on the interval [a, b] with each subinterval of length x = (b − a)/n, the evaluation points are ci = a + ix, for i = 1, 2, . . . , n. (b) Find a formula for the evaluation points for midpoint evaluation. 26. (a) Show that for left-endpoint evaluation on the interval [a, b] with each subinterval of length x = (b − a)/n, the evaluation points are ci = a + (i − 1)x, for i = 1, 2, . . . , n. (b) Find a formula for evaluation points that are one-third of the way from the left endpoint to the right endpoint. n √   2 2 1 + i/n ? n→∞ n i=1
 
 6. y = x 2 + 1 on [0, 2], n = 16 √ 7. y = x + 2 on [1, 4], n = 16
 
 27. In the figure, which area equals lim y
 
 1 on [−1, 1], n = 16 x +2 9. y = cos x on [0, π/2], n = 50
 
 8. y =
 
 y  兹x
 
 10. y = x 3 − 1 on [−1, 1], n = 100
 
 ............................................................ In exercises 11–14, use Riemann sums and a limit to compute the exact area under the curve. 11. y = x 2 + 1 on (a) [0, 1], (b) [0, 2], (c) [1, 3]
 
 A2
 
 A1 1
 
 x 2
 
 3
 
 4
 
 28. Which area equals lim
 
 n→∞
 
 n  i=1
 
 
 
 2 1 √ 1 + 2i ? n n
 
 12. y = x 2 + 3x on (a) [0, 1], (b) [0, 2], (c) [1, 3]
 
 ............................................................
 
 13. y = 2x 2 + 1 on (a) [0, 1], (b) [−1, 1], (c) [0, 4]
 
 In exercises 29–32, use the following definitions. The upper sum n
 
 f (ci ) x, where f (ci ) is the of f on P is given by U (P, f ) 
 
 14. y = 4x 2 − x on (a) [0, 1], (b) [−1, 1], (c) [0, 4]
 
 ............................................................ In exercises 15–18, construct a table of Riemann sums as in example 3.5, to show that sums with right-endpoint, midpoint and left-endpoint evaluation all converge to the same value as n → ∞. 15. f (x) = 4 − x , [−2, 2]
 
 16. f (x) = sin x, [0, π/2]
 
 17. f (x) = x − 1, [1, 3]
 
 18. f (x) = x 3 − 1, [−1, 1]
 
 2
 
 3
 
 ............................................................
 
 i1
 
 maximum of f on the subinterval [xi− 1 , xi ]. Similarly, the lower n
 
 f (di ) x, where f (di ) sum of f on P is given by L(P, f )  i1
 
 is the minimum of f on the subinterval [xi− 1 , xi ]. 29. Compute the upper sum and lower sum of f (x) = x 2 on [0, 2] for the regular partition with n = 4. 30. Compute the upper sum and lower sum of f (x) = x 2 on [−2, 2] for the regular partition with n = 8.
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 31. Find (a) the general upper sum and (b) the general lower sum for f (x) = x 2 on [0, 2] and show that both sums approach the same number as n → ∞. 32. Repeat exercise 31 for f (x) = x 3 + 1 on the interval [0, 2].
 
 ............................................................ 33. The following result has been credited to Archimedes. (See the historical note on page 325). For the general parabola y = a 2 − x 2 with −a ≤ x ≤ a, show that the area under the parabola is 23 of the base times the height [that is, 23 (2a)(a 2 )]. 34. Show that the area under y = ax 2 for 0 ≤ x ≤ b equals the base times the height.
 
 1 3
 
 of
 
 x y
 
 0.8 0.144
 
 0.9 0.265
 
 0.95 0.398
 
 0.98 0.568
 
 0.99 0.736
 
 1.0 1.0
 
 40. The Lorentz curve (see exercise 39) can be used to compute the Gini index, a numerical measure of how inequitable a given distribution is. Let A1 equal the area between the Lorentz curve and the x-axis. Construct the Lorentz curve for the situation of all countries being exactly equal in GDP and let A2 be the area between this new Lorentz curve and the x-axis. The Gini index G equals A1 divided by A2 . Explain why 0 ≤ G ≤ 1 and show that G = 2A1 . Estimate G for the data in exercise 39.
 
 ............................................................ In exercises 35–38, use the given function values to estimate the area under the curve using left-endpoint and right-endpoint evaluation. 35. x f (x)
 
 0.0 2.0
 
 0.1 2.4
 
 0.2 2.6
 
 0.3 2.7
 
 0.4 2.6
 
 0.5 2.4
 
 0.6 2.0
 
 0.7 1.4
 
 0.8 0.6
 
 0.0 2.0
 
 0.2 2.2
 
 0.4 1.6
 
 0.6 1.4
 
 0.8 1.6
 
 1.0 2.0
 
 1.2 2.2
 
 1.4 2.4
 
 1.6 2.0
 
 36. x f (x) 37. x f (x)
 
 1.0 1.8
 
 1.1 1.4
 
 1.2 1.1
 
 1.3 0.7
 
 1.4 1.2
 
 1.5 1.4
 
 1.6 1.8
 
 1.7 2.4
 
 1.8 2.6
 
 1.0 0.0
 
 1.2 0.4
 
 1.4 0.6
 
 1.6 0.8
 
 1.8 1.2
 
 2.0 1.4
 
 2.2 1.2
 
 2.4 1.4
 
 2.6 1.0
 
 38. x f (x)
 
 APPLICATIONS 39. Economists use a graph called the Lorentz curve to describe how equally a given quantity is distributed in a given population. For example, the gross domestic product (GDP) varies considerably from country to country. The accompanying data from the Energy Information Administration show percentages for the 100 top-GDP countries in the world in 2001, arranged in order of increasing GDP. The data indicate that the first 10 (lowest 10%) countries account for only 0.2% of the world’s total GDP; the first 20 countries account for 0.4% and so on. The first 99 countries account for 73.6% of the total GDP. What percentage does country #100 (the United States) produce? The Lorentz curve is a plot of y versus x. Graph the Lorentz curve for these data. Estimate the area between the curve and the x-axis. (Hint: Notice that the x-values are not equally spaced. You will need to decide how to handle this. x y
 
 0.1 0.002
 
 0.2 0.004
 
 0.3 0.008
 
 0.4 0.014
 
 0.5 0.026
 
 0.6 0.048
 
 0.7 0.085
 
 EXPLORATORY EXERCISES 1. Riemann sums can also be defined on irregular partitions, for which subintervals are not of equal size. An example of an irregular partition of the interval [0, 1] is x0 = 0, x1 = 0.2, x2 = 0.6, x3 = 0.9, x4 = 1. Explain why the corresponding Riemann sum would be f (c1 )(0.2) + f (c2 )(0.4) + f (c3 )(0.3) + f (c4 )(0.1), for evaluation points c1 , c2 , c3 and c4 . Identify the interval from which each ci must be chosen and give examples of evaluation points. To see why irregular partitions might be useful, con 2x if x < 1 on the interval sider the function f (x) = x 2 + 1 if x ≥ 1 [0, 2]. One way to approximate the area under the graph of this function is to compute Riemann sums using midpoint evaluation for n = 10, n = 50, n = 100 and so on. Show graphically and numerically that with midpoint evaluation, the Riemann sum with n = 2 gives the correct area on the subinterval [0, 1]. Then explain why it would be wasteful to compute Riemann sums on this subinterval for larger and larger values of n. A more efficient strategy would be to compute the areas on [0, 1] and [1, 2] separately and add them together. The area on [0, 1] can be computed exactly using a small value of n, while the area on [1, 2] must be approximated using larger and larger values of n. Use this technique to estimate the area for f (x) on the interval [0, 2]. Try to determine the area to within an error of 0.01 and discuss why you believe your answer is this accurate. 2. Graph the function f (x) = 1/x for x > 0. We define the area function g(t) to be the area between this graph and the xaxis between x = 1 and x = t (for now, assume that t > 1). Sketch the area that defines g(2) and g(3) and argue that g(3) > g(2). Explain why the function g(x) is increasing and hence g  (x) > 0 for x > 1. Further, argue that g  (3) < g  (2). Explain why g  (x) is a decreasing function. Thus, g  (x) has the same general properties (positive, decreasing) that f (x) does. In fact, we will discover in section 4.5 that g  (x) = f (x). To collect some evidence for this result, use Riemann sums to estimate g(3), g(2.1), g(2.01) and g(2). Use these values to estimate g  (2) and compare to f (2).
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 THE DEFINITE INTEGRAL A sky diver who steps out of an airplane (starting with zero downward velocity) gradually picks up speed until reaching terminal velocity, the speed at which the force due to air resistance cancels out the force A function that models the velocity x seconds due to gravity. 
 
 1 into the jump is f (x) = 30 1 − √x+1 . (See Figure 4.12.) We saw in section 4.2 that the area A under this curve on the interval 0 ≤ x ≤ t corresponds to the distance fallen in the first t seconds. For any given value of t, the area is given by the limit of the Riemann sums,
 
 y 30
 
 20
 
 A = lim
 
 10
 
 n→∞
 
 x 2
 
 4
 
 6
 
 8 10 12 14 16
 
 FIGURE 4.12 y = f (x)
 
 REMARK 4.1 Definition 4.1 is adequate for most functions (those that are continuous except for at most a finite number of discontinuities). For more general functions, we broaden the definition to include partitions with subintervals of different lengths. You can find a suitably generalized definition in Chapter 14.
 
 n 
 
 f (ci ) x,
 
 (4.1)
 
 i=1
 
 where for each i, ci is taken to be any point in the subinterval [xi−1 , xi ]. Notice that the sum in (4.1) still makes sense even when some (or all) of the function values f (ci ) are negative. The general definition follows.
 
 DEFINITION 4.1 For any function f defined on [a, b], the definite integral of f from a to b is  a
 
 b
 
 f (x) d x = lim
 
 n→∞
 
 n 
 
 f (ci ) x,
 
 i=1
 
 whenever the limit exists and is the same for every choice of evaluation points, c1 , c2 , . . . , cn . When the limit exists, we say that f is integrable on [a, b].
 
 We should observe that in the Riemann sum, the Greek letter indicates a sum; so does  the elongated “S”, used as the integral sign. The lower and upper limits of integration, a and b, respectively, indicate the endpoints of the interval over which you are integrating. The dx in the integral corresponds to the increment x in the Riemann sum and also indicates the variable of integration. The letter used for the variable of integration (called a dummy variable) is irrelevant since the value of the integral is a constant and not a function of x. Here, f (x) is called the integrand. So, when will the limit defining a definite integral exist? Theorem 4.1 indicates that many familiar functions are integrable.
 
 THEOREM 4.1 If f is continuous on the closed interval [a, b], then f is integrable on [a, b].
 
 NOTES If f is continuous on [a, b] and f (x) ≥ 0 on [a, b], then  b f (x) d x = Area under the a curve ≥ 0.
 
 The proof of Theorem 4.1 is too technical to include here. However, if you think about the area interpretation of the definite integral, the result should seem plausible. To calculate a definite integral of an integrable function, we have two options: if the function is simple enough (say, a polynomial of degree 2 or less), we can symbolically compute the limit of the Riemann sums. Otherwise, we can numerically compute a number of Riemann sums and approximate the value of the limit. We frequently use the Midpoint Rule, which uses the midpoints as the evaluation points for the Riemann sum.
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 4-24
 
 EXAMPLE 4.1
 
 A Midpoint Rule Approximation of a Definite Integral 
 
 30
 
 15
 
 Use the Midpoint Rule to estimate 0
 
 20
 
 10
 
 x 2
 
 4
 
 6
 
 8 10 12 14 16
 
 FIGURE 4.13   y = 30 1 − √
 
 1
 
 x +1
 
   1 30 1 − √ d x. x +1
 
 Solution The integral gives the area under the curve indicated in Figure 4.13. (Note that this corresponds to the distance fallen by the sky diver in this section’s introduction.) From the Midpoint Rule we have     15  n n    1 1 15 − 0 1− √ 30 1 − √ f (ci ) x = 30 dx ≈ , n ci + 1 x +1 0 i=1 i=1 xi + xi−1 where ci = . Using a CAS or a calculator program, you can get the sequence 2 of approximations found in the accompanying table. One remaining question is when to stop increasing n. In this case, we continued to increase n until it seemed clear that 270 feet was a reasonable approximation. „ Now, think carefully about the limit in Definition 4.1. How can we interpret this limit when f is both positive and negative on the interval [a, b]? Notice that if f (ci ) < 0, for some i, then the height of the rectangle shown in Figure 4.14 is − f (ci ) and so,
 
 n
 
 Rn
 
 10 20 50
 
 271.17 270.33 270.05
 
 f (ci ) x = −Area of the ith rectangle. To see the effect this has on the sum, consider example 4.2.
 
 EXAMPLE 4.2
 
 A Riemann Sum for a Function with Positive and Negative Values
 
 y
 
 For f (x) = sin x on [0, 2π ], give an area interpretation of lim
 
 n 
 
 n→∞ i=1
 
 ci
 
 x y = f (x)
 
 f (ci ) x.
 
 Solution For this illustration, we take ci to be the midpoint of [xi−1 , xi ], for i = 1, 2, . . . , n. In Figure 4.15a, we see 10 rectangles constructed between the x-axis and the curve y = f (x). y
 
 (ci, f (ci))
 
 1.0 0.5 4
 
 FIGURE 4.14 f (ci ) < 0
 
 1
 
 2
 
 5
 
 6
 
 x
 
 3
 
 0.5 1.0
 
 FIGURE 4.15a Ten rectangles
 
 The first five rectangles [where f (ci ) > 0] lie above the x-axis and have height f (ci ). The remaining five rectangles [where f (ci ) < 0] lie below the x-axis and have height −f (ci ). So, here 10  i=1
 
 f (ci ) x = (Area of rectangles above the x-axis) − (Area of rectangles below the x-axis).
 
 In Figures 4.15b and 4.15c, we show 20 and 40 rectangles, respectively, constructed in the same way. From this, observe that n  lim f (ci ) x = (Area above the x-axis) − (Area below the x-axis), n→∞
 
 i=1
 
 which turns out to be zero, in this case.
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 y
 
 1.0
 
 1.0
 
 0.5
 
 0.5 4 1
 
 2
 
 5
 
 6
 
 4
 
 x
 
 3
 
 1
 
 − 0.5
 
 0.5
 
 −1.0
 
 1.0
 
 2
 
 5
 
 6
 
 x
 
 3
 
 FIGURE 4.15b
 
 FIGURE 4.15c
 
 Twenty rectangles
 
 Forty rectangles
 
 „
 
 More generally, we have the notion of signed area, which we now define. y
 
 DEFINITION 4.2
 
 A1 a
 
 b
 
 c A2
 
 FIGURE 4.16 Signed area
 
 x
 
 Suppose that f (x) ≥ 0 on the interval [a, b] and A1 is the area bounded between the curve y = f (x) and the x-axis for a ≤ x ≤ b. Further, suppose that f (x) ≤ 0 on the interval [b, c] and A2 is the area bounded between the curve y = f (x) and the x-axis for b ≤ x ≤ c. The signed area between y = f (x) and the x-axis for a ≤ x ≤ c is A1 − A2 , and the total area between y = f (x) and the x-axis for a ≤ x ≤ c is A1 + A2 . (See Figure 4.16.) Definition 4.2 says that signed area is the difference between any areas lying above the x-axis and any areas lying below the x-axis, while the total area is the sum total of the area bounded between the curve y = f (x) and the x-axis. Example 4.3 examines the general case where the integrand may be both positive and negative on the interval of integration.
 
 EXAMPLE 4.3
 
 Relating Definite Integrals to Signed Area
 
 Compute the integrals: (a) terms of area.
 
 2 0
 
 (x 2 − 2x) d x and (b)
 
 3 0
 
 (x 2 − 2x) d x, and interpret each in
 
 Solution First, note that the integrand is continuous everywhere and so, it is also integrable on any interval. (a) The definite integral is the limit of a sequence of Riemann sums, where we can choose any evaluation points we wish. It is usually easiest to write out the formula using right endpoints, as we do here. In this case, 2 2−0 = . x = n n 2 We then have x0 = 0, x1 = x0 + x = , n 2 2 2(2) x2 = x1 + x = + = n n n 2i and so on. We then have ci = xi = . The nth Riemann sum Rn is then n n n    2 Rn = xi − 2xi x f (xi ) x = i=1
 
 i=1
 
          n n  2  2i 4i 2i 2 4i 2 2 = −2 − = 2 n n n n n n i=1 i=1
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 4-26 n n 8  8  2 i − i n 3 i=1 n 2 i=1     8 n(n + 1)(2n + 1) 8 n(n + 1) = − 3 n 6 n2 2
 
 =
 
 y 0.5
 
 1.0
 
 1.5
 
 2.0
 
 = x
 
 From Theorem 2.1 (ii) and (iii).
 
 4(n + 1)(2n + 1) 4(n + 1) 8n 2 + 12n + 4 4n + 4 − − = . 3n 2 n 3n 2 n
 
 Taking the limit of Rn as n → ∞ gives us the exact value of the integral:
 
 0.2
 
 
 
 0.4
 
 2
 
  (x − 2x) d x = lim 2
 
 n→∞
 
 0
 
 0.6
 
 8n 2 + 12n + 4 4n + 4 − 3n 2 n
 
  =
 
 8 4 −4=− . 3 3
 
 A graph of y = x 2 − 2x on the interval [0, 2] is shown in Figure 4.17. Notice that since the function is always negative on the interval [0, 2], the integral is negative and equals −A, where A is the area lying between the x-axis and the curve. (b) On the interval [0, 3], we have x = n3 and x0 = 0, x1 = x0 + x = n3 ,
 
 0.8 1.0
 
 FIGURE 4.17
 
 x2 = x1 + x =
 
 y = x 2 − 2x on [0, 2]
 
 3 3 3(2) + = n n n
 
 and so on. Using right-endpoint evaluation, we have ci = xi = 3in . This gives us the Riemann sum          n n  2  3i 2 9i 3i 6i 3 3 Rn = −2 − = 2 n n n n n n i=1 i=1 n n 18  27  2 i − i n 3 i=1 n 2 i=1     27 n(n + 1)(2n + 1) 18 n(n + 1) = − 3 n 6 n2 2 9(n + 1)(2n + 1) 9(n + 1) = − . 2n 2 n
 
 = y 3 2
 
 From Theorem 2.1 (ii) and (iii).
 
 Taking the limit as n → ∞ gives us 
 
 1
 
 3
 
  (x − 2x) d x = lim 2
 
 x 1
 
 2
 
 1
 
 FIGURE 4.18 y = x 2 − 2x on [0, 3]
 
 0
 
 n→∞
 
  9(n + 1)(2n + 1) 9(n + 1) 18 = − 9 = 0. − 2n 2 n 2
 
 3
 
 On the interval [0, 2], notice that the curve y = x 2 − 2x lies below the x-axis and the area bounded between the curve and the x-axis is 43 . On the interval [2, 3], the curve lies above the x-axis and so, the integral of 0 on the interval [0, 3] indicates that the signed areas have canceled out one another. (See Figure 4.18 for a graph of y = x 2 − 2x on the interval [0, 3].) Note that this also says that the area under the curve on the interval [2, 3] must be 43 . You should also observe that the total area A bounded between y = x 2 − 2x and the x-axis is the sum of the two areas indicated in Figure 4.18, A = 43 + 43 = 83 . „ We can also interpret signed area in terms of velocity and position. Suppose that v(t) is the velocity function for an object moving back and forth along a straight line. Notice that the velocity  t may be both positive and negative. If the velocity is positive on the interval [t1 , t2 ], then t12 v(t) dt gives the distance traveled (here, in the positive direction). If the velocity is negative on the interval [t3 , t4 ], then the object is moving in the negative direction and t the distance traveled (here, in the negative direction) is given by − t34 v(t) dt. Notice that T if the object starts moving at time 0 and stops at time T, then 0 v(t) dt gives the distance traveled in the positive direction minus the distance traveled in the negative direction. That T is, 0 v(t) dt corresponds to the overall change in position from start to finish.
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 Estimating Overall Change in Position
 
 An object moving along a straight line has velocity function v(t) = sin t. If the object starts at position 0, determine the total distance traveled and the object’s position at time t = 3π/2.
 
 1.0 0.5 3 /2
 
  /2
 
 
 
 0.5
 
 t
 
 Solution From the graph (see Figure 4.19), notice that sin t ≥ 0 for 0 ≤ t ≤ π and sin t ≤ 0 for π ≤ t ≤ 3π/2. The total distance traveled corresponds to the area of the shaded regions in Figure 4.19, given by  3π/2  π sin t dt − sin t dt. A=
 
 1.0
 
 π
 
 0
 
 You can use the Midpoint Rule to get the following Riemann sums: FIGURE 4.19  3π
 
 y = sin t on 0,
 
 2
 
 π
 
 n
 
 Rn ≈
 
 10 20 50 100
 
 2.0082 2.0020 2.0003 2.0001
 
 0
 
 sin t dt
 
  3π/2
 
 n
 
 Rn ≈
 
 10 20 50 100
 
 −1.0010 −1.0003 −1.0000 −1.0000
 
 π
 
 sin t dt
 
 Observe that the sums appear to be converging to 2 and −1, respectively, which we will soon be able to show  are indeed correct. The total area bounded between y = sin t and the t-axis on 0, 3π is then 2 
 
 π
 
  sin t dt −
 
 3π/2 π
 
 0
 
 sin t dt = 2 + 1 = 3,
 
 so that the total distance traveled is 3 units. The overall change in position of the object is given by  3π/2  π  3π/2 sin t dt = sin t dt + sin t dt = 2 + (−1) = 1. 0
 
 π
 
 0
 
 So, if the object starts at position 0, it ends up at position 0 + 1 = 1. „ Next, we give some general rules for integrals.
 
 THEOREM 4.2 If f and g are integrable on [a, b], then the following are true. b b b (i) For any constants c and d, a [c f (x) + dg(x)] d x = c a f (x) d x + d a g(x) d x and b c b (ii) For any c in [a, b], a f (x) d x = a f (x) d x + c f (x) d x.
 
 PROOF By definition, for any constants c and d, we have  b n  [c f (x) + dg(x)] d x = lim [c f (ci ) + dg(ci )] x a
 
 n→∞
 
 i=1
 
  = lim
 
 n→∞
 
 c
 
 n  i=1
 
 f (ci ) x + d
 
 n 
 
  g(ci ) x
 
 From Theorem 2.2.
 
 i=1
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 4-28 n 
 
 = c lim
 
 n→∞
 
  =c
 
 b
 
 a
 
 f (ci ) x + d lim
 
 n→∞
 
 i=1
 
 
 
 f (x) d x + d
 
 n 
 
 g(ci ) x
 
 i=1
 
 b
 
 g(x) d x, a
 
 where we have used our usual rules for summations plus the fact that f and g are integrable. We leave the proof of part (ii) to the exercises, but note that we have already illustrated the idea in example 4.4. We now make a pair of reasonable definitions. First, for any integrable function f, if a < b, we define  a  b f (x) d x = − f (x) d x. (4.2)
 
 y
 
 b
 
 a
 
 This should appear reasonable in that if we integrate “backward” along an interval, the width of the rectangles corresponding to a Riemann sum (x) would seem to be negative. Second, if f (a) is defined, we define  a f (x) d x = 0. a
 
 x
 
 If you think of the definite integral as area, this says that the area from a up to a is zero. It turns out that a function is integrable even when it has a finite number of jump discontinuities, but is otherwise continuous. (Such a function is called piecewise continuous; see Figure 4.20 for the graph of such a function.) In example 4.5, we evaluate the integral of a discontinuous function.
 
 FIGURE 4.20 Piecewise continuous function
 
 y
 
 EXAMPLE 4.5
 
 4
 
 Evaluate
 
 3 2 1 x 1
 
 2
 
 3
 
 4
 
 3 0
 
 An Integral with a Discontinuous Integrand
 
 f (x) d x, where f (x) is defined by  2x, if x ≤ 2 f (x) = . 1, if x > 2
 
 Solution We start by looking at a graph of y = f (x) in Figure 4.21a. Notice that although f is discontinuous at x = 2, it has only a single jump discontinuity and so, is piecewise continuous on [0, 3]. By Theorem 4.2 (ii), we have that  3  2  3 f (x) d x = f (x) d x + f (x) d x. 0
 
 0
 
 2
 
 2
 
 FIGURE 4.21a
 
 Referring to Figure 4.21b, observe that 0 f (x) d x corresponds to the area of the triangle of base 2 and altitude 4 shaded in the figure, so that  2 1 1 f (x) d x = (base) (height) = (2)(4) = 4. 2 2 0 3 Next, also notice from Figure 4.21b that 2 f (x) d x corresponds to the area of the square of side 1, so that  3 f (x) d x = 1.
 
 y = f (x) y 4 3 2
 
 2
 
 We now have that  3
 
 1 x 1
 
 2
 
 3
 
 4
 
 FIGURE 4.21b The area under the curve y = f (x) on [0, 3]
 
 0
 
  f (x) d x = 0
 
 2
 
 
 
 3
 
 f (x) d x +
 
 f (x) d x = 4 + 1 = 5.
 
 2
 
 Notice that in this case, the areas corresponding to the two integrals could be computed using simple geometric formulas and so, there was no need to compute Riemann sums here. „
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 Another simple property of definite integrals is the following.
 
 THEOREM 4.3 Suppose that g(x) ≤ f (x) for all x ∈ [a, b] and that f and g are integrable on [a, b]. Then,  b  b g(x) d x ≤ f (x) d x. a
 
 a
 
 y
 
 PROOF
 
 y = ƒ(x)
 
 Since g(x) ≤ f (x), we must also have that 0 ≤ [ f (x) − g(x)] on [a, b] and in view of this, b a [ f (x) − g(x)] d x represents the area under the curve y = f (x) − g(x), which can’t be negative. Using Theorem 4.2 (i), we now have  b  b  b [ f (x) − g(x)] d x = f (x) d x − g(x) d x, 0≤
 
 y = g(x)
 
 a
 
 a
 
 x
 
 b
 
 Larger functions have larger integrals
 
 x1
 
 x2
 
 ...
 
 f (x0)
 
 a
 
 Notice that Theorem 4.3 simply says that larger functions have larger integrals. We illustrate this for the case of two positive functions in Figure 4.22.
 
 FIGURE 4.22
 
 x0
 
 a
 
 from which the result follows.
 
 Average Value of a Function xn
 
 f (xn)
 
 FIGURE 4.23 Average depth of a cross section of a lake
 
 To compute the average age of the students in your calculus class, note that you need only add up each student’s age and divide the total by the number of students in your class. By contrast, how would you find the average depth of a cross section of a lake? You would get a reasonable idea of the average depth by sampling the depth of the lake at a number of points spread out along the length of the lake and then averaging these depths, as indicated in Figure 4.23. More generally, we often want to calculate the average value of a function f on some interval [a, b]. To do this, we form a partition of [a, b]: a = x0 < x1 < · · · < xn = b, b−a where the difference between successive points is x = . The average value, f ave , n is then given approximately by the average of the function values at x1 , x2 , . . . , xn : 1 [ f (x1 ) + f (x2 ) + · · · + f (xn )] n n 1 f (xi ) = n i=1   n 1  b−a = f (xi ) Multiply and divide by (b − a). b − a i=1 n
 
 f ave ≈
 
 =
 
 n 1  f (xi ) x. b − a i=1
 
 Since x =
 
 b−a . n
 
 Notice that the last summation is a Riemann sum. Further, observe that the more points we sample, the better our approximation should be. So, letting n → ∞, we arrive at an integral representing average value:  f ave = lim
 
 n→∞
 
   b n 1  1 f (xi ) x = f (x) d x. b − a i=1 b−a a
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 y
 
 4-30
 
 EXAMPLE 4.6
 
 Computing the Average Value of a Function
 
 1.0
 
 Compute the average value of f (x) = sin x on the interval [0, π ].
 
 fave
 
 Solution From (4.3), we have
 
 0.5
 
 f ave
 
 q
 
 p
 
 FIGURE 4.24 y = sin x and its average
 
 x
 
 1 = π−0
 
 
 
 π
 
 sin x d x.
 
 0
 
 We can approximate the value of this integral by calculating some Riemann sums, to obtain the approximate average, f ave ≈ 0.6366198. (See example 4.4.) In Figure 4.24, we show a graph of y = sin x and its average value on the interval [0, π ]. You should note that the two shaded regions have the same area. „ Notice in Figure 4.24 that there are two points at which the function equals its average value. We give a precise statement of this (unsurprising) result in Theorem 4.4. First, observe that for any constant, c,  b n n   c d x = lim c x = c lim x = c(b − a), n→∞
 
 a
 
 since
 
 n
 
 i=1
 
 n→∞
 
 i=1
 
 i=1
 
 x is simply the sum of the lengths of the subintervals in the partition.
 
 Let f be any continuous function defined on [a, b]. Recall that by the Extreme Value Theorem, since f is continuous, it has a minimum, m, and a maximum, M, on [a, b], so that m ≤ f (x) ≤ M, and consequently, from Theorem 4.3,   b m dx ≤ a
 
 Since m and M are constants, we get m(b − a) ≤
 
 b
 
 a
 
  a
 
 b
 
 for all x ∈ [a, b] 
 
 f (x) d x ≤
 
 b
 
 M d x. a
 
 f (x) d x ≤ M(b − a).
 
 (4.4)
 
 Finally, dividing by (b − a) > 0, we obtain  b 1 f (x) d x ≤ M. m≤ b−a a  b 1 f (x) d x (the average value of f on [a, b]) lies between the minimum That is, b−a a and the maximum values of f on [a, b]. Since f is a continuous function, we have by the Intermediate Value Theorem (Theorem 4.4 in section 1.4) that there must be some c ∈ (a, b) for which  b 1 f (c) = f (x) d x. b−a a We have just proved a theorem:
 
 THEOREM 4.4 (Integral Mean Value Theorem) If f is continuous on [a, b], then there is a number c ∈ (a, b) for which  b 1 f (c) = f (x) d x. b−a a The Integral Mean Value Theorem is a fairly simple idea (that a continuous function will take on its average value at some point), but it has some significant applications. The first of these will be found in section 4.5, in the proof of one of the most significant results in the calculus, the Fundamental Theorem of Calculus.
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 Referring back to our derivation of the Integral Mean Value Theorem, observe that along the way we proved that for any integrable function f, if m ≤ f (x) ≤ M, for all x ∈ [a, b], then inequality (4.4) holds:  b m(b − a) ≤ f (x) d x ≤ M(b − a). a
 
 This enables us to estimate the value of a definite integral. Although the estimate is generally only a rough one, it still has importance in that it gives us an interval in which the value must lie. We illustrate this in example 4.7.
 
 EXAMPLE 4.7
 
 Estimating the Value of an Integral 
 
 1
 
 Use inequality (4.4) to estimate the value of
 
 
 
 x 2 + 1 d x.
 
 0
 
 Solution First, notice that it’s beyond your present abilities to compute the value of this integral exactly. However, notice that  √ 1 ≤ x 2 + 1 ≤ 2, for all x ∈ [0, 1]. From inequality (4.4), we now have  1 √ x 2 + 1 d x ≤ 2 ≈ 1.414214. 1≤ 0
 
 In other words, although we still √ do not know the exact value of the integral, we know that it must be between 1 and 2 ≈ 1.414214. „
 
 EXERCISES 4.4 
 
 WRITING EXERCISES
 
 3.
 
 1. Sketch a graph of a function f that has both positive and negative values on aninterval [a, b]. Explain in terms of area what b it means to have a f (x) d x = 0. Also, explain what it means b b to have a f (x) d x > 0 and a f (x) d x < 0. 2. To get a physical interpretation of the result in Theorem 4.3, suppose that f (x) and g(x) are velocity functions for two different objects starting at the same  b position. Ifb f (x) ≥ g(x) ≥ 0, explain why it follows that a f (x) d x ≥ a g(x) d x. 3. The Integral Mean Value Theorem says that if f (x) is continuous on the interval [a, b], then there exists a number c between b a and b such that f (c)(b − a) = a f (x) d x. By thinking of the left-hand side of this equation as the area of a rectangle, sketch a picture that illustrates this result, and explain why the result follows. 4. Write out the Integral Mean Value Theorem as applied to the derivative f  (x). Then write out the Mean Value Theorem for derivatives. (See section 2.8.) If thec-values identified by each b theorem are the same, what does a f  (x) d x have to equal? Explain why, at this point, we don’t know whether or not the c-values are the same. In exercises 1–4, use the Midpoint Rule with n  6 to estimate the value of the integral.  3  3 3 (x + x) d x 2. x2 + 1 dx 1. 0
 
 0
 
 π
 
  sin x 2 d x
 
 4.
 
 2
 
 
 
 −2
 
 0
 
 4 − x2 dx
 
 ............................................................ In exercises 5–8, give an area interpretation of the integral.  3  1 5. x2 dx 6. (x 3 + 1) d x 1
 
  7.
 
 0
 
 
 
 2
 
 (x 2 − 2) d x
 
 8.
 
 0
 
 2
 
 (x 3 − 3x 2 + 2x) d x 0
 
 ............................................................ In exercises 9–14, evaluate the integral by computing the limit of Riemann sums.  2  1 2x d x 10. 2x d x 9. 0
 
  11.
 
 1
 
 
 
 2
 
 x2 dx
 
 12.
 
 0
 
  13.
 
 (x 2 + 1) d x 0
 
 
 
 3
 
 (x 2 − 3) d x 1
 
 3
 
 14.
 
 2
 
 −2
 
 (x 2 − 1) d x
 
 ............................................................ In exercises 15–20, write the given (total) area as an integral or sum of integrals. 15. The area above the x-axis and below y = 4 − x 2 16. The area above the x-axis and below y = 4x − x 2
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 3 In exercises 37 and 38, assume that 1 f (x) d x  3 and 3 g(x) d x  −2 and find 1  3  3 37. (a) [ f (x) + g(x)] d x (b) [2 f (x) − g(x)] d x
 
 17. The area below the x-axis and above y = x 2 − 4 18. The area below the x-axis and above y = x 2 − 4x 19. The area between y = sin x and the x-axis for 0 ≤ x ≤ π 20. The area between π π − ≤x≤ . 2 4
 
 y = sin x
 
 and
 
 the
 
 x-axis
 
 for
 
 ............................................................ In exercises 21 and 22, use the given velocity function and initial position to estimate the final position s(b). 1 21. v(t) = √ , s(0) = 0, b = 4 t2 + 1
 
 0
 
 3
 
 38. (a)
 
 [ f (x) − g(x)] d x
 
 3
 
 [4g(x) − 3 f (x)] d x
 
 (b)
 
 1
 
 1
 
 ............................................................ In exercises 39 and 40, sketch the area corresponding to the integral.  2  4 39. (a) (x 2 − x) d x (b) (x 2 − x) d x 
 
 ............................................................ 4
 
 1
 
 
 
 1
 
 30 , s(0) = −1, b = 4 22. v(t) = √ t +1
 
 In exercises 23 and 24, compute  2x if x < 1 23. f (x) = 4 if x ≥ 1  2 if x ≤ 2 24. f (x) = 3x if x > 2
 
 1
 
 
 
 f (x) d x.
 
 2 π/2
 
 40. (a)
 
  cos x d x
 
 2
 
 (b) −2
 
 0
 
 ............................................................ 41. (a) Use Theorem 4.3 to show that sin (1) ≤
 
 ............................................................ In exercises 25–28, compute the average value of the function on the given interval. 25. f (x) = 2x + 1, [0, 4]
 
 26. f (x) = x 2 + 2x, [0, 1]
 
 27. f (x) = x 2 − 1, [1, 3]
 
 28. f (x) = 2x − 2x 2 , [0, 1]
 
 ............................................................ In exercises 29–32, use the Integral Mean Value Theorem to estimate the value of the integral.  π/2  1/2 1 29. 3 cos x 2 d x 30. dx √ 1 − x2 π/3 0  1  2 3 2x 2 + 1 d x 32. dx 31. 3 +2 x 0 −1
 
 ............................................................
 
 In exercises 33 and 34, find a value of c that satisfies the conclusion of the Integral Mean Value Theorem.  2  1 33. 3x 2 d x (= 8) 34. (x 2 − 2x) d x (= 23 )
 
  4 − x2 dx
 
 2 1
 
 2
 
 x 2 sin x d x ≤ 4.
 
 (b) Use Theorem 4.3 to show that 73 sin 1 ≤ 1 x 2 sin x d x ≤ 73 . (c) Is the result of part (b) more useful than that of part (a)? Briefly explain. 2 √ 42. Use Theorem 4.3 to find bounds for 1 x 2 cos x d x. 43. Prove that if f is continuous on the interval [a, b], then there exists a number c in (a, b) such that f (c) equals the average value of f on the interval [a, b]. 44. Prove part (ii) of Theorem 4.2 for the special case where c = 12 (a + b).
 
 ............................................................ In exercises 45–48, use the graph to determine whether 2 f (x) d x is positive or negative. 0 46.
 
 45.
 
 y y 1.0 0.8 0.6 0.4 0.2
 
 3 2 1 x 1
 
 1
 
 2
 
 x 0.2 0.4
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 1.5
 
 2.0
 
 −1
 
 0
 
 ............................................................
 
 48.
 
 47. y
 
 In exercises 35 and 36, use Theorem 4.2 to write the expression as a single integral.  2  3  3  3 35. (a) f (x) d x + f (x) d x (b) f (x) d x − f (x) d x 0
 
 
 
 2
 
 
 
 2
 
 36. (a)
 
 
 
 1
 
 f (x) d x + 0
 
 0
 
 f (x) d x 2
 
 
 
 0.5
 
 (b) −1
 
 f (x) d x +
 
 f (x) d x 2
 
 ............................................................
 
 1 x
 
 0.5
 
 3
 
 2
 
 1.0
 
 2 2
 
 y
 
 1.0
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 x 1
 
 0.5
 
 1.0
 
 2
 
 ............................................................
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 In exercises 49–52, use a geometric formula to compute the integral.  2  4 49. 3x d x 50. 2x d x 0
 
  51.
 
 1
 
 2
 
  4 − x2 dx
 
  52.
 
 0
 
 0
 
 −3
 
  9 − x2 dx
 
 ............................................................ 53. Express each limit as an integral.   1 π 2π nπ (a) lim sin + sin + · · · + sin n→∞ n n n n   2n n+1 n+2 + + ··· + 2 (b) lim n→∞ n2 n2 n f (1/n) + f (2/n) + · · · + f (n/n) n 54. Suppose that the average value of a function f (x) over an interval [a, b] is v and the average value of f (x) over the interval [b, c] is w. Find the average value of f (x) over the interval [a, c]. (c) lim
 
 n→∞
 
 APPLICATIONS 55. Suppose that, for a particular population of organisms, the birthrate is given by b(t) = 410 − 0.3t organisms per month and the death rate is given  12 by a(t) = 390 + 0.2t organisms per month. Explain why 0 [b(t) − a(t)] dt represents the net change in population in the first 12 months. Determine for which values of t it is true that b(t) > a(t). At which times is the population increasing? Decreasing? Determine the time at which the population reaches a maximum. 56. Suppose that, for a particular population of organisms, the birthrate is given by b(t) = 400 − 3 sin t organisms per month and the death rate is given  12 by a(t) = 390 + t organisms per month. Explain why 0 [b(t) − a(t)] dt represents the net change in population in the first 12 months. Graphically determine for which values of t it is true that b(t) > a(t). At which times is the population increasing? Decreasing? Estimate the time at which the population reaches a maximum. 57. For a particular ideal gas at constant temperature, pressure P and volume V are related by P V = 10. The work required to increase  4 the volume from V = 2 to V = 4 is given by the integral 2 P(V ) d V . Estimate the value of this integral. 58. Suppose that the temperature t months into the year is given by T (t) = 64 − 24 cos π6 t (degrees Fahrenheit). Estimate the average temperature over an entire year. Explain why this answer is obvious from the graph of T (t).
 
 ............................................................
 
 Exercises 59–62 involve the just-in-time inventory discussed in the chapter introduction. 59. For a business using just-in-time inventory, a delivery of Q items arrives just as the last item is shipped out. Suppose that items are shipped out at the constant rate of r items per day. If a delivery arrives at time 0, show that f (t) = Q − r t gives the number of items in inventory for 0 ≤ t ≤ Qr . Find the average   value of f on the interval 0, Qr . 60. The Economic Order Quantity (EOQ) model uses the assumptions in exercise 59 to determine the optimal quantity Q
 
 ..
 
 The Definite Integral
 
 283
 
 to order at any given time. Assume that D items are ordered annually, so that the number of shipments equals QD . If Co is the cost of placing an order and Cc is the annual cost for storing an item in inventory, then the total annual cost is given by f (Q) = Co QD + Cc Q2 . Find the value of Q that minimizes the total cost. For the optimal order size, show that the total ordering cost Co QD equals the total carrying cost (for storage) Cc Q2 . 61. The EOQ model of exercise 60 can be modified to take into account noninstantaneous receipt. In this case, instead of a full delivery arriving at one instant, the delivery arrives at a rate of p items per day. Assume that a delivery of size Q starts at time 0, with shipments out continuing at the rate of r items per day (assume that p > r ). Show that when the delivery is completed, the inventory equals Q(1 − r/ p). From there, inventory drops at a steady rate of r items per day until no items are left. Show that the average inventory equals 12 Q(1 − r/ p) and find the order size Q that minimizes the total cost. 62. A further refinement we can make to the EOQ model of exercises 60–61 is to allow discounts for ordering large quantities. To make the calculations easier, take specific values of D = 4000, Co = $50,000 and Cc = $3800. If 1–99 items are ordered, the price is $2800 per item. If 100–179 items are ordered, the price is $2200 per item. If 180 or more items are ordered, the price is $1800 per item. The total cost is now Co QD + Cc Q2 + PD, where P is the price per item. Find the order size Q that minimizes the total cost.
 
 ............................................................ 63. The impulse-momentum equation states the relationship between a force F(t) applied to an object of mass m and the resultingchange in velocity v of the object. The equation is b mv = a F(t) dt, where v = v(b) − v(a). Suppose that the force of a baseball bat on a ball is approximately F(t) = 9 − 108 (t − 0.0003)2 thousand pounds, for t between 0 and 0.0006 second. What is the maximum force on the ball? Using m = 0.01 for the mass of a baseball, estimate the change in velocity v (in ft/s). 64. Measurements taken of the feet of badminton players lunging for a shot indicate a vertical force of approximately F(t) = 1000 − 25,000(t − 0.2)2 Newtons, for t between 0 and 0.4 second. (See The Science of Racquet Sports.) For a player of mass m = 5, use the impulse-momentum equation in exercise 63 to estimate the change in vertical velocity of the player.
 
 EXPLORATORY EXERCISES 1. Many of the basic quantities used by epidemiologists to study the spread of disease are described by integrals. In the case of AIDS, a person becomes infected with the HIV virus and, after an incubation period, develops AIDS. Our goal is to derive a formula for the number of AIDS cases given the HIV infection rate g(t) and the incubation distribution F(t). To take a simple case, suppose that the infection rate the first month is 20 people per month, the infection rate the second month is 30 people per month and the infection rate the third month is 25 people per month. Then g(1) = 20, g(2) = 30 and g(3) = 25. Also, suppose that 20% of those infected develop AIDS after 1 month, 50% develop AIDS after 2 months and 30% develop AIDS after 3 months. (Fortunately, these figures are not at all
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 realistic.) Then F(1) = 0.2, F(2) = 0.5 and F(3) = 0.3. Explain why the number of people developing AIDS in the fourth month would be g(1)F(3) + g(2)F(2) + g(3)F(1). Compute this number. Next, suppose that g(0.5) = 16, g(1) = 20, g(1.5) = 26, g(2) = 30, g(2.5) = 28, g(3) = 25 and g(3.5) = 22. Further, suppose that F(0.5) = 0.1, F(1) = 0.1, F(1.5) = 0.2, F(2) = 0.3, F(2.5) = 0.1, F(3) = 0.1 and F(3.5) = 0.1. Compute the number of people developing AIDS in the fourth month. If we have g(t) and F(t) defined at all real numbers t, explain why the number  4 of people developing AIDS in the fourth month equals 0 g(t)F(4 − t) dt.
 
 4.5
 
 b 2. Riemann’s condition states that a f (x) d x exists if and only if for every ε > 0 there exists a partition P such that the upper sum U and lower sum L (see exercises 29–32 in section 4.3) satisfy  |U − L| < ε. Use −1 if x is rational this condition to prove that f (x) = 1 if x is irrational is not integrable on the interval [0, 1]. A function f is called a Lipschitz function on the interval [a, b] if | f (x) − f (y)| ≤ |x − y| for all x and y in [a, b]. Use Riemann’s condition to prove that every Lipschitz function on [a, b] is integrable on [a, b].
 
 THE FUNDAMENTAL THEOREM OF CALCULUS In this section, we present a pair of results known collectively as the Fundamental Theorem of Calculus. On a practical level, the Fundamental Theorem provides us with a much-needed shortcut for computing definite integrals without struggling to find limits of Riemann sums. On a conceptual level, the Fundamental Theorem unifies the seemingly disconnected studies of derivatives and definite integrals, showing us that differentiation and integration are, in fact, inverse processes. In this sense, the theorem is truly fundamental to calculus as a coherent discipline. One hint as to the nature of the first part of the Fundamental Theorem is that we used suspiciously similar notations for indefinite and definite integrals. However, the Fundamental Theorem makes much stronger statements about the relationship between differentiation and integration.
 
 NOTES
 
 THEOREM 5.1 (The Fundamental Theorem of Calculus, Part I)
 
 The Fundamental Theorem, Part 1, says that to compute a definite integral, we need only find an antiderivative and then evaluate it at the two limits of integration. Observe that this is a vast improvement over computing limits of Riemann sums, which we can compute exactly for only a few simple cases.
 
 If f is continuous on [a, b] and F is any antiderivative of f , then  b f (x) d x = F(b) − F(a).
 
 (5.1)
 
 a
 
 PROOF First, we partition [a, b]: a = x0 < x1 < x2 < · · · < xn = b, b−a , for i = 1, 2, . . . , n. Working backward, note that by virtue n of all the cancellations, we can write where xi − xi−1 = x =
 
 F(b) − F(a) = F(xn ) − F(x0 ) = [F(x1 ) − F(x0 )] + [F(x2 ) − F(x1 )] + · · · + [F(xn ) − F(xn−1 )] n  = [F(xi ) − F(xi−1 )]. (5.2) i=1
 
 Since F is an antiderivative of f, F is differentiable on (a, b) and continuous on [a, b]. By the Mean Value Theorem, we then have for each i = 1, 2, . . . , n, that F(xi ) − F(xi−1 ) = F  (ci )(xi − xi−1 ) = f (ci ) x,
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 SECTION 4.5
 
 HISTORICAL NOTES The Fundamental Theorem of Calculus marks the beginning of calculus as a unified discipline and is credited to both Isaac Newton and Gottfried Leibniz. Newton developed his calculus in the late 1660s but did not publish his results until 1687. Leibniz rediscovered the same results in the mid-1670s but published before Newton in 1684 and 1686. Leibniz’ original notation and terminology, much of which is in use today, is superior to Newton’s (Newton referred to derivatives and integrals as fluxions and fluents), but Newton developed the central ideas earlier than Leibniz. A bitter controversy, centering on some letters from Newton to Leibniz in the 1670s, developed over which man would receive credit for inventing the calculus. The dispute evolved into a battle between England and the rest of the European mathematical community. Communication between the two groups ceased for over 100 years and greatly influenced the development of mathematics in the 1700s.
 
 The Fundamental Theorem of Calculus
 
 for some ci ∈ (xi−1 , xi ). Thus, from (5.2) and (5.3), we have n n   [F(xi ) − F(xi−1 )] = f (ci ) x. F(b) − F(a) = i=1
 
 285
 
 (5.4)
 
 i=1
 
 You should recognize this last expression as a Riemann sum for f on [a, b]. Taking the limit of both sides of (5.4) as n → ∞, we find that  b n  f (x) d x = lim f (ci ) x = lim [F(b) − F(a)] n→∞
 
 a
 
 n→∞
 
 i=1
 
 = F(b) − F(a), as desired, since this last quantity is a constant.
 
 REMARK 5.1 We will often use the notation
 
 b F(x)a = F(b) − F(a).
 
 This enables us to write down the antiderivative before evaluating it at the endpoints.
 
 EXAMPLE 5.1 
 
 2
 
 Compute
 
 Using the Fundamental Theorem
 
 (x 2 − 2x) d x.
 
 0
 
 Solution Notice that f (x) = x 2 − 2x is continuous on the interval [0, 2] and so, we can apply the Fundamental Theorem. We find an antiderivative from the power rule and simply evaluate:  2     2  1 3 8 4 (x 2 − 2x) d x = x − x 2  = − 4 − (0) = − . 3 3 3 „ 0 0 Recall that we had already evaluated the integral in example 5.1 by computing the limit of Riemann sums. (See example 4.3.) Given a choice, which method would you prefer? While you had a choice in example 5.1, you cannot evaluate the integrals in examples 5.2 and 5.3 by computing the limit of a Riemann sum directly, as we have no formulas for the summations involved.
 
 EXAMPLE 5.2 
 
 4
 
 Compute 1
 
 
 
 √
 
 Computing a Definite Integral Exactly
 
 1 x− 2 x
 
 
 
 d x.
 
 Solution Observe that since f (x) = x 1/2 − x −2 is continuous on [1, 4], we can apply the Fundamental Theorem. Since an antiderivative of f (x) is F(x) = 23 x 3/2 + x −1 , we have     4     4  √ 47 2 3/2 2 1 2 3/2 −1  −1 x +x +1 = . − x − 2 dx =  = 3 (4) + 4 x 3 3 12 1
 
 EXAMPLE 5.3
 
 „
 
 1
 
 Using the Fundamental Theorem to Compute Areas
 
 Find the area under the curve y = sin x on the interval [0, π ]. Solution Since sin x ≥ 0 and sin x is continuous on [0, π ], we have that  π sin x d x. Area = 0
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 Notice that an antiderivative of sin x is F(x) = − cos x. By the Fundamental Theorem, then, we have  π sin x d x = F(π ) − F(0) = (−cos π) − (−cos 0) = −(−1) − (−1) = 2. „
 
 0
 
 TODAY IN MATHEMATICS
 
 EXAMPLE 5.4 Evaluate
 
 Benoit Mandelbrot (1924– ) A French mathematician who invented and developed fractal geometry. (See the Mandelbrot set in the exercises for section 10.1.) Mandelbrot has always been guided by a strong geometric intuition. He explains, “Faced with some complicated integral, I instantly related it to a familiar shape. . . . I knew an army of shapes I’d encountered once in some book and remembered forever, with their properties and their peculiarities.” The fractal geometry that Mandelbrot developed has greatly extended our ability to accurately describe the peculiarities of such phenomena as the structure of the lungs and heart, or mountains and clouds, as well as the stock market and weather.
 
 x 1
 
 A Definite Integral with a Variable Upper Limit
 
 12t dt. 5
 
 Solution Even though the upper limit of integration is a variable, we can use the Fundamental Theorem to evaluate this, since f (t) = 12t 5 is continuous on any interval. We have   x t 6 x 12t 5 dt = 12  = 2(x 6 − 1). 6 1
 
 „
 
 1
 
 It’s not surprising that the definite integral in example 5.4 is a function of x, since one of the limits of integration involves x. The following observation may be surprising, though. Note that d [2(x 6 − 1)] = 12x 5 , dx which is the same as the original integrand, except that the (dummy) variable of integration, t, has been replaced by the variable in the upper limit of integration, x. The seemingly odd coincidence observed here is, in fact, not an isolated occurrence, as we see  x in Theorem 5.2. First, you need to be clear about what a function such as F(x) = 1 12t 5 dt means. Notice that the function value at x = 2 is found by replacing x by 2:  2 F(2) = 12t 5 dt, 1
 
 which corresponds to the area under the curve y = 12t 5 from t = 1 to t = 2. (See Figure 4.25a.) Similarly, the function value at x = 3 is  3 F(3) = 12t 5 dt, 1
 
 which is the area under the curve y = 12t from t = 1 to t = 3. (See Figure 4.25b.) More generally, for any x > 1, F(x) gives the area under the curve y = 12t 5 from t = 1 up to t = x. (See Figure 4.25c.) For this reason, the function F is sometimes called an area function. Notice that for x > 1, as x increases, F(x) gives more and more of the area under the curve to the right of t = 1. 5
 
 y
 
 y
 
 y
 
 y = 12t 5
 
 y = 12t 5
 
 y = 12t 5
 
 t
 
 t 1
 
 2
 
 3
 
 1
 
 2
 
 3
 
 1
 
 x
 
 FIGURE 4.25a
 
 FIGURE 4.25b
 
 FIGURE 4.25c
 
 Area from t = 1 to t = 2
 
 Area from t = 1 to t = 3
 
 Area from t = 1 to t = x
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 THEOREM 5.2 (The Fundamental Theorem of Calculus, Part II) If f is continuous on [a, b] and F(x) =
 
 x a
 
 f (t) dt, then F  (x) = f (x), on [a, b].
 
 PROOF Using the definition of derivative, we have   x+h  x F(x + h) − F(x) 1 f (t) dt − f (t) dt = lim F (x) = lim h→0 h→0 h h a a   x+h  a  1 1 x+h = lim f (t) dt + f (t) dt = lim f (t) dt, h→0 h h→0 h x a x 
 
 REMARK 5.2 Part II of the Fundamental Theorem says that every continuous function f has an antiderivative, namely, x f (t) dt. a
 
 (5.5)
 
 where we switched the limits of integration according to equation (4.2) and combined the integrals according to Theorem 4.2 (ii). Look very carefully at the last term in (5.5). You may recognize it as the limit of the average value of f (t) on the interval [x, x + h] (if h > 0). By the Integral Mean Value Theorem (Theorem 4.4), we have  1 x+h f (t) dt = f (c), (5.6) h x for some number c between x and x + h. Finally, since c is between x and x + h, we have that c → x, as h → 0. Since f is continuous, it follows from (5.5) and (5.6) that  1 x+h F  (x) = lim f (t) dt = lim f (c) = f (x), h→0 h x h→0 as desired.
 
 EXAMPLE 5.5 For F(x) =
 
 x 1
 
 Using the Fundamental Theorem, Part II
 
 (t 2 − 2t + 3) dt, compute F  (x).
 
 Solution Here, the integrand is f (t) = t 2 − 2t + 3. By Theorem 5.2, the derivative is F  (x) = f (x) = x 2 − 2x + 3. That is, F  (x) is the function in the integrand with t replaced by x. „ Before moving on to more complicated examples, let’s look at example 5.5 in more detail, just to get more comfortable with the meaning of Part II of the Fundamental Theorem. First, we can use Part I of the Fundamental Theorem to find    x     x  1 3 1 3 1 t − t 2 + 3t  = x − x 2 + 3x − −1+3 . (t 2 − 2t + 3) dt = F(x) = 3 3 3 1 1 It’s easy to differentiate this directly, to get 1 F  (x) = · 3x 2 − 2x + 3 − 0 = x 2 − 2x + 3. 3 Notice that the lower limit of integration (in this case, 1) has no effect on the value of F  (x). In the definition of F(x), the lower limit of integration merely determines the value of the constant that is subtracted at the end of the calculation of F(x). Since the derivative of any constant is 0, this value does not affect F  (x).
 
 EXAMPLE 5.6 If F(x) =
 
  x2 2
 
 Using the Chain Rule and the Fundamental Theorem, Part II
 
 cos t dt, compute F  (x).
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch04
 
 288
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 4
 
 ..
 
 T1: OSO
 
 December 13, 2010
 
 LT (Late Transcendental)
 
 21:23
 
 Integration
 
 4-38
 
 Solution Let u(x) = x 2 , so that
 
 
 
 F(x) =
 
 u(x)
 
 cos t dt. 2
 
 From the chain rule,
 
 REMARK 5.3 The general form of the chain rule used in example 5.6 is:  u(x) if g (x) = a f (t) dt, then g  (x) = f (u(x))u  (x) or  u(x) d f (t) dt = f (u(x))u  (x). dx a
 
 F  (x) = cos u(x)
 
 EXAMPLE 5.7 
 
 x2
 
 If F(x) =
 
 
 
 du = cos u(x)(2x) = 2x cos x 2 . „ dx
 
 An Integral with Variable Upper and Lower Limits
 
 t 2 + 1 dt, compute F  (x).
 
 2x
 
 Solution The Fundamental Theorem applies only to definite integrals with variables in the upper limit, so we will first rewrite the integral by Theorem 4.2 (ii) as  F(x) =
 
 0
 
 
 
 
 
 x2
 
 t 2 + 1 dt +
 
 2x
 
 0
 
 
 
 
 
 2x
 
 t 2 + 1 dt = − 0
 
 
 
 
 
 x2
 
 t 2 + 1 dt +
 
 
 
 t 2 + 1 dt,
 
 0
 
 where we have also switched the limits of integration in the first integral. Using the chain rule as in example 5.6, we get   d d 2 (2x) + (x 2 )2 + 1 (x ) F  (x) = − (2x)2 + 1 dx dx   = −2 4x 2 + 1 + 2x x 4 + 1. „ Before discussing the theoretical significance of the two parts of the Fundamental Theorem, we present two examples that remind you of why you might want to compute integrals and derivatives.
 
 EXAMPLE 5.8
 
 Computing the Distance Fallen by an Object
 
 Suppose the (downward) velocity of a sky diver is given by v(t) = 30 1 − the first 5 seconds of a jump. Compute the distance fallen.
 
 √1 t+1 
 
 ft/s for
 
 Solution Recall that the distance d is given by the definite integral   5
 
 5 √ 30  30 − √ dt = 30t − 60 t + 1  , d= 0 t +1 0 √ where we have used the fact that dtd t + 1 = 2√1t+1 . Continuing we have √ √ d = 150 − 60 6 − (0 − 60) = 210 − 60 6 ≈ 63 feet. „ Recall that velocity is the instantaneous rate of change of the distance function with respect to time. We see in example 5.8 that the definite integral of velocity gives the total change of the distance function over the given time interval. A similar interpretation of derivative and the definite integral holds for many quantities of interest. In example 5.9, we look at the rate of change and total change of volume in a water tank.
 
 EXAMPLE 5.9
 
 Rate of Change and Total Change of Volume of a Tank
 
 Suppose that water flows in and out of a storage tank. The net rate of change (that is, the rate in minus the rate out) of water is f (t) = 20(t 2 − 1) gallons per minute. (a) For 0 ≤ t ≤ 3, determine when the water level is increasing and when the water level is decreasing. (b) If the tank has 200 gallons of water at time t = 0, determine how many gallons are in the tank at time t = 3 minutes.
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 Solution Let w(t) be the number of gallons in the tank at time t. (a) Notice that the water level decreases if w  (t) = f (t) < 0. We have f (t) = 20(t 2 − 1) < 0,
 
 if 0 ≤ t < 1.
 
 Alternatively, the water level increases if w (t) = f (t) > 0. In this case, we have f (t) = 20(t 2 − 1) > 0,
 
 if 1 < t ≤ 3.
 
 (b) We start with w (t) = 20(t 2 − 1). Integrating from t = 0 to t = 3, we have  3  3  w (t) dt = 20(t 2 − 1) dt. 0
 
 0
 
 Evaluating the integrals on both sides yields  t=3  t3 − t  . w(3) − w(0) = 20 3 t=0 
 
 Since w(0) = 200, we have w(3) − 200 = 20(9 − 3) = 120 w(3) = 200 + 120 = 320,
 
 and hence,
 
 so that the tank will have 320 gallons at time 3 minutes. „ In example 5.10, we use Part II of the Fundamental Theorem to determine information about a seemingly complicated function. Notice that although we don’t know how to evaluate the integral, we can use the Fundamental Theorem to obtain some important information about the function.
 
 EXAMPLE 5.10
 
 Finding a Tangent Line for a Function Defined as an Integral
 
 For the function F(x) =
 
  x2 4
 
 sin (t 3 + 4) dt, find an equation of the tangent line at x = 2.
 
 Solution Notice that there are almost no function values that we can compute exactly, yet we can easily find an equation of a tangent line. From Part II of the Fundamental Theorem and the chain rule, we get the derivative F  (x) = sin [(x 2 )3 + 4]
 
 d 2 (x ) = sin [(x 2 )3 + 4](2x) = 2x sin (x 6 + 4). dx
 
 So, the slope at x = 2 is F  (2) = 4 sin (68) ≈ −3.59. The tangent passes through the 4 point with x = 2 and y = F(2) = 4 sin (t 3 + 4) dt = 0 (since the upper limit equals the lower limit). An equation of the tangent line is then y = (4 sin 68)(x − 2). „
 
 BEYOND FORMULAS The two parts of the Fundamental Theorem are different sides of the same theoretical coin. Recall the conclusions of Parts I and II of the Fundamental Theorem:  b  x d  F (x) d x = F(b) − F(a) and f (t) dt = f (x). dx a a In both cases, we are saying that differentiation and integration are in some sense inverse operations: their effects (with appropriate hypotheses) cancel each other out. This fundamental connection is what unifies seemingly unrelated calculation techniques into the calculus.
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 EXERCISES 4.5 21. The area of the region bounded by y = x 2 , x = 2 and the x-axis
 
 WRITING EXERCISES 1. To explore Part I of the Fundamental Theorem graphically, first suppose that F(x) is increasing on the interval [a, b]. Explain b why both of the expressions F(b) − F(a) and a F  (x) d x will be positive. Further, explain why the faster F(x) increases, the larger each expression will be. Similarly, explain why if F(x) is decreasing, both expressions will be negative.
 
 22. The area of the region bounded by y = x 3 , x = 3 and the x-axis
 
 2. You can think of Part I of the Fundamental Theorem in terms  of position s(t) and velocity  bv(t) = s (t). Start by assuming that v(t) ≥ 0. Explain why a v(t) dt gives the total distance traveled and explain why this equals s(b) − s(a). Discuss what changes if v(t) < 0.
 
 In exercises 25–32, find the derivative f  (x).  x  x 25. f (x) = (t 2 − 3t + 2) dt 26. f (x) = (t 2 − 3t) dt
 
 3. To explore Part II of the Fundamental Theorem graphically, x consider the function g(x) = a f (t) dt. If f (t) is positive on the interval [a, b], explain why g  (x) will also be positive. Further, the larger f (t) is, the larger g  (x) will be. Similarly, explain why if f (t) is negative then g  (x) will also be negative. 4. In Part I of the Fundamental Theorem, F can be any antiderivative of f. Recall that any two antiderivatives of f differ by a constant. Explain why F(b) − F(a) is well defined; that is, if F1 and F2 are different antiderivatives, explain why F1 (b) − F1 (a) = F2 (b) − F2 (a). When evaluating a definite integral, explain why you do not need to include “+ c” with the antiderivative.
 
 23. The area between y = sin x and the x-axis for 0 ≤ x ≤ π 24. The area between −π/2 ≤ x ≤ π/4
 
 y = sin x
 
 and
 
 x-axis
 
 the
 
 for
 
 ............................................................
 
 0
 
 
 
 2
 
 
 
 x2
 
 27. f (x) =
 
 (cos 3t + 1) dt
 
 28. f (x) =
 
 
 
 x sin x 
 
 −1
 
  31. f (x) =
 
 sin t dt
 
 2
 
 0
 
 29. f (x) =
 
 x 2 +1
 
  t 2 + 1 dt
 
 30. f (x) =
 
 sec t dt 2 cos x
 
 
 
 x3
 
 32. f (x) =
 
 sin 2t dt x2
 
 2x
 
 sin x
 
 (t 2 + 4) dt 3−x
 
 ............................................................ In exercises 33–36, find the position function s(t) from the given velocity or acceleration function and initial value(s). Assume that units are feet and seconds. 33. v(t) = 40 − sin t, s(0) = 2 34. v(t) = 10 − t 2 , s(0) = 2
 
 In exercises 1–18, use Part I of the Fundamental Theorem to compute each integral exactly.  1.
 
 
 
 2
 
 2.
 
 (2x − 3) d x 0
 
  3. 5.
 
 4.
 
 (x 3 + 2x) d x
 
 −1  4
 
 x
 
 √
 
 x+
 
 1
 
  7.
 
 1
 
 3 x
 
 
 
 √ x( 3 x − 2) d x
 
  
 
 
 
 15.
 
  8.
 
 (2 sin x − cos x) d x
 
 10.
 
 17.
 
 8
 
 √ ( 3 x − x 2/3 ) d x
 
 π
 
 (sin2 x + cos2 x) d x
 
 0
 
 π/4
 
  sec t tan t dt
 
 12.
 
 π/4
 
 sec2 t dt
 
 0
 
 4
 
 
 
 x −3 √ dx x
 
 14.
 
 t(t − 2) dt
 
 16.
 
 4
 
 2
 
 1
 
 
 
 0
 
 
 
 (4x − 2/x 2 ) d x 1
 
 
 
 π
 
 1
 
 
 
 2
 
 6.
 
 0
 
 13.
 
 0
 
 0
 
 π/2
 
 11.
 
 2
 
 (x 3 + 3x − 1) d x 
 
 dx
 
 0
 
 9.
 
 (x − 2) d x 2
 
 
 
 
 
 t
 
 (x + 1) d x 2
 
 18.
 
 0
 
 x 2 − 3x + 4 dx x4
 
 π/3
 
 0
 
 36. a(t) = 16 − t 2 , v(0) = 0, s(0) = 30
 
 ............................................................
 
 3
 
 0
 
 1
 
 35. a(t) = 4 − t, v(0) = 8, s(0) = 0
 
 3 du cos2 u
 
 t
 
 2 cos x d x
 
 37. Suppose that the rate of change of water in a storage tank is f (t) = 10 sin t gallons per minute. (a) For 0 ≤ t ≤ 2π , determine when the water level is increasing and when it is decreasing. (b) If the tank has 100 gallons of water at time t = 0, determine how many gallons are in the tank at t = π. 38. Suppose that the rate of change of water in a pond is f (t) = 4t − t 2 thousand gallons per minute. (a) For 0 ≤ t ≤ 6, determine when the water level is rising and when it is falling. (b) If the pond has 40 thousand gallons of water at time t = 0, determine how many gallons are in the pond at t = 6.
 
 ............................................................
 
 In exercises 39–42, find an equation of the tangent line at the given value of x.  x  39. y = sin t 2 + π 2 dt, x = 0 0
 
  40. y =
 
 0
 
 ............................................................ In exercises 19–24, find the given area. 19. The area above the x-axis and below y = 4 − x 2 20. The area below the x-axis and above y = x 2 − 4x
 
 x
 
 −1
 
  41. y =
 
  t 2 + 2t + 2 dt, x = −1
 
 x
 
 cos (π t 3 ) dt, x = 2 2
 
  42. y =
 
 x
 
 cos (−t 2 + 1) dt, x = 0 0
 
 ............................................................
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 SECTION 4.5
 
 In exercises 43–48, name the method by using the Fundamental Theorem if possible or estimating the integral using Riemann sums. (Hint: Three problems can be worked using antiderivative formulas we have covered so far.)  2  2 √ 43. x2 + 1 dx 44. ( x + 1)2 d x
 
 59. Use the Fundamental Theorem of Calculus to find an anti√ derivative of sin x 2 + 1.  2 x x + 1, 0 ≤ x ≤ 4 find g(x) = 0 f (t) dt for 60. For f (x) = x 3 − x, 4 < x x > 0. Is g  (x) = f (x), for all x > 0? x 61. Identify all local extrema of f (x) = 0 (t 2 − 3t + 2) dt.
 
 0
 
 
 
 0
 
 4
 
 45. 
 
 x dx +4
 
 46.
 
 sin x dx cos2 x
 
 48.
 
 x2
 
 1
 
 π/4
 
 47.
 
 
 
 2
 
 0
 
 1
 
 
 
 4
 
 x2 + 4 dx x2
 
 π/4
 
 0
 
 tan x dx sec2 x
 
 ............................................................ 1 In  2 exercises 49 3 and 50, use the graph to list 0 f (x) d x, f (x) d x and 0 f (x) d x in order, from smallest to largest. For 0 x g(x)  0 f (t) dt, determine intervals where g is increasing and identify critical points for g. y
 
 y
 
 8
 
 4
 
 6
 
 2
 
 2
 
 1 2 1
 
 2
 
 3
 
 x 1
 
 2
 
 3
 
 4
 
 4
 
 ............................................................ In exercises 51 and 52, (a) explain how you know the proposed integral value is wrong and (b) find all mistakes.   1 1 x=1 1 51. d x = − = −1 − (1) = −2 2 x x=−1 −1 x x=π  π  sec2 x d x = tan x  = tan π − tan 0 = 0 52. 0
 
 62. Find thefirst and second derivatives of x  u g(x) = 0 0 f (t) dt du, where f is a continuous function. Identify the graphical feature of y = g(x) that corresponds to a zero of f (x).  x x if x < 2 and define F(x) = 0 f (t) dt. 63. Let f (x) = x + 1 if x ≥ 2 Show that F(x) is continuous but that it is not true that F  (x) = f (x) for all x. Explain why this does not contradict the Fundamental Theorem of Calculus.
 
 n→∞
 
 x 2
 
 291
 
 64. Let f be a continuous function on the interval [0, 1] and define gn (x) = f (x n ) for n = 1, 2 and so on. For  1 a given x with 0 ≤ x ≤ 1, find lim gn (x). Then, find lim 0 gn (x) d x.
 
 50.
 
 49.
 
 The Fundamental Theorem of Calculus
 
 x=0
 
 ............................................................ In exercises 53 and 54, identify the integrals to which the Fundamental Theorem of Calculus applies; the other integrals are called improper integrals.  4  1  1 √ 1 53. (a) dx (b) x dx (c) tan x d x 0 x −4 0 0  1  4  2 1 1 54. (a) d x (b) d x (c) sec x d x √ 2 x +2 0 0 (x − 3) 0
 
 ............................................................ In exercises 55–58, find the average value of the function on the given interval. 55. f (x) = x 2 − 1, [1, 3] 56. f (x) = 2x − 2x 2 , [0, 1] 57. f (x) = cos x, [0, π/2] 58. f (x) = sin x, [0, π/2]
 
 n→∞
 
 APPLICATIONS 65. Katie drives a car at speed f (t) = 55 + 10 cos t mph, and Michael drives a car at speed g(t) = 50 + 2t mph at time t minutes. Suppose that Katie and Michael are at the same x location at time t = 0. Compute 0 [ f (t) − g(t)] dt, and interpret the integral in terms of a race between Katie and Michael. 66. The number of items that consumers are willing to buy depends on the price of the item. Let p = D(q) represent the price (in dollars) at which q items can be sold. The inteQ gral 0 D(q) dq is interpreted as the total number of dollars that consumers would be willing to spend on Q items. If the price is fixed at P = D(Q) dollars, then the actual amount of money spent is PQ. The consumer surplus is defined by Q CS = 0 D(q) dq − PQ. Compute the consumer surplus for D(q) = 150 − 2q − 3q 2 at Q = 4 and at Q = 6. What does the difference in CS values tell you about how many items to produce? 67. For a business using just-in-time inventory, a delivery of Q items arrives just as the last item is shipped out. Suppose that items are√shipped out at a nonconstant rate such that f (t) = Q − r t gives the number of items in inventory. Find the time T at which the next shipment must arrive. Find the average value of f on the interval [0, T ]. 68. The Economic Order Quantity (EOQ) model uses the assumptions in exercise 67 to determine the optimal quantity Q to order at any given time. If Co is the cost of placing an order, Cc is the annual cost for storing an item in inventory and A is the average value from exercise 67, then the total annual cost is given by f (Q) = C0 QD + Cc A. Find the value of Q that minimizes the total cost. Show that for this order size, the total ordering cost C0 QD equals the total carrying cost (for storage) Cc A.
 
 ............................................................
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 EXPLORATORY EXERCISES 1. When solving differential equations of the form dy = f (y) dt for the unknown function y(t), it is often convenient to make use of a potential function V (y). This is a function such that − ddyV = f (y). For the function f (y) = y − y 3 , find a potential function V (y). Find the locations of the local minima of V (y) and use a graph of V (y) to explain why this is called a “doublewell” potential. Explain each step in the calculation dV d V dy = = − f (y) f (y) ≤ 0. dt dy dt Since ddtV ≤ 0, does the function V increase or decrease as time goes on? Use your graph of V to predict the possible values of lim y(t). Thus, you can predict the limiting value of t→∞
 
 4.6
 
 the solution of the differential equation without ever solving the equation itself. Use this technique to predict lim y(t) if t→∞ y  = 2 − 2y. ⎧ 1 2 ⎪ ⎨ 2n + 4n x − 2n ≤ x ≤ 0 2. Let f n (x) = 2n − 4n 2 x 0 ≤ x ≤ 2n1 ⎪ ⎩ 0 otherwise for n = 1, 2, 3, . . . . For an arbitrary n, sketch  1 y = f n (x) 1 and show that −1 f n (x) d x = 1. Compute lim −1 f n (x) d x. n→∞
 
 For an arbitrary x = 0 in [−2, 2], compute lim f n (x) n→∞ 1 and compute −1 lim f n (x) d x. Is it always true that n→∞ 1 1 lim −1 f n (x) d x = −1 lim f n (x) d x?
 
 n→∞
 
 n→∞
 
 INTEGRATION BY SUBSTITUTION In this section, we significantly expand our ability to compute antiderivatives by developing a useful technique called integration by substitution.
 
 EXAMPLE 6.1 Evaluate
 
 
 
 Finding an Antiderivative by Trial and Error
 
 2x cos x 2 d x.
 
 Solution We need to find a function F for which F  (x) = 2x cos x 2 . You might be tempted to guess that F(x) = x 2 cos(x 2 ) is an antiderivative of 2x cos(x 2 ). However, from the product rule,  d  2 x cos(x 2 ) = 2x cos(x 2 ) − x 2 sin(x 2 )(2x) = 2x cos(x 2 ). dx Now, look closely at the integrand and notice that 2x is the derivative of x 2 and x 2 appears as the argument of cos(x 2 ). Further, by the chain rule, for F(x) = sin(x 2 ), d 2 (x ) = 2x cos(x 2 ), dx which is the integrand. To finish this example, recall that we need to add an arbitrary constant, to get  2x cos(x 2 ) d x = sin(x 2 ) + c. F  (x) = cos(x 2 )
 
 „
 
 More generally, recognize that when one factor in an integrand is the derivative of another part of the integrand, you may be looking at a chain rule derivative. Note that, in general, if F is any antiderivative of f, then from the chain rule, we have du du d [F(u)] = F  (u) = f (u) . dx dx dx From this, we have that    d du dx = [F(u)] d x = F(u) + c = f (u) du, f (u) dx dx
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 since F is an antiderivative of f. If you read the expressions on the far left and the far right sides of (6.1), this suggests that du =
 
 NOTES In deciding how to choose a new variable, there are several things to look for:
 
 r terms that are derivatives of other terms (or pieces thereof ) and r terms that are particularly troublesome. (You can often substitute your troubles away.)
 
 du d x. dx
 
  So, if we cannot compute the integral h(x) d x directly, we often look for a new variable u and function f (u) for which    du dx = f (u) du, h(x) d x = f (u(x)) dx where the second integral is easier to evaluate than the first.
 
 EXAMPLE 6.2 
 
 Evaluate
 
 Using Substitution to Evaluate an Integral
 
 (x 3 + 5)100 (3x 2 ) d x.
 
 Solution You probably cannot evaluate this as it stands. However, observe that d 3 (x + 5) = 3x 2 , dx which is a factor in the integrand. This leads us to make the substitution u = x 3 + 5, so that du = ddx (x 3 + 5) d x = 3x 2 d x. This gives us 
 
  (x + 5) (3x ) d x =       3
 
 100
 
 u 100
 
 2
 
 du
 
 u 100 du =
 
 u 101 + c. 101
 
 We are not done quite yet. Since we invented the new variable u, we need to convert back to the original variable x, to obtain  (x 3 + 5)100 (3x 2 ) d x =
 
 u 101 (x 3 + 5)101 +c = + c. 101 101
 
 It’s always a good idea to perform a quick check on the antiderivative. (Remember that integration and differentiation are inverse processes!) Here, we compute d dx
 
 
 
  101(x 3 + 5)100 (3x 2 ) (x 3 + 5)101 = = (x 3 + 5)100 (3x 2 ), 101 101
 
 which is the original integrand. This confirms that we have indeed found an antiderivative. „
 
 INTEGRATION BY SUBSTITUTION Integration by substitution consists of the following general steps, as illustrated in example 6.2. r Choose a new variable u: a common choice is the innermost expression or
 
 r r r r
 
 “inside” term of a composition of functions. (In example 6.2, note that x 3 + 5 is the inside term of (x 3 + 5)100 .) du d x. Compute du = dx Replace all terms in the original integrand with expressions involving u and du. Evaluate the resulting (u) integral. If you still can’t evaluate the integral, you may need to try a different choice of u. Replace each occurrence of u in the antiderivative with the corresponding expression in x.
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 Always keep in mind that finding antiderivatives is the reverse process of finding derivatives. In example 6.3, we are not so fortunate as to have the exact derivative we want in the integrand.
 
 EXAMPLE 6.3 Evaluate
 
 
 
 Using Substitution: A Power Function Inside a Cosine
 
 x cos x d x. 2
 
 Solution Notice that d 2 x = 2x. dx While we don’t quite have a factor of 2x in the integrand, we can always push constants back and forth past an integral sign and rewrite the integral as   1 2 x cos x d x = 2x cos x 2 d x. 2 We now substitute u = x 2 , so that du = 2x d x and we have   1 cos x 2 (2x) d x x cos x 2 d x = 2       cos u du  1 1 1 = cos u du = sin u + c = sin x 2 + c. 2 2 2 Again, as a check, observe that   d 1 1 2 sin x = cos x 2 (2x) = x cos x 2 , dx 2 2 which is the original integrand. „
 
 EXAMPLE 6.4
 
 Using Substitution: A Trigonometric Function Inside a Power
 
  Evaluate (3 tan x + 4)5 sec2 x d x.
 
 Solution As with most integrals, you probably can’t evaluate this one as it stands. However, observe that there’s a tan x term and a factor of sec2 x in the integrand and that d tan x = sec2 x. Thus, we let u = 3 tan x + 4, so that du = 3 sec2 x d x. We then have dx   1 (3 tan x + 4)5 sec2 x d x = (3 tan x + 4)5 (3 sec2 x) d x     3  
 
 du
 
 u5
 
   6 1 u u 5 du = +c 3 6
 
 =
 
 1 3
 
 =
 
 1 (3 tan x + 4)6 + c. 18 „
 
 Sometimes you will need to look a bit deeper into an integral to see terms that are derivatives of other terms, as in example 6.5.
 
 EXAMPLE 6.5 
 
 Evaluate
 
 Using Substitution: A Root Function Inside a Sine
 
 √ sin x d x. √ x
 
 Solution This integral is not especially obvious. It never hurts to try something, though. If you had to substitute for something, what would you choose? You might
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 √ √ notice that sin x = sin x 1/2 and letting u = x = x 1/2 (the “inside”), we get 1 −1/2 1 du = 2 x d x = 2√x d x. Since there is a factor of √1x in the integrand, we can proceed. We have √     √ sin x 1 d x = 2 sin x dx √ √    2 x x    sin u du  √ = 2 sin u du = −2 cos u + c = −2 cos x + c. „
 
 So far, every one of our examples has been solved by spotting a term in the integrand that was the derivative of another term. We present an integral now where this is not the case, but where a substitution is made to deal with a particularly troublesome term in the integrand.
 
 EXAMPLE 6.6
 
 A Substitution That Lets You Expand the Integrand
 
  √ Evaluate x 2 − x d x.
 
 Solution You certainly cannot evaluate this as it stands and if you look for terms that are derivatives of other terms, you will come up empty-handed. The real problem here is that there is a square root of a sum (or difference) in the integrand. A reasonable step would be to substitute for the expression under the square root. We let u = 2 − x, so that du = −d x. That doesn’t seem so bad, but what are we to do with the extra x in the integrand? Well, since u = 2 − x, it follows that x = 2 − u. Making these substitutions in the integral, we get   √ √ x 2 − x d x = (−1)  x 2 − x (−1) d x       √ 
 
 =−
 
 2−u
 
 u
 
 du
 
 √
 
 (2 − u) u du.
 
 While we can’t evaluate this integral directly, if we multiply out the terms, we get   √ √ x 2 − x d x = − (2 − u) u du  = − (2u 1/2 − u 3/2 ) du u 5/2 u 3/2 = −2  3 +  5 + c 2
 
 2
 
 4 2 = − u 3/2 + u 5/2 + c 3 5 2 4 = − (2 − x)3/2 + (2 − x)5/2 + c. 3 5 You should check the validity of this antiderivative via differentiation. „
 
 Substitution in Definite Integrals There is only one slight difference in using substitution for evaluating a definite integral: you must also change the limits of integration to correspond to the new variable. The procedure here is then precisely the same as that used for examples 6.2 through 6.6, except that when you introduce the new variable u, the limits of integration change from x = a and x = b to the corresponding limits for u: u = u(a) and u = u(b). We have  u(b)  b f (u(x))u  (x) d x = f (u) du. a
 
 u(a)
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 EXAMPLE 6.7 Evaluate
 
 2 1
 
 √ 3
 
 x
 
 Using Substitution in a Definite Integral
 
 x 4 + 5 d x.
 
 Solution Of course, you probably can’t evaluate this as it stands. However, since d (x 4 + 5) = 4x 3 , we make the substitution u = x 4 + 5, so that du = 4x 3 d x. For the dx limits of integration, note that when x = 1, u = x 4 + 5 = 14 + 5 = 6
 
 CAUTION You must change the limits of integration as soon as you change variables!
 
 and when x = 2, We now have 
 
 u = x 4 + 5 = 24 + 5 = 21.
 
 2
 
 x
 
 3
 
 
 
 1
 
 x4
 
 1 + 5 dx = 4
 
 
 
 2
 
 1
 
 
 
 1 + 5 (4x ) d x =       4 √
 
  1u =  3  4 2
 
 du
 
 u
 
 3/2 21 6
 
 
 
 3
 
 x4
 
 21
 
 √
 
 u du
 
 6
 
    2 1 (213/2 − 63/2 ). = 4 3
 
 Notice that because we changed the limits of integration to match the new variable, we did not need to convert back to the original variable, as we do when we make a substitution in an indefinite integral. (Note that, if we had switched the variables back, we would also have needed to switch the limits of integration back to their original values before evaluating!) „ It may have occurred to you that you could use a substitution in a definite integral only to find an antiderivative and then switch back to the original variable to do the evaluation. Although this method will work for many problems, we recommend that you avoid it, for several reasons. First, changing the limits of integration is not very difficult and results in a much more readable mathematical expression. Second, in many applications requiring substitution, you will need to change the limits of integration, so you might as well get used to doing so now.
 
 EXAMPLE 6.8 Compute
 
  15 0
 
 Substitution in a Definite Integral Involving a Trigonometric Function
 
 t sin(−t 2 /2) dt.
 
 Solution As always, we look for terms that are derivatives of other terms. Here, you 2 2 should notice that dtd ( −t2 ) = −t. So, we set u = − t2 and compute du = −t dt. For the 2 upper limit of integration, we have that t = 15 corresponds to u = − (15) = − 225 . For 2 2 the lower limit, we have that t = 0 corresponds to u = 0. This gives us  15  15 t sin(−t 2 /2) dt = − [sin(−t 2 /2)] (−t) dt      0 0   =− 0
 
 sin u
 
 −225/2
 
 du
 
 −112.5  sin u du = cos u  = cos(−112.5) − 1. 0
 
 „
 
 EXERCISES 4.6 WRITING EXERCISES 1. It is never wrong to make a substitution in an integral, but sometimes it is not very helpful. For example, using the substitution u = x 2 , you can correctly conclude that    1 √ u u + 1 du, x3 x2 + 1 dx = 2
 
 but the new integral is no easier than the original integral. Find a better substitution and evaluate this integral. 2. It is not uncommon for students learning substitution to use incorrect notation in the intermediate steps. Be aware of this—it can be harmful to your grade! Carefully examine the following string of equalities and find each mistake.
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 SECTION 4.6
 
 Using u = x 2 ,  2  2  2 1 x sin x 2 d x = (sin u)x d x = (sin u) du 2 0 0 0 2 2   1 1 = − cos u  = − cos x 2  2 2 0 0 1 1 = − cos 4 + . 2 2 The final answer is correct, but because of several errors, this work would not earn full credit. Discuss each error and write this in a way that would earn full credit. 3. Suppose that an integrand has a term of the form  sin( f (x)). For example, suppose you are trying to evaluate x 2 sin (x 3 ) d x. Discuss why you should immediately try the substitution u = f (x). 4. Suppose that an integrand has a composite function of the form f (g(x)). Explain why you should look to see if the integrand also has the term g  (x). Discuss possible substitutions. In exercises 1–4, use the given substitution to evaluate the indicated integral.   1. x 2 x 3 + 2 d x, u = x 3 + 2  2. x 3 (x 4 + 1)−2/3 d x, u = x 4 + 1  √ √ ( x + 2)3 3. d x, u = x + 2 √ x  4. sin x cos x d x, u = sin x
 
 ............................................................ In exercises 5–28, evaluate the indicated integral.    √ 5. x3 x4 + 3 dx 6. 1 + 10x d x   sin x 7. dx 8. sin3 x cos x d x √ cos x   10. sin t (cos t + 3)3/4 dt 9. t 2 cos t 3 dt   12. x csc x 2 cot x 2 d x 11. sec2 x cos(tan x) d x √   cos x cos(1/x) dx 13. dx 14. √ x2 x   √ cos 3x 15. dx 16. sec2 x tan x d x 3 (sin 3x + 1)   1 v 17. du 18. dv √ √ √ 2 2 u ( u + 1) v +4   2x 4 dx 20. dx 19. x 2 (2/x + 1)3 (x + 1)3   2 9x dx 22. x 2 sec2 x 3 d x 21. (3 − x)4   √ 5 4x − x 4 x3 d x 24. dx 23. √ 2 x 1 − x4   t2 2t + 3 dt 26. dt 25. √ 3 3 t +3  (t + 7)  1 1  27. dx 28. √ √ dx (1 + x)3 1+ x
 
 ............................................................
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 In exercises 29–36, evaluate the definite integral.  2   3 29. x x2 + 1 dx 30. x sin(π x 2 ) d x 0
 
  31.
 
 1
 
 32.
 
 x cos x d x
 
 34.
 
 −1 1
 
  33.
 
 
 
 t dt (t 2 + 1)2
 
 1
 
 2
 
 0
 
 
 
 3
 
 0
 
  35.
 
 4
 
 1
 
 π2
 
 π/4
 
 √ cos t √ dt t csc 2x cot 2x d x
 
 π/8 1
 
 
 
 x −1 √ dx x
 
 36.
 
 √ 0
 
 x x2 + 1
 
 dx
 
 ............................................................ In exercises 37–40, name the method by evaluating the integral exactly, if possible, or estimating it numerically.  π  π sin x 2 d x (b) x sin x 2 d x 37. (a) 0 0  1  1  2 x x + 4 dx (b) x2 + 4 dx 38. (a) −1 −1  2  2 4x 2 4x d x (b) dx 39. (a) 2 2 2 2 0 (x + 1) 0 (x + 1)  π/4  π/4 sec x d x (b) sec2 x d x 40. (a) 0
 
 0
 
 ............................................................ In exercises 41–44, make the indicated substitution for an unspecified function f (x).  2 x f (x 2 ) d x 41. u = x 2 for 0
 
 
 
 2
 
 42. u = x 3 for
 
 x 2 f (x 3 ) d x 1
 
 
 
 π/2
 
 43. u = sin x for 44. u =
 
 √
 
 
 
 0
 
 x for 0
 
 4
 
 (cos x) f (sin x) d x
 
 √ f ( x) dx √ x
 
 ............................................................ 45. A function f is said to be even if f (−x) = f (x) for all x. A function f is said to be odd if f (−x) = − f (x). Suppose that f is continuous  a for all x. Show that if f is even, a then −a f (x) d x = 2 0 f (x) d x. Also, if f is odd, show that a f (x) d x = 0. −a 46. Assume that f is periodic with  T period T;  a+Tthat is, f (x + T ) = f (x) for all x. Show that 0 f (x) d x = a f (x) d x for any real number a. (Hint: First, work with 0 ≤ a ≤ T.) √  10 x 47. (a) For the integral I = d x, use a substi√ √ x + 0 √ 10 − x  10 10 − x d x. Use these tution to show that I = √ √ x + 10 − x 0 two representations of I to evaluate I.  a f (x) d x for any pos(b) Generalize to I = f (x) + f (a − x) 0 itive, continuous function f and then quickly evaluate  π/2 sin x d x. sin x + cos x 0
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 sin2 (9 − x) d x, use the 2 2 2 sin (9 − x) + sin (x + 3) substitution u = 6 − x to show that  4 sin2 (x + 3) d x and evaluate I. I = 2 2 2 sin (9 − x) + sin (x + 3)  4 f (9 − x) (b) Generalize to d x, for any posi2 f (9 − x) + f (x + 3) tive, continuous function f on [2, 4].
 
 48. (a) For I =
 
 
 
 4
 
 f (x + 4) d x for any positive, conf (x + 4) + f (6 − x) tinuous function f on [0, 2].   1 u 50. (a) For u = x 1/6 , show that du. d x = 6 x 5/6 + x 2/3 u+1   3 1 u du. (b) For u = x 1/6 , show that √ √ dx = 6 u+1 x+ 3x  1 d x for positive integers p (c) Generalize to x ( p+1)/q + x p/q and q. 2
 
 49. Evaluate
 
 0
 
 51. Find each mistake in the following calculations and then show how to  1 correctly do the substitution. Start with 1 4x 4 d x = −2 x(4x 3 ) d x and then use the substitution −2 u = x 4 with du = 4x 3 d x. Then u=1  1  1  18 4 4 32 =− x(4x 3 ) d x = u 1/4 du = u 5/4  = − 5 5 5 5 −2 16 u=16 52. Find each mistake in the following calculations and then show how to correctly do the substitution. Start with π π cos2 x d x = 0 cos x(cos x) d x and then use the substitu0 tion u = sin x with du = cos x d x. Then  0  π cos x(cos x) d x = 1 − u 2 du = 0 0
 
 0
 
 APPLICATIONS 53. The voltage in an AC (alternating current) circuit is given by V (t) = V p sin(2π f t), where f is the frequency. A voltmeter does not indicate the amplitude V p . Instead, the voltmeter reads the root-mean-square (rms), the square root of the average value of square of the voltage over one cycle. That  the  1/ f is, rms = f 0 V 2 (t) dt. Use the trigonometric identity √ sin2 x = 12 − 12 cos 2x to show that rms = V p / 2. 54. Graph y = f (t) and find the root-mean-square of ⎧ ⎨ −1 if − 2 ≤ t < −1 if −1 ≤ t ≤ 1 , f (t) = t ⎩ 1 if 1 < t ≤ 2
 
 4.7
 
 LT (Late Transcendental)
 
 21:23
 
   1 2 2 where rms = f (t) dt. 4 −2
 
 EXPLORATORY EXERCISES 1. A predator-prey system is a set of differential equations modeling the change in population of interacting species of organisms. A simple model of this type is   x (t) = x(t)[a − by(t)] y  (t) = y(t)[d x(t) − c] for positive constants a, b, c and d. Both equations include a term of the form x(t)y(t), which is intended to represent the result of confrontations between the species. Noting that the contribution of this term is negative to x  (t) but positive to y  (t), explain why it must be that x(t) represents the population of the prey and y(t) the population of the predator. If x(t) = y(t) = 0, compute x  (t) and y  (t). In this case, will x and y increase, decrease or stay constant? Explain why this makes sense physically. Determine x  (t) and y  (t) and the subsequent change in x and y at the so-called equilibrium point x = c/d, y = a/b. If the population is periodic, we can show that the equilibrium point gives the average population (even if the population does x  (t) not remain constant). To do so, note that = a − by(t). x(t) Integrating both sides of this equation from t = 0 to t = T [the period of x(t) and y(t)], we get  T   T  T x (t) dt = a dt − b y(t) dt. Assuming that x(t) x(t) 0 0 0 has period T, we have x(T ) = x(0) and so, the integral on T the left hand side equals 0. Thus, 0 = aT − 0 by(t) dt. FiT nally, rearrange terms to show that 1/T 0 y(t) dt = a/b; that is, the average value of the population y(t) is the equilibrium value y = a/b. Similarly, show that the average value of the population x(t) is the equilibrium value x = c/d. 2. Define the Dirac delta δ(x) to have the defining property b δ(x) d x = 1 for any a, b > 0. Assuming that δ(x) acts like −a a continuous function  1 (this is a significant  1 issue!), use this property to evaluate (a) 0 δ(x − 2) d x, (b) 0 δ(2x − 1) d x and (c) 1 δ(2x) d x. Assuming that it applies, use the Fundamental −1 Theorem of Calculus to prove that δ(x) = 0 for all x = 0 and to prove that δ(x) is unbounded in [−1, 1]. What do you find troublesome about this? Do you think that δ(x) is really a continuous function, or even a function at all? 3. Suppose that f is a continuous function such that for all x, f (2x) = 3 f (x) and f (x + 12 ) = 13 + f (x). Compute  1 f (x) d x. 0
 
 NUMERICAL INTEGRATION Thus far, our development of the integral has paralleled our development of the derivative. In both cases, we began with a limit definition that was difficult to use for calculation and
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 then proceeded to develop simplified rules for calculation. At this point, you should be able to find the derivative of nearly any function you can write down. You might expect that with a few more rules you will be able to do the same for integrals. Unfortunately, this is not the case. There are many functions for which no elementary antiderivative is available. (By elementary antiderivative, we mean an antiderivative expressible in terms of the elementary functions with which you are familiar: the algebraic and trigonometric functions, as well as the exponential and logarithmic functions that we’ll introduce in Chapter 6.) For instance,  2 cos(x 2 ) d x 0
 
 cannot be calculated exactly, since cos(x 2 ) does not have an elementary antiderivative. (Try to find one, but don’t spend much time on it.) In fact, most definite integrals cannot be calculated exactly. When we can’t compute the value of an integral exactly, we do the next best thing: we approximate its value numerically. In this section, we develop three methods of approximating definite integrals. None will replace the built-in integration routine on your calculator or computer. However, by exploring these methods, you will gain a basic understanding of some of the ideas behind more sophisticated numerical integration routines. Since a definite integral is the limit of a sequence of Riemann sums, any Riemann sum serves as an approximation of the integral,  b n  f (x) d x ≈ f (ci ) x, a
 
 y
 
 i=1
 
 where ci is any point chosen from the subinterval [xi−1 , xi ], for i = 1, 2, . . . , n. Further, the larger n is, the better the approximation tends to be. The most common choice of the evaluation points c1 , c2 , . . . , cn leads to a method called the Midpoint Rule:  a
 
 a c1
 
 c2
 
 c3
 
 c4 b
 
 FIGURE 4.26 Midpoint Rule
 
 x
 
 b
 
 f (x) d x ≈
 
 n 
 
 f (ci ) x,
 
 i=1
 
 where ci is the midpoint of the subinterval [xi−1 , xi ], 1 ci = (xi−1 + xi ), for i = 1, 2, . . . , n. 2 We illustrate this approximation for the case where f (x) ≥ 0 on [a, b], in Figure 4.26.
 
 EXAMPLE 7.1
 
 Using the Midpoint Rule
 
 Write out the Midpoint Rule approximation of
 
 1 0
 
 3x 2 d x with n = 4.
 
 Solution For n = 4, the regular partition of the interval [0, 1] is x0 = 0, x1 = 14 , x2 = 12 , x3 = 34 and x4 = 1. The midpoints are then c1 = 18 , c2 = 38 , c3 = 58 and c4 = 78 . With x = 14 , the Riemann sum is then               1 3 5 7 1 3 27 75 147 1 f + f + f + f = + + + 8 8 8 8 4 64 64 64 64 4 =
 
 252 = 0.984375. 256 „
 
 Of course, from the Fundamental Theorem, the exact value of the integral in example 7.1 is   1 3x 3 1 3x 2 d x = = 1. 3 0 0 So, our approximation in example 7.1 is not especially accurate. To obtain greater accuracy, notice that you could always compute an approximation using more rectangles. You can
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 simplify this process by writing a simple program for your calculator or computer to implement the Midpoint Rule. A suggested outline for such a program follows.
 
 MIDPOINT RULE 1. Store f (x), a, b and n. b−a . 2. Compute x = n x 3. Compute c1 = a + and start the sum with f (c1 ). 2 4. Compute the next ci = ci−1 + x and add f (ci ) to the sum. 5. Repeat step 4 until i = n [i.e., perform step 4 a total of (n − 1) times]. 6. Multiply the sum by x.
 
 EXAMPLE 7.2
 
 Using a Program for the Midpoint Rule
 
 Repeat example 7.1 using a program to compute the Midpoint Rule approximations for n = 8, 16, 32, 64 and 128. Solution You should confirm the values in the following table. We include a column displaying the error in the approximation for each n (i.e., the difference between the exact value of 1 and the approximate values). n
 
 Midpoint Rule
 
 Error
 
 4 8 16 32 64 128
 
 0.984375 0.99609375 0.99902344 0.99975586 0.99993896 0.99998474
 
 0.015625 0.00390625 0.00097656 0.00024414 0.00006104 0.00001526
 
 You should note that each time the number of steps is doubled, the error is reduced approximately by a factor of 4. Although this precise reduction in error will not occur with all integrals, this rate of improvement in the accuracy of the approximation is typical of the Midpoint Rule. „ Of course, we won’t know the error in a Midpoint Rule approximation, except where we know the value of the integral exactly. We started with a simple integral, whose value we knew exactly, so that you could get a sense of how accurate the Midpoint Rule approximation is. Note that in example 7.3, we can’t compute an exact value of the integral, since we do not know an antiderivative for the integrand.
 
 EXAMPLE 7.3
 
 Finding an Approximation with a Given Accuracy
 
 Use the Midpoint Rule to approximate n
 
 Midpoint Rule
 
 10 20 30 40
 
 2.95639 2.95751 2.95772 2.95779
 
 2√ 0
 
 x 2 + 1 d x accurate to three decimal places.
 
 Solution To obtain the desired accuracy, we continue increasing n until it appears unlikely the third decimal will change further. (The size of n will vary substantially from integral to integral.) You should confirm the numbers in the accompanying table. From the table, we can make the reasonable approximation  2 x 2 + 1 d x ≈ 2.958. 0
 
 While this is reasonable, note that there is no guarantee that the digits shown are correct. To get a guarantee, we will need the error bounds derived later in this section. „
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 REMARK 7.1 Computer and calculator programs that estimate the value of an integral face the same challenge we did in example 7.3—that is, knowing when a given approximation is good enough. Such software generally includes sophisticated algorithms for estimating the accuracy of its approximations. You can find an introduction to such algorithms in most texts on numerical analysis.
 
 Another important reason for pursuing numerical methods is for the case where we don’t know the function that we’re trying to integrate. That’s right: we often know only some values of a function at a collection of points, while a symbolic representation of a function is unavailable. This is often the case in the physical and biological sciences and engineering, where the only information available about a function comes from measurements made at a finite number of points. x
 
 f (x)
 
 0.0 0.25 0.5 0.75 1.0
 
 1.0 0.8 1.3 1.1 1.6
 
 EXAMPLE 7.4 1
 
 Estimating an Integral from a Table of Function Values
 
 Estimate 0 f (x) d x, where we have values of the unknown function f (x) as given in the table shown in the margin. Solution Approaching the problem graphically, we have five data points. (See Figure 4.27a.) How can we estimate the area under the curve from five points? Conceptually, we have two tasks. First, we need a reasonable way to connect the given points. Second, we need to compute the area of the resulting region. The most obvious way to connect the dots is with straight-line segments as in Figure 4.27b.
 
 y
 
 y
 
 y
 
 1.6
 
 1.6
 
 1.6
 
 1.2
 
 1.2
 
 1.2
 
 0.8
 
 0.8
 
 0.8
 
 0.4
 
 0.4
 
 0.4
 
 x 0.25
 
 0.50
 
 0.75
 
 1.00
 
 x 0.25
 
 0.50
 
 0.75
 
 1.00
 
 x 0.25
 
 0.50
 
 0.75
 
 FIGURE 4.27a
 
 FIGURE 4.27b
 
 FIGURE 4.27c
 
 Data from an unknown function
 
 Connecting the dots
 
 Four trapezoids
 
 1.00
 
 Notice that the region bounded by the graph and the x-axis on the interval [0, 1] consists of four trapezoids. (See Figure 4.27c.) It’s an easy exercise to show   that the area of a trapezoid with sides h 1 and h 2 and h1 + h2 base b is given by b. (Think of this as the average of the areas of the 2 rectangle whose height is the value of the function at the left endpoint and the rectangle whose height is the value of the function at the right endpoint.) The total area of the four trapezoids is then f (0) + f (0.25) f (0.25) + f (0.5) f (0.5) + f (0.75) 0.25 + 0.25 + 0.25 2 2 2 f (0.75) + f (1) 0.25 + 2 0.25 = 1.125. = [ f (0) + 2 f (0.25) + 2 f (0.5) + 2 f (0.75) + f (1)] 2 „
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 More generally, for any continuous function f defined on the interval [a, b], we partition [a, b] as follows: a = x0 < x1 < x2 < · · · < xn = b,
 
 y = f(x)
 
 b−a . On each n subinterval [xi−1 , xi ], approximate the area under the curve by the area of the trapezoid whose sides have length f (xi−1 ) and f (xi ), as indicated in Figure 4.28. The area under the curve on the interval [xi−1 , xi ] is then approximately 1 Ai ≈ [ f (xi−1 ) + f (xi )] x, 2 for each i = 1, 2, . . . , n. Adding together the approximations for the area under the curve on each subinterval, we get that    b f (x1 ) + f (x2 ) f (xn−1 ) + f (xn ) f (x0 ) + f (x1 ) + + ··· + x f (x) d x ≈ 2 2 2 a where the points in the partition are equally spaced, with spacing x =
 
 f(x i −1)
 
 f (x i )
 
 x i −1
 
 xi
 
 x
 
 FIGURE 4.28 Trapezoidal Rule
 
 b−a [ f (x0 ) + 2 f (x1 ) + 2 f (x2 ) + · · · + 2 f (xn−1 ) + f (xn )]. 2n We illustrate this in Figure 4.29. Notice that each of the middle terms is multiplied by 2, since each one is used in two trapezoids, once as the height of the trapezoid at the right endpoint and once as the height of the trapezoid at the left endpoint. We refer to this as the (n + 1)-point Trapezoidal Rule, Tn ( f ), =
 
  Trapezoidal Rule
 
 y
 
 a
 
 b
 
 f (x) d x ≈ Tn ( f ) =
 
 b−a [ f (x0 ) + 2 f (x1 ) + 2 f (x2 ) + · · · + 2 f (xn−1 ) + f (xn )]. 2n
 
 One way to write a program for the Trapezoidal Rule is to add together [ f (xi−1 ) + f (xi )] for i = 1, 2, . . . , n and then multiply by x/2. As discussed in the exercises, an alternative is to add together the Riemann sums using left- and right-endpoint evaluations, and then divide by 2.
 
 y = f(x)
 
 EXAMPLE 7.5 b
 
 a
 
 FIGURE 4.29 The (n + 1)-point Trapezoidal Rule
 
 x
 
 Using the Trapezoidal Rule
 
 Compute the Trapezoidal Rule approximations with n = 4 (by hand) and n = 8, 16, 1 32, 64 and 128 (using a program) for 0 3x 2 d x. Solution As we saw in examples 7.1 and 7.2, the exact value of this integral is 1. For the Trapezoidal Rule with n = 4, we have         1−0 1 1 3 f (0) + 2 f +2f +2f + f (1) T4 ( f ) = (2)(4) 4 2 4   1 3 12 27 66 = 0+ + + +3 = = 1.03125. 8 8 8 8 64 Using a program, you can easily get the values in the accompanying table.
 
 NOTES Since the Trapezoidal Rule formula is an average of two Riemann sums, we have  b f (x) d x = lim Tn ( f ). a
 
 n→∞
 
 n
 
 Tn ( f )
 
 Error
 
 4 8 16 32 64 128
 
 1.03125 1.0078125 1.00195313 1.00048828 1.00012207 1.00003052
 
 0.03125 0.0078125 0.00195313 0.00048828 0.00012207 0.00003052
 
 We have included a column showing the error (the absolute value of the difference between the exact value of 1 and the approximate value). Notice that (as with the Midpoint Rule) as the number of steps doubles, the error is reduced by approximately a factor of 4. „
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 Simpson’s Rule y
 
 Consider the following alternative to the Trapezoidal Rule. First, construct a regular partition of the interval [a, b]: a = x0 < x1 < x2 < · · · < xn = b,
 
 y = f (x)
 
 xi − xi−1 =
 
 where x i −2
 
 x i −1
 
 xi
 
 FIGURE 4.30 Simpson’s Rule
 
 x
 
 b−a = x, n
 
 for each i = 1, 2, . . . , n and where n is an even number. Instead of connecting each pair of points with a straight line segment (as we did with the Trapezoidal Rule), we connect each set of three consecutive points, (xi−2 , f (xi−2 )), (xi−1 , f (xi−1 )) and (xi , f (xi )) for i = 2, 4, . . . , n, with a parabola. (See Figure 4.30.) That is, we look for the quadratic function p(x) whose graph passes through these three points, so that p(xi−2 ) = f (xi−2 ),
 
 p(xi−1 ) = f (xi−1 )
 
 and
 
 p(xi ) = f (xi ).
 
 Using this to approximate the value of the integral of f on the interval [xi−2 , xi ], we have 
 
 xi xi−2
 
 HISTORICAL NOTES Thomas Simpson (1710–1761) An English mathematician who popularized the numerical method now known as Simpson’s Rule. Trained as a weaver, Simpson also earned a living as a fortune-teller, as the editor of the Ladies’ Diary and as a textbook author. Simpson’s calculus textbook (titled A New Treatise on Fluxions, using Newton’s calculus terminology) introduced many mathematicians to Simpson’s Rule, although the method had been developed years earlier.
 
  f (x) d x ≈
 
 xi
 
 p(x) d x.
 
 xi−2
 
 Notice why we want to approximate f by a polynomial: polynomials are easy to integrate. A straightforward though tedious computation (try this; your CAS may help) gives 
 
 
 
 xi xi−2
 
 f (x) d x ≈ =
 
 xi xi−2
 
 p(x) d x =
 
 xi − xi−2 [ f (xi−2 ) + 4 f (xi−1 ) + f (xi )] 6
 
 b−a [ f (xi−2 ) + 4 f (xi−1 ) + f (xi )]. 3n
 
 Adding together the integrals over each subinterval [xi−2 , xi ], for i = 2, 4, 6, . . . , n, we get 
 
 b
 
 f (x) d x a
 
 b−a b−a [ f (x0 ) + 4 f (x1 ) + f (x2 )] + [ f (x2 ) + 4 f (x3 ) + f (x4 )] + · · · 3n 3n b−a [ f (xn−2 ) + 4 f (xn−1 ) + f (xn )] + 3n b−a [ f (x0 ) + 4 f (x1 ) + 2 f (x2 ) + 4 f (x3 ) + 2 f (x4 ) + · · · + 4 f (xn−1 ) + f (xn )]. = 3n ≈
 
 Be sure to notice the pattern that the coefficients follow. We refer to this as the (n + 1)-point Simpson’s Rule, Sn ( f ),
 
 SIMPSON’S RULE  a
 
 b
 
 f (x) d x ≈ Sn ( f ) =
 
 b−a [ f (x0 ) + 4 f (x1 ) + 2 f (x2 ) + 4 f (x3 ) 3n + 2 f (x4 ) + · · · + 4 f (xn−1 ) + f (xn )].
 
 Next, we illustrate the use of Simpson’s Rule for a simple integral.
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 EXAMPLE 7.6
 
 Using Simpson’s Rule
 
 Approximate the value of
 
 1 0
 
 3x 2 d x using Simpson’s Rule with n = 4.
 
 Solution We have         1 1 3 1−0 S4 ( f ) = f (0) + 4 f +2f +4f + f (1) = 1, (3)(4) 4 2 4 which is in fact, the exact value. Notice that this is far more accurate than the Midpoint and Trapezoidal Rules and yet requires no more effort. „ Recall that Simpson’s Rule computes the area beneath approximating parabolas. Given this, it shouldn’t surprise you that Simpson’s Rule gives the exact area in example 7.6. As you will discover in the exercises, Simpson’s Rule gives exact values of integrals for any polynomial of degree 3 or less. In example 7.7, we illustrate Simpson’s Rule for an integral that you do not know how to compute exactly.
 
 EXAMPLE 7.7
 
 Using a Program for Simpson’s Rule
 
 Compute Simpson’s Rule approximations with n = 4 (by hand), n = 8, 16, 32, 64 and 2√ 2 128 (using a program) for 0 x + 1 d x.
 
 n
 
 Sn ( f )
 
 4 8 16 32 64 128
 
 2.9579556 2.9578835 2.95788557 2.95788571 2.95788571 2.95788572
 
 Solution For n = 4, we have       2−0 1 3 S4 ( f ) = f (0) + 4 f + 2 f (1) + 4 f + f (2) (3)(4) 2 2      √ 1 5 13 √ = 1+4 +2 2+4 + 5 ≈ 2.95795560. 6 4 4 Using a program, you can easily obtain the values in the accompanying table. Based on these calculations, we would expect 2.9578857 to be a very good approximation of 2√ 2 + 1 d x. „ x 0 Since most graphs curve somewhat, you might expect the parabolas of Simpson’s Rule to better track the curve than the line segments of the Trapezoidal Rule. As example 7.8 shows, Simpson’s Rule can be much more accurate than either the Midpoint Rule or the Trapezoidal Rule.
 
 EXAMPLE 7.8
 
 Comparing the Midpoint, Trapezoidal and Simpson’s Rules
 
 Compute the Midpoint, Trapezoidal and Simpson’s Rule approximations of  1 4 d x with n = 10, n = 20, n = 50 and n = 100. Compare to the exact 2+1 x 0 value of π . Solution n
 
 Midpoint Rule
 
 Trapezoidal Rule
 
 Simpson’s Rule
 
 10 20 50 100
 
 3.142425985 3.141800987 3.141625987 3.141600987
 
 3.139925989 3.141175987 3.141525987 3.141575987
 
 3.141592614 3.141592653 3.141592654 3.141592654
 
 Compare these values to the exact value of π ≈ 3.141592654. Note that the Midpoint Rule tends to be slightly closer to π than the Trapezoidal Rule, but neither is as close with n = 100 as Simpson’s Rule is with n = 10. „
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 REMARK 7.2 Notice that for a given value of n, the number of computations (and hence the effort) required to produce the Midpoint, Trapezoidal and Simpson’s Rule approximations are all roughly the same. So, example 7.8 gives an indication of how much more efficient Simpson’s Rule is than the other two methods. This is particularly significant when the function f is difficult to evaluate. For instance, in the case of experimental data, each function value f (x) could be the result of an expensive and time-consuming experiment.
 
 In example 7.9, we revise our estimate of the area in Figure 4.27a, first examined in example 7.4.
 
 EXAMPLE 7.9 x
 
 f(x)
 
 0.0 0.25 0.5 0.75 1.0
 
 1.0 0.8 1.3 1.1 1.6
 
 Using Simpson’s Rule with Data
 
 1 Use Simpson’s Rule to estimate 0 f (x) d x, where the only information known about f is given in the table of values shown in the margin. Solution From Simpson’s Rule with n = 4, we have  1 1−0 f (x) d x ≈ [ f (0) + 4 f (0.25) + 2 f (0.5) + 4 f (0.75) + f (1)] (3)(4) 0   1 = [1 + 4(0.8) + 2(1.3) + 4(1.1) + 1.6] ≈ 1.066667. 12
 
 Since Simpson’s Rule is generally much more accurate than the Trapezoidal Rule (for the same number of points), we expect that this approximation is more accurate than the approximation of 1.125 found in example 7.4 via the Trapezoidal Rule. „
 
 REMARK 7.3 Most graphing calculators and computer algebra systems have very fast and accurate programs for numerical approximation of definite integrals. Some ask you to specify an error tolerance and then calculate a value accurate to within that tolerance. Most calculators and CAS’s use adaptive quadrature routines, which automatically calculate how many points are needed to obtain a desired accuracy. You should feel comfortable using these programs. If the integral you are approximating is a critical part of an important project, you can check your result by using Simpson’s Rule, Sn ( f ), for a sequence of values of n. Of course, if all you know about a function is its value at a fixed number of points, most calculator and CAS programs will not help you, but the three methods discussed here will, as we saw in examples 7.4 and 7.9. We will pursue this idea further in the exercises.
 
 Error Bounds for Numerical Integration We have used examples where we know the value of an integral exactly to compare the accuracy of our three numerical integration methods. However, in practice, where the value of an integral is not known exactly, how do we determine how accurate a given numerical estimate is? In Theorems 7.1 and 7.2, we give bounds on the error in our three numerical integration methods. First, we introduce some notation. Let E Tn represent the error in using b the (n + 1)-point Trapezoidal Rule to approximate a f (x) d x. That is,  b f (x) d x − Tn ( f ). E Tn = exact − approximate = a
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 Similarly, we denote the error in the Midpoint Rule and Simpson’s Rule by E Mn and E Sn , respectively. We now have:
 
 THEOREM 7.1 Suppose that f  is continuous on [a, b] and that | f  (x)| ≤ K , for all x in [a, b]. Then, (b − a)3 |E Tn | ≤ K 12n 2 and
 
 |E Mn | ≤ K
 
 (b − a)3 . 24n 2
 
 Notice that both of the estimates in Theorem 7.1 say that the error in using the indicated numerical method is no larger (in absolute value) than the given bound. This says that if the bound is small, so too will be the error. In particular, observe that the error bound for the Midpoint Rule is half that for the Trapezoidal Rule. This doesn’t say that the actual error in the Midpoint Rule will be half that of the Trapezoidal Rule, but it does explain why the Midpoint Rule tends to be somewhat more accurate than the Trapezoidal Rule for the same value of n. Also notice that the constant K depends on | f  (x)|. The larger | f  (x)| is, the more the graph curves and consequently, the less accurate are the straight-line approximations of the Midpoint Rule and the Trapezoidal Rule. An error bound for Simpson’s Rule follows.
 
 THEOREM 7.2 Suppose that f (4) is continuous on [a, b] and that | f (4) (x)| ≤ L, for all x in [a, b]. Then, (b − a)5 . |E Sn | ≤ L 180n 4
 
 The proofs of Theorems 7.1 and 7.2 are beyond the level of this course and we refer the interested reader to a text on numerical analysis. In comparing Theorems 7.1 and 7.2, notice that the denominators of the error bounds for both the Trapezoidal Rule and the Midpoint Rule contain a factor of n 2 , while the error bound for Simpson’s Rule contains a factor of n 4 . For n = 10, observe that n 2 = 100, while n 4 = 10,000. Since these powers of n are in the denominators of the error bounds, this says that the error bound for Simpson’s Rule tends to be much smaller than that of either the Trapezoidal Rule or the Midpoint Rule for the same value of n. This accounts for the far greater accuracy we have seen with using Simpson’s Rule over the other two methods. We illustrate the use of the error bounds in example 7.10.
 
 EXAMPLE 7.10
 
 Finding a Bound on the Error in Numerical Integration
 
 Find bounds on the error in using each of the Midpoint Rule, the Trapezoidal Rule and 3 Simpson’s Rule to approximate the value of the integral 1 x1 d x, using n = 10. Solution At this point you can’t use the Fundamental Theorem of Calculus, since you don’t have an antiderivative of x1 . However, you can approximate this integral using Trapezoidal, Midpoint or Simpson’s Rules. Here, f (x) = 1/x = x −1 , so that f  (x) = −x −2 , f  (x) = 2x −3 , f  (x) = −6x −4 and f (4) (x) = 24x −5 . This says that for x ∈ [1, 3], 2 | f  (x)| = |2x −3 | = 3 ≤ 2. x
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 From Theorem 7.1, we now have |E M10 | ≤ K
 
 (b − a)3 (3 − 1)3 ≈ 0.006667. = 2 24n 2 24(102 )
 
 |E T10 | ≤ K
 
 (b − a)3 (3 − 1)3 = 2 ≈ 0.013333. 12n 2 12(102 )
 
 Similarly, we have
 
 Turning to Simpson’s Rule, for x ∈ [1, 3], we have S10 ( f ) ≈ 1.09866 and | f (4) (x)| = |24x −5 | =
 
 24 ≤ 24, x5
 
 so that Theorem 7.2 now gives us |E S10 | ≤ L
 
 (b − a)5 (3 − 1)5 = 24 ≈ 0.000427. 4 180n 180(104 )
 
 „
 
 From example 7.10, we now know that the Simpson’s Rule approximation S10 ( f ) ≈ 1.09866 is off by no more than about 0.000427. However, a more interesting question is to determine the number of points needed to obtain a given accuracy. We explore this in example 7.11.
 
 EXAMPLE 7.11
 
 Determining the Number of Steps That Guarantee a Given Accuracy
 
 Determine the number of steps that will guarantee an accuracy of at least 10−7 for using 3 each of Trapezoidal Rule and Simpson’s Rule to approximate 1 x1 d x. Solution From example 7.10, we know that | f  (x)| ≤ 2 and | f (4) (x)| ≤ 24, for all x ∈ [1, 3]. So, from Theorem 7.1, we now have that |E Tn | ≤ K
 
 (b − a)3 (3 − 1)3 4 =2 = 2. 2 2 12n 12n 3n
 
 If we require the above bound on the error to be no larger than the required accuracy of 10−7 , we have |E Tn | ≤
 
 4 ≤ 10−7 . 3n 2
 
 Solving this inequality for n 2 gives us 4 7 10 ≤ n 2 3 and taking the square root of both sides yields  4 7 10 ≈ 3651.48. n≥ 3 So, any value of n ≥ 3652 will give the required accuracy. Similarly, for Simpson’s Rule, we have |E Sn | ≤ L
 
 (b − a)5 (3 − 1)5 = 24 . 180n 4 180n 4
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 Again, requiring that the error bound be no larger than 10−7 gives us |E Sn | ≤ 24 n 4 ≥ 24
 
 and solving for n 4 , we have
 
 (3 − 1)5 ≤ 10−7 180n 4
 
 (3 − 1)5 7 10 . 180
 
 Upon taking fourth roots, we get  n≥
 
 4
 
 24
 
 (3 − 1)5 7 10 ≈ 80.8, 180
 
 so that taking any value of n ≥ 82 will guarantee the required accuracy. (If you expected us to say that n ≥ 81, keep in mind that Simpson’s Rule requires n to be even.) „ In example 7.11, compare the number of steps required to guarantee 10−7 accuracy in Simpson’s Rule (82) to the number required to guarantee the same accuracy in the Trapezoidal Rule (3652). Simpson’s Rule typically requires far fewer steps than either the Trapezoidal Rule or the Midpoint Rule to get the same accuracy. Finally, from example 7.11, observe that we now know that 
 
 3 1
 
 1 d x ≈ S82 ≈ 1.0986123, x
 
 which is guaranteed (by Theorem 7.2) to be correct to within 10−7 .
 
 EXERCISES 4.7 WRITING EXERCISES 1. Ideally, approximation techniques should be both simple and accurate. How do the numerical integration methods presented in this section compare in terms of simplicity and accuracy? Which criterion would be more important if you were working entirely by hand? Which method would you use? Which criterion would be more important if you were using a very fast computer? Which method would you use? 2. Suppose you were going to construct your own rule for approximate integration. (Name it after yourself!) In the text, new methods were obtained both by choosing evaluation points for Riemann sums (Midpoint Rule) and by geometric construction (Trapezoidal Rule and Simpson’s Rule). Without working out the details, explain how you would develop a very accurate but simple rule. 1 3. Test your calculator or computer on 0 sin(1/x) d x. Discuss what your options are when your technology does not immediately return an accurate approximation. Based on a quick sketch of y = sin (1/x), describe why a numerical integration routine would have difficulty with this integral. 4. Explain why we did not use the Midpoint Rule in example 7.4.
 
 In exercises 1–4, compute Midpoint, Trapezoidal and Simpson’s Rule approximations by hand (leave your answer as a fraction) for n  4.  1  2 1. (x 2 + 1) d x 2. (x 2 + 1) d x 0
 
  3. 1
 
 0 3
 
 1 dx x
 
  4.
 
 1
 
 −1
 
 (2x − x 2 ) d x
 
 ............................................................ In exercises 5–8, approximate the given value using (a) Midpoint Rule, (b) Trapezoidal Rule and (c) Simpson’s Rule with n  4. Determine if each approximation is too small or too large.  1  1 4 5. π = dx 6. π = 4 1 − x2 dx 2 0 1+x 0   1  2 1 7. sin 1 = − sin x d x cos x d x 8. cos 2 = 2 0 0
 
 ............................................................ In exercises 9–12, use a computer or calculator to compute the Midpoint, Trapezoidal and Simpson’s Rule approximations
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 with n  10, n  20 and n  50. Compare these values to the approximation given by your calculator or computer.  π/4  π cos x 2 d x 10. sin π x 2 d x 9. 0
 
 
 
 0
 
 10
 
 11.
 
 
 
  12.
 
 x2 + 1 dx
 
 0
 
 1
 
  3
 
 x2 + 1 dx
 
 0
 
 ............................................................ In exercises 13–16, compute the exact value and compute the error (the difference between the approximation and the exact value) in each of the Midpoint, Trapezoidal and Simpson’s Rule approximations using n  10, n  20, n  40 and n  80.  1  2 1 13. 5x 4 d x 14. √ dx x 0 1  π/4  π cos x d x 16. cos x d x 15. 0
 
 0
 
 ............................................................ 17. Fill in the blanks with the most appropriate power of 2 (2, 4, 8 etc.). If you double n, the error in the Midpoint Rule is divided by . If you double n, the error in the Trapezoidal Rule is divided by . If you double n, the error in Simpson’s Rule is divided by .
 
 309
 
 1
 
 1
 
 ............................................................ 27. For each rule in exercise 13, compute the error bound and compare it to the actual error. 28. For each rule in exercise 15, compute the error bound and compare it to the actual error.
 
 ............................................................ In exercises 29 and 30, use the graph to estimate (a) Riemann sum with left-endpoint evaluation, (b) Midpoint Rule, (c) Trapezoidal Rule and (d) Simpson’s Rule approximations 2 with n  4 of 0 f (x) d x. y
 
 29. 1.0 0.8 0.6 0.4 0.2
 
 x
 
 ............................................................
 
 19.
 
 Numerical Integration
 
 In exercises 23–26, determine the number of steps to guarantee an accuracy of 10− 6 using (a) the Trapezoidal Rule, (b) the Midpoint Rule and (c) Simpson’s Rule.  2  2 1 1 23. dx 24. dx 2 1 x +1 0 x +1  2  2 cos x 2 d x 26. x sin x d x 25.
 
 18. Fill in the blanks with the most appropriate power of 2 (2, 4, 8 etc.). If you halve the interval length b − a, the error in the Midpoint Rule is divided by , the error in the Trapezoidal Rule is divided by and the error in Simpson’s Rule is divided by .
 
 In exercises 19 and 20, use (a) Trapezoidal Rule and (b) Simp2 son’s Rule to estimate 0 f (x) d x from the given data.
 
 ..
 
 0.5
 
 30.
 
 1.0
 
 1.5
 
 2.0
 
 1.0
 
 1.5
 
 2.0
 
 y 1.0
 
 x
 
 0.0
 
 0.25
 
 0.5
 
 0.75
 
 1.0
 
 0.8
 
 f (x)
 
 4.0
 
 4.6
 
 5.2
 
 4.8
 
 5.0
 
 0.6 0.4
 
 20.
 
 x
 
 1.25
 
 1.5
 
 1.75
 
 2.0
 
 f (x)
 
 4.6
 
 4.4
 
 3.8
 
 4.0
 
 0.2 x 0.5
 
 ............................................................ x
 
 0.0
 
 0.25
 
 0.5
 
 f (x)
 
 1.0
 
 0.6
 
 0.2
 
 x
 
 1.25
 
 1.5
 
 1.75
 
 2.0
 
 f (x)
 
 0.4
 
 0.8
 
 1.2
 
 2.0
 
 0.75 −0.2
 
 1.0 −0.4
 
 ............................................................ 21. For exercise 5, (a) find bounds on the errors made by (i) Midpoint Rule and (ii) Trapezoidal Rule. (b) Find the number of steps needed to guarantee an accuracy of 10−7 for (i) Midpoint Rule and (ii) Trapezoidal Rule. 22. For exercise 7, (a) find bounds on the errors made by each method. (b) Find the number of steps needed to guarantee an accuracy of 10−7 .
 
 In exercises 31–36, use the given information about f (x) and its derivatives to determine whether (a) the Midpoint Rule would be exact, underestimate or overestimate the integral (or there’s not enough information to tell). Repeat for (b) Trapezoidal Rule and (c) Simpson’s Rule. 31. f  (x) > 0, f  (x) > 0
 
 32. f  (x) > 0, f  (x) < 0
 
 33. f  (x) < 0, f  (x) > 0
 
 34. f  (x) < 0, f  (x) < 0
 
 35. f  (x) = 4, f  (x) > 0
 
 36. f  (x) = 0, f  (x) > 0
 
 ............................................................ 37. Suppose that R L and R R are the Riemann sum approximab tions of a f (x) d x using left- and right-endpoint evaluation rules, respectively, for some n > 0. Show that the trapezoidal approximation Tn is equal to (R L + R R )/2.
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 38. Prove the following formula, which is basic to Simpson’s Rule. If f (x) = Ax 2 + Bx + C, then h h f (x) d x = 3 [ f (−h) + 4 f (0) + f (h)]. −h
 
 t (s) v(t) (ft/s)
 
 7
 
 8
 
 9
 
 10
 
 11
 
 12
 
 46
 
 42
 
 44
 
 40
 
 42
 
 42
 
 39. A commonly used type of numerical integration algorithm is called Gaussian quadrature. For an integral on the interval [−1, 1], a simple Gaussian quadrature approximation is 1 −1 √ √1 . Show that, like Simpson’s f (x) d x ≈ f + f −1 3 3 Rule, this Gaussian quadrature gives the exact value of the integrals of the power functions x, x 2 and x 3 .
 
 48.
 
 40. Referring to exercise 39, compare the Simpson’s  1 Rule (n = 2) and Gaussian quadrature approximations of −1 π cos π2x d x to the exact value.
 
 ............................................................
 
 41. Explain  πwhy Simpson’s Rule can’t be used to approxisin x sin x mate d x. Find L = lim and argue that if x→0 x x 0  π  π sin x sin x if x = 0 x then d x. f (x) d x = f (x) = L if x = 0 x 0 0 Use an appropriate numerical method to conjecture that  π 
 
 π sin x d x ≈ 1.18 . x 2 0  π/2 sin x 42. As in exercise 41, approximate d x. x −π/2 43. In most of the calculations that you have done, it is true that the Trapezoidal Rule and Midpoint Rule are on opposite sides of the exact integral (i.e., one is too large, the other too small). Also, you may have noticed that the Trapezoidal Rule tends to be about twice as far from the exact value as the Midpoint Rule. Given this, explain why the linear combination 13 Tn + 23 Mn should give a good estimate of the integral. (Here, Tn represents the Trapezoidal Rule approximation using n partitions and Mn the corresponding Midpoint Rule approximation.) 44. Show that the approximation rule 13 Tn + 23 Mn in exercise 43 is identical to Simpson’s Rule. x2 , show that f (x) + f (1 − x) = 1 − 2x + 1 for 0 ≤ x ≤ 1. Show that this implies that the Trapezoidal  1 f (x) d x equals 12 for any n. This is, Rule approximation of
 
 45. For f (x) =
 
 2x 2
 
 0
 
 in fact, the exact value of the integral. (For more information, see M. A. Khan’s article in the January 2008 College Mathematics Journal.)  n 46. Show that the Trapezoidal Rule approximation of x n d x is 0
 
 too large (if n > 1). Conclude that 3n + 1 . 1n + 2n + 3n + · · · + n n > n n 2n + 2
 
 APPLICATIONS In exercises 47 and 48, the velocity of an object at various times is given. Use the data to estimate the distance traveled. 47.
 
 t (s) v(t) (ft/s)
 
 0 40
 
 1 42
 
 2 40
 
 3 44
 
 4 48
 
 5 50
 
 6 46
 
 t (s)
 
 0
 
 2
 
 4
 
 6
 
 8
 
 10
 
 12
 
 v(t) (ft/s)
 
 26
 
 30
 
 28
 
 30
 
 28
 
 32
 
 30
 
 t (s)
 
 14
 
 16
 
 18
 
 20
 
 22
 
 24
 
 v(t) (ft/s)
 
 33
 
 31
 
 28
 
 30
 
 32
 
 32
 
 In exercises 49 and 50, the data come from a pneumotachograph, which measures air flow through the throat (in liters per second). The integral of the air flow equals the volume of air exhaled. Estimate this volume. 49.
 
 50.
 
 t (s)
 
 0
 
 0.2
 
 0.4
 
 0.6
 
 0.8
 
 1.0
 
 1.2
 
 f (t) (l/s)
 
 0
 
 0.2
 
 0.4
 
 1.0
 
 1.6
 
 2.0
 
 2.2
 
 t (s)
 
 1.4
 
 1.6
 
 1.8
 
 2.0
 
 2.2
 
 2.4
 
 f (t) (l/s)
 
 2.0
 
 1.6
 
 1.2
 
 0.6
 
 0.2
 
 0
 
 t (s) f (t) (l/s)
 
 0 0
 
 t (s) f (t) (l/s)
 
 1.4 2.0
 
 0.2 0.1 1.6 1.6
 
 0.4 0.4 1.8 1.0
 
 0.6 0.8 2.0 0.6
 
 0.8 1.4 2.2 0.2
 
 1.0 1.8
 
 1.2 2.0
 
 2.4 0
 
 EXPLORATORY EXERCISES 1. Compute the Trapezoidal Rule approximations T4 , T8 and T16 1 of 0 3x 2 d x, and compute the error for each. Verify that when the step size is cut in half, the error is divided by four. When such patterns emerge, they can be taken advantage of using extrapolation. Given that (T4 − I ) = 4(T8 − I ), where I = 1 T8 − T4 is the exact integral, show that I = T8 + . Also, show 3 T16 − T8 . In general, we have the approximathat I = T16 + 3 T8 − T4 . Then the tions (T4 − I ) ≈ 4(T8 − I ) and I ≈ T8 + 3 T2n − Tn is closer to the exact inextrapolation E 2n = T2n + 3 tegral than either of the individual Trapezoidal Rule approximations T2n and Tn . Show that, in fact, E 2n equals the Simpson’s Rule approximation for 2n. 2. The geometric construction of Simpson’s Rule makes  1it clear that Simpson’s Rule will compute integrals such as 0 3x 2 d x exactly. Brieflyexplain why. Now, compute Simpson’s Rule 1 with n = 2 for 0 4x 3 d x. Simpson’s Rule also computes integrals of cubics exactly. In this exercise, we see why a method that uses parabolas can compute integrals of cubics exactly. To 1 see how Simpson’s Rule works on 0 4x 3 d x, we need to determine the actual parabola being used. The parabola must pass through the points (0, 0), ( 12 , 12 ) and (1, 4). Find the quadratic function y = ax 2 + bx + c that accomplishes this. (Hint: Exa b 1 plain why 0 = 0 + 0 + c, = + + c and 4 = a + b + c, 2 4 2
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 and then solve for a, b and c.) Graph this parabola and y = 4x 3 on the same axes, carefully choosing the graphing window so that you can see what is happening on the interval [0, 1].
 
 ..
 
 Review Exercises
 
 311
 
 Where is the vertex of the parabola? How do the integrals of the parabola and cubic compare on the subinterval [0, 12 ]? [ 12 , 1]? Why does Simpson’s Rule compute the integral exactly?
 
 Review Exercises 
 
 WRITING EXERCISES
 
 7.
 
 The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Area Signed area Midpoint Rule Integral Mean Value Theorem Riemann sum
 
 Average value Integration by substitution Trapezoidal Rule Fundamental Theorem of Calculus Definite integral
 
 Indefinite integral Simpson’s Rule
 
  8.
 
 [x − cos(4x)] d x 
 
 
 
 x 2 + 4x dx x
 
 10.
 
 x(1 − 1/x) d x
 
 12.
 
  x x2 + 4 dx
 
 14.
 
 6x 2 cos x 3 d x
 
 16.
 
 sin(1/x) dx x2
 
 18.
 
 tan x sec2 x d x
 
 20.
 
 9.
 
 (x 2
 
  11.  13.
 
  
 
 x(x 2 + 4) d x 
 
  17.
 
 TRUE OR FALSE
 
 4x sec x 2 tan x 2 d x  
 
 
 
 State whether each statement is true or false, and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to make a new statement that is true. 1. The Midpoint Rule always gives better approximations than left-endpoint evaluation. 2. The larger n is, the better is the Riemann sum approximation.
 
 19.
 
 x dx + 4)2
 
 (sin x + cos x)2 d x
 
  15.
 
 √ 3 x dx
 
 √ csc2 x dx √ x √ 3x + 1 d x
 
 ............................................................ 21. Find a function f (x) satisfying f  (x) = 3x 2 + 1 and f (0) = 2. √ 22. Find a function f (x) satisfying f  (x) = 2x and f (0) = 3.
 
 3. All piecewise continuous functions are integrable.
 
 23. Determine the position function if the velocity is v(t) = −32t + 10 and the initial position is s(0) = 2.
 
 4. The definite integral of velocity gives the total distance traveled.
 
 24. Determine the position function if the acceleration is a(t) = 6 with initial velocity v(0) = 10 and initial position s(0) = 0.
 
 5. There are some elementary functions that do not have an antiderivative.
 
 25. Write out all terms and compute
 
 6. To evaluate a definite integral, you can use any antiderivative. 7. A substitution is not correct unless the derivative term du is present in the original integrand. 8. With Simpson’s Rule, if n is doubled, the error is reduced by a factor of 16.
 
 26. Translate into summation notation and compute: the sum of the squares of the first 12 positive integers.
 
 ............................................................ In exercises 27 and 28, use summation rules to compute the sum. 100  (i 2 − 1) i=1
 
  3.  5.
 
 
 
 4 √ dx x
 
 4.
 
 2 sin 4x d x
 
 6.
 
 
 
 4 dx x2 3 sec2 x d x
 
 (i 2 + 3i).
 
 i=1
 
 27. In exercises 1–20, find the antiderivative.   1. (4x 2 − 3) d x 2. (x − 3x 5 ) d x
 
 6 
 
 28.
 
 100  (i 2 + 2i) i=1
 
 ............................................................ 29. Compute the sum approaches ∞.
 
 n 1 (i 2 − i) and the limit of the sum as n 3 n i=1
 
 30. For f (x) = x 2 − 2x on the interval [0, 2], list the evaluation points for the Midpoint Rule with n = 4, sketch the function and approximating rectangles and evaluate the Riemann sum.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch04
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 312
 
 CHAPTER 4
 
 ..
 
 T1: OSO
 
 December 13, 2010
 
 LT (Late Transcendental)
 
 21:23
 
 Integration
 
 4-62
 
 Review Exercises In exercises 31–34, approximate the area under the curve using n rectangles and the given evaluation rule.
 
 In exercises 45 and 46, compute the average value of the function on the interval.
 
 31. y = x 2 on [0, 2], n = 8, midpoint evaluation
 
 45. f (x) = cos x, [0, π/2]
 
 ............................................................
 
 32. y = x 2 on [−1, 1], n = 8, right-endpoint evaluation √ 33. y = x + 1 on [0, 3], n = 8, midpoint evaluation 34. y =
 
 In exercises 47–58, evaluate the integral.  2  1 47. (x 2 − 2) d x 48. (x 3 − 2x) d x
 
 1 on [0, 1], n = 8, left-endpoint evaluation x +1
 
 In exercises 35 and 36, use the given function values to estimate the area under the curve using (a) left-endpoint evaluation, (b) right-endpoint evaluation, (c) Trapezoidal Rule and (d) Simpson’s Rule.
 
 49.
 
 0.2 1.4
 
 0.4 1.6
 
 0.6 2.0
 
 0.8 2.2
 
 1.0 2.4
 
 1.2 2.0
 
 1.4 1.6
 
 1.6 1.4
 
  51.
 
 sin 2x d x
 
 50.
 
 10
 
 √
 
  t) dt
 
 52.
 
 0
 
 53.
 
 1.0 4.0
 
 1.4 3.4
 
 1.8 3.6
 
 2.2 3.0
 
 2.6 2.6
 
 3.0 2.4
 
 3.4 3.0
 
 3.8 3.6
 
 4.2 3.4
 
 54.
 
 0
 
  57.
 
 1
 
 t sin t 2 dt 
 
 2
 
 2
 
 1 2
 
  x x2 + 4 dx
 
  56.
 
 0
 
 x f (x)
 
 sec2 x d x
 
 0
 
 x 2 (x 3 − 1)3 d x 
 
 π/4
 
 0
 
 (1 −
 
 55.
 
 36.
 
 π/2
 
 
 
 0
 
 
 
 35. 0.0 1.0
 
 −1
 
 0
 
 
 
 ............................................................
 
 x f (x)
 
 46. f (x) = 4x − x 2 , [0, 4]
 
 √ ( x + 1)3 dx √ x
 
 2
 
 x(x 2 + 1) d x 0
 
 
 
 2
 
 (x + 1/x)2 d x 1
 
 58.
 
 π
 
 cos(x/2) d x
 
 −π
 
 ............................................................
 
 ............................................................
 
 37. In exercises 35 and 36, which of the four area estimates would you expect to be the most accurate? Briefly explain.
 
 In exercises 59 and 60, find the derivative.   x (sin t 2 − 2) dt 60. f (x) = 59. f (x) =
 
 38. If f (x) is positive and concave up, will the Midpoint Rule give an overestimate or underestimate of the actual area? Will the Trapezoidal Rule give an overestimate or underestimate of the actual area?
 
 ............................................................ In exercises 39 and 40, evaluate the integral by computing the limit of Riemann sums.  1  2 39. 2x 2 d x 40. (x 2 + 1) d x 0
 
 0
 
 ............................................................ In exercises 41 and 42, write the total area as an integral or sum of integrals and then evaluate it. 41. The area above the x-axis and below y = 3x − x 2 42. The area between the x-axis and y = x 3 − 3x 2 + 2x, 0≤x ≤2
 
 ............................................................ In exercises 43 and 44, use the velocity function to compute the distance traveled in the given time interval. 43. v(t) = 40 − 10t, [1, 2] 44. v(t) = √
 
 20 1+t
 
 , [0, 3]
 
 ............................................................
 
 2
 
 x2
 
  t 2 + 1 dt
 
 0
 
 ............................................................ In exercises 61 and 62, compute the (a) Midpoint Rule, (b) Trapezoidal Rule and (c) Simpson’s Rule approximations with n  4 by hand.  1  2 1 61. dx x2 + 4 dx 62. 0 0 x +1
 
 ............................................................ 63. Repeat exercise 61 using a computer or calculator and n = 20; n = 40. 64. Repeat exercise 62 using a computer or calculator and n = 20; n = 40.
 
 EXPLORATORY EXERCISES 1. Suppose that f (t) is the rate of occurrence of some event (e.g., the birth of an animal or the lighting of a firefly). Then the average rate of occurrence R over a time interval [0, T ] is T R = T1 0 f (t) dt. We will assume that the function f (t) is periodic with period T. [That is, f (t + T ) = f (t) for all t.] Perfect asynchrony means that the event is equally likely to occur at all times. Argue that this corresponds to a constant rate function f (t) = c and find the value of c (in terms of R and T).
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 Review Exercises Perfect synchrony means that the event occurs only once every period (e.g., the fireflies all light at the same time, or all babies are born simultaneously). We will see what the rate function f (t) looks like in this case. First, define the degree area under f and above R of synchrony to be . Show that if RT f (t) is constant, then the degree of synchrony is 0. Then graph and find the degree of synchrony for the following functions (assuming T > 2): ⎧ T ⎪ ⎨ (RT )(t − 2 ) + RT f 1 (t) = (−RT )(t − T2 ) + RT ⎪ ⎩ 0 ⎧ T ⎪ ⎨ (4RT )(t − 2 ) + 2RT f 2 (t) = (−4RT )(t − T2 ) + 2RT ⎪ ⎩ 0 ⎧ T ⎪ ⎨ (9RT )(t − 2 ) + 3RT f 3 (t) = (−9RT )(t − T2 ) + 3RT ⎪ ⎩ 0
 
 if if
 
 T 2 T 2
 
 −1≤t ≤ ≤t ≤
 
 T 2
 
 T 2
 
 if if
 
 −
 
 ≤t ≤
 
 ≤t ≤
 
 T 2
 
 +
 
 if
 
 T 2 T 2
 
 −
 
 0
 
 1
 
 2
 
 y 0.15
 
 otherwise if
 
 x
 
 1
 
 T 2 1 2
 
 1 3
 
 0.1
 
 ≤t ≤
 
 ≤t ≤
 
 T 2
 
 +
 
 T 2 1 3
 
 otherwise
 
 [1 − F(x)] d x  r is the Omega function for F(x) d x A
 
 0.25
 
 (b) Repeat part (a) for the distribution f 2 (x) shown. 1 2
 
 B
 
 the investment.
 
 0.5
 
 y = f 1 (x)
 
 2. The Omega function is used for risk/reward analysis of financial investments. Suppose that f (x) is a function defined on the interval (A, B) that gives the distribution of returns b on an investment. (This means that a f (x) d x is the probability that  x the investment returns between $a and $b.) Let F(x) = A f (t) dt be the cumulative distribution function for returns.  r
 
 0.75
 
 +1
 
 What would you conjecture as the limit of the degrees of synchrony of f n (t) as n → ∞? The “function” that f n (t) approaches as n → ∞ is called an impulse function of strength RT . Discuss the appropriateness of this name.
 
 Then (r ) =
 
 y 1
 
 2
 
 otherwise T 2 T 2
 
 (a) For the distribution f 1 (x) shown, compute the cumulative distribution function F1 (x).
 
 0.05 10
 
 5
 
 x 0
 
 5
 
 10
 
 0.05 0.1
 
 y = f 2 (x) (c) Compute 1 (r ) for the distribution f 1 (x). Note that 1 (r ) will be undefined (∞) for r ≤ −1 and 1 (r ) = 0 for r ≥ 1. (d) Compute 2 (r ) for the distribution f 2 (x). Note that 2 (r ) will be undefined (∞) for r ≤ −10 and 2 (r ) = 0 for r ≥ 10. (e) Even though the means (average values) are the same, investments with distributions f 1 (x) and f 2 (x) are not equivalent. Use the graphs of f 1 (x) and f 2 (x) to explain why f 2 (x) corresponds to a riskier investment than f 1 (x). (f) Show that 2 (r ) > 1 (r ) for r > 0 and 2 (r ) < 1 (r ) for r < 0. In general, the larger (r ) is, the better the investment is. Explain this in terms of this example.
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 Applications of the Definite Integral
 
 CHAPTER
 
 5
 
 Athletes who can jump high are often said to have “springs in their legs.” It turns out that tendons and the arches in your feet act very much like springs, storing and releasing energy. For example, your Achilles tendon stretches as you stride when walking and contracts as your foot hits the ground. Much like a spring that is stretched and then released, the tendon stores energy during the stretching phase and releases it when contracting. Physiologists measure the efficiency of the springlike action of tendons by computing the percentage of energy released during contraction relative to the energy stored during the stretch. The stress-strain curve presented here shows force as a function of stretch during stretch (top curve) and recoil (bottom curve) for a human arch. (Figure reprinted with permission from Exploring Biomechanics by R. McNeill Alexander.) If no energy is lost, the two curves are identical. The area between the curves is a measure of the energy lost. The corresponding curve for a kangaroo y (see Alexander) shows almost no area be4 tween the curves. The efficiency of the kangaroo’s legs means that very little energy is required to hop. In fact, biologist Terry Dawson found in treadmill tests that the faster kanga2 roos run, the less energy they burn (up to the test limit of 20 mph). The same principle applies to human athletes, in that the more the Achilles tendons stretch, the more efficient x 0 1 2 the running process becomes. For this reaActuator displacement son, athletes spend considerable time stretch(millimeters) ing and strengthening their Achilles tendons. This chapter demonstrates the versatility of the integral by exploring numerous applications. We start with calculations of the area between two curves. The integral can be viewed from a variety of perspectives: graphical (areas), numerical (Riemann sum approximations) and symbolic (the Fundamental Theorem of Calculus). As you study each new application, pay close attention to how we develop the integral(s) measuring the quantity of interest. Force (kilonewtons)
 
 P1: PIC/OVY
 
 5.1
 
 AREA BETWEEN CURVES We initially developed the definite integral (in Chapter 4) to compute the area under a curve. In particular, let f be a continuous function defined on [a, b], where f (x) ≥ 0 on [a, b]. To find the area under the curve y = f (x) on the interval [a, b], 315
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 5-2
 
 b−a . The points n in the partition are then x0 = a, x1 = x0 + x, x2 = x1 + x and so on. That is, we begin by partitioning [a, b] into n subintervals of equal width, x =
 
 3
 
 xi = a + ix,
 
 2 1 x 2
 
 1
 
 3
 
 4
 
 for i = 0, 1, 2, . . . , n.
 
 On each subinterval [xi−1 , xi ], we construct a rectangle of height f (ci ), for some ci ∈ [xi−1 , xi ], as indicated in Figure 5.1 and take the sum of the areas of the n rectangles as an approximation of the area A under the curve:
 
 5
 
 A≈
 
 FIGURE 5.1
 
 n 
 
 f (ci ) x.
 
 i=1
 
 Approximation of area
 
 As we take more and more rectangles, this sum approaches the exact area, which is y
 
 A = lim
 
 n→∞
 
 y  f (x)
 
 a
 
 b y  g(x)
 
 x
 
 n 
 
  f (ci ) x =
 
 i=1
 
 b
 
 f (x) d x. a
 
 We now extend this notion to find the area bounded between the two curves y = f (x) and y = g(x) on the interval [a, b] (see Figure 5.2), where f and g are continuous and f (x) ≥ g(x) on [a, b]. We first use rectangles to approximate the area. In this case, on each subinterval [xi−1 , xi ], construct a rectangle, stretching from the lower curve y = g(x) to the upper curve y = f (x), as shown in Figure 5.3a. Referring to Figure 5.3b, the ith rectangle has height h i = f (ci ) − g(ci ), for some ci ∈ [xi−1 , xi ].
 
 FIGURE 5.2
 
 y y
 
 Area between two curves
 
 (ci , f (ci )) y  f (x)
 
 hi  f(ci )  g(ci )
 
 y  f (x) a
 
 x
 
 b
 
 a
 
 ci
 
 b
 
 x
 
 (ci , g(ci ))
 
 y  g(x)
 
 y  g(x)
 
 FIGURE 5.3a
 
 FIGURE 5.3b
 
 Approximate area
 
 Area of ith rectangle
 
 So, the area of the ith rectangle is
 
 REMARK 1.1 Formula (1.1) is valid only when f (x) ≥ g(x) on the interval [a, b]. In general, the area between y = f (x) and y = g(x) for a ≤ x ≤ b is b given by a | f (x) − g(x)| d x. Notice that to evaluate this you must evaluate integral, d [ f (x) − g(x)] d x on c all subintervals where f (x) ≥ g(x), then evaluate d [g(x) − f (x)] d x on all c subintervals where g(x) ≥ f (x) and finally, add the integrals together.
 
 Area = length × width = h i x = [ f (ci ) − g(ci )] x. The total area is then approximately equal to the sum of the areas of the n indicated rectangles, A≈
 
 n 
 
 [ f (ci ) − g(ci )] x.
 
 i=1
 
 Finally, observe that if the limit as n → ∞ exists, we will get the exact area, which we recognize as a definite integral:
 
 AREA BETWEEN TWO CURVES A = lim
 
 n→∞
 
 n  i=1
 
  [ f (ci ) − g(ci )] x =
 
 a
 
 b
 
 [ f (x) − g(x)] d x.
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 Finding the Area Between Two Curves
 
 Find the area bounded by the graphs of y = 3 − x and y = x 2 − 9. (See Figure 5.4.) y y  x2  9
 
 x
 
 4
 
 3
 
 y3x
 
 FIGURE 5.4 y = 3 − x and y = x 2 − 9
 
 Solution Notice that the limits of integration will correspond to the x-coordinates of the points of intersection of the two curves. Setting the two functions equal, we have 3 − x = x2 − 9
 
 or
 
 0 = x 2 + x − 12 = (x − 3)(x + 4).
 
 Thus, the curves intersect at x = −4 and x = 3. Take note that the upper boundary of the region is formed by y = 3 − x and the lower boundary is formed by y = x 2 − 9. So, for each fixed value of x, the height of a rectangle (such as the one indicated in Figure 5.4) is h(x) = (3 − x) − (x 2 − 9). From (1.1), the area between the curves is then  3 [(3 − x) − (x 2 − 9)] d x A= −4
 
  3 3 x x2 (−x 2 − x + 12) = − − + 12x 3 2 −4 −4  3    2 3 3 (−4)3 (−4)2 343 = − − + 12(3) − − − + 12(−4) = . 3 2 3 2 6 „ 
 
 =
 
 3
 
 Sometimes, the upper or lower boundary is not defined by a single function, as in the following case of intersecting graphs.
 
 EXAMPLE 1.2
 
 Finding the Area Between Two Curves That Cross
 
 Find the area bounded by the graphs of y = x 2 and y = 2 − x 2 for 0 ≤ x ≤ 2.
 
 y y  x2
 
 2
 
 x 1
 
 2 y  2  x2
 
 FIGURE 5.5 y = x 2 and y = 2 − x 2
 
 Solution Notice from Figure 5.5 that since the two curves intersect in the middle of the interval, we will need to compute two integrals, one on the interval where 2 − x 2 ≥ x 2 and one on the interval where x 2 ≥ 2 − x 2 . To find the point of intersection, we solve x 2 = 2 − x 2 , so that 2x 2 = 2 or x 2 = 1 or x = ±1. Since x = −1 is outside the interval of interest, the only intersection of note is at x = 1. From (1.1), the area is  1  2 A= [(2 − x 2 ) − x 2 ] d x + [x 2 − (2 − x 2 )] d x 0
 
 1
 
 1  3 2  2x 3 2x − 2x (2x 2 − 2) d x = 2x − + 3 0 3 0 1 1       16 2 4 4 4 2 − (0 − 0) + −4 − − 2 = + + = 4. = 2− 3 3 3 3 3 3 „ 
 
 =
 
 1
 
 
 
 (2 − 2x 2 ) d x +
 
 2
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 In example 1.3, the intersection points must be approximated numerically. y
 
 EXAMPLE 1.3
 
 y  x2
 
 Find the area bounded by the graphs of y = cos x and y = x 2 .
 
 1 y  cos x 2
 
 A Case Where the Intersection Points Are Known Only Approximately
 
 x
 
 1
 
 2
 
 1
 
 FIGURE 5.6 y = cos x and y = x 2
 
 Solution The graph of y = cos x and y = x 2 in Figure 5.6 indicates intersections at about x = −1 and x = 1, where cos x = x 2 . However, this equation cannot be solved exactly. Instead, we use a rootfinding method to find the approximate solutions x = ±0.824132. [For instance, you can use Newton’s method to find values of x for which f (x) = cos x − x 2 = 0.] From the graph, we can see that between these two x-values, cos x ≥ x 2 and so, the desired area is given by 0.824132   0.824132 1 (cos x − x 2 ) d x = sin x − x 3 A≈ 3 −0.824132 −0.824132   1 1 3 3 = sin 0.824132 − (0.824132) − sin(−0.824132) − (−0.824132) 3 3 ≈ 1.09475. Note that we have approximated both the limits of integration and the final calculations. „ Finding the area of some regions may require breaking the region up into several pieces, each having different upper and/or lower boundaries.
 
 y
 
 EXAMPLE 1.4
 
 The Area of a Region Determined by Three Curves
 
 Find the area bounded by the graphs of y = x 2 , y = 2 − x and y = 0.
 
 1 y  x2
 
 y2x x
 
 y0
 
 1
 
 2
 
 2 − x = x2
 
 y = x and y = 2 − x 2
 
 y y2x
 
 y  x2 A1
 
 A2
 
 1
 
 x 2
 
 FIGURE 5.7b y = x 2 and y = 2 − x
 
 or
 
 0 = x 2 + x − 2 = (x + 2)(x − 1).
 
 Since x = −2 is to the left of the y-axis, the intersection we seek occurs at x = 1. We then break the region into two pieces, as shown in Figure 5.7b and find the area of each separately. The total area is then  1  2 (x 2 − 0) d x + [(2 − x) − 0] d x A = A1 + A2 = 0 1  2 x 3 1 x2 5 = + 2x − = . 3 0 2 1 6 „
 
 FIGURE 5.7a
 
 1
 
 Solution A sketch of the three defining curves is shown in Figure 5.7a. Notice that the top boundary of the region is the curve y = x 2 on the first portion of the interval and the line y = 2 − x on the second portion. To determine the point of intersection, we solve
 
 Although it was certainly not difficult to break up the region in example 1.4 into two pieces, we want to suggest an alternative that will prove to be surprisingly useful. Notice that if you turn the page sideways, Figure 5.7a will look like a region with a single curve determining each of the upper and lower boundaries. Of course, by turning the page sideways, you are essentially reversing the roles of x and y. More generally, for two continuous functions, f and g, where f (y) ≥ g(y) for all y on the interval c ≤ y ≤ d, to find the area bounded between the two curves x = f (y) and x = g(y), we first partition the interval [c, d] into n equal subintervals, each of d −c width y = . (See Figure 5.8a.) We denote the points in the partition by y0 = c, n y1 = y0 + y, y2 = y1 + y and so on. That is, yi = c + iy,
 
 for i = 0, 1, 2, . . . , n.
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 y
 
 x  g(y)
 
 x  g(y) d
 
 wi  f(ci)  g(ci)
 
 d
 
 (g(ci ), ci )
 
 ( f(ci), ci )
 
 ci
 
 x
 
 x
 
 c
 
 c x  f(y)
 
 x  f (y)
 
 FIGURE 5.8a
 
 FIGURE 5.8b
 
 Area between x = g(y) and x = f (y)
 
 Area of ith rectangle
 
 On each subinterval [yi−1 , yi ] (for i = 1, 2, . . . , n), we then construct a rectangle of width wi = [ f (ci ) − g(ci )], for some ci ∈ [yi−1 , yi ], as shown in Figure 5.8b. The area of the ith rectangle is given by Area = length × width = [ f (ci ) − g(ci )] y. The total area between the two curves is then given approximately by A≈
 
 n 
 
 [ f (ci ) − g(ci )] y.
 
 i=1
 
 We get the exact area by taking the limit as n → ∞ and recognizing the limit as a definite integral. We have
 
 A = lim
 
 n 
 
 n→∞
 
 Area between two curves
 
 i=1
 
  [ f (ci ) − g(ci )] y =
 
 c
 
 d
 
 [ f (y) − g(y)] dy.
 
 (1.2)
 
 y
 
 EXAMPLE 1.5 1
 
 An Area Computed by Integrating with Respect to y
 
 Repeat example 1.4, but integrate with respect to y instead.
 
 x  y
 
 x2y
 
 x 1
 
 2
 
 Solution From Figure 5.9, notice that the left-hand boundary of the region is formed √ by the graph of y = x 2 or x = y (since only the right half of the parabola forms the left boundary). The right-hand boundary of the region is formed by the line y = 2 − x √ or x = 2 − y. These boundary curves intersect where y = 2 − y; squaring both sides gives us y = (2 − y)2 = 4 − 4y + y 2
 
 FIGURE 5.9 y = x 2 and y = 2 − x
 
 or
 
 0 = y 2 − 5y + 4 = (y − 1)(y − 4).
 
 So, the curves intersect at y = 1 and y = 4. From Figure 5.9, it is clear that y = 1 is the solution we need. (What does the solution y = 4 correspond to?) From (1.2), the area is given by  1  1 5 1 2 1 2 √ [(2 − y) − y] dy = 2y − y 2 − y 3/2 = 2 − − = . A= 2 3 2 3 6 „ 0 0
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 y
 
 EXAMPLE 1.6
 
 2 1
 
 x 1
 
 2 x  2  y2
 
 1
 
 5-6
 
 The Area of a Region Bounded by Functions of y
 
 Find the area bounded by the graphs of x = y 2 and x = 2 − y 2 .
 
 x  y2
 
 1
 
 LT (Late Transcendental)
 
 20:15
 
 2
 
 Solution From Figure 5.10, observe that it’s easiest to compute this area by integrating with respect to y, since integrating with respect to x would require us to break the region into two pieces. The two intersections of the curves occur where y 2 = 2 − y 2 , or y 2 = 1, so that y = ±1. On the interval [−1, 1], notice that 2 − y 2 ≥ y 2 (since the curve x = 2 − y 2 stays to the right of the curve x = y 2 ). So, from (1.2), the area is given by  1  1 [(2 − y 2 ) − y 2 ] dy = (2 − 2y 2 ) dy A= −1
 
 
 
 FIGURE 5.10 x = y 2 and x = 2 − y 2
 
 = 2y −
 
 2 3 y 3
 
 −1
 
 1 −1
 
     2 2 8 = 2− − −2 + = . 3 3 3 „
 
 In collisions between a tennis racket and ball, the ball changes shape, first compressing and then expanding. Let x represent how far the ball is compressed, where 0 ≤ x ≤ m and let f (x) represent the force exerted on the ball by the racket. Then, the energy transferred is proportional to the area under the curve y = f (x). Suppose that f c (x) is the force during compression of the ball and f e (x) is the force during expansion of the ball. Energy is transferred to the ball during compression and transferred away from the ball during expansion, so that the energy lost by the ball in the collision (due to friction) is proportional m to 0 [ f c (x) − f e (x)] d x. The percentage of energy lost in the collision is then given by m [ f c (x) − f e (x)] d x . 100 0  m 0 f c (x) d x
 
 EXAMPLE 1.7
 
 Estimating the Energy Lost by a Tennis Ball
 
 Suppose that test measurements provide the following data on the collision of a tennis ball with a racket. Estimate the percentage of energy lost in the collision. x (in.) f c (x) (lb) f e (x) (lb)
 
 0.0 0 0
 
 0.1 25 23
 
 0.2 50 46
 
 0.3 90 78
 
 0.4 160 160
 
 Solution The data are plotted in Figure 5.11, connected by line segments. We need to estimate the area between the curves and the area under the top curve. Since we don’t have a formula for either function, we must use a numerical method  0.4 such as Simpson’s Rule. For 0 f c (x) d x, we get  0.4 0.1 [0 + 4(25) + 2(50) + 4(90) + 160] = 24. f c (x) d x ≈ 3 0  0.4 To use Simpson’s Rule to approximate 0 [ f c (x) − f e (x)] d x, we need a table of function values for f c (x) − f e (x). Subtraction gives us
 
 y 160 120 80
 
 x f c (x) − f e (x)
 
 fc(x) fe(x)
 
 40
 
 x 0.1
 
 0.2
 
 0.3
 
 0.4
 
 FIGURE 5.11 Force exerted on a tennis ball
 
 0.0 0
 
 0.1 2
 
 0.2 4
 
 0.3 12
 
 0.4 0
 
 from which Simpson’s Rule gives us  0.4 6.4 0.1 [0 + 4(2) + 2(4) + 4(12) + 0] = . [ f c (x) − f e (x)] d x ≈ 3 3 0 100(6.4/3) ≈ 8.9%. With over 90% of its energy The percentage of energy lost is then 24 retained in the collision, this is a lively tennis ball. „
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 BEYOND FORMULAS In example 1.5, we viewed the given graphs as functions of y and set up the area as an integral of y. This idea indicates the direction that much of the rest of the course takes. The derivative and integral remain the two most important tools, but we diversify our options for working with them, often by changing variables. The flexible thinking that this promotes is key in calculus, as well as in other areas of mathematics and science. We develop some general techniques and often the first task in solving an application problem is to make the technique fit the problem at hand.
 
 EXERCISES 5.1 WRITING EXERCISES 1. Suppose the functions f and g satisfy f (x) ≥ g(x) ≥ 0 for all x in in terms of the areas  b the interval [a, b]. Explain b A1 = a f (x) d x and A2 = a g(x) d x why the area between the curves y = f (x) and y = g(x) is given by b | f (x) − g(x)| d x. a 2. Suppose the functions f and g satisfy f (x) ≤ g(x) ≤ 0 for all x in in terms of the areas  b the interval [a, b]. Explain b A1 = a f (x) d x and A2 = a g(x) d x why the area between the curves y = f (x) and y = g(x) is given by b | f (x) − g(x)| d x. a 3. Suppose that the speeds of racing cars A and B are v A (t) and v B (t) mph, respectively. If v A (t) ≥ v B (t) for all t, v A (0) = v B (0) and the race lasts from t = 0 to t = 2 hours, 2 explain why car A will win the race by 0 [v A (t) − v B (t)] dt miles. 4. Suppose that the speeds of racing cars A and B are v A (t) and v B (t) mph, respectively. If v A (t) ≥ v B (t) for 0 ≤ t ≤ 0.5 and 1.1 ≤ t ≤ 1.6 and v B (t) ≥ v A (t) for 0.5 ≤ t ≤ 1.1 and 1.6 describe  the difference between  2 ≤ t ≤ 2, 2 |v A (t) − v B (t)| dt and 0 [v A (t) − v B (t)] dt. Which inte0 gral will tell you which car wins the race?
 
 In exercises 1–4, find the area between the curves on the given interval. 1. y = x 3 , y = x 2 − 1, 1 ≤ x ≤ 3 2. y = cos x, y = x 2 + 2, 0 ≤ x ≤ 2 3. y = x 4 , y = x − 1, −2 ≤ x ≤ 0 4. y = sin x, y = x 2 , 1 ≤ x ≤ 4
 
 ............................................................ In exercises 5–12, sketch and find the area of the region determined by the intersections of the curves. 5. y = x 2 − 1, y = 7 − x 2 7. y = x 3 , y = 3x + 2 9. y = 2 − x 2 , y = |x|
 
 6. y = x 2 − 1, y = 12 x 2 √ 8. y = x, y = x 2 10. y = x 2 − 2, y = |x|
 
 11. y = x 2 − 6, y = x 12. y = sin x(0 ≤ x ≤ 2π), y = cos x
 
 ............................................................ In exercises 13–16, sketch and estimate the area determined by the intersections of the curves. 13. y = x 4 , y = 2 + x
 
 14. y = x 4 , y = 1 − x
 
 15. y = sin x, y = x 2
 
 16. y = cos x, y = x 4
 
 ............................................................ In exercises 17–22, sketch and find the area of the region bounded by the given curves. Choose the variable of integration so that the area is written as a single integral. Verify your answers to exercises 19–22 with a basic geometric area formula. 17. y = x, y = 2 − x, y = 0 18. y = x, y = 2, y = 6 − x, y = 0 19. x = y, x = −y, x = 1 20. x = 3y, x = 2 + y 2 21. y = 2x(x > 0), y = 3 − x 2 , x = 0 22. x = y 2 , x = 4
 
 ............................................................ 23. In collisions between a ball and a striking object (e.g., a baseball bat or tennis racket), the ball changes shape, first compressing and then expanding. If x represents the change in diameter of the ball (e.g., in inches) for 0 ≤ x ≤ m and f (x) represents the force between the ball and striking object (e.g., in pounds), then the area under the curve y = f (x) is proportional to the energy transferred. Suppose that f c (x) is the force during compression and  m f e (x) is the force during expansion. Explain why 0 [ f c (x) − f e (x)] d x is proportional to the energy lost by the ball (due to friction) and thus m m [ f c (x) − f e (x)] d x/ 0 f c (x) d x is the proportion of energy 0 lost in the collision. For a baseball and bat, reasonable values are shown (see Adair’s book The Physics of Baseball): x (in.) f c (x) (lb) f e (x) (lb)
 
 0 0 0
 
 0.1 250 10
 
 0.2 600 100
 
 0.3 1200 270
 
 0.4 1750 1750
 
 Use Simpson’s Rule to estimate the proportion of energy retained by the baseball.
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 24. Using the same notation as in exercise 23, values for the force f c (x) during compression and force f e (x) during expansion of a golf ball are given by
 
 5-8
 
 the figure). Show that the area between the curves equals |a| (B − A)4 . 12 y
 
 x (in.) f c (x) (lb) f e (x) (lb)
 
 0 0 0
 
 0.045 200 125
 
 0.09 500 350
 
 0.135 1000 700
 
 0.18 1800 1800
 
 Use Simpson’s Rule to estimate the proportion of energy retained by the golf ball. 25. Much like the compression and expansion of a ball discussed in exercises 23 and 24, the force exerted by a tendon as a function of its extension determines the loss of energy. (See the chapter introduction.) Suppose that x is the extension of the tendon, f s (x) is the force during stretching of the tendon and fr (x) is the force during recoil of the tendon. The data given are for a hind leg tendon of a wallaby (see Alexander’s book Exploring Biomechanics): x (mm) f s (x) (N) fr (x) (N)
 
 0 0 0
 
 0.75 110 100
 
 1.5 250 230
 
 2.25 450 410
 
 18 16 14 12 10 8 6 4 2 A
 
 x
 
 B
 
 31. Consider two parabolas, each of which has its vertex at x = 0, but with different concavities. Let h be the difference in y-coordinates of the vertices and let w be the difference in the x-coordinates of the intersection points. Show that the area between the curves is 23 hw. y
 
 3.0 700 700
 
 w x
 
 Use Simpson’s Rule to estimate the proportion of energy returned by the tendon. 26. The arch of a human foot acts like a spring during walking and jumping, storing energy as the foot stretches (i.e., the arch flattens) and returning energy as the foot recoils. In the data, x is the vertical displacement of the arch, f s (x) is the force on the foot during stretching and fr (x) is the force during recoil (see Alexander’s book Exploring Biomechanics): x (mm) f s (x) (N) fr (x) (N)
 
 0 0 0
 
 2.0 300 150
 
 4.0 1000 700
 
 6.0 1800 1300
 
 h
 
 32. Show that for any constant m, the area between y = 2 − x 2 and y = mx is 16 (m 2 + 8)3/2 . Find the minimum such area. 33. For y = x − x 2 as shown, find the value of L such that A1 = A2 . y 0.25 0.2 0.15 0.1 0.05
 
 8.0 3500 3500
 
 yL
 
 A2 A1
 
 x
 
 Use Simpson’s Rule to estimate the proportion of energy returned by the arch. 27. The average value of a function f (x) on the interval [a, b] is  b 1 A= f (x) d x. Compute the average value of f (x) = x 2 b−a a on [0, 3] and show that the area above y = A and below y = f (x) equals the area below y = A and above y = f (x). 28. Find t such that the area between y = 2x and y = 1 ≤ x ≤ t equals 7.
 
 3 for x2
 
 29. Suppose that the parabola y = ax 2 + bx + c and the line y = mx + n intersect at x = A and x = B with A < B. Show |a| that the area between the curves equals (B − A)3 . (Hint: 6 Use A and B to rewrite the integrand and then integrate.) 30. Suppose that the cubic y = ax 3 + bx 2 + cx + d and the parabola y = kx 2 + mx + n intersect at x = A and x = B with B repeated (that is, the curves are tangent at B; see
 
 0
 
 0.25
 
 0.5
 
 0.75
 
 1
 
 34. For y = x − x 2 and y = kx as shown, find k such that A1 = A2 . y 0.25 0.2 0.15 0.1 0.05
 
 x
 
 yk
 
 A1 A2 x 0
 
 0.25
 
 0.5
 
 0.75
 
 1
 
 35. In terms of A1 , A2 and A3 in the figure on the following page, identify the area given by each integral. 
 
 
 
 2
 
 (2x − x 2 ) d x
 
 (a) 0
 
  0
 
 (4 − x 2 ) d x 0
 
 4
 
 (2 −
 
 (c)
 
 2
 
 (b)
 
 √
 
  y) dy
 
 (d)
 
 4
 
 √ ( y − y/2) dy
 
 0
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 the same population is d(t) = 2 + 0.06t million people per year. Show that b(t) ≥ d(t) for t ≥ 0 and explain why the area between the curves represents the increase in population. Compute the increase in population for 0 ≤ t ≤ 10.
 
 y  2x
 
 4
 
 ..
 
 A1
 
 42. Suppose that the birthrate for a population is b(t) = 2 + 0.1t million people per year and the death rate for the same population is d(t) = 3 + 0.05t million people per year. Find the intersection T of the curves. Interpret the area between the curves for 0 ≤ t ≤ T and the area between the curves for T ≤ t ≤ 30. Compute the net change in population for 0 ≤ t ≤ 30.
 
 A2 A3 x 2
 
 36. Give an integral equal to each area. (b) A1 + A2 (a) A2 + A3
 
 (c) A1
 
 (d) A3
 
 37. Let f (t) be the area between y = sin2 x and y = 1 for 0 ≤ x ≤ t. Find all critical numbers, local extrema and inflection points for f (t), t ≥ 0. 38. Let g be a continuous function defined for x ≥ 0 with |g(x)| ≤ 1 for x ≥ 0. Let f (t) be the area between y = g(x) and y = 1 for 0 ≤ x ≤ t. If g has a local maximum at x = a, does f have a critical number at a? An inflection point at a? What if there is a local minimum at x = a?
 
 ............................................................ In exercises 43 and 44, the graph shows the rate of flow of water in gallons per hour into and out of a tank. Assuming that the tank starts with 400 gallons, estimate the amount of water in the tank at hours 1, 2, 3, 4 and 5 and sketch a graph of the amount of water in the tank. y
 
 43. 120
 
 In
 
 100 80 60
 
 Out
 
 40 20
 
 APPLICATIONS
 
 t
 
 39. Suppose that a country’s oil consumption for the years 1970– 1974 was approximately equal to f (t) = 16.1 + 1.4t million barrels per year, where t = 0 corresponds to 1970. Following an oil shortage in 1974, the country’s consumption changed and was better modeled by g(t) = 19.7 + 0.5t million barrels per year, t ≥ 4. Show that f (4) = g(4) and explain what this number represents. Compute the area between f (t) and g(t) for 4 ≤ t ≤ 10. Use this number to estimate the number of barrels of oil saved by the reduced oil consumption from 1974 to 1980.
 
 1
 
 2
 
 3
 
 4
 
 5
 
 y
 
 44.
 
 In
 
 120 100
 
 Out
 
 80 60 40 20
 
 t 1
 
 2
 
 3
 
 4
 
 5
 
 ............................................................
 
 y
 
 45. The graph shows the supply and demand curves for a product. The point of intersection (q ∗ , p ∗ ) gives the equilibrium quantity and equilibrium price for the product. The consumer  q∗ surplus is defined to be CS = 0 D(q) dq − p ∗ q ∗ . Shade in the area of the graph that represents the consumer surplus, 1 and compute this in the case where D(q) = 10 − 40 q and 1 1 2 S(q) = 2 + 120 q + 1200 q .
 
 y  f (t)
 
 30
 
 y  g(t)
 
 20
 
 10
 
 p t 2 (1970)
 
 4
 
 6
 
 8
 
 10 (1980)
 
 40. Suppose that a nation’s fuelwood consumption is given by 76 + 3.2t m3 /yr and new tree growth is 50 − 2.4t m3 /yr. Compute and interpret the area between the curves for 0 ≤ t ≤ 10. 41. Suppose that the birthrate for a certain population is b(t) = 2 + 0.1t million people per year and the death rate for
 
 D(q)
 
 10 7.5 5
 
 S(q)
 
 2.5 0 0
 
 25
 
 50
 
 75
 
 100
 
 q
 
 46. Repeat exercise  q∗45 for the producer surplus defined by PS = p ∗ q ∗ − 0 S(q) dq.
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 47. Let C (x) be the marginal cost of producing x thousand copies of an item and let R (x) be the marginal revenue from the sale of that item, with graphs as shown. Assume that R (x) = C (x) at x = 2 and x = 5. Interpret the area between the curves for each interval: (a) 0 ≤ x ≤ 2, (b) 2 ≤ x ≤ 5, (c) 0 ≤ x ≤ 5 and (d) 5 ≤ x ≤ 6.
 
 5-10
 
 48. A basic principle of economics is that profit is maximized when marginal cost equals marginal revenue. At which intersection is profit maximized in exercise 47? Explain your answer. In terms of profit, what does the other intersection point represent?
 
 EXPLORATORY EXERCISES
 
 y 60
 
 R'(x)
 
 1. Find the area between y = x 2 and y = mx for any constant m > 0. Without doing further √ calculations, use this area to find the area between y = x and y = mx.
 
 7
 
 2. For x > 0, let f (x) be the area between y = 1 and y = sin2 t for 0 ≤ t ≤ x. Without calculating f (x), find as many relationships as possible between the graphical features (zeros, extrema, inflection points) of y = f (x) and the graphical features of y = sin2 x.
 
 C'(x)
 
 50 40 30 20 10
 
 x 1
 
 5.2
 
 2
 
 3
 
 4
 
 5
 
 6
 
 VOLUME: SLICING, DISKS AND WASHERS As we shall see throughout this chapter, the integral is an amazingly versatile tool. In this section, we use integrals to compute the volume of a three-dimensional solid. We begin with a simple problem. When designing a building, architects must perform numerous detailed calculations. For instance, in order to analyze a building’s heating and cooling systems, engineers must calculate the volume of air being processed.
 
 FIGURE 5.12a
 
 FIGURE 5.12b
 
 There are probably only a few solids whose volume you know how to compute. For instance, the building shown in Figure 5.12a is essentially a rectangular box, whose volume is given by lwh, where l is the length, w is the width and h is the height. The right circular cylinders seen in the buildings in Figure 5.12b have volume given by πr 2 h, where h is the height and r is the radius of the circular cross section. Notice in each case that the building has a familiar cross section (a rectangle in Figure 5.12a and a circle in Figure 5.12b) that is extended vertically. We call any such solid a cylinder (any solid whose cross sections
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 HISTORICAL NOTES Archimedes (ca. 287–212 B.C.) A Greek mathematician and scientist who was among the first to derive formulas for volumes and areas. Archimedes is known for discovering the basic laws of hydrostatics (he reportedly leapt from his bathtub, shouting “Eureka!’’and ran into the streets to share his discovery) and levers (“Give me a place to stand on and I can move the earth.’’). An ingenious engineer, his catapults, grappling cranes and reflecting mirrors terrorized a massive Roman army that eventually conquered his hometown of Syracuse. Archimedes was especially proud of his proof that the volume of a sphere inscribed in a cylinder is 2/3 of the volume of the cylinder (see exercises 31–34), and requested that this be inscribed on his tombstone. Many of his techniques were very similar to those that we use in calculus today, but many of his writings were lost in the Middle Ages. The amazing story of the recent discovery of his book The Method is told in the book The Archimedes Codex, by Netz and Noel.
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 perpendicular to some axis running through the solid are all the same). There is a connection between the volume formulas for these two cylinders. The volume of a right circular cylinder is V =
 
 (πr 2 )
 
  
 
 × h ,
 
  
 
 cross-sectional area
 
 height
 
 while the volume of a box is V = (length × width) × height.  
 
 cross-sectional area
 
 In general, the volume of any cylinder is found by V = (cross-sectional area) × (height).
 
 Volumes by Slicing Even relatively simple solids, such as pyramids and domes, do not have constant crosssectional area, as seen in Figures 5.13a and 5.13b. To find the volume in such a case, we take the approach we’ve used a number of times now: first approximate the volume and then improve the approximation.
 
 FIGURE 5.13a
 
 FIGURE 5.13b
 
 Pyramid Entrance to the Louvre Museum in Paris
 
 U.S. Capitol Building
 
 More generally, for a solid that extends from x = a to x = b, we start by partitioning b−a the interval [a, b] on the x-axis into n subintervals, each of width x = . As usual, n we denote x0 = a, x1 = a + x and so on, so that xi = a + ix,
 
 for i = 0, 1, 2, . . . , n.
 
 We then slice the solid perpendicular to the x-axis at each of the (n − 1) points x1 , x2 , . . . , xn−1 . (See Figure 5.14a on the following page.) Notice that if n is large, then each slice of the solid will be thin with nearly constant cross-sectional area. Suppose that the area of the cross section corresponding to any particular value of x is given by A(x). Observe that the slice between x = xi−1 and x = xi is nearly a cylinder. (See Figure 5.14b.) So, for any point ci in the interval [xi−1 , xi ], the area of the cross sections on that interval are all approximately A(ci ). The volume Vi of the ith slice is then approximately the volume
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 i th slice of solid
 
 i th approximating cylinder
 
 x
 
 x x i 1
 
 xi
 
 x i1
 
 x
 
 xi x
 
 FIGURE 5.14a
 
 FIGURE 5.14b
 
 FIGURE 5.14c
 
 Sliced solid
 
 ith slice of solid
 
 ith approximating cylinder
 
 of the cylinder lying along the interval [xi−1 , xi ], with constant cross-sectional area A(ci ) (see Figure 5.14c), so that Vi ≈
 
 A(c )
 
  i
 
 x .
 
  
 
 cross-sectional area width
 
 Repeating this process for each of the n slices, we find that the total volume V of the solid is approximately n  V ≈ A(ci ) x. i=1
 
 Notice that as the number of slices increases, the volume approximation should improve and we get the exact volume by computing the limit n  A(ci ) x, V = lim n→∞
 
 i=1
 
 assuming the limit exists. You should recognize this limit as the definite integral 
 
 Volume of a solid with cross-sectional area A(x)
 
 V =
 
 b
 
 A(x) d x.
 
 (2.1)
 
 a
 
 REMARK 2.1 We use the same process followed here to derive many important formulas. In each case, we divide an object into n smaller pieces, approximate the quantity of interest for each of the small pieces, sum the approximations and then take a limit, ultimately recognizing that we have derived a definite integral. For this reason, it is essential that you understand the concept behind formula (2.1). Memorization will not do this for you. However, if you understand how the various pieces of this puzzle fit together, then the rest of this chapter should fall into place for you nicely.
 
 EXAMPLE 2.1
 
 Computing Volume from Cross-Sectional Areas
 
 The Pyramid Arena in Memphis has a square base of side approximately 600 feet and a height of approximately 320 feet. Find the volume of the pyramid with these measurements. Solution Since the pyramid has square horizontal cross sections, we need only find a formula for the size of the square at each height. Let x represent the height above the
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 ground. At x = 0, the cross section is a square of side 600 feet. At x = 320, the cross section can be thought of as a square of side 0 feet. If f (x) represents the side length of the square cross section at height x, we know that f (0) = 600, f (320) = 0 and f (x) must be a linear function. (Think about this; the sides of the pyramid do not curve.) The 600 − 0 15 slope of the line is m = = − and we use the y-intercept of 600 to get 0 − 320 8 15 f (x) = − x + 600. 8 The cross-sectional area is simply the square of f (x), so that from (2.1), we have 2  320  320  15 V = − x + 600 d x. A(x) d x = 8 0 0 x + 600, Observe that we can evaluate this integral by substitution, by taking u = − 15 8 d x. This gives us so that du = − 15 8 2  320   0 8 15 V = u 2 du − x + 600 d x = − 8 15 600 0  600 8 u 3 600 8 2 u du = = 38,400,000 ft3 . = 15 0 15 3 0 „ In many important applications, the cross-sectional area is not known exactly, but must be approximated using measurements. In such cases, we can approximate the volume using numerical integration.
 
 EXAMPLE 2.2
 
 Estimating Volume from Cross-Sectional Data
 
 In medical imaging, such as CT (computerized tomography) and MRI (magnetic resonance imaging) processes, numerous measurements are taken and processed by a computer to construct a three-dimensional image of the tissue the physician wishes to study. The process is similar to the slicing process we have used to find the volume of a solid. In this case, however, mathematical representations of various slices of the tissue are combined to produce a three-dimensional image that physicians view to determine the health of the tissue. Suppose that an MRI scan indicates that the cross-sectional areas of adjacent slices of a tumor are given by the values in the table. x (cm) A(x) (cm2 )
 
 0 0.0
 
 0.1 0.1
 
 0.2 0.4
 
 0.3 0.3
 
 0.4 0.6
 
 0.5 0.9
 
 0.6 1.2
 
 0.7 0.8
 
 0.8 0.6
 
 0.9 0.2
 
 1.0 0.1
 
 Estimate the volume of the tumor. Solution To find the volume of the tumor, we would compute [following (2.1)]  1 V = A(x) d x, 0
 
 except that we only know A(x) at a finite number of points. Although we can’t compute this exactly, we can use Simpson’s Rule with x = 0.1 to estimate the value of this integral:  1 A(x) d x V = 0
 
 b−a ≈ 3n
 
 
 
 A(0) + 4A(0.1) + 2A(0.2) + 4A(0.3) + 2A(0.4) + 4A(0.5) + 2A(0.6) + 4A(0.7) + 2A(0.8) + 4A(0.9) + A(1)
 
 
 
 0.1 (0 + 0.4 + 0.8 + 1.2 + 1.2 + 3.6 + 2.4 + 3.2 + 1.2 + 0.8 + 0.1) 3 ≈ 0.49667 cm3 . „ =
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 We now turn to the problem of finding the volume of the dome in Figure 5.13b. Since the horizontal cross sections are circles, we need only to determine the radius of each circle. y
 
 EXAMPLE 2.3
 
 90
 
 Computing the Volume of a Dome
 
 2 2 Suppose that a dome has circular cross sections, with outline y = − 45 x + 90, for −45 ≤ x ≤ 45. (In units of feet, this gives dimensions similar to the Capitol dome in Figure 5.13b. A graph is shown in Figure 5.15.) Find the volume of the dome.
 
 Solution As seen in Figure 5.15, the circular cross sections occur ateach value of y,
 
 x
 
 45
 
 45
 
 FIGURE 5.15 2 2 y = − 45 x + 90.
 
 (90 − y). The with 0 ≤ y ≤ 90. For a given y, the radius extends from x = 0 to x = 45 2  radius for this value of y is given by r (y) = 45 (90 − y), so that the cross-sectional 2 areas are given by  2 45 A(y) = π (90 − y) , 2 for 0 ≤ y ≤ 90. The volume is then given by 2   90  90   90  45 45 V = A(y) dy = π π 2025 − (90 − y) dy = y dy 2 2 0 0 0 90  45 2 = 91,125π ≈ 286,278 ft3 . y = π 2025y − „ 4 0 Observe that an alternative way of stating the problem in example  2.3 is to say: Find
 
 (90 − y) and the the volume formed by revolving the region bounded by the curve x = 45 2 y-axis, for 0 ≤ y ≤ 90, about the y-axis. Example 2.3 can be generalized to the method of disks used to compute the volume of a solid formed by revolving a two-dimensional region about a vertical or horizontal line. We consider this general method next.
 
 The Method of Disks Suppose that f (x) ≥ 0 and f is continuous on the interval [a, b]. Take the region bounded by the curve y = f (x) and the x-axis, for a ≤ x ≤ b, and revolve it about the x-axis, generating a solid. (See Figures 5.16a and 5.16b.) We can find the volume of this solid by slicing it perpendicular to the x-axis and recognizing that each cross section is a circular disk of radius r = f (x). (See Figure 5.16b.) From (2.1), we then have that the volume of the solid is 
 
 Volume of a solid of revolution (Method of disks)
 
 V =
 
 a
 
 b
 
 π [ f (x)]2 d x.
 
  
 
 (2.2)
 
 cross-sectional area = πr 2
 
 y y  f (x)
 
 y
 
 y  f (x) a
 
 a
 
 b
 
 b
 
 x
 
 x
 
 FIGURE 5.16a
 
 FIGURE 5.16b
 
 y = f (x) ≥ 0
 
 Solid of revolution
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 Since the cross sections of such a solid of revolution are all disks, we refer to this method of finding volume as the method of disks.
 
 EXAMPLE 2.4
 
 Using the Method of Disks to Compute Volume
 
 √ Revolve the region under the curve y = x on the interval [0, 4] about the x-axis and find the volume of the resulting solid of revolution.
 
 Solution It’s critical to draw a picture of the region and the solid of revolution, so that you get a clear idea of the radii of the circular cross sections. You can see√from Figures 5.17a and 5.17b that the radius of each cross section is given by r = x. From (2.2), we then get the volume:  4  4 √ 2 x 2 4 π x dx = π x d x = π = 8π. V = 2
 
  0
 
 0
 
 0
 
 cross-sectional area = πr 2
 
 y r  x y x
 
 2 1
 
 r  x x 1
 
 2
 
 3
 
 4
 
 FIGURE√5.17a y=
 
 FIGURE 5.17b
 
 x
 
 Solid of revolution „
 
 In a similar way, suppose that g(y) ≥ 0 and g is continuous on the interval [c, d]. Then, revolving the region bounded by the curve x = g(y) and the y-axis, for c ≤ y ≤ d, about the y-axis generates a solid. (See Figures 5.18a and 5.18b.) Once again, notice from Figure 5.18b that the cross sections of the resulting solid of revolution are circular disks of radius r = g(y). All that has changed here is that we have interchanged the roles of the variables x and y. The volume of the solid is then given by  V =
 
 Volume of a solid of revolution (Method of disks)
 
 d c
 
 π [g(y)]2 dy.
 
  
 
 cross-sectional area = πr
 
 (2.3)
 
 2
 
 y
 
 y
 
 d
 
 d x  g(y)
 
 x  g(y)
 
 x
 
 x c
 
 c
 
 FIGURE 5.18a
 
 FIGURE 5.18b
 
 Revolve about the y-axis
 
 Solid of revolution
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 REMARK 2.2 When using the method of disks, the variable of integration depends solely on the axis about which you revolve the two-dimensional region: revolving about the x-axis requires integration with respect to x, while revolving about the y-axis requires integration with respect to y. This is easily determined by looking at a sketch of the solid. Don’t make the mistake of simply looking for what you can plug in where. This is a recipe for disaster, for the rest of this chapter will require you to make similar choices, each based on distinctive requirements of the problem at hand.
 
 EXAMPLE 2.5
 
 Using the Method of Disks with y as the Independent Variable
 
 Find the volume of the solid resulting from√revolving the region bounded by the curves y = 4 − x 2 and y = 1 from x = 0 to x = 3 about the y-axis. Solution You will find a graph of the curve in Figure 5.19a and of the solid in Figure 5.19b. y y y  4  x2 4
 
 2 x  4  y 1
 
 √3
 
 1
 
 x
 
 x
 
 2
 
 FIGURE 5.19a
 
 FIGURE 5.19b
 
 y = 4 − x2
 
 Solid of revolution
 
 Notice from Figures 5.19a and 5.19b that the radius of any of the circular cross √ sections is given by x. So, we must solve the equation y = 4 − x 2 for x, to get x = 4 − y. Since the surface extends from y = 1 to y = 4, the volume is given by (2.3) to be  4  4   2 π 4 − y dy = π (4 − y) dy V =  
 
 1 
 
 1 
 
 πr 2
 
 y2 = π 4y − 2
 
 4 1
 
 
 
 
 
 1 = π (16 − 8) − 4 − 2
 
  =
 
 9π . 2 „
 
 The Method of Washers One complication that occurs in computing volumes is that the solid may have a cavity or “hole” in it. Another occurs when a region is revolved about a line other than the x-axis or the y-axis. Neither case will present you with any significant difficulties, if you look carefully at the figures. We illustrate these ideas in examples 2.6 and 2.7.
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 Computing Volumes of Solids with and Without Cavities
 
 Let R be the region bounded by the graphs of y = 14 x 2 , x = 0 and y = 1. Compute the volume of the solid formed by revolving R about (a) the y-axis, (b) the x-axis and (c) the line y = 2. Solution (a) The region R is shown in Figure 5.20a and the solid formed by revolving it about the y-axis is shown in Figure 5.20b. Notice that this part of the problem is similar to example 2.5. y y
 
 1 R x  4y x  4y
 
 x
 
 x 2
 
 y
 
 FIGURE√5.20a x=
 
 1 Outer radius: y1
 
 Inner radius: x2 y 4
 
 R
 
 FIGURE 5.20b
 
 4y
 
 Solid of revolution
 
 From (2.3), the volume is given by 
 
 1
 
 V = 0
 
 x
 
  2 4 2 1 π 4y dy = π y = 2π. 2 0
 
  πr 2
 
 2
 
 (b) Revolving the region R about the x-axis produces a cavity in the middle of the solid. See Figure 5.21a for a graph of the region R and Figure 5.21b for a sketch of the solid. Our strategy is to compute the volume of the outside of the object (as if it were solid) and then subtract the volume of the cavity. Before diving into a computation, be sure to visualize the geometry behind this. Here, the outside surface of the solid is formed by revolving the line y = 1 about the x-axis. The cavity is formed by revolving the curve y = 14 x 2 about the x-axis. Look carefully at Figures 5.21a and 5.21b and make certain that you see this. The outer radius, r O , is the distance from the x-axis to the line y = 1, or r O = 1. The inner radius, r I , is the distance from the x-axis to the curve y = 14 x 2 , or r I = 14 x 2 . Applying (2.2) twice, we see that the volume is given by
 
 FIGURE 5.21a y
 
 1 y = x2 4
 
 1
 
  x 2
 
 
 
 2
 
 V =
 
 π (1)2 d x −
 
  
 
 0
 
 π (outer radius)2
 
  =π 0
 
 1 Washer-shaped cross sections
 
 FIGURE 5.21b Solid with cavity
 
 2
 
  1−
 
 2 0
 
  π 
 
  1 2 2 x dx 4  
 
 π (inner radius)2
 
  2    x 1 8 32 d x = π x − x 5 = π 2 − = π. 16 80 80 5 0 4
 
 (c) Revolving the region R about the line y = 2 produces a washer-like solid with a cylindrical hole in the middle. The region R is shown in Figure 5.22a and the solid is shown in Figure 5.22b (on the following page). The volume is computed in the same way as in part (b), by subtracting the volume of the cavity from the volume of the outside solid. From Figures 5.22a and 5.22b, notice
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 y
 
 y y2
 
 2
 
 2
 
 y2
 
 Inner radius: y211 1
 
 1 Outer radius:
 
 R
 
 2y2
 
 x2 4 x
 
 x 2
 
 2
 
 FIGURE 5.22a
 
 FIGURE 5.22b
 
 Revolve about y = 2
 
 Solid of revolution
 
 that the radius of the outer surface is the distance from the line y = 2 to the curve y = 14 x 2 or r O = 2 − 14 x 2 . The radius of the inner hole is the distance from the line y = 2 to the line y = 1 or r I = 2 − 1 = 1. From (2.2), the volume is given by 
 
   2 1 2 2 π 2− x dx − π (2 − 1)2 d x  4 0 
 
  
 
 π (inner radius)2 
 
 2
 
 V = 0
 
 π (outer radius)2
 
  =π
 
 2
 
 
 
 x4 4−x + 16 2
 
 0
 
 
 
 
 
 
 
 1 1 − 1 d x = π 3x − x 3 + x 5 3 80
 
 2 0
 
   56 8 32 = π. = π 6− + 3 80 15 „ In parts (b) and (c) of example 2.6, the volume was computed by subtracting an inner volume from an outer volume in order to compensate for a cavity inside the solid. This technique is a slight generalization of the method of disks and is referred to as the method of washers, since the cross sections of the solids look like washers.
 
 EXAMPLE 2.7
 
 Revolving a Region About Different Lines
 
 Let R be the region bounded by y = 4 − x 2 and y = 0. Find the volume of the solids obtained by revolving R about each of the following: (a) the y-axis, (b) the line y = −3, (c) the line y = 7 and (d) the line x = 3. Solution For part (a), we draw the region R in Figure 5.23a and the solid of revolution in Figure 5.23b. From Figure 5.23b, notice that each cross section √ of the solid is a circular disk, whose radius is simply x. Solving for x, we get x = 4 − y, where we have selected x
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 y
 
 y
 
 4
 
 4 Radius  x  4  y
 
 R
 
 x
 
 2 y
 
 FIGURE 5.23a
 
 FIGURE 5.23b Solid of revolution
 
 V =
 
 2
 
 0
 
 rI 3
 
 2
 
 Revolve about y-axis
 
 
 
 x rO
 
 x
 
 2
 
 to be positive, since in this context, x represents a distance. From (2.3), the volume of the solid of revolution is given by
 
 R
 
 2
 
 2
 
 4
 
  4  4  2 y2 π 4 − y dy = π (4 − y) dy = π 4y − = 8π. 2 0 0 
 
  
 
 π (radius)2
 
 For part (b), we have sketched the region R in Figure 5.24a and the solid of revolution in Figure 5.24b. Notice from Figure 5.24b that the cross sections of the solid are shaped like washers and the outer radius r O is the distance from the curve y = 4 − x 2 to the axis of revolution y = −3. That is,
 
 y  3
 
 FIGURE 5.24a Revolve about y = −3
 
 r O = y − (−3) = (4 − x 2 ) − (−3) = 7 − x 2 ,
 
 y
 
 while the inner radius is the distance from the x-axis to the line y = −3. That is, r I = 0 − (−3) = 3.
 
 x
 
 From (2.2), the volume is  2  2 1472 2 2 V = π (7 − x ) d x − π (3)2 d x = π, 
 
  
 
  
 
 15 −2 −2 π (outer radius)2
 
 y  3
 
 π (inner radius)2
 
 where we have left the details of the computation as an exercise. Part (c) (revolving about the line y = 7) is very similar to part (b). You can see the region R in Figure 5.25a and the solid in Figure 5.25b (on the following page). The cross sections of the solid are again shaped like washers, but this time, the outer radius is the distance from the line y = 7 to the x-axis; that is, r O = 7. The inner radius is the distance from the line y = 7 to the curve y = 4 − x 2 , r I = 7 − (4 − x 2 ) = 3 + x 2 .
 
 FIGURE 5.24b Solid of revolution
 
 From (2.2), the volume of the solid is then  2  2 576 2 V = π, π (7) d x − π (3 + x 2 )2 d x = 
 
  
 
  
 
 5 −2 −2 π (outer radius)2
 
 π (inner radius)2
 
 where we again leave the details of the calculation as an exercise. Finally, for part (d) (revolving about the line x = 3), we show the region R in Figure 5.26a and the solid of revolution in Figure 5.26b (on the following page). In this case, the cross sections of the solid are washers, but the inner and outer radii are a bit
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 y y7
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 rI rO
 
 R x
 
 2
 
 x
 
 2
 
 2
 
 2
 
 FIGURE 5.25a
 
 FIGURE 5.25b
 
 Revolve about y = 7
 
 Solid of revolution
 
 y
 
 x3
 
 4
 
 y 4 x3
 
 R
 
 rI
 
 rO 2 2
 
 x 2
 
 3
 
 4
 
 8
 
 x 2
 
 3
 
 FIGURE 5.26a
 
 FIGURE 5.26b
 
 Revolve about x = 3
 
 Solid of revolution
 
 trickier to determine than in the previous parts. The outer radius is the distance between the line x = 3 and the left half of the parabola, while the inner radius is the distance between the line x = 3 andthe right half of the parabola.  The parabola is given by y = 4 − x 2 , so that x = ± 4 − y. Notice that x = 4 − y corresponds to the right  half of the parabola, while x = − 4 − y describes the left half of the parabola. This gives us     rO = 3 − − 4 − y = 3 + 4 − y
 
 and
 
 rI = 3 −
 
 
 
 4 − y.
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 Consequently, we get the volume  4   4  2 2   π 3 + 4 − y dy − π 3 − 4 − y dy = 64π, V = 0 
 
 0 
 
  
 
  
 
 π (outer radius)2
 
 π (inner radius)2
 
 where we leave the details of this rather messy calculation to you. In section 5.3, we present an alternative method for finding the volume of a solid of revolution that, for the present problem, will produce much simpler integrals. „
 
 REMARK 2.3 You will be most successful in finding volumes of solids of revolution if you draw reasonable figures and label them carefully. Don’t simply look for what to plug in where. You only need to keep in mind how to find the area of a cross section of the solid. Integration does the rest.
 
 EXERCISES 5.2 WRITING EXERCISES 1. Discuss the relationships (e.g., perpendicular or parallel) to the x-axis and y-axis of the disks in examples 2.4 and 2.5. Explain how this relationship enables you to correctly determine the variable of integration. 2. The methods of disks and washers were developed separately in the text, but each is a special case of the general volume formula. Discuss the advantages of learning separate formulas versus deriving each example separately from the general formula. For example, would you prefer to learn the extra formulas or have to work each problem from basic principles? How many formulas is too many to learn? 3. To find the area of a triangle of the form  in section 5.1, explain why you would use y-integration. In this section, would it be easier to compute the volume of the solid formed by revolving this triangle about the x-axis or y-axis? Explain your preference. 4. In part√ (a) of example √ 2.7, Figure 5.23a √ extends from x = − 4 − y to x = 4 − y, but we used 4 − y as √ the radius. Explain why this is the correct radius and not 2 4 − y. In exercises 1–4, find the volume of the solid with cross-sectional area A(x). 1. A(x) = x + 2, −1 ≤ x ≤ 3 2. A(x) = 10 + 6x 2 , 0 ≤ x ≤ 10 3. A(x) = π (4 − x)2 , 0 ≤ x ≤ 2 4. A(x) = 2(x + 1)2 , 1 ≤ x ≤ 4
 
 ............................................................ In exercises 5–12, set up an integral and compute the volume. 5. (a) The great pyramid at Gizeh is 500 feet high, rising from a square base of side 750 feet. Compute its volume using integration.
 
 500 feet
 
 750 feet
 
 (b) Suppose that instead of completing a pyramid, the builders at Gizeh had stopped at height 250 feet (with a square plateau top of side 375 feet). Compute the volume of this structure. Explain why the volume is greater than half the volume of the pyramid in part (a). 6. Find the volume of a pyramid of height 160 feet that has a square base of side 300 feet. These dimensions are half those of the pyramid in example 2.1. How does the volume compare? 7. A church steeple is 30 feet tall with square cross sections. The square at the base has side 3 feet, the square at the top has side 6 inches and the side varies linearly in between. Compute the volume. 8. A house attic has rectangular cross sections parallel to the ground and triangular cross sections perpendicular to the ground. The rectangle is 30 feet by 60 feet at the bottom of the attic and the triangles have base 30 feet and height 10 feet. Compute the volume of the attic. 2
 
 9. The outline of a dome is given by y = 60 − x60 for −60 ≤ x ≤ 60 (units of feet), with circular cross-sections perpendicular to the y-axis. Find its volume. (Hint: To mimic example 2.3, turn the graph sideways, or treat it like example 2.5.)
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 10. A dome “twice as big” as that of exercise 9 has outline x2 for −120 ≤ x ≤ 120 (units of feet). Find its y = 120 − 120 volume. 11. A pottery jar has circular cross sections of radius 4 + sin x2 inches for 0 ≤ x ≤ 2π. Sketch a picture of the jar and compute its volume. 12. A pottery jar has circular cross sections of radius 4 − sin x2 inches for 0 ≤ x ≤ 2π. Sketch a picture of the jar and compute its volume.
 
 ............................................................ 13. Suppose an MRI scan indicates that cross-sectional areas of adjacent slices of a tumor are as given in the table. Use Simpson’s Rule to estimate the volume. x (cm) A(x) (cm2 )
 
 0.0 0.0
 
 0.1 0.1
 
 0.2 0.2
 
 0.3 0.4
 
 0.4 0.6
 
 x (cm) A(x) (cm2 )
 
 0.6 0.3
 
 0.7 0.2
 
 0.8 0.2
 
 0.9 0.1
 
 1.0 0.0
 
 0.5 0.4
 
 0.0 0.0
 
 0.2 0.2
 
 0.4 0.3
 
 0.6 0.2
 
 0.8 0.4
 
 1.0 0.2
 
 0.0 1.0
 
 0.5 1.2
 
 1.0 1.4
 
 1.5 1.3
 
 2.0 1.2
 
 16. Estimate the volume from the cross-sectional areas. x (m) A(x) (m2 )
 
 0.0 2.0
 
 0.1 1.8
 
 0.2 1.7
 
 0.3 1.6
 
 x (m) A(x) (m2 )
 
 0.5 2.0
 
 0.6 2.1
 
 0.7 2.2
 
 0.8 2.4
 
 23. Region bounded by y = (a) the x-axis; (b) y = 3
 
 
 
 x , x 2 +2
 
 the x-axis and x = 1 about
 
 24. Region bounded by y = cos x and y = x 2 about (a) the x-axis; (b) y = −1
 
 ............................................................ 25. Let R be the region bounded by y = 4 − 2x, the x-axis and the y-axis. Compute the volume of the solid formed by revolving R about the given line. (a) the y-axis (b) the x-axis (c) y = 4 (d) y = −4 (e) x = 2 (f) x = −2 y
 
 R
 
 1.2 0.0
 
 15. Estimate the volume from the cross-sectional areas. x (ft) A(x) (ft2 )
 
 5-22
 
 4
 
 14. Suppose an MRI scan indicates that cross-sectional areas of adjacent slices of a tumor are as given in the table. Use Simpson’s Rule to estimate the volume. x (cm) A(x) (cm2 )
 
 LT (Late Transcendental)
 
 20:15
 
 0.4 1.8
 
 x 2
 
 26. Let R be the region bounded by y = x 2 and y = 4. Compute the volume of the solid formed by revolving R about the given line. (a) y = 4 (b) the y-axis (c) y = 6 (d) y = −2 (e) x = 2 (f ) x = −4 y 4
 
 ............................................................
 
 3
 
 In exercises 17–20, compute the volume of the solid formed by revolving the given region about the given line.
 
 2
 
 17. Region bounded by y = 2 − x, y = 0 and x = 0 about (a) the x-axis; (b) y = 3 18. Region bounded by y = x 2 , y = 4 − x 2 about (a) the x-axis; (b) y = 4 √ 19. Region bounded by y = x, y = 2 and x = 0 about (a) the y-axis; (b) x = 4 20. Region bounded by y = x 2 and x = y 2 about (a) the y-axis; (b) x = 1
 
 ............................................................
 
 In exercises 21–24, a solid is formed by revolving the given region about the given line. Compute the volume exactly if possible and estimate if necessary. √ 21. Region bounded by y = x + 4, x = 0, x = 2 and y = 0 about (a) the y-axis; (b) y = −2 22. Region bounded by y = sec x, y = 0, x = −π/4 and x = π/4 about (a) y = 1; (b) the x-axis
 
 R
 
 1 3 2 1
 
 x 1
 
 2
 
 3
 
 27. Let R be the region bounded by y = x 2 , y = 0 and x = 1. Compute the volume of the solid formed by revolving R about the given line. (a) the y-axis (b) the x-axis (c) x = 1 (d) y = 1 (e) x = −1 (f ) y = −1 28. Let R be the region bounded by y = x, y = −x and x = 1. Compute the volume of the solid formed by revolving R about the given line. (a) the x-axis (b) the y-axis (c) y = 1 (d) y = −1 29. Let R be the region bounded by y = ax 2 , y = h and the y-axis (where a and h are positive constants). Compute the volume of the solid formed by revolving this region about the y-axis.
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 Show that your answer √ equals half the volume of a cylinder of height h and radius h/a. Sketch a picture to illustrate this.
 
 sections, (b) semicircular cross sections and (c) equilateral triangle cross sections perpendicular to the x-axis.
 
 30. Use the result of exercise 29 to immediately write down the volume of the solid √ formed by revolving the region bounded by y = ax 2 , x = h/a and the x-axis about the y-axis.
 
 43. Use the given table of values to estimate the volume of the solid formed by revolving y = f (x), 0 ≤ x ≤ 3, about the x-axis.
 
 31. Suppose that the square consisting of all points (x, y) with −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1 is revolved about the y-axis. Show that the volume of the resulting solid is 2π. 32. Suppose that the circle x 2 + y 2 = 1 is revolved about the y-axis. Show that the volume of the resulting solid is 43 π. 33. Suppose that the triangle with vertices (−1, −1), (0, 1) and (1, −1) is revolved about the y-axis. Show that the volume of the resulting solid is 23 π. 34. Sketch the square, circle and triangle of exercises 31–33 on the same axes. Show that the relative volumes of the revolved regions (cylinder, sphere and cone, respectively) are 3:2:1. 35. Verify the formula for the volume of a sphere by revolving the circle x 2 + y 2 = r 2 about the y-axis.
 
 x
 
 0
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 2.5
 
 3.0
 
 f (x)
 
 2.0
 
 1.2
 
 0.9
 
 0.4
 
 1.0
 
 1.4
 
 1.6
 
 44. Use the given table of values to estimate the volume of the solid formed by revolving y = f (x), 0 ≤ x ≤ 2, about the x-axis. x
 
 0
 
 0.25
 
 0.50
 
 0.75
 
 1.0
 
 1.25
 
 1.50
 
 1.75
 
 2.0
 
 f (x)
 
 4.0
 
 3.6
 
 3.4
 
 3.2
 
 3.5
 
 3.8
 
 4.2
 
 4.6
 
 5.0
 
 45. Water is poured at a constant rate into the vase with outline as shown and circular cross sections. Sketch a graph showing the height of the water in the vase as a function of time. y
 
 36. Verify the formula for the volume of a cone by revolving the line segment y = − hr x + h, 0 ≤ x ≤ r , about the y-axis.
 
 5
 
 37. Let A be a right circular cylinder with radius 3 and height 5. Let B be the tilted circular cylinder with radius 3 and height 5. Determine whether A and B enclose the same volume.
 
 3
 
 3
 
 3
 
 5
 
 1 2
 
 x 2
 
 4
 
 46. Sketch a graph of the rate of flow versus time if you poured water into the vase of exercise 45 in such a way that the height of the water in the vase increased at a constant rate.
 
 38. Determine whether the two indicated parallelograms have the same area. (Exercises 37 and 38 illustrate Cavalieri’s Theorem.)
 
 1
 
 2
 
 4
 
 5
 
 2
 
 4
 
 2
 
 47. Find the volume of the intersection of two spheres, one formed by revolving x 2 + y 2 = 1 about the y-axis, the other formed by revolving (x − 1)2 + y 2 = 1 about x = 1. 48. Let S be the sphere formed by revolving x 2 + y 2 = 4 about the y-axis, and C the cylinder formed by revolving x = 1, −4 ≤ y ≤ 4, about the y-axis. Find the volume of the intersection of S and C.
 
 2 5
 
 39. The base of a solid V is the circle x 2 + y 2 = 1. Find the volume if V has (a) square cross sections and (b) semicircular cross sections perpendicular to the x-axis. 40. The base of a solid V is the triangle with vertices (−1, 0), (0, 1) and (1, 0). Find the volume if V has (a) square cross sections and (b) semicircular cross sections perpendicular to the x-axis. 41. The base of a solid V is the region bounded by y = x 2 and y = 2 − x 2 . Find the volume if V has (a) square cross sections, (b) semicircular cross sections and (c) equilateral triangle cross sections perpendicular to the x-axis. √ 42. The base of a solid V is the region bounded by y = x − 1, x = 2 and y = 0. Find the volume if V has (a) square cross
 
 EXPLORATORY EXERCISES 1. Generalize the result of exercise 34 to any rectangle. That is, sketch the rectangle with −a ≤ x ≤ a and −b ≤ y ≤ b, the x2 y2 ellipse 2 + 2 = 1 and the triangle with vertices (−a, −b), a b (0, b) and (a, −b). Show that the relative volumes of the solid formed by revolving these regions about the y-axis are 3:2:1. 2. Take the circle (x − 2)2 + y 2 = 1 and revolve it about the y-axis. The resulting donut-shaped solid is called a torus. Compute its volume. Show that the volume equals the area of the circle times the distance travelled by the center of the circle. This is an example of Pappus’ Theorem, dating from the fourth century B.C. Verify that the result also holds for the triangle in exercise 25, parts (c) and (d).
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 VOLUMES BY CYLINDRICAL SHELLS In this section, we present an alternative to the method of washers discussed in section 5.2. Let R denote the region bounded by the graph of y = f (x) and the x-axis on the interval [a, b], where 0 < a < b and f (x) ≥ 0 on [a, b]. (See Figure 5.27a.) If we revolve this region about the y-axis, we get the solid shown in Figure 5.27b. Finding the volume of this solid by the method of washers is awkward, since we would need to break up the region into several pieces. y y
 
 y  f (x)
 
 R a a
 
 y
 
 y  f (x)
 
 a
 
 ci
 
 x i 1
 
 b
 
 b
 
 b
 
 x
 
 x
 
 FIGURE 5.27a
 
 FIGURE 5.27b
 
 Revolve about y-axis
 
 Solid of revolution
 
 Alternatively, we partition the interval [a, b] into n subintervals of equal width b−a x = . On each subinterval [xi−1 , xi ], pick a point ci and construct the rectangle n of height f (ci ) as indicated in Figure 5.28. Revolving this rectangle about the y-axis forms a thin cylindrical shell (i.e., a hollow cylinder, like a pipe), as in Figure 5.29a. To find the volume of this thin cylindrical shell, imagine cutting the cylinder from top to bottom and then flattening out the shell. After doing this, you should have essentially a thin rectangular sheet, as seen in Figure 5.29b.
 
 x
 
 xi
 
 FIGURE 5.28 ith rectangle
 
 Thickness
 
 y
 
 Height
 
 a
 
 b
 
 x
 
 Circumference of cylindrical shell
 
 FIGURE 5.29a
 
 FIGURE 5.29b
 
 Cylindrical shell
 
 Flattened cylindrical shell
 
 Notice that the length of such a thin sheet corresponds to the circumference of the cylindrical shell, which is 2π · radius ≈ 2π ci . So, the volume Vi of the ith cylindrical shell is approximately Vi ≈ length × width × height = (2π × radius) × thickness × height ≈ (2π ci ) x f (ci ).
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 The total volume V of the solid can then be approximated by the sum of the volumes of the n cylindrical shells: V ≈
 
 n  i=1
 
 2π ci f (ci ) x .
 
    radius height thickness
 
 As we have done many times now, we can get the exact volume of the solid by taking the limit as n → ∞ and recognizing the resulting definite integral. We have
 
 V = lim
 
 Volume of a solid of revolution (cylindrical shells)
 
 n 
 
 n→∞
 
  2π ci f (ci ) x =
 
 a
 
 i=1
 
 b
 
 2π  x f (x)  dx .
 
  
 
 (3.1)
 
 radius height thickness
 
 For obvious reasons, we call this the method of cylindrical shells.
 
 REMARK 3.1 Do not rely on simply memorizing formula (3.1). You must strive to understand the meaning of the components. It’s simple to do if you just think of how they correspond to the volume of a cylindrical shell: 2π (radius) (height) (thickness). If you think of volumes in this way, you will have no difficulty with the method of cylindrical shells.
 
 EXAMPLE 3.1
 
 Using the Method of Cylindrical Shells
 
 Use the method of cylindrical shells to find the volume of the solid formed by revolving the region bounded by the graphs of y = x and y = x 2 in the first quadrant about the y-axis. Solution From Figure 5.30a, notice that the region has an upper boundary of y = x and a lower boundary of y = x 2 and runs from x = 0 to x = 1. Here, we have drawn a sample rectangle that generates a cylindrical shell. The resulting solid of revolution can be seen in Figure 5.30b. We can write down an integral for the volume by analyzing the various components of the solid in Figures 5.30a and 5.30b. From (3.1), we have  1 2π  x (x − x 2 )  dx V =
 
  0  = 2π 0
 
 radius
 
 1
 
 height
 
 thickness
 
 
 
 (x 2 − x 3 ) d x = 2π
 
 x3 x4 − 3 4
 
  1 = π. 6 0
 
 y y
 
 Radius  x
 
 Height  x  x 2
 
 x
 
 x
 
 1
 
 1
 
 FIGURE 5.30a
 
 FIGURE 5.30b
 
 Sample rectangle generating a cylindrical shell
 
 Solid of revolution
 
 „
 
 We can now generalize this method to solve the problem in example 2.7 part (d) in a much simpler fashion.
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 EXAMPLE 3.2
 
 5-26
 
 A Volume Where Shells Are Simpler Than Washers
 
 Find the volume of the solid formed by revolving the region bounded by the graph of y = 4 − x 2 and the x-axis about the line x = 3. Solution Look carefully at Figure 5.31a, where we have drawn a sample rectangle that generates a cylindrical shell, and at the solid shown in Figure 5.31b. Notice that the radius of a cylindrical shell is the distance from the line x = 3 to the shell: r = 3 − x. This gives us the volume  V =
 
 2
 
 2π (3 − x) (4 − x 2 )  dx
 
   −2 
 
 = 2π
 
 radius
 
 2
 
 −2
 
 height
 
 thickness
 
 (x 3 − 3x 2 − 4x + 12) d x = 64π,
 
 where the routine details of the calculation of the integral are left to the reader. y y
 
 x3
 
 x3 4 Radius  3  x
 
 4
 
 Height  4  x 2 2
 
 x 2
 
 3
 
 4
 
 8
 
 x
 
 2
 
 2
 
 FIGURE 5.31a
 
 FIGURE 5.31b
 
 Typical rectangle generating a cylindrical shell
 
 Solid of revolution
 
 „
 
 Your first step in a volume calculation should be to analyze the geometry of the solid to decide whether it’s easier to integrate with respect to x or y. Note that for a given solid, the variable of integration in the method of cylindrical shells is exactly opposite that of the method of washers. So, your choice of integration variable will determine which method you use.
 
 EXAMPLE 3.3
 
 Computing Volumes Using Shells and Washers
 
 Let R be the region bounded by the graphs of y = x, y = 2 − x and y = 0. Compute the volume of the solid formed by revolving R about the lines (a) y = 2, (b) y = −1 and (c) x = 3. Solution The region R is shown in Figure 5.32a. The geometry of the region suggests that we should consider y as the variable of integration. Look carefully at the differences among the following three volumes. (a) Revolving R about the line y = 2, observe that the radius of a cylindrical shell is the distance from the line y = 2 to the shell: r = 2 − y, for 0 ≤ y ≤ 1. (See Figure 5.32b.)
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 The height is the difference in the x-values on the two curves: solving for x, we have x = y and x = 2 − y. Following (3.1), we get the volume  1 10 2π (2 − y) [(2 − y) − y] dy = π, V = 
 
 
 
   
 
  
 
 3 0
 
 y
 
 radius
 
 yx 2
 
 1 y2x
 
 R
 
 x 1
 
 height
 
 thickness
 
 where we leave the routine details of the calculation to you. (b) Revolving R about the line y = −1, notice that the height of the cylindrical shells is the same as in part (a), but the radius r is the distance from the line y = −1 to the shell: r = y − (−1) = y + 1. (See Figure 5.32c.) This gives us the volume  1 8 2π [y − (−1)] [(2 − y) − y] dy = π. V =  
 
  
 
 
 
  3 0 radius
 
 height
 
 thickness
 
 2
 
 FIGURE 5.32a
 
 y
 
 y = x and y = 2 − x
 
 y
 
 2
 
 y
 
 rO  3  y rI  3  (2  y)
 
 xy y2
 
 2
 
 1
 
 2 rO
 
 Radius  2  y
 
 x
 
 1
 
 1 x2y x 1
 
 2
 
 FIGURE 5.32b Revolve about y = 2
 
 x3
 
 2
 
 1 rI
 
 y  1
 
 1
 
 x 1
 
 Radius  y  (1)
 
 2
 
 3
 
 FIGURE 5.32c
 
 FIGURE 5.32d
 
 Revolve about y = −1
 
 Revolve about x = 3
 
 (c) Finally, revolving R about the line x = 3, notice that to find the volume using cylindrical shells, we would need to break the calculation into two pieces, since the height of the cylindrical shells would be different for x ∈ [0, 1] than for x ∈ [1, 2]. (Think about this some.) On the other hand, this is done easily by the method of washers. Observe that the outer radius is the distance from the line x = 3 to the line x = y: r O = 3 − y, while the inner radius is the distance from the line x = 3 to the line x = 2 − y: r I = 3 − (2 − y). (See Figure 5.32d.) This gives us the volume ⎫ ⎧ ⎪  1 ⎪ ⎬ ⎨ 2 2 π (3 − y) − [3 − (2 − y)] dy = 4π. V =  
 
 ⎪ ⎪ 0 ⎭ ⎩  2 
 
 2 outer radius
 
 inner radius
 
 „
 
 Once again, you should note the importance of sketching and carefully labeling the region. Doing so will make it much easier to correctly set up the integral. Finally, do whatever it takes to evaluate the integral. If you don’t know how to evaluate it, you can try your CAS or approximate it numerically (e.g., by Simpson’s Rule).
 
 EXAMPLE 3.4
 
 Approximating Volumes Using Shells and Washers
 
 Let R be the region bounded by the graphs of y = cos x and y = x 2 . Compute the volume of the solid formed by revolving R about the lines (a) x = 2 and (b) y = 2. Solution First, we sketch the region R. (See Figure 5.33a on the following page.) Since the top and bottom of R are each defined by a curve of the form y = f (x), we will want to integrate with respect to x. We next look for the points of intersection of the two
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 curves, by solving the equation cos x = x 2 . Since we can’t solve this exactly, we must use an approximate method (e.g., Newton’s method) to obtain the approximate intersections at x = ±0.824132. y
 
 y
 
 2
 
 y  x2
 
 y  x2
 
 x2
 
 2 Radius  2  x 1
 
 1 R
 
 2
 
 y  cos x x
 
 1
 
 1
 
 R
 
 y  cos x 2
 
 2
 
 x
 
 1
 
 1
 
 FIGURE 5.33a
 
 FIGURE 5.33b
 
 y = cos x, y = x 2
 
 Revolve about x = 2
 
 2
 
 (a) If we revolve the region about the line x = 2, we should use cylindrical shells. (See Figure 5.33b.) In this case, observe that the radius r of a cylindrical shell is the distance from the line x = 2 to the shell: r = 2 − x, while the height of a shell is cos x − x 2 . We get the volume  V ≈
 
 0.824132
 
 −0.824132
 
 2π (2 − x) (cos x − x 2 ) d x ≈ 13.757,
 
  
 
  
 
 radius
 
 height
 
 where we have approximated the value of the integral numerically. (We will see how to find an antiderivative for this integrand in Chapter 7.) (b) If we revolve the region about the line y = 2 (see Figure 5.33c), we use the method of washers. In this case, observe that the outer radius of a washer is the distance from the line y = 2 to the curve y = x 2: r O = 2 − x 2 , while the inner radius is the distance from the line y = 2 to the curve y = cos x: r I = 2 − cos x. (Again, see Figure 5.33c.) This gives us the volume  0.824132 ! " V ≈ π (2 − x 2 )2 − (2 − cos x)2 d x ≈ 10.08,
 
  
 
  
 
 −0.824132 outer radius2
 
 inner radius2
 
 y y2
 
 2 rI  2  cos x
 
 y  x2
 
 1
 
 rO  2  x 2
 
 R
 
 2
 
 y  cos x x
 
 1
 
 1
 
 2
 
 FIGURE 5.33c Revolve about y = 2
 
 where we have approximated the value of the integral numerically. „
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 We close this section with a summary of strategies for computing volumes of solids of revolution.
 
 VOLUME OF A SOLID OF REVOLUTION r Sketch the region to be revolved and the axis of revolution. r Determine the variable of integration (x if the region has a well-defined top and
 
 bottom, y if the region has well-defined left and right boundaries).
 
 r Based on the axis of revolution and the variable of integration, determine
 
 the method (disks or washers for x-integration about a horizontal axis or y-integration about a vertical axis, shells for x-integration about a vertical axis or y-integration about a horizontal axis). r Label your picture with the inner and outer radii for disks or washers; label the radius and height for cylindrical shells. r Set up the integral(s) and evaluate.
 
 EXERCISES 5.3 y
 
 WRITING EXERCISES 1. Explain why the method of cylindrical shells produces an integral with x as the variable of integration when revolving about a vertical axis. (Describe where the shells are and which direction to move in to go from shell to shell.) 2. Explain why the method of cylindrical shells has the same form whether or not the solid has a hole or cavity. That is, there is no need for separate methods analogous to disks and washers. 3. Suppose that the region bounded by y = x 2 − 4 and y = 4 − x 2 is revolved about the line x = 2. Carefully explain which method (disks, washers or shells) would be easiest to use to compute the volume. y
 
 1 2
 
 1
 
 x 1
 
 2
 
 3
 
 1 2 3 4
 
 In exercises 1–8, sketch the region, draw in a typical shell, identify the radius and height of each shell and compute the volume. 1. The region bounded by y = x 2 and the x-axis, −1 ≤ x ≤ 1, revolved about x = 2 2. The region bounded by y = x 2 and the x-axis, −1 ≤ x ≤ 1, revolved about x = −2
 
 x
 
 x2
 
 4. Suppose that the region bounded by y = x 3 − 3x − 1 and y = −4, −2 ≤ x ≤ 2, is revolved about x = 3. Explain what would be necessary to compute the volume using the method of washers and what would be necessary to use the method of cylindrical shells. Which method would you prefer and why?
 
 3. The region bounded by y = x, y = −x and x = 1 revolved about the y-axis 4. The region bounded by y = x, y = −x and x = 1 revolved about x = 1 √ 5. The region bounded by y = x 2 + 1 and y = 0, 0 ≤ x ≤ 4 revolved about x = 0. 6. The region bounded by y = x 2 and y = 0, −1 ≤ x ≤ 1, revolved about x = 2 7. The region bounded by x 2 + y 2 = 1 revolved about y = 2 8. The region bounded by x 2 + y 2 = 2y revolved about y = 4
 
 ............................................................
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 In exercises 9–16, use cylindrical shells to compute the volume. 9. The region bounded by y = x 2 and y = 2 − x 2 , revolved about x = −2 10. The region bounded by y = x 2 and y = 2 − x 2 , revolved about x =2 11. The region bounded by x = y 2 and x = 4 revolved about y = −2 12. The region bounded by x = y 2 and x = 4 revolved about y = 2 13. The region bounded by y = x and y = x 2 − 2 revolved about x =2 14. The region bounded by y = x and y = x 2 − 2 revolved about x =3 15. The region bounded by x = (y − 1)2 and x = 9 revolved about y=5
 
 5-30
 
 In exercises 27–30, the integral represents the volume of a solid. Sketch the region and axis of revolution that produce the solid.  2  1 √ π[( y)2 − y 2 ] dy 28. π (4 − y 2 )2 dy 27. 
 
 0
 
 
 
 1
 
 29.
 
 0
 
 30.
 
 2π x(x − x 2 ) d x 0
 
 2
 
 2π (4 − y)(y + y) dy 0
 
 ............................................................ 31. Use a method similar to our derivation of equation (3.1) to derive the following fact about a circle of radius R. R Area = π R 2 = 0 c(r ) dr , where c(r ) = 2πr is the circumference of a circle of radius r. 32. You have probably noticed that the circumference of a circle (2πr ) equals the derivative with respect to r of the area of the circle (πr 2 ). Use exercise 33 to explain why this is not a coincidence.
 
 16. The region bounded by x = (y − 1)2 and x = 9 revolved about y = −3
 
 ............................................................ APPLICATIONS In exercises 17–26, use the best method available to find each volume. 17. The region bounded by y = 4 − x, y = 4 and y = x revolved about (a) the x-axis (b) the y-axis (c) x = 4 (d) y = 4 18. The region bounded by y = x + 2, y = −x − 2 and x = 0 revolved about (a) y = −2 (b) x = −2 (c) the y-axis (d) the x-axis 19. The region bounded by y = x and y = x 2 − 6 revolved about (a) x = 3 (b) y = 3 (c) x = −3 (d) y = −6 20. The region bounded by x = y 2 and x = 2 + y revolved about (a) x = −1 (b) y = −1 (c) x = −2 (d) y = −2 21. The region bounded by y = x 2 (x ≥ 0), y = 2 − x and x = 0 revolved about (a) the x-axis (b) the y-axis (c) x = 1 (d) y = 2 22. The region bounded by y = 2 − x 2 , y = x (x > 0) and the y-axis revolved about (a) the x-axis (b) the y-axis (c) x = −1 (d) y = −1 23. The region to the right of x = y 2 and to the left of y = 2 − x and y = x − 2 revolved about (a) the x-axis (b) the y-axis 24. The region bounded by y = x 2 + x, y = 2 − x and the x-axis (in the first quadrant) revolved about (a) the x-axis (b) the y-axis 25. The region bounded by y = cos x and y = x 4 revolved about (a) x = 2 (b) y = 2 (c) the x-axis (d) the y-axis 26. The region bounded by y = sin x and y = x 2 revolved about (a) y = 1 (b) x = 1 (c) the y-axis (d) the x-axis
 
 ............................................................
 
 33. A jewelry bead is formed by drilling a 12 -cm radius hole from the centerof a 1-cm √ radius sphere. Explain why the volume is 1 given by 1/2 4π x 1 − x 2 d x. Evaluate this integral or compute the volume in some easier way. 34. Find the size of the hole in exercise 33 such that exactly half the volume is removed. 35. An anthill is in the shape formed by revolving the region bounded by y = 1 − x 2 and the x-axis about the y-axis. A researcher removes a cylindrical core from the center of the hill. What should the radius be to give the researcher 10% of the dirt? 2
 
 y 36. The outline of a rugby ball has the shape of x30 + 16 = 1. The ball itself is the revolution of this ellipse about the x-axis. Find the volume of the ball. 2
 
 EXPLORATORY EXERCISES 1. From a sphere of radius R, a hole of radius r is drilled out of the center. Compute the volume removed in terms of R and r. Compute the length L of the hole in terms of R and r. Rewrite the volume in terms of L. Is it reasonable to say that the volume removed depends on L and not on R? 2. In each case, sketch the solid and find the volume formed by revolving the region about (i) the x-axis and (ii) the y-axis. Compute the volume exactly if possible and estimate numerically if necessary. (a) Region bounded by √ y = sec x tan x + 1, y = 0, x = − π4 and x = π4 . (b) Region  bounded by x = y 2 + 1, x = 0, y = −1 and y = 1. (c) Region bounded by y = sinx x , y = 0, x = π and x = 0. (d) Region bounded by y = x 3 − 3x 2 + 2x and y = 0. (e) Region bounded by y = cos(x 2 ) and y = (x − 1)2 .
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 ARC LENGTH AND SURFACE AREA In this section, we compute the length of a curve in two dimensions and the area of a surface in three dimensions. As always, pay particular attention to the derivations.
 
 y 1
 
 Arc Length 0.5
 
 d
 
 q
 
 f
 
 p
 
 x
 
 FIGURE 5.34a y = sin x y 1
 
 0.5
 
 d
 
 q
 
 f
 
 p
 
 x
 
 FIGURE 5.34b Four line segments approximating y = sin x n
 
 Length
 
 8 16 32 64 128
 
 3.8125 3.8183 3.8197 3.8201 3.8202
 
 How could we find the length of the portion of the sine curve shown in Figure 5.34a? (We call the length of a curve its arc length.) If the curve were actually a piece of string, you could straighten out the string and then measure its length with a ruler. With this in mind, we begin with an approximation. We first approximate the curve with several line together. In Figure  segments  joined  π   3π 1  π 1 5.34b, the line segments connect the points (0, 0), ,√ , ,1 , ,√ and 4 2 4 2 2 (π, 0) on the curve y = sin x. An approximation of the arc length s of the curve is given by the sum of the lengths of these line segments: #  #      π 2 π 2 1 2 1 2 s≈ + √ + + 1− √ 4 4 2 2 #  #   2   2 π 2 π 1 1 2 + + √ −1 + + √ ≈ 3.79. 4 4 2 2 You might notice that this estimate is too small. (Why is that?) We will improve our approximation by using more than four line segments. In the table at left, we show estimates of the length of the curve using n line segments for larger values of n. As you would expect, the approximation of length will get closer to the actual length of the curve, as the number of line segments increases. This general idea should sound familiar. We develop this notion further now for the more general problem of finding the arc length of the curve y = f (x) on the interval [a, b]. Here, we’ll assume that f is continuous on [a, b] and differentiable on (a, b). (Where have you seen hypotheses like these before?) As usual, we begin by partitioning the interval [a, b] into n equal pieces: b−a a = x0 < x1 < · · · < xn = b, where xi − xi−1 = x = , for each i = 1, 2, . . . , n. n Between each pair of adjacent points on the curve, (xi−1 , f (xi−1 )) and (xi , f (xi )), we approximate the arc length si by the straight-line distance between the two points. (See Figure 5.35.) From the usual distance formula, we have  si ≈ d{(xi−1 , f (xi−1 )), (xi , f (xi ))} = (xi − xi−1 )2 + [ f (xi ) − f (xi−1 )]2 . Since f is continuous on all of [a, b] and differentiable on (a, b), f is also continuous on the subinterval [xi−1 , xi ] and is differentiable on (xi−1 , xi ). By the Mean Value Theorem, we then have f (xi ) − f (xi−1 ) = f (ci )(xi − xi−1 ),
 
 y f(xi) si
 
 f(xi1) xi1
 
 xi
 
 FIGURE 5.35 Straight-line approximation of arc length
 
 x
 
 for some number ci ∈ (xi−1 , xi ). This gives us the approximation  si ≈ (xi − xi−1 )2 + [ f (xi ) − f (xi−1 )]2  = (xi − xi−1 )2 + [ f (ci )(xi − xi−1 )]2   = 1 + [ f (ci )]2 (xi − xi−1 ) = 1 + [ f (ci )]2 x.
 
  x
 
 Adding together the lengths of these n line segments, we get an approximation of the total arc length, n   s≈ 1 + [ f (ci )]2 x. i=1
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 Notice that as n gets larger, this approximation should approach the exact arc length, that is, n   1 + [ f (ci )]2 x. s = lim n→∞
 
 i=1
 
 You should recognize this as the limit of a Riemann sum for length is given exactly by the definite integral: 
 
 Arc length of y = f (x) on the interval [a, b]
 
 s=
 
 a
 
 b
 
 
 
 
 
 1 + [ f (x)]2 , so that the arc
 
 1 + [ f (x)]2 d x,
 
 (4.1)
 
 whenever the limit exists.
 
 REMARK 4.1
 
 EXAMPLE 4.1
 
 Using the Arc Length Formula
 
 Find the arc length of the portion of the curve y = sin x with 0 ≤ x ≤ π . (We estimated this as 3.79 in our introductory example.)
 
 The formula for arc length is very simple. Unfortunately, very few functions produce arc length integrals that can be evaluated exactly. You should expect to use a numerical integration method on your calculator or computer to compute most arc lengths.
 
 Solution From (4.1), the arc length is  π 1 + (cos x)2 d x. s= 0
 
 √ Try to find an antiderivative of 1 + cos2 x, but don’t try for too long. (The best our √ CAS can do is 2 EllipticE[x, 12 ], which doesn’t seem especially helpful.) Using a numerical integration method, the arc length is  π 1 + (cos x)2 d x ≈ 3.8202. s= „
 
 0
 
 Even for very simple curves, evaluating the arc length integral exactly can be quite challenging.
 
 EXAMPLE 4.2
 
 Estimating an Arc Length
 
 Find the arc length of the portion of the curve y = x 2 with 0 ≤ x ≤ 1. Solution Using the arc length formula (4.1), we get  1  1 2 1 + (2x) d x = 1 + 4x 2 d x ≈ 1.4789, s=
 
 y 1.0
 
 0
 
 0.6
 
 y  x2
 
 0.4
 
 y  x4
 
 0.2 x 0.2
 
 0.4
 
 0.6
 
 0
 
 where we have again evaluated the integral numerically. (In this case, you can find an antiderivative using √ a technique  √ developed in section 6.3 and evaluate the integral exactly as 14 ln 5 + 2 + 5/2.) „
 
 0.8
 
 0.8
 
 1.0
 
 The graphs of y = x 2 and y = x 4 look surprisingly similar on the interval [0, 1]. (See Figure 5.36.) They both connect the points (0, 0) and (1, 1), are increasing and are concave up. If you graph them simultaneously, you will note that y = x 4 starts out flatter and then becomes steeper from about x = 0.7 on. (Try proving that this is true!) Arc length gives us one way to quantify the difference between the two graphs.
 
 FIGURE 5.36 y = x 2 and y = x 4
 
 EXAMPLE 4.3
 
 A Comparison of Arc Lengths of Power Functions
 
 Find the arc length of the portion of the curve y = x 4 with 0 ≤ x ≤ 1 and compare to the arc length of the portion of the curve y = x 2 on the same interval. Solution From (4.1), the arc length for y = x 4 is given by  1  1 1 + (4x 3 )2 d x = 1 + 16x 6 d x ≈ 1.6002. 0
 
 0
 
 Notice that this arc length is about 8% larger than that of y = x 2 , as found in example 4.2. „
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 In the exercises, you will be asked to explore the trend in the lengths of the portion of the curves y = x 6 , y = x 8 and so on, on the interval [0, 1]. Can you guess now what happens to the arc length of the portion of y = x n , on the interval [0, 1], as n → ∞? Everyday usage of words such as length can be ambiguous and misleading. For instance, the length of a frisbee throw usually refers to the horizontal distance covered, not to the arc length of the frisbee’s flight path. On the other hand, suppose you need to hang a banner between two poles that are 20 feet apart. In this case, you’ll need more than 20 feet of rope, since the length of rope required is determined by the arc length, rather than the horizontal distance. y
 
 EXAMPLE 4.4
 
 20
 
 Suppose that a banner is to be hung from a rope taped to a wall in the shape of 1 2 y = 20 x + 10, −10 ≤ x ≤ 10, as seen in Figure 5.37. How long is the rope?
 
 15
 
 5
 
 10
 
 x
 
 5
 
 5
 
 10
 
 FIGURE 5.37 y=
 
 1 2 x 20
 
 Computing the Length of a Rope
 
 + 10
 
 Solution From (4.1), the arc length of the curve is given by #  2  10 1 S= 1+ x dx 10 −10   10 1 2 x dx 1+ = 100 −10  10  1 x 2 + 100 d x = 10 −10 ≈ 22.956 feet, which corresponds to the horizontal distance of 20 feet plus about 3 feet of slack. „
 
 y 2
 
 yx1
 
 Surface Area
 
 1
 
 x 1
 
 Circular cross sections
 
 FIGURE 5.38
 
 In sections 5.2 and 5.3, we saw how to compute the volume of a solid formed by revolving a two-dimensional region about a fixed axis. In addition, we often want to determine the area of the surface that is generated by the revolution. For instance, when revolving the line y = x + 1, for 0 ≤ x ≤ 1, about the x-axis, the surface generated is the bottom portion of a right circular cone whose top is cut off by a plane parallel to the base, as shown in Figure 5.38. We first pause to find the curved surface area of a right circular cone. In Figure 5.39a, we show a right circular cone of base radius r and slant height l. (As you’ll see later, it is more convenient in this context to specify the slant height than the altitude.) If we cut the cone along a seam and flatten it out, we get the circular sector shown in Figure 5.39b. Notice that the curved surface area of the cone is the same as the area A of the circular sector. This is the area of a circle of radius l multiplied by the fraction of the circle included: θ out
 
 Cut along a seam
 
 l
 
 u
 
 Surface of revolution r
 
 l
 
 FIGURE 5.39a
 
 FIGURE 5.39b
 
 Right circular cone
 
 Flattened cone
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 of a possible 2π radians, or A = π(radius)2
 
 θ θ θ = πl 2 = l 2. 2π 2π 2
 
 (4.2)
 
 The only problem with this is that we don’t know θ. However, notice that by the way we constructed the sector (i.e., by flattening the cone), the circumference of the sector is the same as the circumference of the base of the cone. That is, 2πr = 2πl θ=
 
 Dividing by l gives us r1 L
 
 Frustum of a cone
 
 2πr . l
 
 From (4.2), the curved surface area of the cone is then A=
 
 r2
 
 FIGURE 5.40
 
 θ = lθ. 2π
 
 θ 2 πr 2 l = l = πrl. 2 l
 
 Recall that we were originally interested in finding the surface area of only a portion of a right circular cone. (Look back at Figure 5.38.) For the frustum of a cone shown in Figure 5.40, the curved surface area is given by A = π (r1 + r2 )L . You can verify this by subtracting the curved surface area of two cones, where you must use similar triangles to find the height of the larger cone from which the frustum is cut. We leave the details of this as an exercise. Returning to the original problem of revolving the line y = x + 1 on the√ interval [0, 1] about the x-axis (seen in Figure 5.38), we have r1 = 1, r2 = 2 and L = 2 (from the Pythagorean Theorem). The curved surface area is then √ √ A = π (1 + 2) 2 = 3π 2 ≈ 13.329. For the general problem of finding the curved surface area of a surface of revolution, consider the case where f (x) ≥ 0 and where f is continuous on the interval [a, b] and differentiable on (a, b). If we revolve the graph of y = f (x) about the x-axis on the interval [a, b] (see Figure 5.41a), we get the surface of revolution seen in Figure 5.41b. y y  f (x)
 
 y
 
 y  f (x) a
 
 a
 
 b
 
 b
 
 x
 
 x
 
 FIGURE 5.41a
 
 FIGURE 5.41b
 
 Revolve about x-axis
 
 Surface of revolution
 
 As we have done many times now, we first partition the interval [a, b] into n pieces b−a of equal size: a = x0 < x1 < · · · < xn = b, where xi − xi−1 = x = , for each n i = 1, 2, . . . , n. On each subinterval [xi−1 , xi ], we can approximate the curve by the straight line segment joining the points (xi−1 , f (xi−1 )) and (xi , f (xi )), as in Figure 5.42. Notice that revolving this line segment around the x-axis generates the frustum of a cone. The surface
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 area of this frustum will give us an approximation to the actual surface area on the interval [xi−1 , xi ]. First, observe that the slant height of this frustum is L i = d{(xi−1 , f (xi−1 )), (xi , f (xi ))} =
 
 Li
 
 from the usual distance formula. Because of our assumptions on f, we can apply the Mean Value Theorem, to obtain
 
 f (xi) f (x i1) x i1
 
 xi
 
  (xi − xi−1 )2 + [ f (xi ) − f (xi−1 )]2 ,
 
 f (xi ) − f (xi−1 ) = f (ci )(xi − xi−1 ),
 
 x
 
 FIGURE 5.42 Revolve about x-axis
 
 for some number ci ∈ (xi−1 , xi ). This gives us Li =
 
   (xi − xi−1 )2 + [ f (xi ) − f (xi−1 )]2 = 1 + [ f (ci )]2 (xi − xi−1 ) .
 
  x
 
 The surface area Si of that portion of the surface on the interval [xi−1 , xi ] is approximately the surface area of the frustum of the cone,  Si ≈ π [ f (xi ) + f (xi−1 )] 1 + [ f (ci )]2 x  ≈ 2π f (ci ) 1 + [ f (ci )]2 x, since if x is small,
 
 f (xi ) + f (xi−1 ) ≈ 2 f (ci ).
 
 Repeating this argument for each subinterval [xi−1 , xi ], i = 1, 2, . . . , n, gives us an approximation to the total surface area S, S≈
 
 n 
 
  2π f (ci ) 1 + [ f (ci )]2 x.
 
 i=1
 
 As n gets larger, this approximation approaches the actual surface area, n 
 
 S = lim
 
 n→∞
 
  2π f (ci ) 1 + [ f (ci )]2 x.
 
 i=1
 
 Recognizing this as the limit of a Riemann sum gives us the integral  Surface area of a solid of revolution
 
 REMARK 4.2 There are exceptionally few functions f for which the integral in (4.3) can be computed exactly. Don’t worry; we have numerical integration for just such occasions.
 
 S=
 
 a
 
 b
 
  2π f (x) 1 + [ f (x)]2 d x,
 
 (4.3)
 
 whenever the integral exists.  You should notice that the factor of 1 + [ f (x)]2 d x in the integrand in (4.3) corresponds to the arc length of a small section of the curve y = f (x), while the factor 2π f (x) corresponds to the circumference of the solid of revolution. This should make sense to you, as follows. For any small segment of the curve, if we approximate the surface area by revolving a small segment of the curve of radius f (x) around the x-axis, the surface area generated is simply the surface area of a cylinder,  S = 2πr h = 2π f (x) 1 + [ f (x)]2 d x, since the  radius of such a small cylindrical segment is f (x) and the height of the cylinder is h = 1 + [ f (x)]2 d x. It is far better to think about the surface area formula in this way than to simply memorize the formula.
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 Computing Surface Area
 
 Find the surface area of the surface generated by revolving y = x 4 , for 0 ≤ x ≤ 1, about the x-axis. Solution Using the surface area formula (4.3), we have  1  1   2π x 4 1 + (4x 3 )2 d x = 2π x 4 1 + 16x 6 d x ≈ 3.4365, S= 0
 
 0
 
 where we have used a numerical method to approximate the value of the integral. „
 
 EXERCISES 5.4 WRITING EXERCISES 1. Explain in words how the arc length integral is derived from the lengths of the approximating secant line segments. 2. Explain why the sum of the lengths of the line segments in Figure 5.34b is less than the arc length of the curve in Figure 5.34a. 3. Discuss whether the arc length integral is more accurately called a formula or a definition (i.e., can you precisely define the length of a curve without using the integral?). 4. Suppose you graph the trapezoid bounded by y = x + 1, y = −x − 1, x = 0 and x = 1, cut it out and roll it up. Explain why you would not get Figure 5.38. (Hint: Compare areas and carefully consider Figures 5.39a and 5.39b.)
 
 In exercises 1–4, approximate the length of the curve using n secant lines for n  2; n  4. 1. y = x 2 , 0 ≤ x ≤ 1 3. y = cos x, 0 ≤ x ≤ π
 
 2. y = x 4 , 0 ≤ x ≤ 1 √ 4. y = x + 3, 1 ≤ x ≤ 3
 
 ............................................................ In exercises 5–10, compute the arc length exactly. 5. y = 2x + 1, 0 ≤ x ≤ 2
 
 7. y = 4x 3/2 + 1, 1 ≤ x ≤ 2
 
 9. y = 10. y =
 
 1 3/2 x 3 3 4
 
 
 
 1 , −2 4x 2
 
 −x
 
 x 4/3 2
 
 1/2
 
 √
 
 x + 3, 1 ≤ x ≤ 3
 
 0
 
  18. y =
 
 x
 
 u 2 sin u du, 0 ≤ x ≤ π 0
 
 ............................................................ 19. A banner is to be hung along an arch between two poles 1 2 20 feet apart. If the arch is in the shape of y = 10 x + 20, −10 ≤ x ≤ 10, compute the length of the banner. 20. A banner is to be hung along an arch between two poles 1 2 60 feet apart. If the arch is in the shape of y = 90 x + 30, −30 ≤ x ≤ 30, compute the length of the banner. 21. In example 4.4, compute the “sag” in the banner—that is, the difference between the y-values in the middle (x = 0) and at the poles (x = 10). Given this, is the arc length calculation surprising? 22. Sketch and compute the length of the astroid defined by x 2/3 + y 2/3 = 1. 1 23. A football punt follows the path y = 15 x(60 − x) yards. Sketch a graph. How far did the punt go horizontally? How high did it go? Compute the arc length. If the ball was in the air for 4 seconds, what was the ball’s average velocity?
 
 24. A baseball outfielder’s throw follows the path y = 1 x(100 − x) yards. Sketch a graph. How far did the ball 300 go horizontally? How high did it go? Compute the arc length. Explain why the baseball player would want a small arc length, while the football player in exercise 23 would want a large arc length.
 
 √ 6. y = 1 − x 2 , −1 ≤ x ≤ 1
 
 8. y = 18 x 4 +
 
 15. y = cos x, 0 ≤ x ≤ π 16. y =  x u sin u du, 0 ≤ x ≤ π 17. y =
 
 ≤ x ≤ −1
 
 ............................................................
 
 ,1 ≤ x ≤ 4
 
  − x 2/3 , 1 ≤ x ≤ 8
 
 ............................................................ In exercises 11–18, set up the integral for arc length and then approximate the integral with a numerical method.
 
 In exercises 25–30, set up the integral for the surface area of the surface of revolution and approximate the integral with a numerical method. 25. y = x 2 , 0 ≤ x ≤ 1, revolved about the x-axis 26. y = sin x, 0 ≤ x ≤ π, revolved about the x-axis
 
 11. y = x 3 , −1 ≤ x ≤ 1
 
 12. y = x 3 , −2 ≤ x ≤ 2
 
 27. y = 2x − x 2 , 0 ≤ x ≤ 2, revolved about the x-axis
 
 13. y = 2x − x 2 , 0 ≤ x ≤ 2
 
 14. y = tan x, 0 ≤ x ≤ π/4
 
 28. y = x 3 − 4x, −2 ≤ x ≤ 0, revolved about the x-axis
 
 CONFIRMING PAGES
 
 P1: PIC/OVY MHDQ256-Ch05
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 14, 2010
 
 LT (Late Transcendental)
 
 20:15
 
 5-37
 
 SECTION 5.4
 
 29. y = cos x, 0 ≤ x ≤ π/2, revolved about the x-axis √ 30. y = x, 1 ≤ x ≤ 2, revolved about the x-axis
 
 ............................................................ 31. For y = x 6 , y = x 8 and y = x 10 , compute the arc length for 0 ≤ x ≤ 1. Using results from examples 4.2 and 4.3, identify the pattern for the length of y = x n , 0 ≤ x ≤ 1, as n increases. Conjecture the limit as n → ∞. 32. (a) To help understand the result of exercise 31, determine lim x n for each x such that 0 ≤ x < 1. Compute the length n→∞
 
 of this limiting curve. Connecting this curve to the endpoint (1, 1), what is the total length?  (b) Prove that y = x 4 is flatter than y = x 2 for 0 < x < 1/2 and steeper for x > 1/2. Compare the flatness and steepness of y = x 6 and y = x 4 .
 
 ............................................................
 
 34. (a) y = x 2 , 3 ≤ x ≤ 5
 
 π 6
 
 (b) − π2 ≤ x ≤
 
 (b) −5 ≤ x ≤ −3
 
 35. (a) Suppose that the square consisting of all (x, y) with −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1 is revolved about the y-axis. Compute the surface area. (b) Suppose that the circle x 2 + y 2 = 1 is revolved about the y-axis. Compute the surface area. (c) Suppose that the triangle with vertices (−1, −1), (0, 1) and (1, −1) is revolved about the y-axis. Compute the surface area. (d) Sketch the square, circle and triangle of exercises 42–44 on the same axes. Show that the relative surface areas of the solids of revolution (cylinder, sphere and cone, respectively)√are 3:2:τ , where τ is the golden mean defined 1+ 5 by τ = . 2 36. (a) The elliptic integral ofthe second kind is defined φ by EllipticE(φ, m) = 0 1 − m sin2 u du. Referring to √ example 4.1, many CASs report 2 EllipticE(x, 12 ) as √ an antiderivative of 1 + cos2 x. Verify that this is an antiderivative. (b)  Many CASs report the antiderivative √ 1  3/4 1 + 16x 6 d x = x 1 + 16x 6 + d x. √ 4 1 + 16x 6 Verify that this is an antiderivative. 37. Two people walk along different paths starting at the origin, such that they have the same positive x-coordinate at each time. One follows the positive x-axis and the other follows y = 23 x 3/2 . Find the point at which one person has walked twice as far as the other. (Suggested by Tim Pennings.) 38. Let f (t) be the distance walked along y = 23 x 3/2 for 0 ≤ x ≤ t. Compute f (t) and use it to determine the point at which the ratio of the speeds of the walkers in exercise 37 equals 2.
 
 351
 
 1. In this exercise, you will explore a famous paradox (often called Gabriel’s horn). Suppose that the curve y = 1/x, for 1 ≤ x ≤ R (where R is a large positive constant), is revolved about the x-axis. Compute the enclosed volume and the surface area of the resulting surface. (In both cases, antiderivatives can be found, although you may need help from your CAS to get the surface area.) Determine the limit of the volume and surface area as R → ∞. Now for the paradox. Based on your answers, you should have a solid with finite volume, but infinite surface area. Thus, the three-dimensional solid could be completely filled with a finite amount of paint but the outside surface could never be completely painted. 2. Let C be the portion of the parabola y = ax 2 − 1 inside the circle x 2 + y 2 = 1. y 1 0.5
 
 π 2
 
 ............................................................
 
 Arc Length and Surface Area
 
 EXPLORATORY EXERCISES
 
 In exercises 33 and 34, compute the arc length L1 of the curve and the length L2 of the secant line connecting the endpoints of the curve. Compute the ratio L2 /L1 ; the closer this number is to 1, the straighter the curve is. 33. (a) y = sin x, − π6 ≤ x ≤
 
 ..
 
 x
 
 0.5
 
 1
 
 0.5
 
 1
 
 0.5 1
 
 Find the value of a > 0 that maximizes the arc length of C. 3. The figure shows an arc of a circle subtended by an angle θ , with a chord of length L and two chords of length s. Show that L . 2s = cos(θ/4)
 
 s θ
 
 L s
 
 Start with a quarter-circle and use this formula repeatedly to derive the infinite product cos
 
 π π π 2 π cos cos cos ··· = 4 8 16 32 π
 
 where the left-hand side represents π · · · cos π4 ). lim (cos 2πn cos 2n−1
 
 n→∞
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 PROJECTILE MOTION In sections 2.1, 2.3 and 4.1, we discussed aspects of the motion of an object moving in a straight line path (rectilinear motion). We saw that if we know a function describing the position of an object at any time t, then we can determine its velocity and acceleration by differentiation. A much more important problem is to go backward, that is, to find the position and velocity of an object, given its acceleration. Mathematically, this means that, starting with the derivative of a function, we must find the original function. Now that we have integration at our disposal, we can accomplish this with ease. You may already be familiar with Newton’s second law of motion, which says that F = ma, where F is the sum of the forces acting on an object, m is the mass of the object and a is the acceleration of the object. Start by imagining that you are diving. The primary force acting on you throughout the dive is gravity. The force due to gravity is your own weight, which is related to mass by W = mg, where g is the gravitational constant. (Common approximations of g, accurate near sea level, are 32 ft/s2 and 9.8 m/s2 .) To keep the problem simple mathematically, we will ignore any other forces, such as air resistance. Let h(t) represent your height above the water t seconds after starting your dive. Then the force due to gravity is F = −mg, where the minus sign indicates that the force is acting downward, in the negative direction. From our earlier work, we know that the acceleration is a(t) = h 
 
 (t). Newton’s second law then gives us −mg = mh 
 
 (t) or h 
 
 (t) = −g. Notice that the position function of any object (regardless of its mass) subject to gravity and no other forces will satisfy the same equation. The only differences from situation to situation are the initial conditions (the initial velocity and initial position) and the questions being asked.
 
 EXAMPLE 5.1
 
 Finding the Velocity of a Diver at Impact
 
 If a diving board is 15 feet above the surface of the water and a diver starts with initial velocity 8 ft/s (in the upward direction), what is the diver’s velocity at impact (assuming no air resistance)? Solution If the height (in feet) at time t is given by h(t), Newton’s second law gives us h 
 
 (t) = −32. Since the diver starts 15 feet above the water with initial velocity of 8 ft/s, we have the initial conditions h(0) = 15 and h (0) = 8. Finding h(t) now takes little more than elementary integration. We have   
 
 h (t) dt = −32 dt h (t) = −32t + c.
 
 or From the initial velocity, we have
 
 8 = h (0) = −32(0) + c = c, so that c = 8 and the velocity at any time t is given by h (t) = −32t + 8. To find the velocity at impact, you first need to find the time of impact. Notice that the diver will hit the water when h(t) = 0 (i.e., when the height above the water is 0).
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 Integrating the velocity function gives us the height function:   h (t) dt = (−32t + 8) dt h(t) = −16t 2 + 8t + c.
 
 or From the initial height, we have
 
 15 = h(0) = −16(0)2 + 8(0) + c = c, so that c = 15 and the height above the water at any time t is given by h(t) = −16t 2 + 8t + 15. Impact then occurs when 0 = h(t) = −16t 2 + 8t + 15 = −(4t + 3)(4t − 5), so that t = 54 is the time of impact. (Ignore the extraneous solution t = − 34 .) When     t = 54 , the velocity is h 54 = −32 54 + 8 = −32 ft/s (impact velocity). To put this in more familiar units of velocity, multiply by 3600/5280 to convert to miles per hour. In this case, the impact velocity is about 22 mph. (You probably don’t want to come down in the wrong position at that speed!) „ In example 5.1, the negative sign of the velocity indicated that the diver was coming down. In many situations, both upward and downward motions are important.
 
 EXAMPLE 5.2
 
 An Equation for the Vertical Motion of a Ball
 
 A ball is propelled straight upward from the ground with initial velocity 64 ft/s. Ignoring air resistance, find an equation for the height of the ball at any time t. Also, determine the maximum height and the amount of time the ball spends in the air. Solution With gravity as the only force, the height h(t) satisfies h 
 
 (t) = −32. The initial conditions are h (0) = 64 and h(0) = 0. We then have   h 
 
 (t) dt = −32 dt
 
 TODAY IN MATHEMATICS Vladimir Arnold (1937– ) A Russian mathematician with important contributions to numerous areas of mathematics, both in research and popular exposition. The esteem in which he is held by his colleagues can be measured by the international conference known as “Arnoldfest’’ held in Toronto in honor of his 60th birthday. Many of his books are widely used today, including a collection of challenges titled Arnold’s Problems. A review of this book states that “Arnold did not consider mathematics a game with deductive reasoning and symbols, but a part of natural science (especially of physics), i.e., an experimental science.’’
 
 h (t) = −32t + c.
 
 or From the initial velocity, we have
 
 64 = h (0) = −32(0) + c = c h (t) = 64 − 32t.
 
 and so,
 
 Integrating one more time gives us   
 
 h (t) dt = (64 − 32t) dt h(t) = 64t − 16t 2 + c.
 
 or From the initial height we have
 
 0 = h(0) = 64(0) − 16(0)2 + c = c, and so,
 
 h(t) = 64t − 16t 2 .
 
 Since the height function is quadratic, its maximum occurs at the one time when h (t) = 0. [You should also consider the physics of the situation: what happens physically when h (t) = 0?] Solving 64 − 32t = 0 gives t = 2 (the time at the
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 maximum height) and the corresponding height is h(2) = 64(2) − 16(2)2 = 64 feet. Again, the ball lands when h(t) = 0. Solving
 
 Height
 
 0 = h(t) = 64t − 16t 2 = 16t(4 − t)
 
 60
 
 gives t = 0 (launch time) and t = 4 (landing time). The time of flight is thus 4 seconds. „
 
 40
 
 20 t 1
 
 2
 
 3
 
 4
 
 FIGURE 5.43 Height of the ball at time t
 
 You can observe an interesting property of projectile motion by graphing the height function from example 5.2 along with the line y = 48. (See Figure 5.43.) Notice that the graphs intersect at t = 1 and t = 3. Further, the time interval [1, 3] corresponds to exactly half the time spent in the air. Notice that this says that the ball stays in the top one-fourth of its height for half of its time in the air. You may have marveled at how some athletes jump so high that they seem to “hang in the air.” As this calculation suggests, all objects tend to hang in the air.
 
 EXAMPLE 5.3
 
 Finding the Initial Velocity Required to Reach a Certain Height
 
 It has been reported that former basketball star Michael Jordan had a vertical leap of 54
 
 . Ignoring air resistance, what is the initial velocity required to jump this high? Solution Once again, Newton’s second law leads us to the equation h 
 
 (t) = −32 for the height h(t). We call the initial velocity v0 , so that h (0) = v0 and look for the value of v0 that will give a maximum altitude of 54
 
 . As before, we integrate to get h (t) = −32t + c. Using the initial velocity, we get v0 = h (0) = −32(0) + c = c. This gives us the velocity function h (t) = v0 − 32t. Integrating once again and using the initial position h(0) = 0, we get h(t) = v0 t − 16t 2 . The maximum height occurs when h (t) = 0. (Why?) Setting 0 = h (t) = v0 − 32t, gives us t =
 
 v0 . The height at this time (i.e., the maximum altitude) is then 32    2   v0 v0 v2 v2 v2 v0 = v0 − 16 = 0 − 0 = 0. h 32 32 32 32 64 64
 
 √ v2 So, a jump of 54
 
 = 4.5 requires 0 = 4.5 or v02 = 288, so that v0 = 288 ≈ 17 ft/s 64 (equivalent to roughly 11.6 mph). „
 
 v0
 
 u
 
 FIGURE 5.44a Path of projectile
 
 So far, we have only considered projectiles moving vertically. In practice, we must also consider movement in the horizontal direction. Ignoring air resistance, these calculations are also relatively straightforward. The idea is to apply Newton’s second law separately to the horizontal and vertical components of the motion. If y(t) represents the vertical position, then we have y 
 
 (t) = −g, as before. Ignoring air resistance, there are no forces acting horizontally on the projectile. So, if x(t) represents the horizontal position, Newton’s second law gives us x 
 
 (t) = 0. The initial conditions are slightly more complicated here. In general, we want to consider projectiles that are launched with an initial speed v0 at an angle θ from the horizontal. Figure 5.44a shows a projectile fired with θ > 0. Notice that an initial angle of θ < 0 would mean a downward initial velocity.
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 As shown in Figure 5.44b, the initial velocity can be separated into horizontal and vertical components. From elementary trigonometry, the horizontal component of the initial velocity is vx = v0 cos θ and the vertical component is v y = v0 sin θ . v0
 
 v0 sin u
 
 EXAMPLE 5.4
 
 The Motion of a Projectile in Two Dimensions
 
 An object is launched at angle θ = π/6 from the horizontal with initial speed v0 = 98 m/s. Determine the time of flight and the (horizontal) range of the projectile.
 
 u
 
 Solution Starting with the vertical component of the motion (and again ignoring air resistance), we have y 
 
 (t) = −9.8 (since the initial speed is given in terms of meters per second). Referring to Figure 5.44b, notice that the vertical component of the initial velocity is y (0) = 98 sin π/6 = 49 and the initial altitude is y(0) = 0. A pair of simple integrations gives us the velocity function y (t) = −9.8t + 49 and the position function y(t) = −4.9t 2 + 49t. The object hits the ground when y(t) = 0 (i.e., when its height above the ground is 0). Solving
 
 v0 cos u
 
 FIGURE 5.44b Vertical and horizontal components of velocity y
 
 0 = y(t) = −4.9t 2 + 49t = 49t(1 − 0.1t) 120
 
 80
 
 40 x 200
 
 400
 
 600
 
 800
 
 FIGURE 5.45 Path of ball
 
 gives t = 0 (launch time) and t = 10 (landing time). The time of flight is then 10 seconds. The horizontal component of motion is determined from the equation √ x 
 
 (t) = 0 with initial velocity x (0) = 98√ cos π/6 = 49 3 and initial position √ x(0) = 0. Integration gives us x (t) = 49 3 and x(t) = (49 3)t. In Figure 5.45, we plot the path of the ball. [You can do this using the parametric plot mode on your graphing calculator or CAS, by entering equations for x(t) and y(t) and setting the range of t-values to be 0 ≤ t ≤ 10. Alternatively, you can easily solve for t, to get t = 491√3 x, to see that the curve is simply a parabola.] The horizontal range is then the value of x(t) at t = 10 (the landing time), √ √ x(10) = (49 3)(10) = 490 3 ≈ 849 meters. „
 
 EXAMPLE 5.5
 
 REMARK 5.1 You should resist the temptation to reduce this section to a few memorized formulas. It is true that if you ignore air resistance, the vertical component of position will always turn out to be y(t) = − 12 gt 2 + (v0 sin θ)t + y(0). However, your understanding of the process and your chances of finding the correct answer will improve dramatically if you start each problem with Newton’s second law and work through the integrations (which are not difficult).
 
 The Motion of a Tennis Serve
 
 Venus Williams has one of the fastest serves in women’s tennis. Suppose that she hits a serve from a height of 10 feet at an initial speed of 120 mph and at an angle of 7◦ below the horizontal. The serve is “in” if the ball clears a 3 -high net that is 39 away and hits the ground in front of the service line 60 away. (We illustrate this situation in Figure 5.46.) Determine whether the serve is in or out. 7º 10 ft 3 ft
 
 39 ft 60 ft
 
 FIGURE 5.46 Height of tennis serve
 
 Solution As in example 5.4, we start with the vertical motion of the ball. Since distance is given in feet, the equation of motion is y 
 
 (t) = −32. The initial speed must be converted to feet per second: 120 mph = 120 5280 ft/s = 176 ft/s. The vertical 3600 component of the initial velocity is then y (0) = 176 sin(−7◦ ) ≈ −21.45 ft/s. Integration then gives us y (t) = −32t − 21.45.
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 The initial height is y(0) = 10 ft, so another integration gives us y(t) = −16t 2 − 21.45t + 10. The horizontal component of motion is determined from x  (t) = 0, with initial velocity x  (0) = 176 cos(−7◦ ) ≈ 174.69 ft/s and initial position x(0) = 0. Integrations give us x  (t) = 174.69 ft/s and x(t) = 174.69t ft. Summarizing, we have x(t) = 174.69t, y(t) = −16t 2 − 21.45t + 10. For the ball to clear the net, y must be at least 3 when x = 39. We have x(t) = 39 when 174.69t = 39 or t ≈ 0.2233. At this time, y(0.2233) ≈ 4.4, showing that the ball is high enough to clear the net. The second requirement is that we need to have x ≤ 60 when the ball lands (y = 0). We have y(t) = 0 when −16t 2 − 21.45t + 10 = 0. From the quadratic formula, we get t ≈ −1.7 and t ≈ 0.3662. Ignoring the negative solution, we compute x(0.3662) ≈ 63.97, so that the serve lands nearly 4 feet beyond the service line. The serve is not in. „ One reason you should start each problem with Newton’s second law is so that you pause to consider the forces that are (and are not) being considered. For example, we have thus far ignored air resistance, as a simplification of reality. Some calculations using such simplified equations are reasonably accurate. Others, such as in example 5.6, are not.
 
 EXAMPLE 5.6
 
 An Example Where Air Resistance Can’t Be Ignored
 
 Suppose a raindrop falls from a cloud 3000 feet above the ground. Ignoring air resistance, how fast would the raindrop be falling when it hits the ground? Solution If the height of the raindrop at time t is given by y(t), Newton’s second law of motion tells us that y  (t) = −32. Further, we have the initial velocity y  (0) = 0 (since the drop falls—as opposed to being thrown down) and the initial altitude y(0) = 3000. Integrating and using the initial conditions gives us y  (t) = −32t and y(t) = 3000 − 16t 2 . The raindrop hits the ground when y(t) = 0. Setting 0 = y(t) = 3000 − 16t 2  gives us t = 3000/16 ≈ 13.693 seconds. The velocity at this time is then   y  ( 3000/16) = −32 3000/16 ≈ −438.18 ft/s. This corresponds to nearly 300 mph! Fortunately, air resistance does play a significant role in the fall of a raindrop, which has an actual landing speed of about 10 mph. „
 
 FIGURE 5.47 Cross section of a wing
 
 The obvious lesson from example 5.6 is that it is not always reasonable to ignore air resistance. Some of the mathematical tools needed to more fully analyze projectile motion with air resistance are developed in Chapter 8. The air resistance (more precisely, air drag) that slows the raindrop down is only one of the ways in which air can affect the motion of an object. The Magnus force, produced by the spinning of an object or lack of symmetry in the shape of an object, can cause the object to change directions and curve. Perhaps the most common example of a Magnus force occurs on an airplane. One side of an airplane wing is curved and the other side is comparatively flat. (See Figure 5.47.) The lack of symmetry causes the air to move over the top of the wing faster than it moves over the bottom. This produces a Magnus force in the upward direction (lift), lifting the airplane into the air. A more down-to-earth example of a Magnus force occurs in an unusual baseball pitch called the knuckleball. To throw this pitch, the pitcher grips the ball with his fingertips and throws the ball with as little spin as possible. Baseball players claim that the knuckleball “dances around” unpredictably and is exceptionally hard to hit or catch. There still is no
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 complete agreement on why the knuckleball moves so much, but we will present one current theory due to physicists Robert Watts and Terry Bahill. The cover of the baseball is sewn on with stitches that are raised up slightly from the rest of the ball. These curved stitches act much like an airplane wing, creating a Magnus force that affects the ball. The direction of the Magnus force depends on the exact orientation of the ball’s stitches. Measurements by Watts and Bahill indicate that the lateral force (left/right from the pitcher’s perspective) is approximately Fm = −0.1 sin(4θ) lb, where θ is the angle (in radians) of the ball’s position rotated from a particular starting position. Since gravity does not affect the lateral motion of the ball, the only force acting on the ball laterally is the Magnus force. Newton’s second law applied to the lateral motion of the knuckleball gives mx 
 
 (t) = −0.1 sin(4θ ). The mass of a baseball is about 0.01 slug. (Slugs are the units of measurement of mass in the English system. To get the more familiar weight in pounds, simply multiply the mass by g = 32.) We now have
 
 Regulation baseball, showing stitching
 
 x 
 
 (t) = −10 sin(4θ ). If the ball is spinning at the rate of ω radians per second, then 4θ = 4ωt + θ0 , where the initial angle θ0 depends on where the pitcher grips the ball. We then have x 
 
 (t) = −10 sin(4ωt + θ0 ),
 
 (5.1)
 
 with initial conditions x (0) = 0 and x(0) = 0. For a typical knuckleball speed of 60 mph, it takes about 0.68 second for the pitch to reach home plate.
 
 EXAMPLE 5.7
 
 x 0.2
 
 0.4
 
 0.6
 
 t
 
 An Equation for the Motion of a Knuckleball
 
 For a spin rate of ω = 2 radians per second and θ0 = 0, find an equation for the lateral motion of the knuckleball and graph it for 0 ≤ t ≤ 0.68. Repeat this for θ0 = π/2. Solution For θ0 = 0, Newton’s second law gives us x 
 
 (t) = −10 sin 8t, from (5.1). Integrating this and using the initial condition x (0) = 0 gives us
 
 0.2 0.4
 
 x (t) = −
 
 0.6
 
 10 [− cos 8t − (− cos 0)] = 1.25(cos 8t − 1). 8
 
 Integrating once again and using the second initial condition x(0) = 0, we get   1 x(t) = 1.25 (sin 8t − 0) − 1.25t = 0.15625 sin 8t − 1.25t. 8
 
 0.8 1
 
 FIGURE 5.48a Lateral motion of a knuckleball for θ0 = 0
 
 x 0.2
 
 0.4
 
 0.6
 
 t
 
 A graph of this function shows the lateral motion of the ball. (See Figure 5.48a.) The graph shows the path of the pitch as it would look viewed from above. Notice that after starting out straight, this pitch breaks nearly a foot away from the center of home plate! For the case where θ0 = π/2, we have from (5.1) that  π x 
 
 (t) = −10 sin 8t + . 2 Integrating this and using the first initial condition gives us    10 $ π ! π "% π − cos 8t + − − cos 0 + = 1.25 cos 8t + . x (t) = − 8 2 2 2
 
 0.1 0.2
 
 Integrating a second time yields  !   π " !  " 1 π π x(t) = 1.25 sin 8t + − sin = 0.15625 sin 8t + −1 . 8 2 2 2
 
 0.3 0.4
 
 FIGURE 5.48b Lateral motion of a π knuckleball for θ0 = 2
 
 A graph of the lateral motion in this case is shown in Figure 5.48b. Notice that this pitch breaks nearly 4 inches to the pitcher’s right and then curves back over the plate for a strike! You can see that, in theory, the knuckleball is very sensitive to spin and initial position and can be very difficult to hit when thrown properly. „
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 EXERCISES 5.5 WRITING EXERCISES 1. In example 5.6, the assumption that air resistance can be ignored is obviously invalid. Discuss the validity of this assumption in examples 5.1 and 5.3. 2. In the discussion preceding example 5.3, we showed that Michael Jordan (and any other human) spends half of his airtime in the top one-fourth of the height. Compare his velocities at various points in the jump to explain why relatively more time is spent at the top than at the bottom. 3. In example 5.4, we derived separate equations for the horizontal and vertical components of position. To discover one consequence of this separation, consider the following situation. Two people are standing next to each other with arms raised to the same height. One person fires a bullet horizontally from a gun. At the same time, the other person drops a bullet. Explain why (ignoring air resistance) the bullets will hit the ground at the same time. 4. For the falling raindrop in example 5.6, a more accurate model would be y 
 
 (t) = −32 + f (t), where f (t) represents the force due to air resistance (divided by the mass). If v(t) is the downward velocity of the raindrop, explain why this equation is equivalent to v (t) = 32 − f (t). Explain in physical terms why the larger v(t) is, the larger f (t) is. Thus, a model such as f (t) = v(t) or f (t) = [v(t)]2 would be reasonable. (In most situations, it turns out that [v(t)]2 matches the experimental data better.)
 
 In exercises 1–4, identify the initial conditions y(0) and y  (0). 1. An object is dropped from a height of 80 feet. 2. An object is dropped from a height of 100 feet. 3. An object is released from a height of 60 feet with an upward velocity of 10 ft/s. 4. An object is released from a height of 20 feet with a downward velocity of 4 ft/s.
 
 ............................................................ In exercises 5–16, ignore air resistance. 5. A diver drops from 30 feet above the water (about the height of an Olympic platform dive). What is the diver’s velocity at impact? 6. A diver drops from 120 feet above the water (about the height of divers at the Acapulco Cliff Diving competition). What is the diver’s velocity at impact? 7. Compare the impact velocities of objects falling from 30 feet (exercise 5), 120 feet (exercise 6) and 3000 feet (example 5.6). If height is increased by a factor of h, by what factor does the impact velocity increase? 8. The Washington Monument is 555 feet, 5 18 inches high. In a famous experiment, a baseball was dropped from the top of the monument to see if a player could catch it. How fast would the ball be going?
 
 9. A certain not-so-wily coyote discovers that he just stepped off the edge of a cliff. Four seconds later, he hits the ground in a puff of dust. How high in meters was the cliff? 10. A large boulder dislodged by the falling coyote in exercise 9 falls for 3 seconds before landing on the coyote. How far in meters did the boulder fall? What was its velocity in m/s when it flattened the coyote? 11. The coyote’s next scheme involves launching himself into the air with an Acme catapult. If the coyote is propelled vertically from the ground with initial velocity 19.6 m/s, find an equation for the height of the coyote at any time t. Find his maximum height, the amount of time spent in the air and his velocity when he smacks back into the catapult. 12. On the rebound, the coyote in exercise 11 is propelled to a height of 78.4 m. What is the initial velocity required to reach this height? 13. One of the authors has a vertical “jump” of 20 inches. What is the initial velocity required to jump this high? How does this compare to Michael Jordan’s velocity, found in example 5.3? 14. If the author underwent an exercise program and increased his initial velocity by 10%, by what percentage would he increase his vertical jump? 15. (a) Show that an object dropped √ from a height of H feet will hit the ground at time T = 14 H seconds with impact veloc√ ity V = −8 H ft/s. (b) Show that an object propelled from the ground with initial velocity v0 ft/s will reach a maximum height of v02 /64 ft. 16. The coefficient of restitution of a ball measures how “lively” v2 the bounce is. By definition, the coefficient equals , where v1 v1 is the (downward) speed of the ball when it hits the ground and v2 is the (upward) launch speed after it hits the ground. If a ball is dropped from a height of H feet and rebounds to a height of cH for some constant c with 0 < c < 1, compute its coefficient of restitution.
 
 ............................................................ In exercises 17–26, sketch the parametric graphs as in example 5.4 to indicate the flight path. 17. An object is launched at angle θ = π/3 radians from the horizontal with an initial speed of 98 m/s. Determine the time of flight and the horizontal range. Compare to example 5.4. s
 
 98
 
 m/
 
 u
 
 18. Find the time of flight and horizontal range of an object launched at angle 30◦ with initial speed 40 m/s. Repeat with an angle of 60◦ . 19. Repeat example 5.5 with an initial angle of 6◦ . By trial and error, find the smallest and largest angles for which the serve will be in.
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 20. Repeat example 5.5 with an initial speed of 170 ft/s. By trial and error, find the smallest and largest initial speeds for which the serve will be in. 21. A baseball pitcher releases the ball horizontally from a height of 6 ft with an initial speed of 130 ft/s. Find the height of the ball when it reaches home plate 60 feet away. (Hint: Determine the time of flight from the x-equation, then use the y-equation to determine the height.)
 
 ..
 
 Projectile Motion
 
 359
 
 impact velocity of only 160 ft/s, will the Flying Zucchini land safely or come down squash? 31. In a basketball free throw, a ball is shot from a height of h feet toward a basket 10 feet above the ground at a horizontal distance of 15 feet. If h = 6, θ = 52◦ and v0 = 25 ft/s, show that the free throw is good. Since the basket is larger than the ball, a free throw has a margin of error of several inches. If any shot that passes through height 10 ft with 14.65 ≤ x ≤ 15.35 is good, show that, for the given initial speed v0 , the margin of error is 48◦ ≤ θ ≤ 57◦ . Sketch parametric graphs to show several of these free throws.
 
 130 ft /s v0
 
 6 ft
 
 u 10 ft x0
 
 x  60
 
 22. Repeat exercise 21 with an initial speed of 80 ft/s. (Hint: Carefully interpret the negative answer.) 23. A baseball player throws a ball toward first base 120 feet away. The ball is released from a height of 5 feet with an initial speed of 120 ft/s at an angle of 5◦ above the horizontal. Find the height of the ball when it reaches first base. 24. By trial and error, find the angle at which the ball in exercise 23 will reach first base at the catchable height of 5 feet. At this angle, how far above the first baseman’s head would the thrower be aiming? 25. A daredevil plans to jump over 25 cars. If the cars are all compact cars with a width of 5 feet and the ramp angle is 30◦ , determine the initial velocity required to complete the jump successfully. Repeat with a takeoff angle of 45◦ . In spite of the reduced initial velocity requirement, why might the daredevil prefer an angle of 30◦ to 45◦ ? 26. A plane at an altitude of 256 feet wants to drop supplies to a specific location on the ground. If the plane has a horizontal velocity of 100 ft/s, how far away from the target should the plane release the supplies in order to hit the target location? (Hint: Use the y-equation to determine the time of flight, then use the x-equation to determine how far the supplies will drift.)
 
 h
 
 15 ft
 
 32. A basketball is shot from a height of 8 feet at a horizontal distance of 15 feet from the basket. The initial speed is 27 ft/s and the initial angle is 30◦ above the horizontal. The basket is at a height of 10 feet and extends from x = 14.25 to x = 15.75 . (a) Show that the center of the ball goes through the basket. (b) Determine the minimum distance between the center of the ball and the front rim at (14.25, 10), and the back rim at (15.75, 10). (c) Given that the ball has diameter 9
 
 , conclude that the ball hits the rim. (Suggested by Howard Penn.) 33. Soccer player Roberto Carlos of Brazil is known for his curving kicks. Suppose that he has a free kick from 30 yards out. Orienting the x- and y-axes as shown in the figure, suppose the kick has initial speed 100 ft/s at an angle of 5◦ from the positive y-axis. Assume that the only force on the ball is a Magnus force to the left caused by the spinning of the ball. (a) With x 
 
 (t) = −20 and y 
 
 (t) = 0, determine whether the ball goes in the goal at y = 90 and −24 ≤ x ≤ 0. y
 
 ............................................................ 27. Consider a knuckleball (see example 5.7) with lateral motion satisfying the initial value problem x 
 
 (t) = −25 sin(4ωt + θ0 ), x (0) = x(0) = 0. With ω = 1, find an equation for x(t) and graph the solution for 0 ≤ t ≤ 0.68 with (a) θ0 = 0 and (b) θ0 = π/2. 28. Repeat exercise 27 for θ0 = π/4 and (a) ω = 2 and (b) ω = 1. 29. For the Olympic diver in exercise 5, what would be the average angular velocity (measured in radians per second) necessary to complete 2 12 somersaults? 30. In the Flying Zucchini Circus’ human cannonball act, a performer is shot out of a cannon from a height of 10 feet at an angle of 45◦ with an initial speed of 160 ft/s. If the safety net stands 5 feet above the ground, how far should the safety net be placed from the cannon? If the safety net can withstand an
 
 u
 
 x
 
 (b) A wall of players is lined up 10 yards away, extending from x = −10 to x = 1. Determine whether the kick goes around the wall.
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 34. To train astronauts to operate in a weightless environment, NASA sends them up in a special plane (nicknamed the Vomit Comet). To allow the passengers to experience weightlessness, the vertical acceleration of the plane must exactly match the acceleration due to gravity. If y 
 
 (t) is the vertical acceleration of the plane, then y 
 
 (t) = −g. Show that, for a constant horizontal velocity, the plane follows a parabolic path. NASA’s plane flies parabolic paths of approximately 2500 feet in height (2500 feet up and 2500 down). The time to complete such a path is the amount of weightless time for the passengers. Compute this time.
 
 ............................................................
 
 In exercises 35–40, we explore two aspects of juggling. More information can be found in The Mathematics of Juggling by Burkard Polster. 35. Professional jugglers generally agree that 10 is the maximum number of balls that a human being can successfully maintain. To get an idea why, suppose that it takes 12 second to catch and toss a ball. (In other words, using both hands, the juggler can process 4 balls per second.) To juggle 10 balls, each ball would need to be in the air for 2.5 seconds. Neglecting air resistance, how high would the ball have to be tossed to stay in the air this long? How much higher would the balls need to be tossed to juggle 11 balls? 36. Another aspect of juggling balls is accuracy. A ball juggled from the right hand to the left hand must travel the correct horizontal distance to be catchable. Suppose that a ball is tossed with initial horizontal velocity v0x and initial vertical velocity v0y . Assume that the ball is caught at the height from which it is thrown. Show that the horizontal distance traveled v0x v0y is w = feet. (Hint: This is a basic projectile problem, 16 like example 5.4.)
 
 5-46
 
 far it would travel on the Moon, where there really is no air resistance (use g = 5.2 ft/s2 ). The gravitational force of the Moon is about one-sixth that of Earth. A simple guess might be that a golf ball would travel six times as high and six times as far on the Moon compared to on Earth. Determine whether this is correct. 42. Suppose that a firefighter holds a water hose at slope m and the water exits the hose withspeed v ft/s.  Show that the water 1 + m2 follows the path y = −16 x 2 − mx. If the firev2 fighter stands 20 feet from a wall, for a given speed v, what is the maximum height on the wall that the water can reach? 43. Suppose a target is dropped vertically at a horizontal distance of 20 feet from you. If you fire a paint ball horizontally and directly at the target when it’s dropped, show that you will hit it (assuming no air resistance and assuming that the paint ball reaches the target before either hits the ground). 44. An object is dropped from a height of 100 feet. Another object directly below the first is launched vertically from the ground with initial velocity 40 ft/s. Determine when and how high up the objects collide. 45. How fast is a vert skateboarder like Tony Hawk going at the bottom of a ramp? Ignoring friction and air resistance, the answer comes from conservation of energy, which states that the kinetic energy 12 mv 2 plus the potential energy mgy remains constant. Assume that the energy at the top of a trick at height H is all potential energy and the energy at the bottom of the ramp is all kinetic energy. (a) Find the speed at the bottom as a function of H. (b) Compute the speed if H = 16 feet. (c) Find the speed halfway down (y = 8). (d) If the ramp has the shape y = x 2 for −4 ≤ x ≤ 4, find the horizontal and vertical components of speed halfway at y = 8.
 
 37. Referring to exercise 36, suppose that a ball is tossed at an anv0x . Combining gle of α from the vertical. Show that tan α = v0y this result with exercises 15 and 36, show that w = 4h tan α, where h is the maximum height of the toss.
 
 h'
 
 38. Find a linear approximation for tan x at x = 0. Use this apw proximation and exercise 37 to show that α ≈ . If an 4h angle of α produces a distance of w and an angle of α + α w produces a distance of w + w, show that α ≈ . 4h 39. Suppose that w is the difference between the ideal horizontal distance for a toss and the actual horizontal distance of a toss. For the average juggler, an error of w = 1 foot is manageable. Let α be the corresponding error in the angle of toss. If h is the height needed to juggle 10 balls (see exercise 35), find the maximum error in tossing angle. 40. Repeat exercise 39 using the height needed to juggle 11 balls. How much more accurate does the juggler need to be to juggle 11 balls?
 
 30'
 
 10'
 
 Exercise 45
 
 Exercise 46
 
 46. A science class builds a ramp to roll a bowling ball out of a window that is 30 feet above the ground. Their goal is for the ball to land on a watermelon that is 10 feet from the building. Assuming no friction or air resistance, determine how high the ramp should be to smash the watermelon.
 
 ............................................................
 
 41. Astronaut Alan Shepard modified some of his lunar equipment and became the only person to hit a golf ball on the Moon. Assume that the ball was hit with speed 60 ft/s at an angle of 25◦ above the horizontal. Assuming no air resistance, find the distance the ball would have traveled on Earth. Then find how
 
 EXPLORATORY EXERCISES 1. In the text and exercises 27 and 28, we discussed the differential equation x 
 
 (t) = −25 sin(4ωt + θ0 ) for the lateral motion of a knuckleball. Integrate and apply the initial conditions x (0) = 0 and x(0) = 0 to derive the general equation
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   25 25 25 cos θ0 t − x(t) = sin(4ωt + θ0 ) − sin θ0 . If 16ω2 4ω 16ω2 you have access to three-dimensional graphics, graph x(t, ω) for θ0 = 0 with 0 ≤ t ≤ 0.68 and 0.01 ≤ ω ≤ 10. (Note: Some plotters will have trouble with ω = 0.) Repeat with θ0 = π/4, θ0 = π/2 and two choices of your own for θ0 . A pitcher wants the ball to move as much as possible back and forth but end up near home plate (x = 0). Based on these criteria, pick the combinations of θ0 and ω that produce the four best pitches. Graph these pitches in two dimensions with x = x(t) as in Figures 5.48a and 5.48b. 2. Although we have commented on some inadequacies of the gravity-only model of projectile motion, we have not presented any alternatives. Such models tend to be somewhat more mathematically complex. One way to explore these models is introduced in exploratory exercise 2 in section 4.1. A different method is presented in this exercise. For a falling object like a raindrop, the two primary forces are gravity and air drag. Typically, air drag is proportional to the square of the velocity. Combining this with Newton’s second law of motion (F = ma), we have ma = cv 2 − mg. The velocity v(t), in feet per second, satisfies the equation v (t) = k[v(t)]2 − 32, for k = c/m. Suppose that v(0) = 0. Explain why v(t) will decrease and become negative, for t > 0. As v decreases, explain why v (t) approaches 0. The value of v(t) for which v (t) = 0 is called the terminal velocity, denoted vT . Explain why lim v(t) = vT .
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 √ Show that vT = 32/k. For k = 2, find vT . As discussed in example 5.6, the terminal velocity of a raindrop is about 10 mph, or about 14.6 ft/s. Find the value of k for a raindrop. 3. The goal in the old computer game called “Gorillas” is to enter a speed and angle to launch an explosive banana to try to hit a gorilla at some other location. Suppose that you are located at the origin and the gorilla is at (40, 20). (a) Find two speed/angle combinations that will hit the gorilla. (b) Estimate the smallest speed that can be used to hit the target. (c) Repeat parts (a) and (b) if there is a building in the way that occupies 20 ≤ x ≤ 30 and 0 ≤ y ≤ 30.
 
 t→∞
 
 5.6
 
 APPLICATIONS OF INTEGRATION TO PHYSICS AND ENGINEERING In this section, we explore several applications of integration in physics. In each case, we will define a basic concept and then use the definite integral to generalize the concept to solve a broader range of problems. Imagine that you are at the bottom of a snow-covered hill with a sled. To get a good ride, you want to push the sled as far up the hill as you can. A physicist would say that the higher up you are, the more potential energy you have. Sliding down the hill converts the potential energy into kinetic energy. (This is the fun part!) But pushing the sled up the hill requires you to do some work: you must exert a force over a long distance. Our first task is to quantify work. Certainly, if you push twice the weight (i.e., exert twice the force), you’re doing twice the work. Further, if you push the sled twice as far, you’ve done twice the work. In view of these observations, for any constant force F applied over a distance d, we define the work W as W = Fd. We extend this notion of work to the case of a nonconstant force F(x) applied on the interval [a, b] as follows. First, we partition the interval [a, b] into n equal subintervals, each of width b−a and consider the work done on each subinterval. If x is small and F is conx = n tinuous, then the force F(x) applied on the subinterval [xi−1 , xi ] can be approximated by the constant force F(ci ) for some point ci ∈ [xi−1 , xi ]. The work done moving the object along the subinterval is then approximately F(ci ) x. The total work W done is then approximately W ≈
 
 n 
 
 F(ci ) x.
 
 i=1
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 You should recognize this as a Riemann sum, which, as n gets larger, approaches the actual work,
 
 Work
 
 W = lim
 
 n→∞
 
 n 
 
  F(ci ) x =
 
 i=1
 
 b
 
 F(x) d x.
 
 (6.1)
 
 a
 
 We take (6.1) as our definition of work. You’ve probably noticed that the farther a spring is compressed (or stretched) from its natural length, the more force is required to further compress (or stretch) the spring. According to Hooke’s Law, the force required to maintain a spring in a given position is proportional to the distance it’s compressed (or stretched). That is, if x is the distance a spring is compressed (or stretched) from its natural length, the force F(x) exerted by the spring is given by F(x) = kx,
 
 (6.2)
 
 for some constant k (the spring constant).
 
 EXAMPLE 6.1
 
 Computing the Work Done Stretching a Spring
 
 A force of 3 pounds stretches a spring 14 foot from its natural length. (See Figure 5.49.) Find the work done in stretching the spring 6 inches beyond its natural length. Solution First, we determine the value of the spring constant. From Hooke’s Law (6.2), we have that     1 1 =k , 3=F 4 4 so that k = 12 and F(x) = 12x. From (6.1), the work done in stretching the spring 6 inches (1/2 foot) is then  1/2  1/2 3 F(x) d x = 12x d x = foot-pounds. W = 2 0 0 FIGURE 5.49 Stretched spring
 
 In this case, notice that stretching the spring transfers potential energy to the spring. (If the spring is later released, it springs back toward its natural length, converting the potential energy to kinetic energy.) „
 
 EXAMPLE 6.2
 
 Computing the Work Done by a Weightlifter
 
 A weightlifter lifts a 200-pound barbell a distance of 3 feet. How much work was done? Also, determine the work done by the weightlifter if the weight is raised 4 feet above the ground and then lowered back into place. Solution Since the force (the weight) is constant here, we simply have W = Fd = 200 × 3 = 600 foot-pounds. It may seem strange, but if the weightlifter lifts the same weight 4 feet from the ground and then lowers it back into place, then since the barbell ends up in the same place as it started, the net distance covered is zero and the work done is zero. Of course, it would feel like work to the weightlifter, but as we have defined it, work accounts for the energy change in the object. Since the barbell has the same kinetic and potential energy that it started with, the total work done on it is zero. „ In example 6.3, both the force and the distance are nonconstant. This presents some unique challenges and we’ll need to first approximate the work and then recognize the definite integral that this approximation process generates.
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 Computing the Work Required to Pump Water Out of a Tank
 
 A spherical tank of radius 10 feet is filled with water. Find the work done in pumping all of the water out through the top of the tank. Solution The basic formula W = Fd does not directly apply here, for several reasons. The most obvious of these is that the distance traveled by the water in each part of the tank is different, as the water toward the bottom of the tank must be pumped all the way to the top, while the water near the top of the tank must be pumped only a short distance. Let x represent distance as measured from the bottom of the tank, as in Figure 5.50a. The entire tank corresponds to the interval 0 ≤ x ≤ 20, which we partition into 0 = x0 < x1 < · · · < xn = 20, 20 , for each i = 1, 2, . . . , n. This partitions the tank into n n thin layers, each corresponding to an interval [xi−1 , xi ]. (See Figure 5.50b.) You can think of the water in the layer corresponding to [xi−1 , xi ] as being approximately cylindrical, of height x. This layer must be pumped a distance of approximately 20 − ci , for some ci ∈ [xi−1 , xi ]. Notice from Figure 5.50b that the radius of the ith layer depends on the value of x. From Figure 5.50c (where we show a cross section of the tank), the radius ri corresponding to a depth of x = ci is the base of a right triangle with hypotenuse 10 and height |10 − ci |. From the Pythagorean Theorem, we now have where xi − xi−1 = x =
 
 (10 − ci )2 + ri2 = 102 . Solving this for ri2 , we have
 
   ri2 = 102 − (10 − ci )2 = 100 − 100 − 20ci + ci2 = 20ci − ci2 .
 
 The force Fi required to move the ith layer is then simply the force exerted on the water by gravity (i.e., its weight). Since the weight density of water is 62.4 lb/ft3 , we now have Fi ≈ (Volume of cylindrical slice) (weight of water per unit volume)   = πri2 h (62.4 lb/ft3 )   = 62.4π 20ci − ci2 x. x
 
 x
 
 x
 
 x  20 10 ri
 
 x  10 x
 
 20  ci 10 ci
 
 ri
 
 10  ci  ci
 
 x0
 
 FIGURE 5.50a
 
 FIGURE 5.50b
 
 FIGURE 5.50c
 
 Spherical tank
 
 The ith slice of water
 
 Cross section of tank
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 The work required to pump out the ith slice is then given approximately by Wi ≈ (Force) (distance)   = 62.4π 20ci − ci2 x(20 − ci ) = 62.4π ci (20 − ci )2 x. The work required to pump out all of the water is then the sum of the work required for each of the n slices: W ≈
 
 n 
 
 62.4π ci (20 − ci )2 x.
 
 i=1
 
 Finally, taking the limit as n → ∞ gives the exact work, which you should recognize as a definite integral:  20 n  W = lim 62.4π ci (20 − ci )2 x = 62.4π x(20 − x)2 d x n→∞
 
 0
 
 i=1
 
 
 
 20
 
 = 62.4π
 
 (400x − 40x 2 + x 3 ) d x
 
 0
 
 
 
 20 x2 x3 x4 = 62.4π 400 − 40 + 2 3 4 0   40,000 = 62.4π ≈ 2.61 × 106 (foot-pounds). 3 „ Impulse is a physical quantity closely related to work. Instead of relating force and distance to account for changes in energy, impulse relates force and time to account for changes in velocity. First, suppose that a constant force F is applied to an object from time t = 0 to time t = T . If the position of the object at time t is given by x(t), then Newton’s second law says that F = ma = mx 
 
 (t). Integrating this equation once with respect to t gives us  T  T Fdt = m x 
 
 (t) dt, 0
 
 or
 
 0
 
 F(T − 0) = m[x (T ) − x (0)].
 
 Recall that x (t) is the velocity v(t), so that F T = m[v(T ) − v(0)] or F T = mv, where v = v(T ) − v(0) is the change in velocity. The quantity FT is called the impulse, mv(t) is the momentum at time t and the equation relating the impulse to the change in velocity is called the impulse-momentum equation. Just as we extended the concept of work to include nonconstant forces, we must generalize the notion of impulse. Think about this and try to guess what the definition should be. We define the impulse J of a force F(t) applied over the time interval [a, b] to be  Impulse
 
 J=
 
 b
 
 F(t) dt. a
 
 We leave the derivation of this as an exercise. The impulse-momentum equation likewise generalizes to: Impulse-momentum equation
 
 J = m[v(b) − v(a)].
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 Estimating the Impulse for a Baseball
 
 Suppose that a baseball traveling at 130 ft/s (about 90 mph) collides with a bat. The following data (adapted from The Physics of Baseball by Robert Adair) shows the force exerted by the bat on the ball at 0.0001-second intervals. t (s)
 
 0
 
 0.0001
 
 0.0002
 
 0.0003
 
 0.0004
 
 0.0005
 
 0.0006
 
 0.0007
 
 F(t) (lb)
 
 0
 
 1250
 
 4250
 
 7500
 
 9000
 
 5500
 
 1250
 
 0
 
 Estimate the impulse of the bat on the ball and (using m = 0.01 slug) the speed of the ball after impact.  0.0007 Solution In this case, the impulse J is given by 0 F(t) dt. Since we’re given only a fixed number of measurements of F(t), the best we can do is approximate the integral numerically (e.g., using Simpson’s Rule). Recall that Simpson’s Rule requires an even number n of subintervals, which means that you need an odd number n + 1 of points in the partition. Using n = 8 and adding a 0 function value at t = 0.0008 (why is it fair to do this?), Simpson’s Rule gives us J ≈ [0 + 4(1250) + 2(4250) + 4(7500) + 2(9000) + 4(5500) 0.0001 + 2(1250) + 4(0) + 0] 3 ≈ 2.867. In this case, the impulse-momentum equation J = m v becomes 2.867 = 0.01 v or v = 286.7 ft/s. Since the ball started out with a speed of 130 ft/s in one direction and it ended up moving in the opposite direction, the speed after impact is 156.7 ft/s. „ d1
 
 d2
 
 m2
 
 m1
 
 Consider two children on a playground seesaw (or teeter-totter). Suppose that the child on the left in Figure 5.51a is heavier (i.e., has larger mass) than the child on the right. If the children sit an equal distance from the pivot point, you know what will happen: the left side will be pulled down. However, the children can balance each other if the heavier child moves closer to the pivot point. That is, the balance is determined both by weight (force) and distance from the pivot point. If the children have masses m 1 and m 2 and are sitting at distances d1 and d2 , respectively, from the pivot point, then they balance each other if and only if
 
 FIGURE 5.51a
 
 m 1 d1 = m 2 d2 .
 
 Balancing two masses
 
 (6.3)
 
 Turning the problem around slightly, suppose there are two objects, of mass m 1 and m 2 , located at x1 and x2 , respectively, with x1 < x2 . We consider the objects to be point-masses. That is, each is treated as a single point, with all of the mass concentrated at that point. (See Figure 5.51b.) m1
 
 m2
 
 x1
 
 x2
 
 x
 
 FIGURE 5.51b Two point-masses
 
 We want to find the center of mass x¯ , that is, the location at which we could place the pivot of a seesaw and have the objects balance. From the balance equation (6.3), we’ll need m 1 (x¯ − x1 ) = m 2 (x2 − x¯ ). Solving this equation for x¯ gives us x¯ =
 
 m 1 x1 + m 2 x2 . m1 + m2
 
 Notice that the denominator in this equation is the total mass of the “system” (i.e., the total mass of the two objects). The numerator of this expression is called the first moment of the system.
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 More generally, for a system of n masses m 1 , m 2 , . . . , m n , located at x = x1 , x2 , . . . , xn , respectively, the center of mass x¯ is given by the first moment divided by the total mass, that is, x¯ =
 
 Center of mass
 
 m 1 x1 + m 2 x2 + · · · + m n xn . m1 + m2 + · · · + mn
 
 Now, suppose that we wish to find the mass and center of mass of an object of variable density ρ(x) (measured in units of mass per unit length) that extends from x = a to x = b. Note that if the density is a constant ρ, the mass of the object is simply given by m = ρ L, where L = b − a is the length of the object. On the other hand, if the density varies throughout the object, we can approximate the mass by partitioning the interval b−a [a, b] into n pieces of equal width x = . On each subinterval [xi−1 , xi ], the mass n is approximately ρ(ci ) x, where ci is a point in the subinterval. The total mass is then approximately m≈
 
 n 
 
 ρ(ci ) x.
 
 i=1
 
 You should recognize this as a Riemann sum, which approaches the total mass as n → ∞, n 
 
 m = lim
 
 Mass
 
 n→∞
 
 EXAMPLE 6.5
 
  ρ(ci ) x =
 
 i=1
 
 a
 
 b
 
 ρ(x) d x.
 
 (6.4)
 
 Computing the Mass of a Baseball Bat
 
 A 30-inch baseball bat can be represented approximately by an object extending from 1  x 2 x = 0 to x = 30 inches, with density ρ(x) = 46 + 690 slugs per inch. This model of the density function takes into account the fact that a baseball bat is similar to an elongated cone. Find the mass of the object. Solution From (6.4), the mass is given by   30  1 x 2 + dx m= 46 690 0 &  3 '    690 1 690 1 x 3 30 30 3 1 = = − + + 3 46 690 3 46 690 46 0 ≈ 6.144 × 10−2 slug. To compute the weight (in ounces), multiply the mass by 32 · 16. The bat weighs roughly 31.5 ounces. „ To compute the first moment for an object of nonconstant density ρ(x) extending from x = a to x = b, we again partition the interval into n equal pieces. From our earlier argument, for each i = 1, 2, . . . , n, the mass of the ith slice of the object is approximately ρ(ci ) x, for any choice of ci ∈ [xi−1 , xi ]. We then represent the ith slice of the object with a particle of mass m i = ρ(ci ) x located at x = ci . We can now think of the original object as having been approximated by n distinct point-masses, as indicated in Figure 5.52. m1
 
 m2
 
 m3
 
 m4 m5
 
 m6
 
 c1
 
 c2
 
 c3
 
 c4 c5
 
 c6
 
 x
 
 FIGURE 5.52 Six point-masses
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 Notice that the first moment Mn of this approximate system is Mn = [ρ(c1 ) x]c1 + [ρ(c2 ) x]c2 + · · · + [ρ(cn ) x]cn n  = [c1 ρ(c1 ) + c2 ρ(c2 ) + · · · + cn ρ(cn )] x = ci ρ(ci ) x. i=1
 
 Taking the limit as n → ∞, the sum approaches the first moment
 
 M = lim
 
 First moment
 
 n→∞
 
 n 
 
  ci ρ(ci ) x =
 
 i=1
 
 b
 
 xρ(x) d x.
 
 (6.5)
 
 a
 
 The center of mass of the object is then given by  x¯ =
 
 Center of mass
 
 b
 
 M = a m a
 
 EXAMPLE 6.6
 
 xρ(x) d x b
 
 .
 
 (6.6)
 
 ρ(x) d x
 
 Finding the Center of Mass (Sweet Spot) of a Baseball Bat
 
 Find the center of mass of the baseball bat from example 6.5. Solution From (6.5), the first moment is given by  30  2  30  x 2 x3 x4 1 x M= + + + x dx = ≈ 1.205. 46 690 4232 47,610 1,904,400 0 0
 
 Hoover Dam
 
 Recall that we had already found the mass to be m ≈ 6.144 × 10−2 slug and so, from (6.6), the center of mass of the bat is M 1.205 ≈ ≈ 19.6 inches. m 6.144 × 10−2 Note that for a baseball bat, the center of mass is one candidate for the so-called “sweet spot” of the bat, the best place to hit the ball. „ x¯ =
 
 Depth  d A
 
 FIGURE 5.53 A plate of area A submerged to depth d
 
 Depth  d
 
 b
 
 c
 
 a
 
 FIGURE 5.54 Pressure at a given depth is the same, regardless of the orientation
 
 For our final application of integration in this section, we consider hydrostatic force. Imagine a dam holding back a lake full of water. What force must the dam withstand? As usual, we solve a simpler problem first. If you have a flat rectangular plate oriented horizontally underwater, notice that the force exerted on the plate by the water (the hydrostatic force) is simply the weight of the water lying above the plate. This is the product of the volume of the water lying above the plate and the weight density of water (62.4 lb/ft3 ). If the area of the plate is A ft2 and it lies d ft below the surface (see Figure 5.53), then the force on the plate is F = 62.4Ad. According to Pascal’s Principle, the pressure at a given depth d in a fluid is the same in all directions. This says that if a flat plate is submerged in a fluid, then the pressure on one side of the plate at any given point is ρ · d, where ρ is the weight density of the fluid and d is the depth. In particular, this says that it’s irrelevant whether the plate is submerged vertically, horizontally or otherwise. (See Figure 5.54.) Consider now a vertically oriented wall (a dam) holding back a lake. It is convenient to orient the x-axis vertically with x = 0 located at the surface of the water and the bottom of the wall at x = a > 0. (See Figure 5.55 on the following page.) In this way, x measures the depth of a section of the dam. Suppose w(x) is the width of the wall at depth x (where all distances are measured in feet).
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 y
 
 x i1 w(ci )
 
 x
 
 xi a
 
 x
 
 FIGURE 5.55 Force acting on a dam
 
 Partition the interval [0, a] into n subintervals of equal width x = an . This has the effect of slicing the dam into n slices, each of width x. For each i = 1, 2, . . . , n, observe that the area of the ith slice is approximately w(ci ) x, where ci is some point in the subinterval [xi−1 , xi ]. Further, the depth at every point on this slice is approximately ci . We can then approximate the force Fi acting on this slice of the dam by the weight of the water lying above a plate the size of this portion but which is oriented horizontally: Fi ≈
 
 62.4
 
  
 
 w(c ) x ci = 62.4ci w(ci ) x.
 
  i   
 
 weight density length width depth
 
 Adding together the forces acting on each slice, the total force F on the dam is approximately F≈
 
 n 
 
 62.4ci w(ci ) x.
 
 i=1
 
 Recognizing this as a Riemann sum and taking the limit as n → ∞, we obtain the total hydrostatic force on the dam,  a n  62.4ci w(ci ) x = 62.4xw(x) d x. (6.7) F = lim n→∞
 
 EXAMPLE 6.7
 
 0
 
 i=1
 
 Finding the Hydrostatic Force on a Dam
 
 A dam is shaped like a trapezoid with height 60 feet. The width at the top is 100 feet and the width at the bottom is 40 feet. (See Figure 5.56.) Find the maximum hydrostatic force that the dam will need to withstand. Find the hydrostatic force if a drought lowers the water level by 10 feet.
 
 y
 
 100  x 60
 
 x
 
 FIGURE 5.56 Trapezoidal dam
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 Solution Notice that the width function is a linear function of depth with w(0) = 100 60 = −1 and so, w(x) = 100 − x. From (6.7), the and w(60) = 40. The slope is then −60 hydrostatic force is then  60 62.4  x (100 − x) d x F=
 
  
 
  0 weight density depth
 
 width
 
 60 3 x = 3120x 2 − 62.4 = 6,739,200 lb. 3 0
 
 If the water level dropped 10 feet, the width of the dam at the water level would be 90 feet. Lowering the origin by 10 feet, the new width function satisfies w(0) = 90 and w(50) = 40. The slope is still −1 and so, the width is given by w(x) = 90 − x. From (6.7), the hydrostatic force is now  50 62.4  x (90 − x) d x F=
 
  
 
  0 weight density depth
 
 width
 
 x 3 50 = 2808x 2 − 62.4 = 4,420,000 lb. 3 0 Notice that this represents a reduction in force of over 34%. „
 
 EXERCISES 5.6 WRITING EXERCISES 1. For each of work, impulse and the first moment: identify the quantities in the definition (e.g., force and distance) and the calculations for which it is used (e.g., change in velocity). 2. The center of mass is not always the location at which half the mass is on one side and half the mass is on the other side. Give an example where more than half the mass is on one side (see examples 6.5 and 6.6) and explain why the object balances at the center of mass. 3. People who play catch have a seemingly instinctive method of pulling their hand back as they catch the ball. To catch a ball, you must apply an impulse equal to the mass times velocity of the ball. By pulling your hand back, you increase the amount of time in which you decelerate the ball. Use the impulse-momentum equation to explain why this reduces the average force on your hand. 4. A tennis ball comes toward you at 100 mph. After you hit the ball, it is moving away from you at 100 mph. Work measures changes in energy. Explain why work has been done by the tennis racket on the ball even though the ball has the same speed before and after the hit. 1. A force of 5 pounds stretches a spring 4 inches. Find the work done in stretching this spring 6 inches beyond its natural length. 2. A force of 10 pounds stretches a spring 2 inches. Find the work done in stretching this spring 3 inches beyond its natural length. 3. A weightlifter lifts 250 pounds a distance of 20 inches. Find the work done (as measured in foot-pounds). 4. A wrestler lifts his 300-pound opponent overhead, a height of 6 feet. Find the work done (as measured in foot-pounds).
 
 5. A rocket full of fuel weighs 10,000 pounds at launch. After launch, the rocket gains altitude and loses weight as the fuel burns. Assume that the rocket loses 1 pound of fuel for every 15 feet of altitude gained. Explain why the work done raising the  30,000 rocket to an altitude of 30,000 feet is 0 (10,000 − x/15) d x and compute the integral. 6. Referring to exercise 5, suppose that a rocket weighs 8000 pounds at launch and loses 1 pound of fuel for every 10 feet of altitude gained. Find the work needed to raise the rocket to a height of 10,000 feet. 7. A 40-foot chain weighs 1000 pounds and is hauled up to the deck of a boat. The chain is oriented vertically and the top of the chain starts 30 feet below the deck. Compute the work done. 8. A bucket is lifted a distance of 80 feet at the rate of 4 ft/s. The bucket initially contains 100 pounds of sand but leaks at a rate of 2 lb/s. Compute the work done. 9. (a) Suppose that a car engine exerts a force of 800x(1 − x) pounds when the car is at position x miles, 0 ≤ x ≤ 1. Compute the work done. (b) Horsepower measures the rate of work done as a function of time. Explain why this is not equal to 800x(1 − x). If the car takes 80 seconds to travel the mile, compute the average horsepower (1 hp = 550 ft-lb/s). 10. (a) A water tower is spherical in shape with radius 50 feet, extending from 200 feet to 300 feet above ground. Compute the work done in filling the tank from the ground. (b) Compute the work done in filling the tank halfway. 11. A right circular cylinder of radius 1 m and height 3 m is filled with water. Compute the work done pumping all of the water out the top of the cylinder if (a) the cylinder stands upright (the circular cross sections are parallel to the ground) and (b) the
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 cylinder is on its side (the circular cross sections are perpendicular to the ground). 12. A water tank is in the shape of a right circular cone of altitude 10 feet and base radius 5 feet, with its vertex at the ground. (Think of an ice cream cone with its point facing down.) If the tank is full, find the work done in pumping all of the water out the top of the tank. 13. Two laborers share the job of digging a rectangular hole 10 feet deep. The dirt from the hole is cleared away by other laborers. Assuming a constant density of dirt, how deep should the first worker dig to do half the work? Explain why 5 feet is not the answer. 14. A trough is to be dug 6 feet deep. Cross sections have the shape and are 2 feet wide at the bottom and 5 feet wide at the top. Find the depth at which half the work has been done. 15. In example 6.4, suppose that the baseball was traveling at 100 ft/s. The force exerted by the bat on the ball would change to the values in the table. Estimate the impulse and the speed of the ball after impact. t (s) F (lb)
 
 0 0
 
 t (s) F (lb)
 
 0.0005 5200
 
 0.0001 1000
 
 0.0002 2100
 
 0.0006 2500
 
 0.0003 4000
 
 0.0007 1000
 
 0.0004 5000
 
 0.0008 0
 
 16. A crash test is performed on a vehicle. The force of the wall on the front bumper is shown in the table. Estimate the impulse and the speed of the vehicle (use m = 200 slugs). t (s) 0 0.1 0.2 0.3 0.4 0.5 0.6 F (lb) 0 8000 16,000 24,000 15,000 9000 0 17. A thrust-time curve f (t) = t 266t for a model rocket is shown. +9 Compute the maximum thrust. Estimate the impulse. y 10
 
 5
 
 t 0
 
 1.25
 
 2.5
 
 LT (Late Transcendental)
 
 3.75
 
 5
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 19. Compute the mass and center of mass of an object with density x ρ(x) = + 2 kg/m, 0 ≤ x ≤ 6. Briefly explain in terms of the 6 density function why the center of mass is not at x = 3. 20. Compute the mass and center of mass of an object with density x ρ(x) = 3 − kg/m, 0 ≤ x ≤ 6. Briefly explain in terms of the 6 density function why the center of mass is not at x = 3. 21. Compute the weight in ounces of an object extending from   x +3 2 1 + x = −3 to x = 27 with density ρ(x) = 46 690 slugs/in. 22. Compute the weight in ounces of an object extending from   x +3 2 1 + x = 0 to x = 32 with density ρ(x) = 46 690 slugs/in. 23. Compute the center of mass of the object in exercise 21. This object models the baseball bat of example 6.5 “choked up” (held 3 inches up the handle). Compare the masses and centers of mass of the two bats. 24. Compute the center of mass of the object in exercise 22. This object models a baseball bat that is 2 inches longer than the bat of example 6.5. Compare the masses and centers of mass of the two bats. 25. Compute the mass and weight in ounces and center of mass of an object extending from   x = 0 to x = 30 with density 3 x ρ(x) = 0.00468 + slugs/in. 16 60 26. The object in exercise 25 models an aluminum baseball bat (hollow and 14 inch thick). Compare the mass and center of mass to the wooden bat of example 6.5. Baseball experts claim that it is easier to hit an inside pitch (small x value) with an aluminum bat. Explain why your calculations indicate that this is true. 27. The accompanying figure shows the outline of a model rocket. Assume that the vertical scale is 3 units high and the horizontal scale is 6 units wide. Use basic geometry to compute the area of each of the three regions of the rocket outline. Assuming a constant density ρ, locate the x-coordinate of the center of mass of each region. [Hint: The first region can be thought of as extending from x = 0 to x = 1 with density ρ(3 − 2x). The third region extends from x = 5 to x = 6 with density ρ(6 − x).]
 
 6
 
 18. A thrust-time curve for a model rocket is shown. Compute the impulse. Comparing your answer to exercise 17, which rocket would reach a higher altitude? y 15 10 5 t 0
 
 3
 
 6
 
 28. For the model rocket in exercise 27, replace the rocket with 3 particles, one for each region. Assume that the mass of each particle equals the area of the region and the location of the particle on the x-axis equals the center of mass of the region. Find the center of mass of the 3-particle system. [Rockets are designed with bottom fins large enough that the center of mass is shifted near the bottom (or, in the figure here, left) of the rocket. This improves the flight stability of the rocket.]
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 SECTION 5.6
 
 In exercises 29–32, find the centroid of each region. The centroid is the center of mass of a region with constant density. (Hint: Modify (6.6) to find the y-coordinate y.) 29. The triangle with vertices (0, 0), (4, 0) and (4, 6) 30. The rhombus with vertices (0, 0), (3, 4), (8, 4) and (5, 0) 31. The region bounded by y = 4 − x 2 and y = 0 32. The region bounded by y = x, y = −x and x = 4
 
 ............................................................ 33. A dam is in the shape of a trapezoid with height 60 feet. The width at the top is 40 feet and the width at the bottom is 100 feet. Find the maximum hydrostatic force the wall would need to withstand. Explain why the force is so much greater than the force in example 6.7. 34. Find the maximum hydrostatic force in exercise 33 if a drought lowers the water level by 10 feet. 35. An underwater viewing window is installed at an aquarium. The window is circular with radius 5 feet. The center of the window is 40 feet below the surface of the water. Find the hydrostatic force on the window. 36. An underwater viewing window is rectangular with width 40 feet. The window extends from the surface of the water to a depth of 10 feet. Find the hydrostatic force on the window.
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 reduced. To model this, take the bat of example 6.5 and change the density to ⎧ 1 ⎪ ⎪ ⎪ ⎨ 46 + ρ(x) =  ⎪ 1 ⎪ ⎪ ⎩ + 92
 
 x 690 x 690
 
 2 if 0 ≤ x ≤ 28 2 if 28 < x ≤ 30,
 
 representing a hole of radius 14 
 
 and length 2
 
 . Compute the mass and second moment of the corked bat and compare to the original bat. 43. The second moment (see exercise 41) of a disk of den2 2 sity ρ in the shape of the ellipse ax 2 + by2 = 1 is given by  a 2 2ρbx 2 1 − ax 2 d x. Use your CAS to evaluate this integral. −a 44. Use the result from exercise 43 to show that the second moment of the tennis racket head in the diagram is M = ρ π4 [ba 3 − (b − w)(a − w)3 ]. y b bw a
 
 x
 
 aw
 
 37. The camera’s window on a robotic submarine is circular with radius 3 inches. How much hydrostatic force would the window need to withstand to descend to a depth of 1000 feet? 38. A diver wears a watch to a depth of 60 feet. The face of the watch is circular with a radius of 1 inch. How much hydrostatic force will the face need to withstand if the watch is to keep on ticking? Give answers using the following two assumptions: (a) the watch is vertical with its top at 60 feet; (b) the watch is horizontal at 60 feet. 39. Given that power is the product of force and velocity, compute the horsepower needed to lift a 100-ton object such as a blue whale at 20 mph (1 hp = 550 ft-lb/s). (Note that blue whales swim so efficiently that they can maintain this speed with an output of 60–70 hp.) 40. For a constant force F exerted over a length of time t, impulse is defined by F · t. For a variable force F(t), derive the impulse b formula J = a F(t) dt. b 41. The first moment of a solid of density ρ(x) is a xρ(x) d x. The b second moment about the y-axis, defined by a x 2 ρ(x) d x, is also important in applications. The larger this number is, the more difficult it is to rotate the solid about the y-axis. Compute the second moments of the baseball bats in example 6.5 and exercise 21. Choking up on a bat makes it easier to swing (and control). Compute the percentage by which the second moment is reduced by choking up 3 inches. 42. Occasionally, baseball players illegally “cork” their bats by drilling out a portion of wood from the end of the bats and filling the hole with a light substance such as cork. The advantage of this procedure is that the second moment is significantly
 
 45. For tennis rackets, a large second moment (see exercises 43 and 44) means less twisting of the racket on off-center shots. Compare the second moment of a wooden racket (a = 9, b = 12, w = 0.5), a midsize racket (a = 10, b = 13, w = 0.5) and an oversized racket (a = 11, b = 14, w = 0.5). 46. Let M be the second moment found in exercise 44. Show that dM > 0 and conclude that larger rackets have larger second da dM > 0 and interpret this result. moments. Also, show that dw
 
 EXPLORATORY EXERCISES 1. As equipment has improved, heights cleared in the pole vault have increased. A crude estimate of the maximum pole vault possible can be derived from conservation of energy principles. Assume that the maximum speed a pole-vaulter could run carrying a long pole is 25 mph. Convert this speed to ft/s. The kinetic energy of this vaulter would be 12 mv 2 . (Leave m as an unknown for the time being.) This initial kinetic energy would equal the potential energy at the top of the vault minus whatever energy is absorbed by the pole (which we will ignore).
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 Set the potential energy, 32mh, equal to the kinetic energy and solve for h. This represents the maximum amount the vaulter’s center of mass could be raised. Add 3 feet for the height of the vaulter’s center of mass and you have an estimate of the maximum vault possible. Compare this to Sergei Bubka’s 1994 
 
 world record vault of 20 1 34 . 2. An object will remain on a table as long as the center of mass of the object lies over the table. For example, a board of length 1 will balance if half the board hangs over the edge of the table. Show that two homogeneous boards of length 1 will balance if 14 of the first board hangs over the edge of the table and 12 of the second board hangs over the edge of the first board. Show that three boards of length 1 will balance if 16 of the first board hangs over the edge of the table, 14 of the second board hangs over the edge of the first board and 12 of the third board hangs
 
 5-58
 
 over the edge of the second board. Generalize this to a procedure for balancing n boards. How many boards are needed so that the last board hangs completely over the edge of the table?
 
 L 2
 
 L 4
 
 ...
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Volume by slicing Volume by shells Newton’s second law Center of mass
 
 Volume by disks Arc length Work
 
 Volume by washers Surface area Impulse
 
 In exercises 1–8, find the indicated area exactly if possible (estimate if necessary). 1. The area between y = x 2 + 2 and y = sin x for 0 ≤ x ≤ π 2. The area between y = sin x and y = cos x for 0 ≤ x ≤ π/2 3. The area between y = x 3 and y = 2x 2 − x 4. The area between y = x 2 − 3 and y = −x 2 + 5 5. The area between y = x 2 − 2 and y = 2 − x 2 6. The area between x = y 2 and y = 1 − x
 
 TRUE OR FALSE State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true. b 1. The area between f and g is given by a [ f (x) − g(x)] d x. 2. The method of disks is a special case of volume by slicing. 3. For a given region, the methods of disks and shells will always use different variables of integration. 4. A Riemann sum for arc length always gives an approximation that is too large. 5. For most functions, the integral for arc length can be evaluated exactly. 6. The only force on a projectile is gravity. 7. For two-dimensional projectile motion, you can always solve for x(t) and y(t) independently. 8. The more you move an object, the more work you have done.
 
 7. The area of the region bounded by y = x 2 , y = 2 − x and y=0 8. The area of the region bounded by y = x 2 , y = 0 and x = 2
 
 ............................................................ 9. A town has a population of 10,000 with a birthrate of 10 + 2t people per year and a death rate of 4 + t people per year. Compute the town’s population after 6 years. 10. From the given data, estimate the area between the curves for 0 ≤ x ≤ 2. x f (x) g(x)
 
 0.0 3.2 1.2
 
 0.2 3.6 1.5
 
 0.4 3.8 1.6
 
 0.6 3.7 2.2
 
 0.8 3.2 2.0
 
 x f (x) g(x)
 
 1.2 3.0 2.2
 
 1.4 2.8 2.1
 
 1.6 2.4 2.3
 
 1.8 2.9 2.8
 
 2.0 3.4 2.4
 
 1.0 3.4 2.4
 
 11. Find the volume of the solid with cross-sectional area A(x) = π(3 + x)2 for 0 ≤ x ≤ 2.
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 Review Exercises 12. A swimming pool viewed from above has an outline given by y = ±(5 + x) for 0 ≤ x ≤ 2. The depth is given by 4 + x (all measurements in feet). Compute the volume. 13. The cross-sectional areas of an underwater object are given. Estimate the volume. x A(x)
 
 0 0.4
 
 0.4 1.4
 
 0.8 1.8
 
 1.2 2.0
 
 1.6 2.1
 
 2.0 1.8
 
 2.4 1.1
 
 2.8 0.4
 
 3.2 0
 
 ............................................................ In exercises 14–18, find the volume of the indicated solid of revolution. 14. The region bounded by y = x 2 , y = 0 and x = 1 revolved about (a) the x-axis; (b) the y-axis; (c) x = 2; (d) y = −2 15. The region bounded by y = x 2 and y = 4 revolved about (a) the x-axis; (b) the y-axis; (c) x = 2; (d) y = −2 16. The region bounded by y = x, y = 2x and x = 2 revolved about (a) the x-axis; (b) the y-axis; (c) x = −1; (d) y = 4 17. The region bounded by y = x, y = 2 − x and y = 0 revolved about (a) the x-axis; (b) the y-axis; (c) x = −1; (d) y = 4 18. The region bounded by x = 4 − y 2 and x = y 2 − 4 revolved about (a) the x-axis; (b) the y-axis; (c) x = 4; (d) y = 4
 
 ............................................................ In exercises 19–22, set up an integral for the arc length and numerically estimate the integral. 19. The portion of y = x 4 for −1 ≤ x ≤ 1 20. The portion of y = x 2 + x for −1 ≤ x ≤ 0 √ 21. The portion of y = x + 1 for 0 ≤ x ≤ 3 22. The portion of y = sin 2x for 0 ≤ x ≤ π
 
 ............................................................ In exercises 23 and 24, set up an integral for the surface area and numerically estimate the integral. 23. The surface generated by revolving y = 1 − x 2 , 0 ≤ x ≤ 1, about the x-axis 24. The surface generated by revolving y = x 3 , 0 ≤ x ≤ 1, about the x-axis
 
 ............................................................
 
 28. Repeat exercise 27 for an object launched from a height of 6 feet. 29. A football is thrown from a height of 6 feet with initial speed 80 ft/s at an angle of 8◦ . A person stands 40 yards downfield in the direction of the throw. Is it possible to catch the ball? 30. Repeat exercise 29 with a launch angle of 24◦ . By trial and error, find the range of angles (rounded to the nearest degree) that produce a catchable throw. 31. Find the initial velocity needed to propel an object to a height of 128 feet. Find the object’s velocity at impact. 32. A plane at an altitude of 120 ft drops supplies to a location on the ground. If the plane has a horizontal velocity of 100 ft/s, how far from the target should the supplies be released?
 
 ............................................................ 33. A force of 60 pounds stretches a spring 1 foot. Find the work done to stretch the spring 8 inches beyond its natural length. 34. A car engine exerts a force of 800 + 2x pounds when the car is at position x miles. Find the work done as the car moves from x = 0 to x = 8. 35. Compute the mass and center of mass of an object with density ρ(x) = x 2 − 2x + 8 for 0 ≤ x ≤ 4. Explain why the center of mass is not at x = 2. 36. Compute the mass and center of mass of an object with density ρ(x) = x 2 − 2x + 8 for 0 ≤ x ≤ 2. Explain why the center of mass is at x = 1. 37. A dam has the shape of a trapezoid with height 80 feet. The width at the top of the dam is 60 feet and the width at the bottom of the dam is 140 feet. Find the maximum hydrostatic force that the dam will need to withstand. 38. An underwater viewing window is a rectangle with width 20 feet extending from 5 feet below the surface to 10 feet below the surface. Find the maximum hydrostatic force that the window will need to withstand. 39. The force exerted by a bat on a ball over time is shown in the table. Use the data to estimate the impulse. If the ball (mass m = 0.01 slug) had speed 120 ft/s before the collision, estimate its speed after the collision. t (s) F(t) (lb)
 
 0 0
 
 t (s) F(t) (lb)
 
 0.0005 3600
 
 0.0001 800
 
 0.0002 1600
 
 0.0003 2400
 
 0.0004 3000
 
 In exercises 25–32, ignore air resistance. 25. A diver drops from a height of 64 feet. What is the velocity at impact? 26. If the diver in exercise 25 has an initial upward velocity of 4 ft/s, what will be the impact velocity? 27. An object is launched from the ground at an angle of 20◦ with an initial speed of 48 ft/s. Find the time of flight and the horizontal range.
 
 0.0006 2200
 
 0.0007 1200
 
 0.0008 0
 
 40. If a wall applies a force of f (t) = 3000t(2 − t) pounds to a car for 0 ≤ t ≤ 2, find the impulse. If the car (mass m = 100 slugs) is motionless after the collision, compute its speed before the collision.
 
 CONFIRMING PAGES
 
 P1: PIC/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch05
 
 374
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 5
 
 ..
 
 T1: OSO
 
 December 14, 2010
 
 20:15
 
 LT (Late Transcendental)
 
 Applications of the Definite Integral
 
 5-60
 
 Review Exercises EXPLORATORY EXERCISES 1. As indicated in section 5.5, general formulas can be derived for many important quantities in projectile motion. For an object launched from the ground at angle θ0 with initial speed v0 ft/s, find the horizontal range R ft and use the trig idenv 2 sin (2θ0 ) tity sin(2θ0 ) = 2 sin θ0 cos θ0 to show that R = 0 . 32 Conclude that the maximum range is achieved with angle θ0 = π/4 (45◦ ). 2. To follow up on exploratory exercise 1, suppose that the ground makes an angle of A◦ with the horizontal. If A > 0 (i.e., the projectile is being launched uphill), explain why the maximum
 
 range would be achieved with an angle larger than 45◦ . If A < 0 (launching downhill), explain why the maximum range would be achieved with an angle less than 45◦ . To determine the exact value of the optimal angle, first argue that the ground can be represented by the line y = (tan A)x. Show that the prosin θ0 − tan A cos θ0 . jectile reaches the ground at time t = v0 16 Compute x(t) for this value of t and use a trig identity to replace the quantity sin θ0 cos A − sin A cos θ0 with sin(θ0 − A). Then use another trig identity to replace cos θ0 sin(θ0 − A) with sin(2θ0 − A) − sin A. At this stage, the only term involving θ0 will be sin(2θ0 − A). To maximize the range, maximize this 1 π term by taking θ0 = + A. 4 2
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 The International Space Station is one of the most ambitious engineering projects ever undertaken. A construction project in space offers a few advantages over construction on Earth. For instance, the weightlessness and lack of atmospheric conditions reduce the need for structural strength. In fact, the International Space Station could not support its own weight if it were constructed on Earth! The lightweight beams holding the station’s solar panels are long, yet relatively thin and flexible. Unfortunately, these characteristics can allow a minor tremor to magnify into a dangerous vibration, due to the phenomenon of resonance. Consequently, this design requires a system to maintain the stability of the structure. This is one area where calculus plays a critical role in the design of the space station. You can think of this stability problem by imagining yourself operating a joystick, where moving the joystick applies a force at one of the beam’s joints. The goal is to apply the appropriate forces to keep the beam from vibrating. For instance, if the beam starts moving to the left, you might move your joystick to the right, applying an opposing force. Mathematically, think of this as a function; you supply the input (the force) that determines the output (the motion of the beam). Your task is then to solve an inverse problem. That is, given the desired output (stability), you International Space Station must determine the correct input (force) that produces it. We discuss inverse functions in section 6.2. In the remainder of this chapter, we define several new functions that are essential to engineers investigating the stability of structures.
 
 6.1
 
 THE NATURAL LOGARITHM At some point or other prior to your study of calculus, you likely encountered the natural logarithm. The standard precalculus definition is that the natural logarithm is the ordinary logarithm with base e. That is, ln x = loge x, where e is a (so far) mysterious transcendental number, whose approximate value is given as e ≈ 2.71828. . . . So, why would a logarithm with a transcendental base 375
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 be called natural? Further, why would anyone be interested in such a seemingly unusual function? We will resolve both of these questions in this section. First, recall the power rule for integrals, 
 
 xn dx =
 
 x n+1 + c, n+1
 
 for n = −1.
 
 Of course, this rule doesn’t hold for n = −1, since this would result in division by zero. Then, what can we say about 
 
 1 d x? x
 
 From Theorem 4.1 in Chapter 4, we know that since f (x) = x1 is continuous for x = 0, it must be integrable on any interval not including x = 0. (But, how do we find its antiderivative?) Notice, that by Part II of the Fundamental Theorem of Calculus, 
 
 x
 
 1
 
 is an antiderivative of in Definition 1.1.
 
 y
 
 1 x
 
 1 dt t
 
 for x > 0. We give this new (and naturally arising) function a name
 
 4
 
 DEFINITION 1.1
 
 3
 
 For x > 0, we define the natural logarithm function, denoted ln x, by  x 1 ln x = dt. 1 t
 
 y  Qt
 
 2 1
 
 A 1
 
 2
 
 x 3
 
 t 4
 
 We’ll see later in this chapter that this definition is, in fact, consistent with your previous understanding of ln x. First, let’s interpret this new function graphically. Notice that for x > 1, this definite integral corresponds to the area A under the curve y = 1t from 1 to x, as indicated in Figure 6.1a. That is,
 
 FIGURE 6.1a ln x (x > 1) y
 
 
 
 x
 
 ln x = 4
 
 1
 
 1 dt = A > 0. t
 
 Similarly, for 0 < x < 1, notice from Figure 6.1b that for the area A under the curve y = from x to 1, we have
 
 3 y  Qt
 
 2
 
  ln x =
 
 1
 
 1
 
 A x
 
 t 1
 
 2
 
 3
 
 FIGURE 6.1b ln x(0 < x < 1)
 
 4
 
 x
 
 1 dt = − t
 
 
 
 1 x
 
 1 t
 
 1 dt = −A < 0. t
 
 Using Definition 1.1, we get by Part II of the Fundamental Theorem of Calculus that d d ln x = dx dx
 
  1
 
 x
 
 1 1 dt = , for x > 0. t x
 
 We illustrate this new derivative formula in example 1.1.
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 Differentiating a Logarithm
 
 Find the derivative of ln(x 3 + 7x 2 ). Solution Using the chain rule and (1.1), we have   d d 3 1 3 2 ln(x + 7x ) = (x + 7x 2 ) dx x 3 + 7x 2 d x   1 = (3x 2 + 14x). x 3 + 7x 2 „ Now, note that ln |x| is defined for x = 0. For x > 0, ln |x| = ln x and hence, d d 1 ln |x| = ln x = . dx dx x Similarly, for x < 0, ln |x| = ln(−x), and hence, d d ln |x| = ln(−x) dx dx 1 d (−x) By the chain rule. = −x d x 1 1 = (−1) = . −x x Notice that we got the same derivative in either case. This proves Theorem 1.1.
 
 THEOREM 1.1 For x = 0,
 
 d 1 ln |x| = . dx x
 
 EXAMPLE 1.2
 
 The Derivative of the Log of an Absolute Value
 
 d ln |tan x|. dx Solution From Theorem 1.1 and the chain rule, we have
 
 For any x for which tan x = 0, evaluate
 
 1 d d ln |tan x| = tan x dx tan x d x 1 sec2 x. = tan x „ Of course, with the new differentiation rule in Theorem 1.1, we get a new integration rule.
 
 COROLLARY 1.1 In any interval not containing 0, 
 
 1 d x = ln |x| + c. x
 
 Corollary 1.1 is a very common integration rule. We illustrate this in example 1.3.
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 HISTORICAL NOTE John Napier (1550–1617) A Scottish nobleman and inventor who developed the concept of the logarithm and constructed the first table of logarithm values. He invented a number of useful techniques for working with large numbers, including logarithms and a calculation device sometimes called “Napier’s bones” that can be used for multiplication and the estimation of square roots and cube roots. Napier also popularized the use of the decimal point for representing fractions.
 
 EXAMPLE 1.3
 
 6-4
 
 Two Integrals Involving Logarithms 
 
 Evaluate the integrals (a)
 
 x2 d x and (b) x3 + 7
 
 
 
 tan x d x.
 
 Solution For (a), notice that the numerator is nearly the derivative of the denominator: d 3 (x + 7) = 3x 2 . dx This suggests the substitution u = x 3 + 7, so that du = 3x 2 d x. We now have 
 
 1 x2 dx = 3 x +7 3
 
  
 
 3x 2 dx +7
 
 x3
 
 1 1 du = ln |u| + c u 3
 
 =
 
 1 3
 
 =
 
 1 ln |x 3 + 7| + c. 3
 
 For (b), we must first rewrite the integrand in terms of sin x and cos x, to reveal   sin x tan x d x = d x. cos x Here, you should quickly observe that setting u = cos x gives us du = − sin x d x, so that    −sin x 1 tan x d x = − dx = − du cos x u = −ln |u| + c = − ln | cos x| + c. „ Notice that since ln x is defined by a definite integral, we can use Simpson’s Rule (or any other convenient numerical integration method) to compute approximate values of the function. For instance,  ln 2 =
 
 2
 
 1 dt ≈ 0.693147 t
 
 3
 
 1 dt ≈ 1.09861. t
 
 1
 
  and
 
 ln 3 = 1
 
 We leave these approximations as exercises. (You should also check the values with the ln key on your calculator.) We now briefly sketch a graph of y = ln x. As we’ve already observed, the domain of f (x) = ln x is (0, ∞). Further, recall that ⎧ ⎨ < 0 for 0 < x < 1 ln x = 0 for x = 1 ⎩ > 0 for x > 1 and that
 
 f  (x) =
 
 1 > 0, for x > 0, x
 
 so that f is increasing throughout its domain. Next, f  (x) = −
 
 1 < 0, for x > 0, x2
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 and hence, the graph is concave down everywhere. You can easily use Simpson’s Rule or the Trapezoidal Rule (this is left as an exercise) to make the conjectures
 
 2 1
 
 lim ln x = ∞
 
 (1.2)
 
 lim ln x = −∞.
 
 (1.3)
 
 x→∞
 
 1
 
 2
 
 3
 
 4
 
 5
 
 x
 
 and
 
 x→0+
 
 1 2 3
 
 FIGURE 6.2 y = ln x
 
 We postpone the proof of (1.2) until after Theorem 1.2. The proof of (1.3) is left as an exercise. We now obtain the graph shown in Figure 6.2. Now, it remains for us to explain why this function should be called a logarithm. The answer is simple: it satisfies all of the properties satisfied by other logarithms. Since ln x behaves like any other logarithm, we call it (what else?) a logarithm. We summarize these properties in Theorem 1.2.
 
 THEOREM 1.2 For any real numbers a, b > 0 and any rational number r, (i) ln 1 = 0 (ii) ln(ab)  = ln a + ln b (iii) ln ab = ln a − ln b and (iv) ln(a r ) = r ln a.
 
 PROOF (i) By definition,  ln 1 =
 
 1
 
 1
 
 1 dt = 0. t
 
 (ii) Also from the definition, we have  ln(ab) =
 
 ab
 
 1 dt = t
 
 1
 
 
 
 a
 
 1
 
 1 dt + t
 
  a
 
 ab
 
 1 dt, t
 
 from part (ii) of Theorem 4.2 in section 4.4. Make the substitution u = at in the last integral only. This gives us du = a1 dt. Finally, the limits of integration must be changed to reflect the new variable (when t = a, we have u = aa = 1 and when t = ab, we have u = ab = b), a to yield  ln(ab) =
 
 a
 
 1
 
 1 dt + t
 
 
 
 ab
 
 a
 
 a 1 dt t  a
 
  1 u
 
 
 
 a
 
 = 1
 
 1 dt + t
 
 
 
 b 1
 
 du
 
 1 du = ln a + ln b. u
 
 From Definition 1.1.
 
 (iv) Note that d 1 d r ln(x r ) = r x dx x dx =
 
 From (1.1) and the chain rule.
 
 1 r −1 r rx = . xr x
 
 From the power rule.
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 Likewise, d d r [r ln x] = r (ln x) = . dx dx x Now, since ln(x r ) and r ln x have the same derivative, it follows from Corollary 8.1 in section 2.8 that for all x > 0, ln(x r ) = r ln x + k, for some constant, k. In particular, taking x = 1, we find that ln(1r ) = r ln 1 + k, where since 1r = 1 and ln 1 = 0, we have 0 = r (0) + k. So, k = 0 and ln(x r ) = r ln x, for all x > 0. Part (iii) follows from (ii) and (iv) and is left as an exercise.
 
 EXAMPLE 1.4 Simplify ln
 
 1 √ n a,
 
 Rewriting a Logarithmic Expression
 
 where n is a positive integer.
 
 Solution For any integer n > 0, 1 1 = ln(a −1/n ) = − ln a. ln √ n n a „
 
 CAUTION 1 ln √ = (ln a)−1/n n a (What is wrong with this?)
 
 Using the properties of logarithms will often simplify the calculation of certain derivatives. We illustrate this in example 1.5.
 
 EXAMPLE 1.5
 
 Using Properties of Logarithms to Simplify Differentiation 
 
 Find the derivative of ln
 
 (x − 2)3 . x2 + 5
 
 Solution Rather than directly differentiating this expression by applying the chain rule and the quotient rule, notice that we can considerably simplify our work by first using the properties of logarithms. We have d ln dx
 
 
 
  1/2 d (x − 2)3 (x − 2)3 = ln x2 + 5 dx x2 + 5   1 d (x − 2)3 = ln 2 dx x2 + 5
 
 From Theorem 1.2 (iv).
 
 1 d [ln(x − 2)3 − ln(x 2 + 5)] From Theorem 1.2 (iii). 2 dx 1 d [3 ln(x − 2) − ln(x 2 + 5)] From Theorem 1.2 (iv). = 2 dx       1 1 d 1 d 2 = 3 (x − 2) − (x + 5) 2 x − 2 dx x2 + 5 dx   1 3 2x = − . 2 x − 2 x2 + 5 =
 
 From (1.1) and the chain rule.
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 Of course, you could simply compute the derivative directly using the original expression. Try this for yourself. It’s not pretty (there are multiple chain rules and a quotient rule; don’t say we didn’t warn you), but it’s entirely equivalent. The bottom line is that the rules of logarithms can save you untold complication; so use them where appropriate. „
 
 EXAMPLE 1.6
 
 Examining the Limiting Behavior of ln x
 
 Use the properties of logarithms in Theorem 1.2 to prove that lim ln x = ∞.
 
 x→∞
 
 Solution We can verify this as follows. First, recall that ln 3 ≈ 1.0986 > 1. Taking x = 3n , we have by the rules of logarithms that for any integer n ln 3n = n ln 3. Since x = 3n → ∞, as n → ∞, it now follows that lim ln x = lim ln 3n = lim (n ln 3) = +∞,
 
 x→∞
 
 n→∞
 
 n→∞
 
 where the first equality depends on the fact that ln x is a strictly increasing function. „
 
 Logarithmic Differentiation A clever technique called logarithmic differentiation uses the rules of logarithms to help find derivatives of certain functions for which we don’t presently have derivative formulas. For instance, note that the function f (x) = x x is not a power function because the exponent is not a constant. In example 1.7, we show how to take advantage of the properties of logarithms to find the derivative of such a function.
 
 EXAMPLE 1.7
 
 Logarithmic Differentiation
 
 Find the derivative of f (x) = x x , for x > 0. Solution As already noted, none of our existing derivative rules apply. We begin by taking the natural logarithm of both sides of the equation f (x) = x x . We have ln [ f (x)] = ln (x x ) = x ln x, from the usual properties of logarithms. We now differentiate both sides of this last equation. Using the chain rule on the left side and the product rule on the right side, we get 1 1 f  (x) = (1) ln x + x f (x) x f  (x) = ln x + 1. f (x)
 
 or Solving for f  (x), we get
 
 f  (x) = (ln x + 1) f (x) = (ln x + 1)x x . „
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 BEYOND FORMULAS In Definition 1.1, we defined a new function  that fills a gap in our previously known integration rules, namely, what to do with x n d x when n = −1. Surprisingly, we can then develop properties of this unusually defined function and discover that it is, in fact, a logarithmic function. Logarithms, in turn, trace their history back to a need for a practical method of computing by hand with large numbers. Such unexpected connections are common in mathematics. However, these remarkable connections can only be fully appreciated with a sound understanding of the underlying mathematical theory, such as that developed in this section.
 
 EXERCISES 6.1 WRITING EXERCISES 1. Explain why it is (mathematically) legal to define ln x as  x 1 dt. For some, this type of definition is not very satis1 t fying. Even though this is probably the first function you have seen defined this way, try the following comparison. Clearly, it is easier to compute function values for x 2 than for ln x, and therefore x 2 is easier to understand. However, compare how you would compute (without a calculator) function values for sin x versus function values for ln x. Describe which is more “natural” and easy to understand. 2. In this section, we gave two different “definitions” of ln x. Explain why it is logically invalid to give different definitions unless you can show that they define the same thing. If they define the same object, either definition is equally valid and you should use whichever definition is clearer for the task at hand. Explain why, in this section, the integral definition is more convenient than the base e logarithm. 3. Use the integral definition of ln x (interpreted as area) to explain why it is reasonable that lim ln x = −∞ and lim ln x = ∞. x→0+
 
 x→∞
 
 4. The graph of f (x) = ln x appears to get flatter as x gets larger. Interpret the derivative f  (x) = x1 as the slopes of tangent lines to determine whether this is correct or just an optical illusion.
 
 In exercises 1–4, express the number as an integral and sketch the corresponding area. 1. ln 4
 
 2. ln 5
 
 3. ln 8.2
 
 4. ln 24
 
 ............................................................
 
 In exercises 13–20, evaluate the limit or derivative using properties of logarithms where needed.  d   2 d 13. ln x + 1 [ln(x 5 sin x cos x)] 14. dx dx ⎛  ⎞   d x3 ⎠ x4 d ⎝ 15. ln 5 16. ln dx x +1 dx x5 + 1   1 18. lim ln[(sin x)1/x ] 17. lim ln x→1+ x→0+ x −1 19. lim ln[(x + 1)4/ ln(x+1) ] x→∞
 
 20. lim ln[(cos x)x ] x→0
 
 ............................................................ In exercises 21–30, evaluate the integral.   3x 3 2x d x 22. dx 21. x2 + 1 x4 + 5   x +1 23. tan 2x d x 24. dx 2 + 2x − 1 x   1 1 dx 26. 25. dx √ √ x ln x x( x + 1)   cos(ln x) (ln x + 1)2 dx 28. dx 27. x x  2√  1 ln x x2 29. dx 30. dx 3 x 1 0 x +1
 
 ............................................................
 
 In exercises 31–34, use the properties of logarithms to rewrite the expression as a single logarithm. √ 32. ln 8 − 2 ln 2 31. ln 2 + 3 ln 2 √   34. 2 ln 13 − ln 3 + ln 19 33. 2 ln 3 − ln 9 + ln 3
 
 ............................................................
 
 5. Use Simpson’s Rule with n = 4 to estimate ln 4.
 
 35. Use properties  (ii) and (iv) of Theorem 1.2 to prove property (iii) that ln ab = ln a − ln b.
 
 6. Use Simpson’s Rule with n = 4 to estimate ln 5.
 
 36. Prove equation (1.3).
 
 ............................................................
 
 ............................................................
 
 In exercises 7–12, find the derivative of the function.
 
 In exercises 37–40, use logarithmic differentiation to find the derivative of the given function.
 
 7. ln 4x 2 ln x 10. x
 
 8. ln(sec x) 11. sin(ln(cos x 3 ))
 
 9. ln(cos x) 12. ln(sec x + tan x)
 
 ............................................................
 
 37. f (x) = x sin x
 
 38. f (x) = x 4−x
 
 39. f (x) = (sin x)x
 
 40. f (x) = x ln x
 
 2
 
 ............................................................
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 SECTION 6.1
 
 In exercises 41–46, determine intervals on which the function is increasing and decreasing, concave up and down and graph the function. 41. f (x) = ln(x − 2)
 
 42. f (x) = ln(3x + 5)
 
 43. f (x) = ln(x 2 + 1)
 
 44. f (x) = ln(x 3 + 1)
 
 45. f (x) = x ln x
 
 46. f (x) = x 2 ln x
 
 ............................................................ 47. There are often multiple ways of computing an antideriva√ 1 tive. For √ d x, first use the substitution u = ln x x ln x √ to√find the indefinite integral 2 ln |ln x| + c. Then rewrite ln x and use the substitution u = ln x to find the indefinite integral 2 ln |ln x| + c. Show that these two answers are equivalent. 48. As in exercise 47, use  different substitutions to find two 1 equivalent forms for d x, for x > 0. Repeat this x ln x 2 for x < 0. 49. If n > 1 is an integer, sketch a graph of y = x1 for 1 ≤ x ≤ n and shade in the area representing ln(n). Then construct a Riemann sum with a regular partition of width x = 1 and rightendpoint evaluation. On your graph, draw in the rectangles 1 1 1 for this Riemannsum and show that ln(n) > 2 + 3 + · · · + n . 1 1 1 Given that lim 2 + 3 + · · · + n = ∞, what can you conn→∞
 
 clude about lim ln(n)? n→∞
 
 50. As in exercise 49, use a Riemann sum to show that for an 1 integer n > 1, ln(n) < 1 + 12 + 13 + · · · + n−1 .
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 player standing x feet from home plate has the option of catching the ball and then, after a delay of 0.1 s, relaying the ball toward home plate with an initial speed of 125 ft/s. Find x to minimize the total time for the ball to reach home plate. Is the straight throw or the relay faster? What, if anything, changes if the delay is 0.2 s instead of 0.1 s? 54. For the situation in exercise 53, for what length delay is it equally fast to have a relay and not have a relay? Do you think that you could catch and throw a ball in such a short time? Why do you think it is considered important to have a relay option in baseball? 55. Repeat exercises 53 and 54 if the second player throws the ball with initial speed 100 ft/s. 56. For a delay of 0.1 s in exercise 53, find the value of the initial speed of the second player’s throw for which it is equally fast to have a relay and not have a relay. 57. In the titration of a weak acid and strong base, the pH is given by c + ln 1−f f where c is a constant (closely related to the acid dissociation constant) and f is the fraction (0 < f < 1) of converted acid. (See Harris’ Quantitative Chemical Analysis for more details.) Find the value of f at which the rate of change of pH is the smallest. What happens as f approaches 1? 58. In exercise 57, you found the significance of one inflection point of a titration curve. A second inflection point, called the equivalence point, corresponds to f = 1. In the generalized titration curve shown, identify on the graph both inflection points and briefly explain why chemists prefer to measure the equivalence point and not the inflection point of exercise 57. (Note: The horizontal axis of a titration curve indicates the amount of base added to the mixture. This is directly proportional to the amount of converted acid in the region where 0 < f < 1.)
 
 51. A telegraph cable is made of an outer winding around an inner core. If x is defined as the core radius divided by the outer radius, the transmission speed is proportional to s(x) = x 2 ln(1/x). Estimate the value of x that maximizes the transmission speed. 52. Define the function π (x) to be the number of prime numbers less than x. For example, π(6) = 3 since 2, 3 and 5 are prime. It has been shown that for large x, π (x) ≈ lnxx . Show x that for f (x) = and x > 10, f  (x) > 0 and f  (x) < 0. ln x Interpret these results in terms of the distribution of prime numbers. 53. A ball is thrown from s = b to s = a (where a < b) with initial speed v0 . Assuming that air resistance is proportional to speed, the time it takes the ball to reach s = a is   1 b−a T = − ln 1 − c , c v0 where c is a constant of proportionality. A baseball player is 300 ft from home plate and throws a ball directly toward home plate with an initial speed of 125 ft/s. Suppose that c = 0.1. How long does it take the ball to reach home plate? Another
 
 pH
 
 ml of base added
 
 EXPLORATORY EXERCISES 1. Verify that  sec x d x = ln |sec x + tan x| + c. (Hint: Differentiate the suspected antiderivative and show that you get the integrand.) This integral appears in the
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 construction of a special type of map called a Mercator map. On this map, the latitude lines are not equally spaced. Instead, they are placed so that straight lines on a Mercator map correspond to paths of constant heading. (If you travel due northeast, your path on a map with equally spaced latitude will appear to curve due to the curvature of the Earth.) Let R be the (average) radius of the Earth. Assuming the Earth is a sphere, the actual disπ tance from the equator to a place at latitude b◦ is Rb. On a 180  b π R sec x d x. Mercator map, this distance is scaled to 180 0 Tampa, Florida, has latitude 28◦ north. Moscow, Russia, is twice as far from the equator at 56◦ north. What is the relative spacing for Tampa and Moscow on a Mercator map?
 
 6.2
 
 6-10
 
 
 
 x
 
 1 dt for x > 1. ln t 0 For x = 4 and n = 4, explain why Simpson’s Rule does not give an estimate of Li(4). Sketch a picture of the area represented by Li(4). It turns out that Li(x) = 0 for x ≈ 1.45.  4 1 Explain why Li(4) ≈ dt and estimate this with Simp1.45 ln t son’s Rule using n = 4. This function is used to estimate π (N ), the number of prime numbers less than N. Another common N N . Estimate , π (N ) and Li(N ) estimate of π(N ) is ln N ln N for (a) N = 20, (b) N = 40 and (c) N = 100, 000, 000, where we’ll give you π(N ) = 5, 761, 455. Discuss any patterns that you find. (See Prime Obsession by John Derbyshire for more about this area of number theory.)
 
 2. Define the log integral function Li(x) =
 
 INVERSE FUNCTIONS The notion of an inverse relationship is common in many areas of science. For instance, in an electrocardiogram (EKG), measurements of electrical activity on the surface of the body are used to infer something about the electrical activity on the surface of the heart. This is considered an inverse problem, since physicians are attempting to determine what inputs (i.e., the electrical activity on the surface of the heart) cause an observed output (the measured electrical activity on the surface of the chest). In this section, we introduce the notion of an inverse function. The basic idea is simple enough. Given an output (that is, a value in the range of a given function), we wish to find the input (the value in the domain) that produces the observed output. That is, given a y ∈ Range{ f }, find the x ∈ Domain{ f } for which y = f (x). (See the illustration of the inverse function g(x) shown in Figure 6.3.) For instance, suppose that f (x) = x 3 and y = 8. Can you find an x such that x 3 = 8? That is, can you find the x-value corresponding to y = 8? √ (See Figure 6.4.) Of course, you know the solution of this particular equation: x = 3 8 = 2. In fact, in general, if √ x 3 = y, then x = 3 y. In light of this, we say that the cube root function is the inverse of f (x) = x 3 .
 
 f (x) x
 
 y
 
 Domain { f }
 
 Range { f } g(x)
 
 FIGURE 6.3 g = f −1
 
 y 8 6
 
 EXAMPLE 2.1
 
 y  x3
 
 If f (x) = x 3 and g(x) = x 1/3 , show that
 
 4
 
 f (g(x)) = x
 
 2 2
 
 Two Functions That Reverse the Action of Each Other
 
 1
 
 2
 
 2
 
 x
 
 g( f (x)) = x,
 
 for all x. Solution For all real numbers x, we have f (g(x)) = f (x 1/3 ) = (x 1/3 )3 = x
 
 FIGURE 6.4 Finding the x-value corresponding to y = 8
 
 and
 
 and
 
 g( f (x)) = g(x 3 ) = (x 3 )1/3 = x. „
 
 Notice in example 2.1 that the action of f undoes the action of g and vice versa. We take this as our definition of an inverse function in Definition 2.1.
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 DEFINITION 2.1 Assume that f and g have domains A and B, respectively, and that f (g(x)) is defined for all x ∈ B and g( f (x)) is defined for all x ∈ A. If
 
 Pay close attention to the notation. Notice that f −1 (x) 1 . We write does not mean f (x) the reciprocal of f (x) as:
 
 f (g(x)) = x, for all x ∈ B and g( f (x)) = x, for all x ∈ A,
 
 1 = [ f (x)]−1 . f (x)
 
 we say that g is the inverse of f, written g = f −1 . Equivalently, f is the inverse of g, f = g −1 .
 
 y
 
 Observe that many familiar functions have no inverse.
 
 20
 
 EXAMPLE 2.2 12
 
 Show that f (x) = x 2 has no inverse on the interval (−∞, ∞).
 
 8 4
 
 4
 
 A Function with No Inverse
 
 2
 
 2
 
 x
 
 4
 
 FIGURE 6.5
 
 REMARK 2.1
 
 y = x2 y
 
 y  f (x)
 
 a
 
 x
 
 b
 
 Solution Notice that f (4) = 16 and f (−4) = 16. That is, there are two x-values that produce the same y-value. So, if we were to try to define an inverse of f, how would we define f −1 (16)? Look at the graph of y = x 2 (see Figure 6.5) to see what the problem is. For each y > 0, there are two x-values for which y = x 2 . Such functions do not have an inverse. „
 
 √ For f (x) = x 2 , it is tempting to jump to the that g(x) = x is the inverse √ conclusion for all x ≥ 0 (i.e., for all x in the of f (x). Notice that although f (g(x)) = ( x)2 = x √ domain of g), it is not generally true that g( f (x)) = x 2 = x. In fact, this last equality holds only for x ≥√0. However, for f (x) = x 2 restricted to the domain x ≥ 0, we do have that f −1 (x) = x.
 
 DEFINITION 2.2 A function f is called one-to-one when for every y ∈ Range{ f }, there is exactly one x ∈ Domain{ f } for which y = f (x).
 
 FIGURE 6.6a f (a) = f (b), for a = b. So, f does not pass the horizontal line test and is not one-to-one.
 
 REMARK 2.2
 
 y y  f (x)
 
 a
 
 Observe that it is equivalent to say that a function f is one-to-one if and only if the equality f (a) = f (b) implies a = b. This version of the definition is often useful for proofs involving one-to-one functions.
 
 x
 
 It is also most helpful to think of the concept of one-to-one in graphical terms. Notice that a function is one-to-one if and only if every horizontal line intersects its graph in at most one point. This is usually referred to as the horizontal line test. We illustrate this in Figures 6.6a and 6.6b and state the following result.
 
 FIGURE 6.6b Every horizontal line intersects the curve in at most one point. So, f passes the horizontal line test and is one-to-one.
 
 THEOREM 2.1 A function f has an inverse if and only if it is one-to-one.
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 Theorem 2.1 simply says that one-to-one functions have an inverse, but says nothing about how to find them. For very simple functions, we can find inverses by solving equations.
 
 y 40
 
 EXAMPLE 2.3 20
 
 4
 
 Finding an Inverse Function
 
 Find the inverse of f (x) = x 3 − 5. x
 
 2
 
 2
 
 4
 
 20
 
 Solution You will show in the exercises that f is one-to-one and therefore has an inverse. Note that it is not entirely clear from the graph (see Figure 6.7) whether or not f passes the horizontal line test. To find the inverse function, write y = f (x) and solve for x (i.e., solve for the input x that produced the observed output y). We have y = x 3 − 5.
 
 40
 
 Adding 5 to both sides and taking the cube root gives us
 
 FIGURE 6.7
 
 (y + 5)1/3 = (x 3 )1/3 = x.
 
 y = x3 − 5
 
 So, we have that x = f −1 (y) = (y + 5)1/3 . Reversing the variables x and y (think about why this makes sense), we have f −1 (x) = (x + 5)1/3 . We leave it to the reader to show that f ( f −1 (x)) = x for all x and f −1 ( f (x)) = x for all x. „
 
 y 20 x
 
 2
 
 2 20
 
 EXAMPLE 2.4
 
 40
 
 A Function That Is Not One-to-One
 
 Show that f (x) = 10 − x 4 does not have an inverse.
 
 60
 
 Solution You can see from a graph (see Figure 6.8) that f is not one-to-one; for instance, f (1) = f (−1) = 9. Consequently, f does not have an inverse. „
 
 80 100
 
 FIGURE 6.8
 
 REMARK 2.3
 
 y = 10 − x 4
 
 Most often, we cannot find a formula for an inverse function and must be satisfied with simply knowing that the inverse function exists. Example 2.5 is typical of this situation.
 
 EXAMPLE 2.5
 
 y
 
 Show that f (x) = x + 8x 3 + x + 1 has an inverse. Also, find f −1 (1) and f −1 (11).
 
 400
 
 Solution From the graph shown in Figure 6.9, the function looks like it might be one-to-one. Note that
 
 200
 
 3 2 1
 
 Showing That a Function Has an Inverse 5
 
 f  (x) = 5x 4 + 24x 2 + 1 > 0, 1
 
 2
 
 200 400
 
 FIGURE 6.9 y = x 5 + 8x 3 + x + 1
 
 3
 
 x
 
 for all x.
 
 So, f is increasing for all x and consequently, is one-to-one and so, must have an inverse. To find the inverse function, we need to solve the equation y = x 5 + 8x 3 + x + 1 for x. However, you should quickly realize that you cannot do this. Turning to the problem of finding f −1 (1) and f −1 (11), you might wonder if this is possible. While it’s certainly true that we have no such formula for f −1 (x), you might observe that f (0) = 1, so that f −1 (1) = 0. By trial and error, you might also discover that f (1) = 11 and so, f −1 (11) = 1. „
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 Even when we can’t find an inverse function explicitly, we can say something graphically. Notice that if (a, b) is a point on the graph of y = f (x) and f has an inverse, f −1 , then since
 
 yx (b, a)
 
 a
 
 ..
 
 b = f (a), (a, b)
 
 b
 
 b
 
 x
 
 a
 
 FIGURE 6.10 Reflection through y = x y
 
 That is, (b, a) is a point on the graph of y = f −1 (x). This tells us a great deal about the inverse function. In particular, we can immediately obtain any number of points on the graph of y = f −1 (x), simply by inspection. Further, notice that the point (b, a) is the reflection of the point (a, b) through the line y = x. (See Figure 6.10.) It now follows that given the graph of any one-to-one function, you can draw the graph of its inverse simply by reflecting the entire graph through the line y = x. One consequence of this symmetry is the following result.
 
 yx
 
 THEOREM 2.2
 
 y  x 1/3
 
 1
 
 f −1 (b) = f −1 ( f (a)) = a.
 
 we have that
 
 Suppose that f is a one-to-one and continuous function. Then, f −1 is also continuous.
 
 y  x3 x
 
 1
 
 1
 
 In example 2.6, we illustrate the symmetry of a function and its inverse.
 
 1
 
 EXAMPLE 2.6
 
 Draw a graph of f (x) = x 3 and its inverse.
 
 FIGURE 6.11 y = x and y = x 3
 
 The Graph of a Function and Its Inverse
 
 1/3
 
 Solution From example 2.1, the inverse of f (x) = x 3 is f −1 (x) = x 1/3 . Notice the symmetry of their graphs shown in Figure 6.11. „
 
 y yx
 
 Observe that we can use this symmetry principle to draw the graph of an inverse function, even when we don’t have a formula for that function. (See Figure 6.12.)
 
 y  f (x) (a, f (a))
 
 EXAMPLE 2.7 y  f 1(x)
 
 Drawing the Graph of an Unknown Inverse Function
 
 Draw a graph of f (x) = x 5 + 8x 3 + x + 1 and its inverse.
 
 ( f (a), a) x
 
 FIGURE 6.12
 
 Graph of f and f −1 y
 
 Solution In example 2.5, we showed that f is increasing for all x and hence, is one-to-one, but we were unable to find a formula for the inverse function. Despite this, we can draw a graph of f −1 with ease. One way to do this would be to plot a few points on the graph of y = f −1 (x) by hand, but we suggest that you use the parametric plotting feature of your graphing utility. To write down parametric equations for the curve y = f (x), we introduce the parameter t and observe that x =t
 
 y  f (x)
 
 x = f (t) 1
 
 1 yf
 
 1(x)
 
 1
 
 FIGURE 6.13
 
 Graph of f and f −1
 
 y = f (t)
 
 (2.1)
 
 are parametric equations for y = f (x). Notice that parametric equations for y = f −1 (x) are then simply
 
 yx
 
 1
 
 and
 
 x
 
 and
 
 y = t.
 
 (2.2)
 
 We used the two pairs of parametric equations (2.1) and (2.2) to produce the graphs of y = f (x) and y = f −1 (x) shown in Figure 6.13. We also added a dashed line for the line y = x, entered parametrically as x =t
 
 and
 
 y = t. „
 
 We make one final observation regarding inverse functions. Suppose that f is a one-toone and differentiable function. Then, as a consequence of the symmetry of the function and its inverse, notice that, as long as f  ( f −1 (a)) = 0 (i.e., the tangent line is not horizontal),
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 then f −1 (x) should be differentiable at x = a (i.e., the tangent line to f −1 (x) is not vertical). We express this notion carefully in Theorem 2.3.
 
 THEOREM 2.3 Suppose that f is one-to-one and differentiable everywhere on its domain. Then, d −1 1 f (x) =  −1 , dx f ( f (x)) for all x in the domain of f −1 , provided f  ( f −1 (x)) = 0.
 
 PROOF
 
 NOTES Notice that Theorem 2.3 says that the slope of the tangent line to y = f −1 (x) at a point (a, b) is simply the reciprocal of the slope of the tangent line to y = f (x) at the mirror image point (b, a).
 
 Let g(x) = f −1 (x). Then for any fixed x = a, we have from the alternative definition of derivative that g  (a) = lim
 
 x→a
 
 g(x) − g(a) . x −a
 
 (2.3)
 
 Since g = f −1 , we have that y = g(x) if and only if f (y) = x and b = g(a) if and only if f (b) = a. Further, since f is differentiable, it is continuous and so, from Theorem 2.2, g must be continuous, also. In particular, this says that as x → a, we must also have g(x) → g(a), so that y → b. From (2.3), we now have g(x) − g(a) y−b = lim y→b f (y) − f (b) x −a 1 1 1 = lim = =  f (y) − f (b) f (y) − f (b) y→b f (b) lim y→b y−b y−b 1 =  −1 , f ( f (a))
 
 g  (a) = lim
 
 x→a
 
 TODAY IN MATHEMATICS Kim Rossmo (1955– ) A Canadian criminologist who developed the Criminal Geographic Targeting algorithm that indicates the most probable area of residence for serial murderers, rapists and other criminals. Rossmo served 21 years with the Vancouver Police Department. His mentors were Professors Paul and Patricia Brantingham of Simon Fraser University. The Brantinghams developed Crime Pattern Theory which predicts crime locations from where criminals live, work and play. Rossmo inverted their model and used the crime sites to determine where the criminal most likely lives. The premiere episode of the television drama Numb3rs was based on Rossmo’s work.
 
 as desired, since the limit in the denominator is nonzero. As an alternative to the proof of Theorem 2.3, if we know that an inverse function is differentiable, we can find its derivative using implicit differentiation, as follows. If y = f −1 (x), then f (y) = x.
 
 (2.4)
 
 Differentiating both sides of (2.4) with respect to x, we find that d d f (y) = x, dx dx f  (y)
 
 so that
 
 dy = 1, dx
 
 from the chain rule. (Notice that in this last step, we needed to assume that Thus, so long as f  (y) = 0, we have
 
 dy exists.) dx
 
 dy 1 =  dx f (y) or
 
 1 d −1 f (x) =  −1 , dx f ( f (x))
 
 as we had previously determined.
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 Finding a Tangent Line to the Graph of an Inverse Function
 
 Find an equation of the tangent line to the graph of y = f −1 (x) at x = 3, where f (x) = x 3 − 5. Solution First, note that f  (x) = 3x 2 and f (2) = 3, so that f −1 (3) = 2. From Theorem 2.3, we have  d −1  1 =  −1 f (x) dx f ( f (3)) x=3
 
 =
 
 1 1 = . f  (2) 12
 
 1 and passes through the point with coordinates x = 3 So, the tangent line has slope 12 −1 and y = f (3) = 2. An equation of the tangent line is then
 
 y=
 
 1 (x − 3) + 2. 12 „
 
 Recall that for the function in example 2.8, we had found (in example 2.3) a formula for the inverse function, f −1 (x) = (x + 5)1/3 You should differentiate this directly and verify that the value of the derivative at x = 3 is the same either way we compute it. Of course, the primary value of Theorem 2.3 is for the most common case where we cannot find a formula for the inverse function.
 
 BEYOND FORMULAS The examples in this section should remind you somewhat of a mystery movie. There are just enough clues available to solve the problem. The basic idea is that every fact about an inverse function f −1 corresponds to a fact about the original function f. The trick is to ask the right questions about f to reveal the desired information about f −1 .
 
 EXERCISES 6.2 WRITING EXERCISES 1. Explain in words (and a picture) why the following is true: if f (x) is increasing for all x, then f has an inverse. 2. Suppose the graph of a function passes the horizontal line test. Explain why you know that the function has an inverse (defined on the range of the function). 3. Radar works by bouncing a high-frequency electromagnetic pulse off of a moving object, and then measuring the disturbance in the pulse as it is bounced back. Explain why this is an inverse problem by identifying the input and output. 4. Each human disease has a set of symptoms associated with it. Physicians attempt to solve an inverse problem: given the symptoms, they try to identify the disease causing the symptoms. Explain why this is not a well-defined inverse problem (i.e., logically it is not always possible to correctly identify diseases from symptoms alone).
 
 In exercises 1–4, show that f (g(x))  x and g( f (x))  x for all x. 1. f (x) = x 5 and g(x) = x 1/5  1/3 1 2. f (x) = 4x 3 and g(x) = x 4  x −1 3. f (x) = 2x 3 + 1 and g(x) = 3 2 4. f (x) =
 
 1 1 − 2x and g(x) = (x = 0, x = −2) x +2 x
 
 ............................................................ In exercises 5–12, determine whether or not the function is oneto-one. If it is, find the inverse and graph both the function and its inverse. 5. f (x) = x 3 − 2
 
 6. f (x) = x 3 + 4
 
 7. f (x) = x 5 − 1
 
 8. f (x) = x 5 + 4
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 9. f (x) = x 4 + 2 √ 11. f (x) = x 3 + 1
 
 10. f (x) = x 4 − 2x − 1 √ 12. f (x) = x 2 + 1
 
 6-16
 
 29. f (x) =
 
 1 x +1
 
 30. f (x) =
 
 ............................................................
 
 31. f (x) =
 
 x x +4
 
 32. f (x) = √
 
 In exercises 13–18, assume that the function has an inverse. Without solving for the inverse, find the values of the inverse function and its derivative at x  a, find an equation of the tangent line at x  a and graph the inverse function.
 
 ............................................................
 
 13. f (x) = x 3 + 4x − 1,
 
 (a) a = −1, (b) a = 4
 
 14. f (x) = x 3 + 2x + 1,
 
 (a) a = 1, (b) a = 13
 
 15. f (x) = x 5 + 3x 3 + x,
 
 (a) a = −5, (b) a = 5
 
 16. f (x) = x + 4x − 2, √ 17. f (x) = x 3 + 2x + 4, √ 18. f (x) = x 5 + 4x 3 + 3x + 1,
 
 (a) a = 38, (b) a = 3
 
 5
 
 (a) a = 4, (b) a = 2 (a) a = 3, (b) a = 1
 
 In exercises 19–22, use the given graph to graph the inverse function. y
 
 4
 
 4
 
 4
 
 2
 
 2 x
 
 2
 
 2
 
 4
 
 4
 
 x
 
 2
 
 2
 
 2
 
 2
 
 4
 
 4
 
 y
 
 21.
 
 4
 
 y
 
 20.
 
 4
 
 4
 
 2
 
 2 x
 
 2
 
 2
 
 4
 
 4
 
 4
 
 Exercises 33–42 involve inverse functions on restricted domains. √ 33. Show that f (x) = x 2 (x ≥ 0) and g(x) = x (x ≥ 0) are inverse functions. Graph both functions. √ 34. Show that f (x) = x 2 − 1(x ≥ 0) and g(x) = x − 1 (x ≥ −1) are inverse functions. Graph both functions. 35. Graph f (x) = x 2 for x ≤ 0 and verify that it is one-to-one. Find its inverse. Graph both functions.
 
 37. Graph f (x) = (x − 2)2 and find an interval on which it is oneto-one. Find the inverse of the function restricted to that interval. Graph both functions. 38. Graph f (x) = (x + 1)4 and find an interval on which it is oneto-one. Find the inverse of the function restricted to that interval. Graph both functions. √ 39. Graph f (x) = x 2 − 2x and find an interval on which it is one-to-one. Find the inverse of the function restricted to that interval. Graph both functions. x and find an interval on which it is one-tox2 − 4 one. Find the inverse of the function restricted to that interval. Graph both functions.
 
 40. Graph f (x) =
 
 41. Graph f (x) = sin x and find an interval on which it is one-toone. Find the inverse of the function restricted to that interval. Graph both functions.
 
 y
 
 22.
 
 x x2 + 4
 
 36. Graph f (x) = x 2 + 2 for x ≤ 0 and verify that it is one-to-one. Find its inverse. Graph both functions.
 
 ............................................................
 
 19.
 
 4 x2 + 1
 
 42. Graph f (x) = cos x and find an interval on which it is one-toone. Find the inverse of the function restricted to that interval. Graph both functions. x
 
 2
 
 2
 
 2
 
 2
 
 4
 
 4
 
 4
 
 ............................................................ 23. Find all values of k such that f (x) = x 3 + kx + 1 is one-toone. 24. Find all values of k such that f (x) = x 3 + 2x 2 + kx − 1 is one-to-one.
 
 ............................................................ In exercises 25–32, use a graph to determine if the function is one-to-one. If it is, graph the inverse function.
 
 APPLICATIONS In exercises 43–48, discuss whether or not the function described has an inverse. 43. The income of a company varies with time. 44. The height of a person varies with time. 45. For a dropped ball, its height varies with time. 46. For a ball thrown upward, its height varies with time. 47. The shadow made by an object depends on its threedimensional shape.
 
 25. f (x) = x 3 + 2x − 1
 
 26. f (x) = x 3 − 2x − 1
 
 48. The number of calories burned depends on how fast a person runs.
 
 27. f (x) = x 5 − 3x 3 − 1
 
 28. f (x) = x 5 + 4x 3 − 2
 
 ............................................................
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 SECTION 6.3
 
 49. Suppose that your boss informs you that you have been awarded a 10% raise. The next week, your boss announces that due to circumstances beyond her control, all employees will have their salaries cut by 10%. Are you as well off now as you were two weeks ago? Show that increasing by 10% and decreasing by 10% are not inverse processes. Find the inverse for adding 10%. (Hint: To add 10% to a quantity you can multiply by 1.10.) 50. The question of whether adding 10% to speed and subtracting 10% from speed are inverses is not well posed; that is, more information is needed. Determine whether they are inverses if they have (a) equal driving times and (b) equal driving distances.
 
 6.3
 
 The Exponential Function
 
 391
 
 EXPLORATORY EXERCISES 1. The idea of an inverse can be extended from functions to operators. That is, suppose there is an operator D such that if f is a function of a certain type, D f is another function of the same type. The operator D would have an inverse D −1 if D −1 D f = D D −1 f = f for all functions f of the right type. Define D f = f  (x) for all functions for which derivatives of  xall orders exist. Show that the operator I defined by I f = 0 f (t)dt is not the inverse operator of D. However, if you only consider functions for which f (0) = 0, the two operators are inverses of each other.
 
 THE EXPONENTIAL FUNCTION You no doubt already have some familiarity with the natural exponential function, e x . As we did with the natural logarithm in section 6.1, we will now carefully define this function and develop its properties. First, recall that in section 6.1, we gave the (usual) mysterious description of e as an irrational number e ≈ 2.71828 . . . , without attempting to explain why this number is significant. Now that we have carefully defined ln x (independent of the definition of e), we can clearly define e, as well as calculate its approximate value.
 
 y
 
 y  ln x 1
 
 1
 
 ..
 
 2
 
 e3
 
 4
 
 x
 
 DEFINITION 3.1 We define e to be that number for which ln e = 1.
 
 1
 
 FIGURE 6.14 Definition of e
 
 That is, e is the x-coordinate of the point of intersection of the graphs of y = ln x and y = 1. (See Figure 6.14.) In other words, e is the solution of the equation ln x − 1 = 0. You can solve this approximately (e.g., using Newton’s method) to obtain e ≈ 2.71828182846. So, having defined the irrational number e, you might wonder what the big deal is with defining the function e x ? Of course, there’s no problem at all, when x is rational. For instance, we have e2 = e · e e3 = e · e · e √ e1/2 = e √ e5/7 = 7 e5 and so on. In fact, for any rational power, x = p/q (where p and q are integers), we have √ e x = e p/q = q e p .
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 On the other hand, if x is irrational, what could we mean by e x ? What does it mean to raise a number to an irrational power? For instance, could you give any meaning to eπ ? First, observe that for f (x) = ln x(x > 0), f  (x) = 1/x > 0. So, f is an increasing function and consequently, must be one-to-one and therefore, has an inverse, f −1 . As is often the case, there is no algebraic method of solving for the inverse function. However, from Theorem 1.2 (iv), we have that for any rational power x, ln(e x ) = x ln e = x, since we have defined e so that ln e = 1. Observe that this says that f −1 (x) = e x , for x rational. That is, the (otherwise unknown) inverse function, f −1 (x), agrees with e x at every rational number x. Since e x so far has no meaning when x is irrational, we now define it to be the value of f −1 (x), as follows.
 
 DEFINITION 3.2 For x irrational, we define y = e x to be that number for which ln y = ln(e x ) = x.
 
 According to this definition, notice that for any x > 0, eln x is that real number for which ln(eln x ) = ln x.
 
 (3.1)
 
 Since ln x is a one-to-one function, (3.1) says that eln x = x, for x > 0.
 
 (3.2)
 
 Notice that (3.2) says that for x > 0, ln x = loge x. That is, the integral definition of ln x given in section 6.1 is consistent with your earlier definition of ln x as loge x. Observe also that with this definition of the exponential function, we also have ln(e x ) = x, for all x ∈ (−∞, ∞). Thus, we have that e x and ln x are inverse functions. Keep in mind that for x irrational, e x is defined only through the inverse function relationship given in Definition 3.2. We now state some familiar laws of exponents and prove that they hold even for the case of irrational exponents.
 
 THEOREM 3.1 For r, s any real numbers and t any rational number, (i) er es = er +s er (ii) s = er −s and e (iii) (er )t = er t .
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 PROOF These laws are all obvious when the exponents are rational. If the exponent is irrational though, we only know the value of these exponentials indirectly, through the inverse function relationship with ln x, given in Definition 3.2. (i) Note that using the rules of logarithms, we have ln(er es ) = ln(er ) + ln(es ) = r + s = ln(er +s ). Since ln x is one-to-one, it must follow that er es = er +s . The proofs of (ii) and (iii) are similar and are left as exercises. (See exercise 59.)
 
 Derivative of the Exponential Function Your initial thought might be to find the derivative of e x using the usual limit definition of derivative. However, for f (x) = e x , we have that f (x + h) − f (x) d x e = f  (x) = lim h→0 dx h e x+h − e x e x eh − e x = lim h→0 h→0 h h
 
 = lim
 
 eh − 1 . h→0 h
 
 = e x lim
 
 (3.3)
 
 While we do not know how to compute this limit exactly, it is an easy exercise to show its value is approximately 1. We revisit this limit in exercises 57 and 58, at the end of this section. We now present an alternative derivation, based on Definition 3.2. We have that y = ex
 
 if and only if
 
 ln y = x.
 
 Differentiating this last equation with respect to x gives us d d ln y = x = 1. dx dx From the chain rule, we now have 1=
 
 1 dy d ln y = . dx y dx
 
 (3.4)
 
 Multiplying both sides of (3.4) by y, we have dy = y = ex dx
 
 or
 
 d x e = ex . dx
 
 (3.5)
 
 Note that (3.5) is consistent with (3.3) and confirms that the limit in (3.3) is 1, as we had conjectured. Of course, this also gives us the corresponding integration rule  e x d x = e x + c. We give several examples of the calculus of exponential functions in examples 3.1 and 3.2.
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 6-20
 
 Computing the Derivative of Some Exponentials
 
 Compute the derivatives of the functions (a) e3x and (b) esin x . Solution For (a), we have d 3x d e = e3x (3x) = e3x (3) = 3e3x . dx d
 
 x chain rule
 
 Similarly, for (b), we get d sin x d = esin x e (sin x) = esin x (cos x) = cos xesin x . dx d x
 
  chain rule
 
 EXAMPLE 3.2
 
 „
 
 Evaluating the Integral of Some Exponentials
 
 Evaluate the integrals (a)
 
 
 
 e−5x d x and
 
 
 
 x 3 e x d x. 4
 
 Solution We can resolve these with simple substitutions. For (a), we have   1 1 1 −5x e dx = − e−5x (−5) d x = − eu + c = − e−5x + c.
 
  5  5 5 u e
 
 du
 
 For (b), taking u = x 4 , we get   1 1 1 4 4 4 x 3ex d x = e x (4x 3 ) d x = eu + c = e x + c.
 
  4 4  4 u e
 
 du
 
 „
 
 y
 
 We now have the tools to produce the graph of f (x) = e x . Since e = 2.718 . . . > 1, we have
 
 10 8
 
 lim e x = ∞
 
 x→∞
 
 and
 
 lim e x = 0.
 
 x→−∞
 
 6
 
 We also have that 4
 
 f  (x) = e x > 0,
 
 2 4
 
 x
 
 2
 
 2
 
 so that f is increasing for all x and
 
 4
 
 f  (x) = e x > 0,
 
 FIGURE 6.15 y = ex
 
 so that the graph is concave up everywhere. You should now readily obtain the graph in Figure 6.15. (Notice that you can also obtain this graph by reflecting the graph of y = ln x through the line y = x.) Similarly, for f (x) = e−x , we have
 
 y 10
 
 lim e−x = 0
 
 8
 
 x→∞
 
 f  (x) = −e−x < 0,
 
 4 2
 
 so that f is decreasing for all x. We also have x
 
 2
 
 2
 
 FIGURE 6.16 y = e−x
 
 lim e−x = ∞.
 
 x→−∞
 
 Further, from the chain rule,
 
 6
 
 4
 
 and
 
 4
 
 f  (x) = e−x > 0, so that the graph is concave up everywhere. You should easily obtain the graph in Figure 6.16.
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 More general exponential functions, such as f (x) = b x , for any base b > 0, are easy to express in terms of the natural exponential function, as follows. Notice that for any constant b > 0, we have by the usual rules of logs and exponentials that x
 
 b x = eln(b ) = e x ln b . In particular, observe that this says that d x d d x ln b b = e = e x ln b (x ln b) dx dx dx = e x ln b (ln b) = b x (ln b). Similarly, for b > 0 (b = 1), we have    x ln b 1
 
  b x d x = e x ln b d x = e u (ln b) d x
 
  ln b
 
 NOTES
 
 du
 
 We will occasionally write e x = exp(x). This is particularly helpful when the exponent is a complicated expression. For example, exp(x 3 − 5x 2 + 2x + 7) = ex
 
 3
 
 −5x 2 +2x+7
 
 ,
 
 1 x ln b 1 x = +c = e b + c. ln b ln b You can now see that the general exponential functions are easily dealt with in terms of the natural exponential. In fact, you should not bother to memorize the formulas for the derivatives and integrals of general exponentials. Rather, each time you run across the exponential function f (x) = b x , simply rewrite it as f (x) = e x ln b and then use the familiar rules for the derivative and integral of the natural exponential and the chain rule.
 
 where the former is more easily read than the latter.
 
 EXAMPLE 3.3
 
 Differentiating an Exponential Function
 
 Find the derivative of f (x) = 2x . 2
 
 Solution We first rewrite the function as x2
 
 f (x) = 2x = eln 2 = e x 2
 
 2
 
 ln 2
 
 .
 
 From the chain rule, we now have f  (x) = e x
 
 2
 
 ln 2
 
 (2x ln 2) = (2 ln 2)x2x . „ 2
 
 In a similar way, we can use our knowledge of the natural logarithm to discuss more general logarithms. First, recall that for any base a > 0 (a = 1) and any x > 0, y = loga x if and only if x = a y . Taking the natural logarithm of both sides of this equation, we have ln x = ln(a y ) = y ln a. Solving for y gives us y=
 
 ln x . ln a
 
 This proves the following result.
 
 THEOREM 3.2 For any base a > 0 (a = 1) and any x > 0, loga x =
 
 ln x . ln a
 
 Among other things, Theorem 3.2 enables us to use a calculator to evaluate logarithms with any base. Calculators typically do not have built-in functions for evaluation of general
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 logarithms, opting instead for only ln x and log10 x keys. Notice that evaluating general logarithms is now easy. For instance, we have ln 3 ≈ 0.564575. ln 7 More importantly, observe that we can use Theorem 3.2 to express derivatives of general logarithms in terms of the familiar derivative of the natural logarithm. In particular, for any base a > 0 (a = 1), we have   d ln x 1 d d loga x = = (ln x) dx d x ln a ln a d x   1 1 1 = = . ln a x x ln a log7 3 =
 
 As with the derivative formula for general exponentials, there is little point in learning this as a new differentiation rule. Rather, when you need to differentiate the general logarithmic ln x function f (x) = loga x, simply rewrite it first as f (x) = and use the familiar derivative ln a of the natural logarithm. Applications of exponential functions are found everywhere, making e x one of the most important functions you will study. In example 3.4, we analyze the concentration of a chemical in a reaction.
 
 EXAMPLE 3.4
 
 Analyzing the Concentration of a Chemical
 
 The concentration c of a certain chemical after t seconds of an autocatalytic reaction is 10 given by c(t) = −20t . Show that c (t) > 0 and use this information to determine 9e +1 that the concentration of the chemical never exceeds 10. c
 
 Solution Before computing the derivative, look carefully at the function c(t). The independent variable is t and the only term involving t is in the denominator. So, we don’t need to use the quotient rule. Instead, first rewrite the function as c(t) = 10(9e−20t + 1)−1 and use the chain rule. We get
 
 10 8
 
 d (9e−20t + 1) dt + 1)−2 (−180e−20t )
 
 c (t) = −10(9e−20t + 1)−2
 
 6 4
 
 = −10(9e−20t
 
 2
 
 = 1800e−20t (9e−20t + 1)−2 t 0.2
 
 0.4
 
 0.6
 
 0.8
 
 =
 
 1.0
 
 FIGURE 6.17 Chemical concentration
 
 1800e−20t > 0. (9e−20t + 1)2
 
 Since all of the tangent lines have positive slope, the graph of y = c(t) rises from left to right, as shown in Figure 6.17. Since the concentration increases for all time, the concentration is always less than the limiting value lim c(t), which is easily computed to be t→∞
 
 lim
 
 10
 
 t→∞
 
 9e−20t
 
 +1
 
 =
 
 10 = 10. 0+1 „
 
 EXERCISES 6.3 WRITING EXERCISES 1. Thinking of e as a number (larger than 1), explain why lim e x = ∞ and lim e x = 0. x→∞
 
 x→−∞
 
 2. Explain why the graph of y = e−x in Figure 6.16 is the mirror image (about the y-axis) of the graph of y = e x in Figure 6.15. 3. The graph of f (x) = e x curves upward in the interval from x = −1 to x = 1. Interpreting f  (x) = e x as the slopes of
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 tangent lines and noting that the larger x is, the larger e x is, explain why the graph curves upward. For larger values of x, the graph of f (x) = e x appears to shoot straight up with no curve. Using the tangent line, determine whether this is correct or just an optical illusion. 4. There are a variety of equivalent ways of defining the number e. Discuss the definition given in this section versus the  n alternative definition e = lim 1 + n1 . Explain why the limit n→∞
 
 definition is more convenient in a precalculus class, whereas the inverse function definition is more convenient now.
 
 In exercises 1–8, find the derivative of the given function.
 
 3.
 
 e4x x
 
 4.
 
 x 3 −3x
 
 5. 2e √ 7. e2x 2
 
 2x−x 2
 
 8. (e3x + 1)2
 
 ............................................................ In exercises 9–24, evaluate the given integral.   9. e3x d x 10. e2−3x d x   2 3 12. 2x 2 e−x d x 11. xe x d x   14. e x cos(e x ) d x 13. sin xecos x d x 
 
 e1/x dx x2
 
 15. 
 
 (1 + e x )2 d x
 
 17. 
 
 2
 
 ln e x d x
 
 19. 
 
 
 
 ex dx 1 + ex  2 18. √ √x d x xe  − ln x 20. e dx 16.
 
 
 
 1
 
 21.
 
 e3x d x
 
 22.
 
 0
 
  23.
 
 2
 
 e−2x d x
 
 0
 
 2
 
 xe−x d x 2
 
  24.
 
 −2
 
 1
 
 0
 
 ex − 1 dx e2x
 
 ............................................................
 
 In exercises 37–42, find the derivative of the given function. 38. 5−2x
 
 37. 32x 39. 3x
 
 40. 4−x
 
 2
 
 42. log6 (x 2 + 5)
 
 In exercises 43–46, evaluate each integral.   43. 2x d x 44. 43x d x  45.
 
 2
 
 x2x d x
 
 
 
 2x3−x d x 2
 
 46.
 
 ............................................................ In exercises 47–50, graph each function.  x 48. 12 47. 3x 49. 3−x
 
 50.
 
  1 −x 2
 
 ............................................................ 51. Based on exercises 47 and 48, describe the graph of y = b x for b > 1; 0 < b < 1. 52. Based on exercises 49 and 50, describe the graph of y = b−x for b > 1; 0 < b < 1.
 
 ............................................................ In exercises 53–56, use a CAS or graphing calculator. 2
 
 53. Find the derivative of f (x) = eln x on your CAS. Compare its answer to 2x. Explain how to get this answer and your CAS’s answer, if it differs. 2
 
 ex 34. x
 
 57. In the text, we referred the proof of lim
 
 26. 3e−2x
 
 27. 3xe−2x
 
 28. 2xe−3x
 
 29. e1/x
 
 30. e−2/(x
 
 3 −x)
 
 ............................................................ In exercises 31–34, find all extrema and inflection points.
 
 33. x e
 
 ............................................................
 
 32. xe−4x
 
 25. 3e2x
 
 2 −2x
 
 36. The concentration of a certain chemical after t seconds of an 10 . Show that autocatalytic reaction is given by x(t) = −10t 9e +2  x (t) > 0 and use this information to determine that the concentration of the chemical never exceeds 5.
 
 54. Find the derivative of f (x) = eln(−x ) on your CAS. The correct answer is that it does not exist. Explain how to get this answer and your CAS’s answer, if it differs. √ 55. Find the derivative of f (x) = ln 4e3x on your CAS. Compare its answer to 32 . Explain how to get this answer and your CAS’s answer, if it differs.  4x  e 56. Find the derivative of f (x) = ln on your CAS. Comx2 pare its answer to 4 − 2/x. Explain how to get this answer and your CAS’s answer, if it differs.
 
 In exercises 25–30, graph the indicated function.
 
 31. xe−2x
 
 397
 
 ............................................................
 
 x2 e6x
 
 6. e
 
 The Exponential Function
 
 x  (t) > 0 and use this information to determine that the concentration of the chemical never exceeds 6.
 
 41. log4 x 2
 
 2. 3xe−2x
 
 1. 4e3x
 
 ..
 
 ............................................................ 35. The concentration of a certain chemical after t seconds of an 6 . Show that autocatalytic reaction is given by x(t) = −8t 2e + 1
 
 ............................................................ eh − 1 = 1 to the exh→0 h ercises. In this exercise, we guide you through one possible proof. (Another proof is given in exercise 58.) Starting with  eh 1 h > 0, write h = ln eh = d x. Use the Integral Mean x 1
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 eh
 
 eh − 1 1 for some number dx = x¯ x 1 h e −1 x¯ between 1 and eh . This gives you = x¯ . Now, take h the limit as h → 0+ . For h < 0, repeat this argument, with h replaced with −h. Value Theorem to write
 
 58. In this exercise, we guide you through a different proof eh − 1 of lim = 1. Start with f (x) = ln x and the fact that h→0 h  f (1) = 1. Using the alternative definition of derivative, we ln x − ln 1 = 1. Explain why this write this as f  (1) = lim x→1 x −1 x −1 = 1. Finally, substitute x = eh . implies that lim x→1 ln x 59. Prove parts (ii) and (iii) of Theorem 3.1. 60. The derivative of e x is derived in the text from (3.4) and (3.5). As an alternative, start with f (x) = e x and apply Theorem 2.3 from section 6.2, to obtain the same derivative formula. 61. In statistics, the function f (x) = e−x /2 is used to analyze random quantities that have a bell-shaped distribution. Solutions of the equation f  (x) = 0 give statisticians a measure of the variability of the random variable. Find all solutions. 2 Repeat for the function g(x) = e−x /8 . Comparing the graphs of the two functions, explain why you would say that g is more spread out than f . 2
 
 62. Apply Newton’s method to the function f (x) = ln x − 1 to find an iterative scheme for approximating e. Discover how many steps are needed to start at x0 = 3 and obtain five digits of accuracy.
 
 APPLICATIONS 63. A water wave of length L meters in water of depth d meters has velocity v satisfying the equation v2 =
 
 LT (Late Transcendental)
 
 19:5
 
 4.9L e2π d/L − e−2πd/L . π e2π d/L + e−2πd/L
 
 Treating L as a constant and thinking of v 2 as a function f (d), use a linear approximation to show that f (d) ≈ 9.8d for small values of d. That is, √ for small depths, the velocity of the wave is approximately 9.8d and is independent of the wavelength L. 64. Planck’s law states that the energy density of blackbody radiation of wavelength x is given by f (x) =
 
 8π hcx −5 . −1
 
 ehc/(kT x)
 
 Use the linear approximation e x ≈ 1 + x to show that f (x) ≈ 8π kT /x 4 , which is known as the Rayleigh-Jeans law. 65. If two soccer teams each score goals at a rate of r goals per minute, the probability that n goals will be scored in t minutes (r t)n −r t 1 is P = . Show that for a 90-minute e . Take r = 25 n!
 
 6-24
 
 game, P is maximized with n = 3. Briefly explain why this makes sense. Find t to maximize the probability that exactly 1 goal has been scored. Briefly explain why your answer makes sense. 66. The atmospheric pressure at height h feet above sea level is approximately p = 2116e−0.0000318h . If a balloon is at height 1000 feet and rising at the rate of 160 ft/s, at what rate is the atmospheric pressure changing? 67. The function f (t) = a/(1 + 3e−bt ) has been used to model the spread of a rumor. Suppose that a = 70 and b = 0.2. Compute f (2), the percentage of the population that has heard the rumor after 2 hours. Compute f  (2) and describe what it represents. Compute lim f (t) and describe what it represents. t→∞
 
 68. After an injection, the concentration of drug in a muscle is given by a function of time, f (t). Suppose that t is measured in hours and f (t) = e−0.02t − e−0.42t . Determine the time when the maximum concentration of drug occurs. 1 is used to model situ1 + e−x ations with a threshold. For example, in the brain each neuron receives inputs from numerous other neurons and fires only after its total input crosses some threshold. Graph y = f (x) and find lim f (x) and lim f (x). Define the function g(x) to
 
 69. The sigmoid function f (x) =
 
 x→∞
 
 x→−∞
 
 be the value of f (x) rounded off to the nearest integer. What value of x is the threshold for this function to switch from “off” (0) to “on” (1)? How could you modify the function to move the threshold to x = 4 instead? 70. A human being starts with a single fertilized egg cell, which divides into 2 cells, which then divide into 4 cells and so on, until the newborn infant has about 1 quadrillion (1015 ) cells. Without doing any calculations, guess how many divisions are required to reach 1015 . Then, determine the value of n such that 2n ≈ 1015 . Are you surprised? 71. Suppose a certain type of cell grows for three days and then divides into two cells. The distribution of ages of cells will have a probability distribution function (pdf) of the form f (x) = 2ke−kx for 0 ≤ x ≤ 3. Find the value of k such 3 that f (x) is a pdf; that is, 0 f (x) d x = 1. Then find the probability that  2 a given cell is between one and two days old, given by 1 f (x) d x. 72. Suppose you have a 1-in-10 chance of winning a prize with some purchase (like a lottery). If you make 10 purchases (i.e., you get 10 tries), the probability of winning at least one prize is 1 − (9/10)10 . If the prize had probability 1-in-20 and you tried 20 times, would the probability of winning at least once be higher or lower? Compare 1 − (9/10)10 and 1 − (19/20)20 to find out. To see what happens for larger and larger odds, compute lim {1 − [(n − 1)/n]n }. n→∞
 
 EXPLORATORY EXERCISES 1. Find the number of intersections of y = x a and y = a x for a = 3, a = e and a = 2. The number of intersections changes between a = 2 and a = 3. Repeat this for a = 2.1, a = 2.2 and
 
 CONFIRMING PAGES
 
 P1: PIC/OVY MHDQ256-Ch06
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 15, 2010
 
 LT (Late Transcendental)
 
 19:5
 
 6-25
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 so on, to explore whether other a-values have different numbers of intersections. Prove your conjecture. You will want to use the following fact: if f (c) = g(c), f  (x) > g  (x) for x > c and f  (x) < g  (x) for x < c, then x = c is the only intersection of f and g.
 
 399
 
 e−1/x numerically and x→0 x n e−1/x graphically. Conjecture the value of lim n for any posix→0 x tive integer n and use your  conjecture for the remainder of the 0 if x ≤ 0 , show that f is difexercise. For f (x) = e−1/x if x > 0 ferentiable at each x and that f  (x) is continuous for all x. Then show that f  (0) exists and compare the work needed to show that f  (x) is continuous at x = 0 and to show that f  (0) exists.
 
 3. For n = 1 and n = 2, investigate lim
 
 x→∞
 
 families of functions meet these criteria and find the appropriate values for b. Taking c = 2, graph xe−bx and x 2 e−bx .
 
 THE INVERSE TRIGONOMETRIC FUNCTIONS In this section, we expand the set of functions available to you by defining inverses to the trigonometric functions. Notice from the graph in Figure 6.18 that we cannot define an inverse to f (x) = sin x, since sin  x is not one-to-one. We remedy this by restricting the domain to the interval − π2 , π2 . (See Figure 6.19.) The restricted function is one-to-one and so, has an inverse. We thus define the inverse sine function by
 
 y 1
 
 p
 
 The Inverse Trigonometric Functions
 
 Compare and contrast the graphs. Explain what an applied mathematician might use to decide which one is a more realistic function for a given application.
 
 2. Determine the general properties (positive/negative, increasing/decreasing, concave up/down) of the functions xe−bx and x 2 e−bx for a constant b > 0. In a number of applications, mathematicians need to find a function for which f (0) = 0 and (for x > 0) f (x) rises to a single maximum at x = c and gradually drops with lim f (x) = 0. Show that both
 
 6.4
 
 ..
 
 q
 
 q
 
 y = sin−1 x
 
 x
 
 p
 
 sin y = x and −
 
 π π ≤y≤ . 2 2
 
 (4.1)
 
 It is convenient to think of this definition as follows. If y = sin−1 x, then y is the angle (between − π2 and π2 ) for which sin y = x. Note that while we could have selected any   interval on which sin x is one-to-one, − π2 , π2 is the most convenient. To see that these are indeed inverse functions, observe that
 
 1
 
 FIGURE 6.18 y = sin x
 
 sin(sin−1 x) = x,
 
 y
 
 and
 
 1 x q
 
 if and only if
 
 q 1
 
 −1
 
 sin (sin x) = x,
 
 for all x ∈ [−1, 1]  π π . for all x ∈ − , 2 2 
 
 (4.2)
 
 Read equation (4.2) very carefully. It does say that sin−1 (sin x) = x for all x, but rather,  not π π only for those in the restricted domain, − 2 , 2 . So, while it might be tempting to write sin−1 (sin π ) = π , this is incorrect, as
 
 FIGURE 6.19  y = sin x on − π2 , π2
 
 sin−1 (sin π ) = sin−1 (0) = 0.
 
 REMARK 4.1 Mathematicians often use the notation arcsin x in place of sin−1 x. People will read sin−1 x interchangeably as “inverse sine of x” or “arcsine of x.”
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 EXAMPLE 4.1 Evaluate (a) sin−1
 
 Evaluating the Inverse Sine Function
 
 √  3 2
 
  and (b) sin−1 − 12 .
 
   Solution (a) We look for the angle θ in the interval − π2 , π2 for which sin θ = √  √    Note that since sin π3 = 23 and π3 ∈ − π2 , π2 , we have that sin−1 23 = π3 .    (b) In this case, note that sin − π6 = − 12 and − π6 ∈ − π2 , π2 . Thus,   1 π sin−1 − =− . 2 6 „
 
 y q
 
 x
 
 1
 
 6-26
 
 1
 
 q
 
 FIGURE 6.20 y = sin−1 x
 
 y 1
 
 q
 
 p
 
 x
 
 √
 
 3 . 2
 
 Judging by example 4.1, you might think that equation (4.1) is a roundabout way of defining a function. If so, you’ve got the idea exactly. In fact, we want to emphasize that what we know about the inverse sine function is principally through reference to the sine function. We will not have any other definition of arcsine, nor are there any algebraic formulas for this function. (These things are true of most inverse functions.) Further, you should recall from −1 our discussion in section 6.2 that we can  draw a graph of y = sin x simply by reflecting π π the graph of y = sin x on the interval − 2 , 2 (from Figure 6.19) through the line y = x. (See Figure 6.20.) Turning to y = cos x, can you think of how to restrict the domain to make the function  one-to-one? Notice that restricting the domain to the interval − π2 , π2 , as we did for the inverse sine function will not work here. (Why not?) The simplest way to do this is to restrict its domain to the interval [0, π ]. (See Figure 6.21.) Consequently, we define the inverse cosine function by
 
 1
 
 y = cos−1 x
 
 if and only if
 
 cos y = x and 0 ≤ y ≤ π.
 
 (4.3)
 
 FIGURE 6.21 y = cos x on [0, π ]
 
 Note that here, we have cos(cos−1 x) = x, for all x ∈ [−1, 1] and
 
 cos−1 (cos x) = x, for all x ∈ [0, π ].
 
 As with the definition of arcsine, it is helpful to think of cos−1 x as that angle θ in [0, π ] for which cos θ = x. As with sin−1 x, it is common to use cos−1 x and arccos x interchangeably.
 
 EXAMPLE 4.2
 
 Evaluating the Inverse Cosine Function
 
  √  Evaluate (a) cos−1 (0) and (b) cos−1 − 22 .
 
 Solution (a) You will need to find that angle θ in [0, π ] for which cos θ = 0. It’s not hard to see that cos−1 (0) = π2 . Note that if you calculate this on your calculator and get 90, your calculator is in degrees mode, in which case, you should change it to radians mode. (b) Here, look for the angle θ ∈ [0, π ] for which cos θ = − √  2 and 3π ∈ [0, π ]. Consequently, = − cos 3π 4 2 4  √  3π 2 −1 cos − . = 2 4 „
 
 √ 2 . 2
 
 Notice that
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 Once again, we obtain the graph of this inverse function by reflecting the graph of y = cos x on the interval [0, π ] (seen in Figure 6.21) through the line y = x. (See Figure 6.22.) We can define inverses for each of the four remaining  trig functions in similar ways. For y = tan x, we restrict the domain to the interval − π2 , π2 . Think about why the endpoints of this interval are not included. (See Figure 6.23.) Having done this, you should readily see that we define the inverse tangent function by
 
 p
 
 q
 
 x
 
 1
 
 1
 
 y = tan−1 x
 
 FIGURE 6.22
 
 tan y = x and −
 
 if and only if
 
 y = cos−1 x y
 
 π π 0. In Figure 6.27, we have drawn a right triangle, with hypotenuse 1 and adjacent angle θ . From the definition of the sine and cosine, then, we have that the base of the triangle is cos θ = x and the altitude is sin θ, which by the Pythagorean Theorem is  sin(cos−1 x) = sin θ = 1 − x 2 . There are two subtle points that we should illuminate here. First, what if anything in Figure 6.27 changes if x < 0? (Think about this one.) Second, since θ = cos−1 x, we have that θ ∈ [0, π ] and hence, sin θ ≥ 0. Finally, you can also read from Figure 6.27 that √ 1 − x2 sin θ −1 = . tan(cos x) = tan θ = cos θ x Note that this last identity is valid, regardless of whether x = cos θ is positive or negative. „
 
 4  5 sin u
 
 5
 
 EXAMPLE 4.6 
 
 Simplify sin tan−1 4
 
 u  tan1( 3 ) 3  5 cos u
 
 FIGURE 6.28  θ = tan−1
 
 4 3
 
 Simplifying an Expression Involving an Inverse Tangent
 
 4 3
 
 .
 
  Solution Once again, keep in mind that tan−1 43 is the angle θ, in the interval − π2 , π2 for which tan θ = 43 . As an aid, we visualize the triangle shown in Figure 6.28. Note that we have made the side opposite the angle θ to be of length 4 and the adjacent side of length 3, so that the tangent of the angle is 43 , as desired. Of course, this makes the
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 hypotenuse 5, by the Pythagorean Theorem. Using the picture as a guide, we can read off the desired value.   4 −1 4 sin θ = sin tan = . 3 5 While we’re at it, we should also observe that we have found that   4 3 cos θ = cos tan−1 = . 3 5 „
 
 BEYOND FORMULAS There is a subtle device we have used throughout this section. Since the function sin x is not one-to-one, it clearly does not have an inverse. However, inverse functions are so useful that in cases such as this, mathematicians don’t like to take this as the final answer and so, restrict the domain of the function, effectively defining a new function that does have an inverse. In the case of sin x, we restricted the domain to the interval [−π/2, π/2], thus defining a new function that equals sin x on this interval and yet, does have an inverse. The general idea of manipulating various features of a function to produce a desired result is common in mathematics. The alternative would mean meekly accepting the existing limitations of a given function, which is not part of the culture of mathematics.
 
 EXERCISES 6.4 WRITING EXERCISES 1. Discuss how to compute sec−1 x, csc−1 x and cot−1 x on a calculator that only has built-in functions for sin−1 x, cos−1 x and tan−1 x. −1
 
 2. Give a different range for sec x than that given in the text. For which x’s would the value of sec−1 x change? Using the calculator discussion in exercise 1, give one reason why we might have chosen the range that we did. 3. Inverse functions are necessary for solving equations. The restricted range we had to use to define inverses of the trigonometric functions also restricts their usefulness in equation solving. Explain how to use sin−1 x to find all solutions of the equation sin u = x. 4. The idea of restricting ranges can be used to define inverses for a variety of functions. Explain how to define an inverse for f (x) = x 2 .
 
 In exercises 1–6, evaluate the inverse function by sketching a unit circle and locating the correct angle on the circle. 1. (a) sin−1 (0) −1
 
 2. (a) cos (0) −1
 
 (b) sin−1 (− 12 ) −1
 
 (b) cos (1) −1
 
 3. (a) tan (1)
 
 (b) tan (0)
 
 4. (a) cot−1 (0)
 
 (b) cot−1 (1)
 
 (c) sin−1 (−1) (c)
 
 cos−1 ( 12 ) −1
 
 (c) tan (−1) √ (c) cot−1 ( 3)
 
 5. (a) sec−1 (1)
 
 (b) sec−1 (2)
 
 6. (a) csc−1 (1)
 
 (b) csc−1 (−1)
 
 √ (c) sec−1 ( 2) (c) csc−1 (−2)
 
 ............................................................ In exercises 7–18, use a triangle to simplify each expression. Where applicable, state the range of x’s for which the simplification holds. 7. cos(sin−1 x)
 
 8. cos(tan−1 x)
 
 9. tan(sec−1 x)  11. sin cos−1 12  13. tan cos−1 35
 
 10. cot(cos−1 x)  12. cos sin−1 12  14. csc sin−1 23
 
 15. cos−1 (cos(−π/8))
 
 16. sin−1 (sin 3π/4)
 
 17. sin(2 sin−1 x/3)
 
 18. cos(2 sin−1 2x)
 
 ............................................................ In exercises 19–24, sketch a graph of the function. 19. cos−1 (2x)
 
 20. cos−1 (x 3 )
 
 21. sin−1 (3x)   1 −1 23. tan x2 − 1
 
 22. sin−1 (x/4)   1 −1 24. sin 1− 2 x
 
 ............................................................
 
 In exercises 25–32, find all solutions. 25. cos(2x) = 0
 
 26. cos(3x) = 1
 
 27. sin(3x) = 0
 
 28. sin(x/4) = 1
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 29. tan(5x) = 1
 
 30. sin(x/4) = − 12
 
 31. sec(2x) = 2
 
 32. csc(2x) = −2
 
 ............................................................ −1
 
 −1
 
 33. Give precise definitions of csc x and cot
 
 x.
 
 6-30
 
 EXPLORATORY EXERCISES 1. An oil tank with circular cross sections lies on its side. A stick is inserted in a hole at the top and used to measure the depth d of oil in the tank. Based on this measurement, the goal is to compute the percentage of oil left in the tank.
 
 APPLICATIONS 34. In baseball, outfielders are able to easily track down and catch fly balls that have very long and high trajectories. Physicists have argued for years about how this is done. A recent explanation involves the following geometry. Ball d
 
 a
 
 c
 
 b Outfielder
 
 Home plate
 
 The player can catch the ball by running to keep the angle ψ constant (this makes it appear that the ball is moving in a straight line). Assuming that all triangles shown are right tan α and then solve for ψ. triangles, show that tan ψ = tan β 35. A picture hanging in an art gallery has a frame 20 inches high and the bottom of the frame is 6 feet above the floor. A person whose eye is 6 feet above the floor stands x feet from the wall. Let A be the angle formed by the ray from the person’s eye to the bottom of the frame and the ray from the person’s eye to the top of the frame. Write A as a function of x and graph y = A(x). 20"
 
 A
 
 6'
 
 x
 
 36. In golf, the goal is to hit a ball into a hole of diameter 4.5 inches. Suppose a golfer stands x feet from the hole trying to putt the ball into the hole. A first approximation of the margin of error in a putt is to measure the angle A formed by the ray from the ball to the right edge of the hole and the ray from the ball to the left edge of the hole. Find A as a function of x.
 
 To simplify calculations, suppose the circle is a unit circle with center at (0, 0). Sketch radii extending from the origin to the top of the oil. The area of oil at the bottom equals the area of the portion of the circle bounded by the radii minus the area of the triangle formed above.
 
 1
 
 u
 
 1
 
 d
 
 Start with the triangle, which has area one-half base times height. Explain why the height is 1 − d. Find a right triangle in the figure (there are two of them) with hypotenuse 1 (the radius of the circle) and one vertical side of length 1 − d. The horizontal side has length equal to one-half the base of  the larger triangle. Show that this equals 1 − (1 − d)2 . The area of the portion of the circle equals π θ/2π = θ/2, where θ is the angle at the top of the triangle. Find this angle as a function of d. (Hint: Go back to the right triangle used previously with upper angle θ/2.) Then find the area filled with oil and divide by π to get the portion of the tank filled with oil. 2. In this exercise, you will design a movie theater with all seats having an equal view of the screen. Suppose the screen extends vertically from 10 feet to 30 feet above the floor. The first row of seats is 15 feet from the screen. Your task is to determine a function h(x) such that if seats x feet from the screen are raised h(x) feet above floor level, then the angle from the bottom of the screen to the viewer to the top of the screen will be the same as for a viewer sitting in the first row. You will be able to accomplish this only for a limited range of x-values. Beyond the maximum  such x, find the height that maximizes the viewing angle. Hint: Write the angle as a difference of inverse  tan a − tan b tangents and use the formula tan(a − b) = . 1 + tan a tan b
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 THE CALCULUS OF THE INVERSE TRIGONOMETRIC FUNCTIONS Now that we have defined the inverse trigonometric functions in section 6.4, we will examine the calculus of these functions briefly in the present section. First, to find the derivative of sin−1 x, we recall the definition of sin−1 x given in (4.1): ! π π" . y = sin−1 x if and only if sin y = x and y ∈ − , 2 2 Differentiating the equation sin y = x implicitly, we have d d sin y = x dx dx cos y
 
 and so, Solving this for
 
 dy = 1. dx
 
 dy , we find (for cos y = 0) that dx dy 1 = . dx cos y
 
 This is not entirelysatisfactory, though, since this gives us the derivative in terms of y.  Notice that for y ∈ − π2 , π2 , cos y ≥ 0 and hence, #  cos y = 1 − sin2 y = 1 − x 2 . This leaves us with 1 1 dy . = =√ dx cos y 1 − x2 for −1 < x < 1. That is, d 1 sin−1 x = √ , dx 1 − x2
 
 for −1 < x < 1.
 
 Alternatively, we can derive this same derivative formula using Theorem 2.3 in section 6.2. We leave it as an exercise to show that d −1 , cos−1 x = √ dx 1 − x2 To find
 
 for −1 < x < 1.
 
 d tan−1 x, we rely on its definition in (4.4). Recall that we have dx  π π . y = tan−1 x if and only if tan y = x and y ∈ − , 2 2
 
 Using implicit differentiation, we then have d d tan y = x dx dx and so,
 
 (sec2 y)
 
 dy = 1. dx
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 We solve this for
 
 6-32
 
 dy , to obtain dx dy 1 = dx sec2 y 1 = 1 + tan2 y 1 . = 1 + x2
 
 That is, d 1 . tan−1 x = dx 1 + x2 You can likewise show that d 1 , for |x| > 1. sec−1 x = √ dx |x| x 2 − 1 This is left as an exercise. The derivatives of the two remaining inverse trigonometric functions are not important and are not discussed here.
 
 EXAMPLE 5.1
 
 Finding the Derivative of an Inverse Trigonometric Function
 
 Compute the derivative of (a) cos−1 (3x 2 ) and (b) (sec−1 x)2 . Solution From the chain rule, we have (a)
 
 d −1 d cos−1 (3x 2 ) =  (3x 2 ) dx 1 − (3x 2 )2 d x −6x = √ 1 − 9x 4
 
 and (b)
 
 EXAMPLE 5.2
 
 d d (sec−1 x)2 = 2(sec−1 x) (sec−1 x) dx dx 1 −1 . = 2(sec x) √ |x| x 2 − 1 „
 
 Modeling the Rate of Change of a Ballplayer’s Gaze
 
 One of the guiding principles of most sports is to “keep your eye on the ball.” In baseball, a batter stands 2 feet from home plate as a pitch is thrown with a velocity of 130 ft/s (about 90 mph). Assuming that the ball only moves horizontally, at what rate does the batter’s angle of gaze need to change when the ball crosses home plate? Solution First, look at the triangle shown in Figure 6.29. We denote the distance from the ball to home plate by d and the angle of gaze by θ. Since the distance is changing with time, we write d = d(t). The velocity of 130 ft/s means that d  (t) = −130. [Why would d  (t) be negative?] From Figure 6.29, notice that   d(t) θ (t) = tan−1 . 2
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 Overhead view
 
 d
 
 u 2
 
 FIGURE 6.29 A ballplayer’s gaze
 
 The rate of change of the angle is then θ  (t) = =
 
 1+
 
 d  (t) 1  d(t) 2 2 2
 
 
 
 2d (t) radians/second. 4 + [d(t)]2
 
 When d(t) = 0 (i.e., when the ball is crossing home plate), the rate of change is then θ  (t) =
 
 2(−130) = −65 radians/second. 4
 
 One problem with this is that most humans can accurately track objects only at the rate of about 3 radians/second. Keeping your eye on the ball in this case is thus physically impossible. How do those ballplayers do it? Research indicates that ballplayers must anticipate where the ball is going, instead of continuing to track the ball visually. (See Watts and Bahill, Keep Your Eye on the Ball.) „
 
 Integrals Involving the Inverse Trigonometric Functions You may have already guessed the next step. Each of our new differentiation formulas gives rise to a new integration formula. First, since d 1 , sin−1 x = √ dx 1 − x2 we also have that  √
 
 1 1 − x2
 
 d x = sin−1 x + c.
 
 (5.1)
 
 Likewise, since −1 d , cos−1 x = √ dx 1 − x2 we also have that 
 
 1 d x = − cos−1 x + c. √ 1 − x2
 
 (5.2)
 
 However, since the integral in (5.2) is the same integral as in (5.1), we will ignore (5.2).
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 In the same way, we obtain 
 
 and
 
 1 d x = tan−1 x + c 1 + x2
 
  √
 
 |x|
 
 EXAMPLE 5.3 
 
 Evaluate
 
 6-34
 
 1 x2
 
 d x = sec−1 x + c.
 
 −1
 
 An Integral Related to tan−1 x
 
 1 d x. 9 + x2
 
 Solution Notice that the integrand is nearly the derivative of tan−1 x. However, the constant in the denominator is 9, instead of the 1 we need. With this in mind, we rewrite the integral as   1 1 1 d x =  2 d x. 2 9+x 9 1+ x 3
 
 If we let u = x3 , then du = 
 
 1 3
 
 d x and hence,
 
 1 1 dx = 2 9+x 9 =
 
 1 3
 
  
 
 
 
 1+
 
 1  x 2 d x 3
 
 1 1  x 2 d x
 
 3 1+ 3
 
  du 1+u 2
 
 1 1 du 3 1 + u2 1 = tan−1 u + c 3   1 x = tan−1 + c. 3 3 „ =
 
 We leave it as an exercise to prove the more general formula:    1 1 −1 x d x = tan + c. a2 + x 2 a a
 
 EXAMPLE 5.4 
 
 Evaluate
 
 An Integral Requiring a Simple Substitution
 
 x
 
 e d x. 1 + e2x
 
 Solution Think about how you might approach this. You probably won’t recognize an antiderivative immediately. Remember that it often helps to look for terms that are derivatives of other terms. You should also recognize that e2x = (e x )2 . With this in mind, we let u = e x , so that du = e x d x. We then have   1 ex dx = ex d x 1 + e2x 1 + (e x )2  
 
  du  =
 
 1+u 2
 
 1 du 1 + u2
 
 = tan−1 u + c = tan−1 (e x ) + c. „
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 Another Integral Requiring a Simple Substitution
 
 x
 
 d x. 1 − x4 Solution Look carefully at the integrand and recognize that you don’t know an antiderivative. However, you might observe that   x x  dx = d x. √ 1 − x4 1 − (x 2 )2 Evaluate
 
 Once you’ve recognized this one small step, you can complete the problem with a simple substitution. Letting u = x 2 , we have du = 2x d x and   x 2x 1  dx = dx √ 2 1 − x4 1 − (x 2 )2  1 1 du = √ 2 1 − u2 1 = sin−1 u + c 2 1 = sin−1 (x 2 ) + c. 2 „ You will explore integrals involving the inverse trigonometric functions further in the exercises. Whenever dealing with these functions, it is easiest if you keep the basic definitions in mind (including the domains and ranges). You will only need to know the derivative formulas for sin−1 x, tan−1 x and sec−1 x. With these basic formulas, you can quickly develop anything else that you need, using elementary techniques (such as substitution).
 
 EXERCISES 6.5 WRITING EXERCISES 1. Explain why, as is indicated in the text, antiderivatives corresponding to three of the six inverse trigonometric functions “can be ignored.” 2. From equations (5.1) and (5.2), explain why it follows that sin−1 x = − cos−1 x + c. From the graphs of y = sin x and y = cos x, explain why this is plausible and identify the constant c for 0 < x < π/2. In exercises 1–10, find the derivative of the function. 1. sin−1 (3x 2 ) 3. sec−1 (x 2 )
 
 2. cos−1 (x 3 + 1) √ 4. csc−1 ( x)
 
 5. x cos−1 (2x)
 
 6. sin x sin−1 (2x)
 
 7. cos−1 (sin x)
 
 8. tan−1 (cos x)
 
 9. tan−1 (sec x)
 
 10. sec−1 (tan x)
 
 ............................................................ In exercises 11–26, evaluate the given integral.   2 6 d x 12. dx 11. 1 + x2 9 + x2
 
  13.  15.
 
 
 
 2x dx 1 + x4 √
 
 4x
 
 dx
 
 14. 
 
 1 − x4 2x 17. dx √ x2 x4 − 1  2 dx 19. 4 + x2  ex 21. dx √ 1 − e2x  2 6 23. dx 2 0 4+x  1/4 3 dx 25. √ 1 − 4x 2 0 
 
 3x 3 dx 1 + x4
 
 2x 2 dx √ 1 − x6  3 18. dx √ |x| x 6 − 1  2x 20. dx 4 + x2  cos x dx 22. 4 + sin2 x √  3 1 24. dx 2 + 2x 2 1  1 2 26. dx √ 4 − x2 0 16.
 
 ............................................................ d −1 cos−1 x = √ . dx 1 − x2 1 d sec−1 x = . 28. Derive the formula √ dx |x| x 2 − 1    1 1 x −1 29. Derive the formula d x = tan + c for a2 + x 2 a a any positive constant a. 27. Derive the formula
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 30. In this exercise, we give a different derivation from the text for the derivative of sin−1 x. Use Theorem 2.3 of section 6.2 1 d . Then, evaluate sin−1 x = to show that dx cos(sin−1 x) cos(sin−1 x). 31. In example 5.2, it was shown that by the time the baseball reached home plate, the rate of rotation of the player’s gaze (θ  ) was too fast for humans to track. Given a maximum rotational rate of θ  = −3 radians per second, find d such that θ  = −3. That is, find how close to the plate a player can track the ball. In a major league setting, the player must start swinging by the time the pitch is halfway (30 ) to home plate. How does this correspond to the distance at which the player loses track of the ball? 32. Suppose the pitching speed x  in example 5.2 is different. Then θ  will be different and the value of x for which θ  = −3 will change. Find x as a function of x  for x  ranging from 30 ft/s (slowpitch softball) to 140 ft/s (major league fastball) and sketch the graph. 33. Use Theorem 2.3 of section 6.2 with f (x) = cos x to derive d cos−1 x. the formula for dx 34. Use Theorem 2.3 of section 6.2 with f (x) = tan x to derive d tan−1 x. the formula for dx  −1 35. Show that d x = cos−1 x + c and √ 1 − x2  −1 d x = − sin−1 x + c. Explain why this does not √ 1 − x2 imply that cos−1 x = − sin−1 x. Find an equation relating cos−1 x and sin−1 x.  1 36. Evaluate d x by rewriting the integrand as √ |x| x 2 − 1 1  and then making the substitution u = 1/x. Use x 2 1 − 1/x 2 your answer to derive an identity involving sin−1 (1/x) and sec−1 x.  1  1 π 1 37. Show that both 1 − x 2 d x and d x equal . 2 1 + x 4 0 0 Use Simpson’s Rule on each integral with n = 4 and n = 8 and compare to the exact value. Which integral provides a better algorithm for estimating π?   x 38. Find and simplify the derivative of sin−1 √ . Use the x2 + 1  x −1 result to write out an equation relating sin and √ x2 + 1 −1 tan x. 39. Use the Mean Value Theorem to show that |tan−1 a| < |a| for all a = 0 and use this inequality to find all solutions of the equation tan−1 x = x. 40. Prove that |x| < |sin−1 x| for 0 < |x| < 1.
 
 6-36
 
 w and stands d feet from the net. The shooting angle to the  3(1 − d/D) − w/2 left of the goalie is given by φ = tan−1 . D−d Use a linear approximation of tan−1 x at x = 0 to show that if d = 0, then φ ≈ 3−w/2 . Based on this, describe how φ changes D if there is an increase in (a) w or (b) D. D φ
 
 w
 
 Exercise 41 42. The shooter in exercise 41 is assumed to be in the center of the ice. Suppose that the line from the shooter to the center of the goal makes an angle of θ with the center line. For the goalie to completely block the goal, he must stand d feet away from the net where d = D(1 − w/6 cos θ). Show that for small angles, d ≈ D(1 − w/6). 43. For a college football field with the dimensions shown, the angle θ for kicking a field goal from a (horizontal) distance of x feet from the goal post is given by θ(x) = tan−1 (29.25/x) − tan−1 (10.75/x). Show that t f (t) = 2 is increasing for a > t and use this fact to a + t2 show that θ(x) is a decreasing function for x ≥ 30. Announcers often say that for a short field goal (50 ≤ x ≤ 60), a team can improve the angle by backing up 5 yards with a penalty. Is this true?
 
 18.5'
 
 40'  x
 
 44. To start skating, you must angle your foot and push off the ice. Alain Hach´e’s The Physics of Hockey derives the relationship between the skate angle θ, the sideways stride distance s, the stroke period T and the forward speed v of the skater, with 2s θ = tan−1 ( vT ). For T = 1 second, s = 60 cm and an acceleration of 1 m/s2 , find the rate of change of the angle θ when the skater reaches (a) 1 m/s and (b) 2 m/s. Interpret the sign and size of θ  in terms of skating technique. v
 
 s
 
 APPLICATIONS 41. In the diagram, a hockey player is D feet from the net on the central axis of the rink. The goalie blocks off a segment of width
 
 u
 
 push
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 SECTION 6.6
 
 45. Suppose a painting hangs on a wall. The frame extends from 6 feet to 8 feet above the floor. A person whose eye is 5 feet above the floor stands x feet from the wall and views the painting, with a viewing angle A formed by the ray from the person’s eye to the top of the frame and the ray from the person’s eye to the bottom of the frame. Find the value of x that maximizes the viewing angle A. 46. What changes in exercise 45 if the person’s eye is 6 feet above the floor?
 
 EXPLORATORY EXERCISES 1. The idea of a homeomorphism helps to identify when superficially different sets are essentially the same. For example, the intervals (0, 1), (0, π ) and (−π/2, π/2) are all finite open intervals. They are homeomorphic. By definition, intervals I1 and I2 are homeomorphic if there is a function f from I1 onto I2 that has an inverse with f and f −1 both being continuous. A homeomorphism from (0, 1) to (0, π) is f (x) = π x. Show that this is a homeomorphism by finding its inverse and verify-
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 ing that both are continuous. Find a homeomorphism from (0, π ) to (−π/2, π/2). [Hint: Sketch a picture, and decide how you could move the interval (0, π ) to produce the interval (−π/2, π/2).] Find a homeomorphism for any two finite open intervals (a, b) and (c, d). It remains to decide whether the interval (−∞, ∞) is different because it is infinite or the same because it is open. In fact, (−∞, ∞) is homeomorphic to (−π/2, π/2) and hence to all other open intervals. Show that tan−1 x is a homeomorphism from (−∞, ∞) to (−π/2, π/2). 2. Explore the graphs of e−x , xe−x , x 2 e−x and x 3 e−x . Find all local extrema and graphically determine the behavior as x → ∞. You can think of the graph of x n e−x as showing the results of a tug-of-war: x n → ∞ as x → ∞ but e−x → 0 as x → ∞. Describe the graph of x n e−x in terms of this tug-of-war. 3. Suppose that a hockey player is shooting at a 6-foot-wide net from a distance of d feet away from the goal line and 4 feet to the side of the center line. (a) Find the distance d that maximizes the shooting angle. (b) Repeat part (a) with the shooter 2 feet to the side of the center line. Explain why the answer is so different. (c) Repeat part (a) with the goalie blocking all but the far 2 feet of the goal.
 
 THE HYPERBOLIC FUNCTIONS The Gateway Arch in Saint Louis, Missouri, is one of the most distinctive and recognizable architectural structures in the United States. Most people think that it is taller than it is wide, but this is the result of a common optical illusion. In fact, the arch has the same width as height. A slightly less mysterious misconception is that the arch’s shape is not that of a parabola. Rather, its shape corresponds to the graph of the hyperbolic cosine function (called a catenary). This function and the other five hyperbolic functions are introduced in this section. The hyperbolic functions are not entirely new, as they are simply common combinations of exponentials. We study them because of their usefulness in applications and their convenience in solving equations (in particular, differential equations). The hyperbolic sine function is defined by sinh x =
 
 Saint Louis Gateway Arch
 
 e x − e−x , 2
 
 for all x ∈ (−∞, ∞). The hyperbolic cosine function is defined by cosh x =
 
 e x + e−x , 2
 
 again for all x ∈ (−∞, ∞). We leave it as an exercise to use the definitions to verify the important identity cosh2 x − sinh2 x = 1,
 
 (6.1)
 
 for all x. Notice that if we take x = cosh u and y = sinh u, then from (6.1) with x replaced by u, x 2 − y 2 = cosh2 u − sinh2 u = 1,
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 which you should recognize as the equation of a hyperbola. This identity is the source of the name “hyperbolic” for these functions. You should also notice some parallel with the trigonometric functions cos x and sin x. The remaining four hyperbolic functions are defined in terms of the hyperbolic sine and hyperbolic cosine functions, in a manner analogous to their trigonometric counterparts. That is, we define the hyperbolic tangent function tanh x, the hyperbolic cotangent function coth x, the hyperbolic secant function sech x and the hyperbolic cosecant function csch x as follows: sinh x , cosh x 1 , sech x = cosh x tanh x =
 
 cosh x sinh x 1 csch x = . sinh x coth x =
 
 These functions are remarkably easy to deal with, and we can readily determine their behavior, using what we already know about exponentials. First, note that d d sinh x = dx dx
 
 
 
 e x − e−x 2
 
  =
 
 e x + e−x = cosh x. 2
 
 Similarly, we can establish the remaining derivative formulas:
 
 and
 
 d d cosh x = sinh x, tanh x = sech2 x dx dx d d coth x = −csch2 x, sech x = −sech x tanh x dx dx d csch x = −csch x coth x. dx
 
 These are all elementary applications of earlier derivative rules and are left as exercises. As it turns out, only the first three of these are of much significance.
 
 EXAMPLE 6.1
 
 Computing the Derivative of a Hyperbolic Function
 
 Compute the derivative of f (x) = sinh2 (3x). Solution From the chain rule, we have d d sinh2 (3x) = [sinh(3x)]2 dx dx d = 2 sinh(3x) [sinh(3x)] dx d = 2 sinh(3x) cosh(3x) (3x) dx = 2 sinh(3x) cosh(3x)(3)
 
 f  (x) =
 
 = 6 sinh(3x) cosh(3x). „ Of course, every new differentiation rule gives us a corresponding integration rule. In particular, we now have  cosh x d x = sinh x + c,  sinh x d x = cosh x + c  and sech2 x d x = tanh x + c.
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 We illustrate a simple integral in example 6.2.
 
 EXAMPLE 6.2 Evaluate
 
 
 
 An Integral Involving a Hyperbolic Function
 
 x cosh(x ) d x. 2
 
 Solution Notice that you can evaluate this integral using a substitution. If we let u = x 2 , we get du = 2x d x and so,   1 x cosh(x 2 ) d x = cosh(x 2 ) (2x) d x 2   du  cosh u 1 1 = cosh u du = sinh u + c 2 2 1 = sinh(x 2 ) + c. 2 „ y
 
 For f (x) = sinh x, note that
 
 10
 
 f (x) = sinh x = 5
 
 4
 
 x
 
 2
 
 2
 
 4
 
 e x − e−x 2
 
 > 0 if x > 0 . < 0 if x < 0
 
 This is left as an exercise. Further, since f  (x) = cosh x > 0, sinh x is increasing for all x. Next, note that f  (x) = sinh x. Thus, the graph is concave down for x < 0 and concave up for x > 0. Finally, you can easily verify that
 
 5
 
 lim sinh x = ∞
 
 and
 
 x→∞
 
 10
 
 
 
 lim sinh x = −∞.
 
 x→−∞
 
 We show a graph of y = sinh x in Figure 6.30. Graphs of cosh x and tanh x are shown in Figures 6.31a and 6.31b, respectively.
 
 FIGURE 6.30
 
 y
 
 y = sinh x
 
 y
 
 10 8
 
 1
 
 6 4
 
 4
 
 x
 
 2
 
 2
 
 4
 
 2 4
 
 2
 
 x 2
 
 4
 
 1
 
 FIGURE 6.31a
 
 FIGURE 6.31b
 
 y = cosh x
 
 y = tanh x
 
 If a flexible cable or wire (such as a power line or telephone line) hangs between two towers, it will assume the shape of a catenary curve (derived from the Latin word catena meaning “chain”). As we will show at the end of this section, this naturallyoccurring curve corresponds to the graph of the hyperbolic cosine function f (x) = a cosh ax .
 
 y 30
 
 EXAMPLE 6.3
 
 x For the catenary f (x) = 20 cosh( 20 ), for −20 ≤ x ≤ 20, find the amount of sag in the cable and the arc length.
 
 10
 
 20
 
 10
 
 x 10
 
 FIGURE 6.32  y = 20 cosh
 
 Finding the Amount of Sag in a Hanging Cable
 
 x 20
 
 20
 
 Solution From the graph of the function in Figure 6.32, it appears that the minimum value of the function is at the midpoint x = 0, with the maximum at x = −20 and x = 20. To verify this observation, note that   x f  (x) = sinh 20
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 and hence, f  (0) = 0, while f  (x) < 0 for x < 0 and f  (x) > 0, for x > 0. Thus, f decreases to a minimum at x = 0. Further, f (−20) = f (20) ≈ 30.86 is the maximum for −20 ≤ x ≤ 20 and f (0) = 20, so that the cable sags approximately 10.86 feet. From the usual formula for arc length, developed in section 5.4, the length of the cable is    20   20  x  2 d x. 1 + [ f (x)] d x = 1 + sinh2 L= 20 −20 −20 Notice that from (6.1), we have 1 + sinh2 x = cosh2 x. Using this identity, the arc length integral simplifies to      20  20  x x 2 dx = dx 1 + sinh cosh L= 20 20 −20 −20   x 20 = 20 sinh = 20[sinh(1) − sinh(−1)]  20 −20 = 40 sinh(1) ≈ 47 feet. „ y
 
 The Inverse Hyperbolic Functions
 
 2
 
 4
 
 x
 
 2
 
 2
 
 4
 
 2
 
 You should note from the graphs of sinh x and tanh x that these functions are one-to-one (by the horizontal line test). Also, cosh x is one-to-one for x ≥ 0. Thus, we can define inverses for these functions, as follows. For any x ∈ (−∞, ∞), we define the inverse hyperbolic sine by y = sinh−1 x
 
 FIGURE 6.33a −1
 
 y = sinh
 
 x
 
 if and only if sinh y = x.
 
 For any x ≥ 1, we define the inverse hyperbolic cosine by y = cosh−1 x
 
 y
 
 if and only if cosh y = x, and y ≥ 0.
 
 Finally, for any x ∈ (−1, 1), we define the inverse hyperbolic tangent by
 
 4
 
 y = tanh−1 x
 
 2 x 2
 
 6
 
 10
 
 FIGURE 6.33b y = cosh−1 x y
 
 if and only if tanh y = x.
 
 Inverses for the remaining three hyperbolic functions can be defined similarly and are left to the exercises. We show the graphs of y = sinh−1 x, y = cosh−1 x and y = tanh−1 x in Figures 6.33a, 6.33b and 6.33c, respectively. (As usual, you can obtain these by reflecting the graph of the original function through the line y = x.) We can find derivatives for the inverse hyperbolic functions using implicit differentiation, just as we have for the inverse trigonometric functions. Since y = sinh−1 x
 
 4
 
 if and only if sinh y = x,
 
 differentiating both sides of this last equation with respect to x yields 2
 
 d d sinh y = x dx dx
 
 x
 
 1
 
 1 2 4
 
 FIGURE 6.33c y = tanh−1 x
 
 cosh y
 
 or
 
 dy = 1. dx
 
 Solving for the derivative, we find dy 1 1 1 , = = =√ 2 dx cosh y 1 + x2 1 + sinh y
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 since we know that cosh2 y − sinh2 y = 1, from (6.1). That is, we have shown that d 1 sinh−1 x = √ . dx 1 + x2 Note the similarity with the derivative formula for sin−1 x. We can likewise establish derivative formulas for the other five inverse hyperbolic functions. We list these here for the sake of completeness. 1 d sinh−1 x = √ dx 1 + x2 1 d tanh−1 x = dx 1 − x2 d −1 sech−1 x = √ dx x 1 − x2
 
 1 d cosh−1 x = √ 2 dx x −1 d 1 coth−1 x = dx 1 − x2 d −1 csch−1 x = √ dx |x| 1 + x 2
 
 Before closing this section, we wish to point out that the inverse hyperbolic functions have a significant advantage over earlier inverse functions we have discussed. It turns out that we can solve for the inverse functions explicitly in terms of more elementary functions.
 
 EXAMPLE 6.4
 
 Finding a Formula for an Inverse Hyperbolic Function
 
 Find an explicit formula for sinh−1 x. Solution Recall from (6.2) that y = sinh−1 x
 
 if and only if sinh y = x.
 
 Using this definition, we have e y − e−y . 2 We can solve this equation for y, as follows. First, recall also that x = sinh y =
 
 (6.3)
 
 e y + e−y . 2 Now, notice that adding these last two equations and using the identity (6.1), we have  e y = sinh y + cosh y = sinh y + cosh2 y since cosh y > 0  = sinh y + sinh2 y + 1  = x + x 2 + 1, cosh y =
 
 from (6.3). Finally, taking the natural logarithm of both sides, we get  y = ln(e y ) = ln(x + x 2 + 1). That is, we have found a formula for the inverse hyperbolic sine function:  sinh−1 x = ln(x + x 2 + 1). „ Similarly, we can show that for x ≥ 1, cosh−1 x = ln(x + and for −1 < x < 1, tanh
 
 −1
 
 x=
 
 
 
 x 2 − 1)
 
   1 1+x ln . 2 1−x
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 We leave it to the exercises to derive these formulas and corresponding formulas for the remaining inverse hyperbolic functions. There is little point in memorizing any of these formulas. You need only realize that these are always available by performing some elementary algebra. y
 
 Derivation of the Catenary
 
 y  f (x) T (x, y) H
 
 T sin u u T cos u x
 
 FIGURE 6.34 Forces acting on a section of hanging cable
 
 We close this section by deriving a formula for the catenary. As you follow the steps, pay special attention to the variety of calculus results that we use. In Figure 6.34, we assume that the lowest point of the catenary curve is located at the origin. We further assume that the cable has constant linear density ρ (measured in units of weight per unit length) and that the function y = f (x) is twice continuously differentiable. We focus on the portion of the cable from the origin to the general point (x, y) indicated in the figure. Since this section is not moving, the horizontal and vertical forces must be balanced. Horizontally, this section of cable is pulled to the left by the tension H at the origin and is pulled to the right by the horizontal component T cos θ of the tension T at the point (x, y). Notice that these forces are balanced if H = T cos θ.
 
 (6.4)
 
 Vertically, the section of cable is pulled up by the vertical component T sin θ of the tension. The section of cable is pulled down by the weight of the section. Notice that the weight of the section is given by the product of the density ρ (weight per unit length) and the length of the section. Recall from your study of arc length in Chapter 5 that the arc length of this x  section of cable is given by 0 1 + [ f  (t)]2 dt. So, the vertical forces will balance if  x 1 + [ f  (t)]2 dt. (6.5) T sin θ = ρ 0
 
 We can combine equations (6.4) and (6.5) by multiplying (6.4) by tan θ to get H tan θ = T sin θ, and then using (6.5) to conclude that  x 1 + [ f  (t)]2 dt. H tan θ = ρ 0 
 
 Notice from Figure 6.34 that tan θ = f (x), so that we have  x H f  (x) = ρ 1 + [ f  (t)]2 dt. 0
 
 Differentiating both sides of this equation, the Fundamental Theorem of Calculus gives us  (6.6) H f  (x) = ρ 1 + [ f  (x)]2 . Now, divide both sides of the equation by H and name b = u(x) = f  (x). Equation (6.6) then becomes  u  (x) = b 1 + [u(x)]2 .
 
 ρ . H
 
 Further, substitute
 
 Putting together all of the u terms and integrating with respect to x gives us   1  u  (x) d x = b d x. 1 + [u(x)]2 You should recognize the integral on the left-hand side as sinh−1 [u(x)], so that we now have sinh−1 [u(x)] = bx + c. Notice that since f (x) has a minimum at x = 0, we must have that u(0) = f  (0) = 0. So, taking x = 0, we get c = sinh−1 (0) = 0. From sinh−1 [u(x)] = bx, we obtain
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 u(x) = sinh(bx). Now, recall that u(x) = f  (x), so that f  (x) = sinh(bx). Integrating this gives us  f (x) =
 
 sinh(bx) d x
 
 1 cosh(bx) + c. b . This leaves us with f (x) = b1 cosh(bx) − b1 . Recall that f (0) = 0 and so, we must have c = −1 b  Finally, writing a = b1 , we obtain the catenary equation f (x) = a cosh ax − a. =
 
 EXERCISES 6.6 
 
 WRITING EXERCISES
 
 17.
 
 1. Compare the derivatives and integrals of the trigonometric functions to the derivatives and integrals of the hyperbolic functions. Also note that the trigonometric identity cos2 x + sin2 x = 1 differs only by a minus sign from the corresponding hyperbolic identity cosh2 x − sinh2 x = 1. 2. As noted in the text, the hyperbolic functions are not really new functions. They provide names for useful combinations of exponential functions. Explain why it is advantageous to assign special names to these functions instead of leaving them as exponentials. 3. Briefly describe the graphs of sinh x, cosh x and tanh x. Which simple polynomials do the graphs of sinh x and cosh x resemble? 4. The catenary (hyperbolic cosine) is the shape assumed by a hanging cable because this distributes the weight of the cable most evenly throughout the cable. Knowing this, why was it smart to build the Gateway Arch in this shape? Why would you suspect that the profile of an egg has this same shape? In exercises 1–4, sketch the graph of each function. 1. f (x) = cosh 2x 3. f (x) = tanh 4x
 
 2. f (x) = cosh 3x 4. f (x) = sinh 3x
 
 ............................................................ In exercises 5–12, find the derivative of each function.
 
 1
 
 
 
 0
 
 19.
 
 e4x − e−4x dx 2
 
 cos x sinh(sin x) d x 
 
 21.
 
 1
 
  18.
 
 √ 
 
 20.
 
 0
 
 dx
 
 x cosh(x 2 ) d x 
 
 cosh x esinh x d x
 
 2x 1 + x4
 
 22. 0
 
 1
 
 cosh 2x dx 3 + sinh 2x
 
 ............................................................ 23. Suppose that a hanging cable has the shape 10 cosh(x/10) for −20 ≤ x ≤ 20. Find the amount of sag in the cable. Find the length of the cable. 24. Suppose that a hanging cable has the shape 15 cosh(x/15) for −25 ≤ x ≤ 25. Find the amount of sag in the cable. Find the length of the cable. 25. Suppose that a hanging cable has the shape a cosh(x/a) for −b ≤ x ≤ b. Show that the amount of sag is given by a cosh(b/a) − a and the length of the cable is 2a sinh(b/a). 26. Show that cosh(−x) = cosh x (i.e., cosh x is an even function) and sinh(−x) = − sinh x (i.e., sinh x is an odd function). 27. Derive the formulas d tanh x = sech2 x. dx
 
 d cosh x = sinh x dx
 
 and
 
 28. Derive the formulas for the derivatives of coth x, sech x and csch x.
 
 5. (a) f (x) = cosh 4x (b) f (x) = cosh4 x √ √ 6. (a) f (x) = sinh x (b) f (x) = sinh x
 
 29. Using the properties of exponential functions, prove that sinh x > 0 if x > 0 and sinh x < 0 if x < 0.
 
 7. (a) f (x) = tanh x 2
 
 (b) f (x) = (tanh x)2
 
 8. (a) f (x) = sech 3x
 
 (b) f (x) = csch x
 
 30. Use the first and second derivatives to explain the properties of the graph of tanh x.
 
 3
 
 9. (a) f (x) = x sinh 5x 2
 
 10. (a) f (x) =
 
 cosh 4x x+2 −1
 
 11. (a) f (x) = cosh
 
 −1
 
 12. (a) f (x) = tanh
 
 (b) f (x) =
 
 (b) f (x) = tanh
 
 x 2 +1 csch3 x
 
 
 
 4x x+2
 
 31. Use the first and second derivatives to explain the properties of the graph of cosh x.
 
 
 
 −1
 
 2x
 
 (b) f (x) = sinh
 
 3x
 
 (b) f (x) = x cosh 2
 
 x
 
 32. Prove that cosh2 x − sinh2 x = 1. 2
 
 −1
 
 33. Find an explicit formula, as in example 6.4, for cosh−1 x. 4x
 
 ............................................................
 
 34. Find an explicit formula, as in example 6.4, for tanh−1 x.
 
 In exercises 13–22, evaluate each integral.   13. cosh 6x d x 14. sinh 2x d x   15. tanh 3x d x 16. sech2 x d x
 
 35. Show that e x = cosh x + sinh x. In fact, we will show that this is the only way to write e x as the sum of even and odd functions. To see this, assume that e x = f (x) + g(x), where f is even and g is odd. Show that e−x = f (x) − g(x). Adding equations and dividing by two, conclude that f (x) = cosh x. Then conclude that g(x) = sinh x.
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 36. Show that both cosh x and sinh x are solutions of the differential equation y  − y = 0. By comparison, show that both cos x and sin x are solutions of the differential equation y  + y = 0. 37. Show that lim tanh x = 1 and lim tanh x = −1. x→∞
 
 x→−∞
 
 38. Show that tanh x =
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 40. Two sky divers of weight 800 N drop from a height of 1000 m. The first sky diver dives head-first with a drag coefficient of k = 18 . The second sky diver is in a spread-eagle position with k = 12 . Compare the terminal velocities and the distances fallen in 2 seconds; 4 seconds. 41. Long and Weiss derive the following equation for the horizontal velocity of the space shuttle during reentry (see section 4.1): v(t) = 7901 tanh(−0.00124t + tanh−1 (v0 /7901)) m/s, where v0 is the velocity at time t = 0. Find the maximum acceleration experienced by the shuttle from this horizontal motion (i.e., maximize |v  (t)|). Graph the velocity function with v0 = 2000. Estimate the time t at which v(t) = 0.
 
 e −1 . e2x + 1 2x
 
 APPLICATIONS 39. In this exercise, we solve the initial value problem for the vertical velocity v(t) of a falling object subject to gravity and air drag. Assume that mv  (t) = −mg + kv 2 for some positive constant k. 1 k (a) Rewrite the equation as 2 v  (t) = . v − mg/k m   1 1 1 1 = − with (b) Use the identity 2 v − a2 2a v − a v+a  mg a= to solve the equation in part (a). k √  mg c e2 kg/mt − 1 √ (c) Show that v(t) = − . k c e2 kg/mt + 1 (d) Use the initial condition v(0) = 0 to show that c = 1. (e) Use the result of exercise 38 to conclude that    mg kg tanh t . v(t) = − k m (f) Find the terminal velocity by computing lim v(t). t→∞
 
 (g) Integrate the velocity function in part (e) to find the distance fallen in t seconds.
 
 42. A sky diver with an open parachute has terminal velocity 5 m/s. If the weight is 800 N, determine the value of k.
 
 EXPLORATORY EXERCISE 1. The Saint Louis Gateway Arch is both 630 feet wide and 630 feet tall. Its shape looks very much like a parabola, but is actually a catenary. You will explore the difference between the two shapes in this exercise. First, consider the model y = 757.7 − 127.7 cosh(x/127.7) for y ≥ 0. Find the x- and y-intercepts and show that this model (approximately) matches the arch’s measurements of 630 feet wide and 630 feet tall. What would the 127.7 in the model have to be to match the measurements exactly? Now, consider a parabolic model. To have x-intercepts x = −315 and x = 315, explain why the model must have the form y = −c(x + 315)(x − 315) for some positive constant c. Then find c to match the desired y-intercept of 630. Graph the parabola and the catenary on the same axes for −315 ≤ x ≤ 315. How much difference is there between the graphs? Estimate the maximum distance between the curves. The authors have seen mathematics books where the arch is modeled by a parabola. How wrong is it to do this?
 
 Review Exercises TRUE OR FALSE
 
 WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Natural logarithm One-to-one function Inverse cosine function Hyperbolic cosine function
 
 Logarithmic differentiation Exponential function Inverse tangent function Hyperbolic tangent function
 
 Inverse function Inverse sine function Hyperbolic sine function
 
 State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true.  x 1 1. The functions ln x = du and loge x have many properties 1 u in common but are not exactly the same. 2. The derivative of the inverse function f −1 (x) is the inverse of the derivative of f (x). 3. If f has a derivative that exists for all x, then f has an inverse. 4. If f (x) has a term of the form e g(x) for some function g(x), then f −1 (x) also has a term of the form e g(x) .
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 Review Exercises 5. The function f (x) = sin−1 (x) is not the inverse of sin x. −1
 
 6. We could define the function f (x) = cos (x) to have the range −π ≤ cos−1 (x) ≤ 0.
 
 In exercises 41–44, determine if the function is one-to-one. If so, find its inverse. 42. e−4x
 
 41. x 3 − 1 2x 2
 
 7. Because the derivative of cos−1 (x) is the negative of the derivative of sin−1 (x), we can conclude that cos−1 (x) = − sin−1 (x).
 
 43. e
 
 8. The properties of the functions sinh x and cosh x are identical to the properties of the corresponding functions sin x and cos x.
 
 In exercises 45–48, do both parts without solving for the inverse: (a) find the derivative of the inverse at x  a and (b) graph the inverse.
 
 In exercises 1–16, find the derivative of the function. 1. ln(x 3 + 5) 3. ln
 
 √
 
 5. e−x 7. 4x
 
 x4 + x
 
 2
 
 3
 
 −1
 
 9. sin
 
 2x
 
 2. ln(1 − sin x) 4. ln
 
 x2 − 1 x 3 + 2x + 1
 
 44. x 3 − 2x + 1
 
 ............................................................
 
 45. x 5 + 2x 3 − 1, a = 2 √ 47. x 3 + 4x, a = 4
 
 46. x 3 + 5x + 2, a = 2 48. e x
 
 3 +2x
 
 In exercises 49–52, evaluate the quantity using the unit circle.
 
 6. etan x
 
 49. sin−1 1
 
 50. cos−1 (− 12 )
 
 8. 31−2x
 
 51. tan−1 (−1)
 
 52. csc−1 (−2)
 
 10. cos−1 x 2
 
 ,a = 1
 
 ............................................................
 
 ............................................................
 
 11. tan−1 (cos 2x) √ 13. cosh x
 
 12. sec−1 (3x 2 )
 
 In exercises 53–56, simplify the expression using a triangle.
 
 14. sinh(e2x )
 
 53. sin(sec−1 2)
 
 54. tan(cos−1 (4/5))
 
 15. sinh−1 3x
 
 16. tanh−1 (3x + 1)
 
 55. sin−1 (sin(3π/4))
 
 56. cos−1 (sin(−π/4))
 
 ............................................................ In exercises 17–40, evaluate the integral.   e2x x2 d x 18. dx 17. x3 + 4 e2x + 4  π/4  1 x cos 2x dx 20. dx 19. 2 0 x +1 π/12 sin 2x   ln x + 1 sin(ln x) dx 22. dx 21. x x   24. e2x cos(e2x ) d x 23. e−4x d x   √x e 2 26. xe−x d x 25. √ dx x  0  2 e3x d x 28. e−3x d x 27. 0 −2   30. 2−5x d x 29. 34x d x   3 6 31. d x 32. dx √ x2 + 4 4 − x2   x2 e−x 33. dx 34. dx √ 1 + e−2x 1 − x6   9x 9x 3 35. dx 36. dx √ √ x2 x4 − 1 x4 − 1   4 4 37. dx dx 38. √ x2 − 1 1 + x2   39. cosh 4x d x 40. tanh 3x d x
 
 ............................................................
 
 ............................................................ In exercises 57 and 58, find all solutions of the equation. 57. sin 2x = 1
 
 58. cos 3x =
 
 1 2
 
 ............................................................ In exercises 59–64, sketch a graph. 59. y = cosh 2x
 
 60. y = tanh−1 3x
 
 61. y = sin−1 2x
 
 62. y = tan−1 3x
 
 63. y = e
 
 −x 2
 
 64. y = ln 2x
 
 ............................................................
 
 x for 65. A hanging cable assumes the shape of y = 20 cosh 20 −25 ≤ x ≤ 25. Find the amount of sag in the cable. 66. Find the arc length of the cable in exercise 65.
 
 ............................................................ In exercises 67 and 68, determine which function “dominates,” where we say that the function f (x) dominates the function g(x) as x → ∞ if lim f (x)  lim g(x)  ∞ and either x→∞
 
 lim
 
 x→∞
 
 f (x) g(x)  ∞ or lim  0. x→∞ f (x) g(x)
 
 x→∞
 
 67. e x or x n (n = any positive integer) 68. ln x or x p (for any number p > 0)
 
 ............................................................
 
 69. The diagram shows a football field with hash marks H feet apart and goalposts P feet apart. If a field goal is to be tried from a (horizontal) distance of x feet from the goalposts, the
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 Review Exercises angle θ gives the margin of error for that direction. Find x to maximize θ .
 
 P
 
 H  x
 
 (i.e., the angle as measured from the horizontal) for the triangle formed by the points (0, 9), (0, 0) and (60, 0). Of course, most serves curve down due to gravity. Ignoring air resistance, the path of the ball struck at angle θ and initial speed v ft/s 16 is y = − x 2 − (tan θ)x + 9. To hit the back of the (v cos θ)2 service line, you need y = 0 when x = 60. Substitute in these 2 values along √ with v = 120. Multiply by cos θ and replace sin θ with 1 − cos2 θ. Replacing cos θ with z gives you an algebraic equation in z. Numerically estimate z. Similarly, substitute x = 39 and y = 3 and find an equation for w = cos θ . Numerically estimate w. The margin of error for the serve is given by cos−1 z < θ < cos−1 w. u
 
 70. In the situation of exercise 69, sports announcers often say that for a short field goal (50 ≤ x ≤ 60), a team can improve the angle by backing up 5 yards with a penalty. Determine whether this is true for high school (H = 53 13 and P = 23 13 ), college (H = 40 and P = 18 12 ) or pros (H = 18 12 and P = 18 12 ).
 
 EXPLORATORY EXERCISES 1. In tennis, a serve must clear the net and then land inside of a box drawn on the other side of the net. In this exercise, you will explore the margin of error for successfully serving. First, consider a straight serve (this essentially means a serve hit infinitely hard) struck 9 feet above the ground. Call the starting point (0, 9). The back of the service box is 60 feet away, at (60, 0). The top of the net is 3 feet above the ground and 39 feet from the server, at (39, 3). Find the service angle θ
 
 9
 
 3 60
 
 2. Baseball players often say that an unusually fast pitch rises or even hops up as it reaches the plate. One explanation of this illusion involves the players’ inability to track the ball all the way to the plate. The player must compensate by predicting where the ball will be when it reaches the plate. Suppose the height of a pitch when it reaches home plate is h = −(240/v)2 + 6 feet for a pitch with velocity v ft/s. (This equation takes into consideration gravity but not air resistance.) Halfway to the plate, the height would be h = −(120/v)2 + 6 feet. Compare the halfway heights for pitches with v = 132 and v = 139 (about 90 and 95 mph, respectively). Would a batter be able to tell much difference between them? Now compare the heights at the plate. Why might the batter think that the faster pitch hopped up right at the plate? How many inches did the faster pitch hop?
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 7 Electronics companies constantly test their products for reliability. The lifetime of an electronics component is often viewed as having three stages, as illustrated by the so-called bathtub curve shown in the figure. This curve indicates the average failure rate of a product as a function of age. In the first stage (called the infant mortality phase), the failure rate drops rapidly as faulty components quickly fail. Components that survive this initial phase enter a lengthy second phase (the useful life phase) of constant failure rate. The third phase shows an increase in failure rate as the components reach the physical limit of their life span. The constant failure rate of the useful life phase has several interesting consequences. First, the failures are “memoryless,” in the sense that the probability that the component lasts another hour is independent of the age of the component. A component that is 40 hours old may be as likely to last another hour as a component that is only 10 hours old. This unusual property holds for electronics components such as lightbulbs, during the useful life phase.
 
 Increased Failure Rate —
 
 P1: OSO/OVY
 
 Infant mortality Decreasing failure rate
 
 End-of-life wear-out Increasing failure rate
 
 Normal life (useful life) Low “constant” failure rate Time
 
 A constant failure rate also implies that component failures follow what is called an exponential distribution. (See exercise 89 in the Review Exercises at the end of this chapter.) The computation of statistics for the exponential distribution requires more sophisticated integration techniques than those discussed so far. For instance, the mean (average)  ∞ lifetime of certain electronics components is given by an integral of the form 0 cxe−cx d x, for some constant c > 0. To evaluate this, we will first need to extend our notion of integral to include improper integrals such as this, where one or both of the limits of integration are infinite. We do this in section 7.7. Another challenge is that we do not presently know an antiderivative for f (x) = xe−cx . In section 7.2, we introduce a powerful technique called integration by parts that can be used to find antiderivatives of many such functions.
 
 421
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 The new techniques of integration introduced in this chapter provide us with a broad range of tools used to solve countless problems of interest to engineers, mathematicians and scientists.
 
 7.1
 
 REVIEW OF FORMULAS AND TECHNIQUES In this brief section, we draw together all of the integration formulas and the one integration technique (integration by substitution) that we have developed so far. We use these to develop some more general formulas, as well as to solve more complicated integration problems. First, look over the following table of the basic integration formulas developed in Chapter 4. 
 
 xr d x =
 
 x r +1 + c, r +1
 
  for r = −1 (power rule)
 
 
 
 cos x d x = sin x + c
 
 
 
  sec x d x = tan x + c
 
 sec x tan x d x = sec x + c
 
 2
 
 
 
  csc x d x = − cot x + c
 
 csc x cot x d x = − csc x + c
 
 2
 
 
 
 ex d x = ex + c
 
 
 
  tan x d x = − ln |cos x| + c
 
 
 
 for x = 0
 
  sin x d x = − cos x + c
 
 
 
 1 d x = ln |x| + c, x
 
 e−x d x = −e−x + c 1 d x = sin−1 x + c √ 1 − x2
 
 
 
 1 d x = tan−1 x + c 1 + x2
 
 √
 
 1
 
 |x| x 2 − 1
 
 d x = sec−1 x + c
 
 Recall that each of these follows from a corresponding differentiation rule. So far, we have expanded this list slightly by using the method of substitution, as in example 1.1.
 
 EXAMPLE 1.1 Evaluate
 
 
 
 A Simple Substitution
 
 sin(ax) d x, for a = 0.
 
 Solution The obvious choice here is to let u = ax, so that du = a d x. This gives us  sin(ax) d x =
 
 1 a
 
 
 
 1 sin(ax) a dx =    a sin u
 
  sin u du
 
 du
 
 1 1 = − cos u + c = − cos(ax) + c. a a „ There is no need to memorize general rules like the ones given in examples 1.1 and 1.2, although it is often convenient to do so. You can reproduce such general rules any time you need them using substitution.
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 SECTION 7.1
 
 EXAMPLE 1.2 
 
 Evaluate
 
 a2
 
 ..
 
 423
 
 Generalizing a Basic Integration Rule
 
 1 d x, for a = 0. + x2 
 
 Solution Notice that this is nearly the same as 
 
 1 1 dx = 2 a2 + x 2 a
 
 Now, letting u = ax , we have du = 
 
 Review of Formulas and Techniques
 
 1 1 dx = 2 a2 + x 2 a
 
 =
 
 1 a
 
 
 
 
 
 1 a
 
 1 d x and we can write 1 + x2
 
  1+
 
 1  x 2 d x. a
 
 d x and so,
 
 1 1  x 2 d x = a 1+ a
 
  
 
  1 dx a 1 + a       1  x 2
 
 du
 
 1 + u2
 
 x 1 1 1 + c. du = tan−1 u + c = tan−1 2 1+u a a a „
 
 Substitution will not resolve all of your integration difficulties, as we see in example 1.3.
 
 EXAMPLE 1.3
 
 An Integrand That Must Be Expanded
 
 
 
 Evaluate (x 2 − 5)2 d x. Solution Your first impulse might be to substitute u = x 2 − 5. However, this fails, as we don’t have du = 2x d x in the integral. (We can force the constant 2 into the integral, but we can’t get the x in there.) On the other hand, you can always multiply out the binomial to obtain   x3 x5 − 10 + 25x + c. (x 2 − 5)2 d x = (x 4 − 10x 2 + 25) d x = 5 3 „ The moral of example 1.3 is to make certain you don’t overlook simpler methods. The most general rule in integration is to keep trying. Sometimes, you will need to do some algebra before you can recognize the form of the integrand.
 
 EXAMPLE 1.4 
 
 Evaluate
 
 √
 
 An Integral Where We Must Complete the Square 1
 
 −5 + 6x − x 2
 
 d x.
 
 Solution Not much may come to mind here. Substitution for either the entire denominator or the quantity under the square root does not work. (Why not?) So, what’s left? Recall that there are essentially only two things you can do to a quadratic polynomial: either factor it or complete the square. Here, doing the latter sheds some light on the integral. We have  √
 
 
 
 1 −5 + 6x −
 
 x2
 
 dx =
 
 
 
 
 
 1 −5 −
 
 (x 2
 
 − 6x + 9) + 9
 
 dx =
 
 
 
 1 4 − (x − 3)2
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  √
 
 Notice how much this looks like the square root, we get  √
 
 Taking u =
 
 1 1 − x2
 
 
 
 1 −5 + 6x −
 
 x2
 
 
 
 dx =
 
 d x = sin−1 x + c. If we factor out the 4 in 
 
 1 4 − (x − 3)2
 
 
 
 dx =
 
 1−
 
 1 1  x−3 2 2 d x. 2
 
 x −3 1 , we have du = d x and so, 2 2
 
  √
 
 
 
 1 −5 + 6x − x 2
 
 1 1 dx =  x−3 2 2    1− 2    du
 
 
 
 1 du √ 1 − u2
 
 
 
 dx =
 
 √
 
 = sin
 
 −1
 
 1 − u2
 
 u + c = sin
 
 −1 
 
 
 
 x −3 2
 
  + c.
 
 „
 
 Example 1.5 illustrates the value of perseverance.
 
 EXAMPLE 1.5 
 
 Evaluate
 
 2x 2
 
 An Integral Requiring Some Imagination
 
 4x + 1 d x. + 4x + 10
 
 Solution As with most integrals, you cannot evaluate this as it stands. However, the numerator is very nearly the derivative of the denominator (but not quite). Recognize that you can complete the square in the denominator, to obtain 
 
  4x + 1 4x + 1 d x = d x. 2 2(x + 2x + 1) − 2 + 10 2(x + 1)2 + 8  1 Now, the denominator nearly looks like the denominator in d x = tan−1 x + c. 1 + x2 Factoring out an 8 from the denominator, we have 4x + 1 dx = 2 2x + 4x + 10
 
 
 
 Now, taking u = 
 
 
 
 4x + 1 dx = 2x 2 + 4x + 10
 
 
 
 =
 
 1 8
 
 =
 
 1 8
 
 4x + 1 dx 2(x + 1)2 + 8  1 (x 4
 
 
 
 4x + 1 dx + 1)2 + 1
 
 4x + 1 d x.  x+1 2 +1 2
 
 1 x +1 , we have du = d x and x = 2u − 1 and so, 2 2
 
 4x + 1 1 dx = 2x 2 + 4x + 10 8
 
 =
 
 1 4
 
 
 
 
 
 4x + 1 1 dx =  x+1 2 4 +1 2
 
 
 
 4(2u − 1) + 1 1 du = 2 u +1 4
 
 4(2u − 1) + 1
 
    4x + 1 1 dx  x+1 2 + 1 2  2    du 
 
 u2 + 1
 
 8u − 3 du u2 + 1
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 4 = 4
 
 
 
 2u 3 du − 2 u +1 4
 
 
 
 Review of Formulas and Techniques
 
 425
 
 1 du +1
 
 u2
 
 3 tan−1 u + c 4 
 
  
 
   x +1 2 x +1 3 = ln + 1 − tan−1 + c. 2 4 2 = ln(u 2 + 1) −
 
 „
 
 Example 1.5 was tedious, but reasonably straightforward. The issue in integration is to recognize what pieces are present in a given integral and to see how you might rewrite the integral in a more familiar form.
 
 EXERCISES 7.1 
 
 WRITING EXERCISES
 
 23.
 
 1. In example 1.2, explain how you should know to write the de  x 2  2 nominator as a 1 + a . Would this still be a good first step if the numerator were √ x instead of 1? What would you do if the denominator were a 2 − x 2 ? 2. In both examples 1.4 and 1.5, we completed the square and found antiderivatives involving sin−1 x, tan−1 x and ln(x 2 + 1). Briefly describe how the presence of an x in the numerator or a square root in the denominator affects which of these functions will be in the antiderivative.
 
 
 
  3.  5.
 
 1 d x, a > 0 √ a2 − x 2
 
  4.  6.
 
 sin 6t dt 
 
 7.  9.  11.
 
 −π/4
 
 27.  29.  31.
 
 (x 2 + 4)2 d x
 
 8.
 
 3 dx 16 + x 2
 
 10.
 
   15.  17.
 
 
 
 1 3 − 2x −
 
 x2
 
 dx
 
 4 dx 5 + 2x + x 2 4t dt 5 + 2t + t 2 e
 
 3−2x
 
 dx
 
 12.   16.  18. 
 
 
 
 4 dx 19. x 1/3 (1 + x 2/3 ) √  sin x 21. dx √ x
 
 20.  22.
 
 1 dx √ 4 − x2
 
 30.
 
 x dx √ 1 − x4
 
 32.
 
 1+x dx 1 + x2
 
 34.
 
 4
 
 39. 1
 
 π/2
 
 π/4
 
  28.
 
 −2
 
 
 
 26.
 
 x2 dx 1 + x6
 
 −1
 
 37.
 
 π/4
 
 sec2 xetan x d x
 
   
 
 36.
 
 √ x x − 3 dx
 
 38.
 
 x5 dx 1 + x6 ex dx √ 1 − e2x 2x 3 dx √ 1 − x4 √
 
 
 
 ln x 2 dx x
 
 1 dt sin2 t
 
 3
 
 1 dx x+x
 
 e2 ln x d x
 
 1
 
 
 
 1
 
 x(x − 3)2 d x 0
 
 4
 
 
 
 x2 + 1 dx √ x
 
 40.
 
 0
 
 xe−x d x 2
 
 −2
 
 x(x 2 + 4)2 d x
 
 ............................................................
 
 2 dx 4 + 4x 2
 
 In exercises 41–46, you are given a pair of integrals. Evaluate the integral that can be worked using the techniques covered so far (the other cannot).   5 5 41. d x and dx 3 + x2 3 + x3
 
 √
 
 14.
 
  35.
 
 
 
 sec 2t tan 2t dt
 
 
 
 33.
 
 
 
 sin t dt cos2 t
 
 3
 
 
 
 √
 
 13.
 
 1 ,a >0 √ |x| x 2 − a 2
 
 24. 0
 
 0
 
  In exercises 1–40, evaluate the integral.   1. eax d x, a = / 0 2. cos(ax) d x, a = /0
 
  cos xesin x d x
 
 0
 
 25. 
 
 π
 
 x +1 3 − 2x − x 2
 
 dx
 
 4x + 4 dx 5 + 2x + x 2 t +1 dt t 2 + 2t + 4 3 dx e6x
 
  42.
 
  sin 3x d x
 
  43.
 
 44.
 
 cos(1/x) dx x2
 
 45.
 
  ln x d x
 
 
 
 2 dx x 1/4 + x
 
 
 
 sin3 x d x
 
 and
 
 and
 
 x3 dx 1 + x8 e−x d x 2
 
 ln x dx 2x 
 
 and 
 
 and
 
 x4 dx 1 + x8
 
 xe−x d x 2
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  sec x d x
 
 and
 
 sec2 x d x
 
 EXPLORATORY EXERCISES
 
 ............................................................ 
 
 
 
 2
 
 47. Find
 
 f (x) d x, where f (x) = 0
 
 x/(x 2 + 1)
 
 if x ≤ 1
 
 x 2 /(x 2 + 1)
 
 if x > 1
 
    2 2 2 1. Find xe−x d x, x 3 e−x d x and x 5 e−x d x. Generalize to  n −x 2 give the form of x e d x for any odd positive integer n. 2. In many situations, the integral as we’ve defined it must be extended to the Riemann-Stieltjes integral considered in this exercise. For functions f and g, let P be a regular partition of [a, b] with evaluation points ci ∈ [xi−1 , xi ] n  f (ci )[g(xi ) − g(xi−1 )]. and define the sums R( f, g, P) = i=1 b The integral a f (x) dg(x) equals the limit of the sums R( f, g, P) as n → ∞, if the limit exists and equals the same number for all  b evaluation points  b ci . (a) Show that if g  exists, then a f (x) dg(x) = a f (x)g  (x) d x. (b) If  1 a≤x ≤d for some constant d with a < d < b, g(x) = 2 d<x ≤b b evaluate a f (x) dg(x). (c) Find a function g(x) such that 1 1 dg(x) exists. 0 x
 
 48. Rework example 1.5  by rewriting the integral as  3 4x + 4 dx − d x and complet2x 2 + 4x + 10 2x 2 + 4x + 10 ing the square in the second integral.     x x2 x3 1 dx, dx, dx and dx. 49. Find 2 2 2 1+ x 1+ x 1 + x2  1 +n x x d x for any positive Generalize to give the form of 1 + x2 integer n, as completely as you can.    x3 x5 x d x, d x and d x. Generalize 50. Find 4 4 1+x 1 + x4  1 + nx x d x for any odd positive integer to give the form of 1 + x4 n, as completely as you can.
 
 7.2
 
 INTEGRATION BY PARTS At this point, you will have recognized that there are many integrals that cannot be evaluated using our basic formulas or integration by substitution. For instance,  x sin x d x cannot be evaluated with what you presently know. We have observed that every differentiation rule gives rise to a corresponding integration rule. So, for the product rule: d [ f (x)g(x)] = f  (x)g(x) + f (x)g  (x), dx
 
 HISTORICAL NOTES Brook Taylor (1685–1731) An English mathematician who is credited with devising integration by parts. Taylor made important contributions to probability, the theory of magnetism and the use of vanishing lines in linear perspective. However, he is best known for Taylor’s Theorem (see section 9.7), in which he generalized results of Newton, Halley, the Bernoullis and others. Personal tragedy (both his wives died during childbirth) and poor health limited the mathematical output of this brilliant mathematician.
 
 integrating both sides of this equation gives us 
 
 d [ f (x)g(x)] d x = dx
 
 
 
 
 
 
 
 f (x)g(x) d x +
 
 f (x)g  (x) d x.
 
 Ignoring the constant of integration, the integral on the left-hand side is simply f (x)g(x). Solving for the second integral on the right-hand side then yields 
 
 
 
 f (x)g (x) d x = f (x)g(x) −
 
 
 
 f  (x)g(x) d x.
 
 This rule is called integration by parts. In short, this new rule lets us replace a given integral with an easier one. We’ll let the examples convince you of the power of this technique.
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 First, it’s usually convenient to write this using the notation u = f (x) and v = g(x). Then, du = f  (x) d x
 
 and
 
 dv = g  (x) d x,
 
 so that the integration by parts algorithm becomes
 
 INTEGRATION BY PARTS 
 
 
 
 u dv = uv −
 
 v du.
 
 (2.1)
 
 To apply integration by parts, you need to make a judicious choice of u and dv so that the integral on the right-hand side of (2.1) is one that you know how to evaluate.
 
 EXAMPLE 2.1 Evaluate
 
 
 
 Integration by Parts
 
 x sin x d x.
 
 Solution First, observe that this is not one of our basic integrals and there’s no obvious substitution that will help. To use integration by parts, you will need to choose u (something to differentiate) and dv (something to integrate). If we let u=x
 
 and
 
 dv = sin x d x,
 
 then du = d x and integrating dv, we have  v = sin x d x = − cos x + k. In performing integration by parts, we drop this constant of integration. (Think about why it makes sense to do this.) Also, we usually write this information as the block: u = x du = d x
 
 dv = sin x d x v = −cos x    x sin x d x = u dv = uv − v du    u dv  = −x cos x − (−cos x) d x
 
 This gives us
 
 = −x cos x + sin x + c.
 
 (2.2)
 
 It’s a simple matter to differentiate the expression on the right-hand side of (2.2) and verify directly that you have indeed found an antiderivative of x sin x. „ You should quickly realize that the choice of u and dv is critical. Observe what happens if we switch the choice of u and dv made in example 2.1.
 
 EXAMPLE 2.2 Consider
 
 
 
 A Poor Choice of u and d v
 
 x sin x d x as in example 2.1, but this time, reverse the choice of u and dv.
 
 Solution Here, we let
 
 This gives us
 
 u = sin x dv = x d x du = cos x d x v = 12 x 2    1 2 1 x d x = uv − v du = x sin x − x 2 cos x d x. (sin x)     2 2 u
 
 dv
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch07
 
 428
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 7
 
 ..
 
 T1: OSO
 
 December 23, 2010
 
 LT (Late Transcendental)
 
 21:26
 
 Integration Techniques
 
 REMARK 2.1 When using integration by parts, keep in mind that you are splitting up the integrand into two pieces. One of these pieces, corresponding to u, will be differentiated and the other, corresponding to dv, will be integrated. Since you can differentiate virtually every function you run across, you should choose a dv for which you know an antiderivative and make a choice of both that will result in an easier integral. If possible, a choice of u = x results in the simple du = d x. You will learn what works best by working through lots of problems. Even if you don’t see how the problem is going to end up, try something!
 
 7-8
 
 Notice that the last integral is one that we do not know how to calculate any better than the original one. In fact, we have made the situation worse in that the power of x in the new integral is higher than in the original integral. „
 
 EXAMPLE 2.3 Evaluate
 
 
 
 An Integrand with a Single Term
 
 ln x d x.
 
 Solution This may look like it should be simple, but it’s not one of our basic integrals and there’s no obvious substitution that will simplify it. That leaves us with integration by parts. Remember that you must pick u (to be differentiated) and dv (to be integrated). You obviously can’t pick dv = ln x d x, since the problem here is to find a way to integrate this very term. So, try u = ln x du =
 
 1 x
 
 dv = d x v=x
 
 dx
 
 Integration by parts now gives us     1 ln x  d x = uv − v du = x ln x − x dx  x u dv  = x ln x − 1 d x = x ln x − x + c. „
 
 Frequently, an integration by parts results in an integral that we cannot evaluate directly, but instead, one that we can evaluate only by repeating integration by parts one or more times.
 
 EXAMPLE 2.4 Evaluate
 
 
 
 Repeated Integration by Parts
 
 x 2 sin x d x.
 
 Solution Certainly, you cannot evaluate this as it stands and there is no simplification or obvious substitution that will help. We choose u = x2
 
 dv = sin x d x
 
 du = 2x d x
 
 v = −cos x
 
 With this choice, integration by parts yields 
 
  x 2 sin x d x = −x 2 cos x + 2    u
 
 x cos x d x.
 
 dv
 
 Of course, this last integral cannot be evaluated as it stands, but we could do it using a further integration by parts. We now choose
 
 REMARK 2.2 In the second integration by parts in example 2.4, if you choose u = cos x and dv = x d x, then integration by parts will leave you with the less than astounding conclusion that the integral that you started with equals itself. (Try this as an exercise.)
 
 u=x du = d x
 
 dv = cos x d x v = sin x
 
 Applying integration by parts to the last integral, we now have   2 2 x sin x d x = −x cos x + 2  x cos x d x   
 
 u
 
 dv
 
 
 
 
 
 = −x cos x + 2 x sin x − 2
 
 sin x d x
 
 = −x 2 cos x + 2x sin x + 2 cos x + c. „
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 Based on our work in example 2.4, try to figure out how many integrations by parts  would be required to evaluate x n sin x d x, for a positive integer n. (There will be more on this, including a shortcut, in the exercises.) Repeated integration by parts sometimes takes you back to the integral you started with. This can be bad news (see Remark 2.2), or this can give us a clever way of evaluating an integral, as in example 2.5.
 
 EXAMPLE 2.5 Evaluate
 
 
 
 Repeated Integration by Parts with a Twist
 
 e sin x d x. 2x
 
 Solution None of our elementary methods works on this integral. For integration by parts, there are two viable choices for u and dv. We take u = e2x
 
 dv = sin x d x
 
 du = 2e2x d x
 
 v = −cos x
 
 (The opposite choice also works. Try this as an exercise.) Integration by parts yields 
 
  e2x sin x d x = −e2x cos x + 2    u
 
 e2x cos x d x.
 
 dv
 
 The remaining integral again requires integration by parts. We choose dv = cos x d x
 
 u = e2x du = 2e2x d x
 
 v = sin x
 
 It now follows that   2x 2x e sin x d x = −e cos x + 2  e2x cos x d x   u
 
 dv 
 
   2x 2x 2x = −e cos x + 2 e sin x − 2 e sin x d x  = −e cos x + 2e sin x − 4 2x
 
 REMARK 2.3  For integrals like e2x sin x d x (or related integrals like  −3x e cos 2x d x), repeated integration by parts as in example 2.5 will produce an antiderivative. The first choice of u and dv is up to you (either choice will work) but your choice of u and dv in the second integration by parts must be consistent with your first choice. For instance, in example 2.5, our initial choice of u = e2x commits us to using u = e2x for the second integration by parts, as well. To see why, rework the second integral taking u = cos x and observe what happens!
 
 2x
 
 e2x sin x d x.
 
 (2.3)
 
 Observe that the last line includes the integral that we started with. Treating the integral  2x e sin x d x as the unknown, we can add 4 e2x sin x d x to both sides of equation (2.3), leaving  5
 
 e2x sin x d x = −e2x cos x + 2e2x sin x + K ,
 
 where we have added the constant of integration K on the right side. Dividing both sides by 5 then gives us 
 
 1 2 e2x sin x d x = − e2x cos x + e2x sin x + c, 5 5
 
 where we have replaced the arbitrary constant of integration
 
 K 5
 
 by c. „
 
  Observe that for any positive integer n, the integral x n e x d x will require integration by parts. At this point, it should be no surprise that we take u = xn du = nx n−1 d x
 
 dv = e x d x v = ex
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 Applying integration by parts gives us 
 
 x n e xd x = x n e x − n  u
 
 
 
 x n−1 e x d x.
 
 (2.4)
 
 dv
 
 Notice that if n − 1 > 0, we will need to perform another integration by parts. In fact, we’ll need to perform a total of n integrations by parts to complete the process. An alternative is to apply formula (2.4) (called a reduction formula) repeatedly to evaluate a given integral. We illustrate this in example 2.6.
 
 EXAMPLE 2.6 Evaluate the integral
 
 Using a Reduction Formula
 
 
 
 x 4 e x d x.
 
 Solution The prospect of performing four integrations by parts may not particularly appeal to you. However, we can use the reduction formula (2.4) repeatedly to evaluate the integral with relative ease, as follows. From (2.4), with n = 4, we have    x 4 e x d x = x 4 e x − 4 x 4−1 e x d x = x 4 e x − 4 x 3 e x d x. Applying (2.4) again, this time with n = 3, gives us    x 4ex d x = x 4ex − 4 x 3ex − 3 x 2ex d x . By now, you should see that we can resolve this by applying the reduction formula two more times. By doing so, we get  x 4 e x d x = x 4 e x − 4x 3 e x + 12x 2 e x − 24xe x + 24e x + c, where we leave the details of the remaining calculations to you. „ Note that to evaluate a definite integral, it is always possible to apply integration by parts to the corresponding indefinite integral and then simply evaluate the resulting antiderivative between the limits of integration. Whenever possible, however (i.e., when the integration is not too involved), you should apply integration by parts directly to the definite integral. Observe that the integration by parts algorithm for definite integrals is simply Integration by parts for a definite integral
 
 
 
 x=b x=a 
 
 x=b  
 
 u dv = uv 
 
 − x=a
 
 x=b x=a
 
 v du,
 
 where we have written the limits of integration as we have to remind you that these refer to the values of x. (Recall that we derived the integration by parts formula by taking u and v both to be functions of x.)
 
 EXAMPLE 2.7 Evaluate
 
 2 1
 
 Integration by Parts for a Definite Integral
 
 x 3 ln x d x.
 
 Solution Again, since more elementary methods are fruitless, we try integration by parts. Since we do not know how to integrate ln x (except via integration by parts), we choose u = ln x du =
 
 1 x
 
 dx
 
 dv = x 3 d x v = 14 x 4
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 and hence, we have 2   2  3  − ln x x d x = uv      1
 
 u
 
 dv
 
 1
 
 2
 
 v du =
 
 1
 
 ..
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 431
 
 2
 
    1 4 1 2 4 1 x x ln x  − dx 4 4 1 x 1
 
  1 2 3 1 4 x dx (2 ln 2 − 14 ln 1) − 4 4 1  1 1 2 16 ln 2 − 0 − x 4  = 4 ln 2 − (24 − 14 ) = 4 16 1 16 =
 
 1 15 (16 − 1) = 4 ln 2 − . 16 16 „
 
 = 4 ln 2 −
 
 Integration by parts is the most powerful tool in our integration arsenal. In order to master its use, you will need to work through many problems. We provide a wide assortment of these in the exercise set that follows.
 
 EXERCISES 7.2 
 
 WRITING EXERCISES
 
 23.
 
 1. Discuss your best strategy for determining which part of the integrand should be u and which part should be dv. 2. Integration by parts comes from the product rule for derivatives. Derive an integration technique that comes from the quotient rule. Briefly discuss why it would not be a very useful rule.
 
 
 
 10
 
 24.
 
 ln 2x d x 1
 
 x ln x d x 1
 
 
 
  eax x 2 d x, a = / 0
 
 25.
 
 2
 
 26.
 
 x sin (ax) d x, a = / 0
 
  x n ln x d x, n = −1
 
 27. 
 
 In exercises 1–28, evaluate the integrals.   1. x cos x d x 2. x sin 4x d x  3.
 
  xe2x d x
 
 4.
 
  5.  7.
 
 x 2 ln x d x
 
 6.
 
 x 2 e−3x d x
 
 8.
 
 
 
 e x sin 4x d x
 
 10.
 
 cos x cos 2x d x
 
 12.
 
 x sec2 x d x
 
 14.
 
  11.
 
 2
 
  19.
 
 16.
 
 cos x ln(sin x) d x
 
 18. 20.
 
 π
 
 2x cos x d x
 
 0
 
 
 
 1
 
 x 2 cos π x d x 0
 
 x3 dx (4 + x 2 )3/2 x sin x 2 d x
 
 
 
 1
 
 0
 
 21.
 
 (ln x)2 d x
 
 
 
 x sin 2x d x 
 
 sin x sin 2x d x
 
 
 
 x 3 ex d x 
 
 17.
 
 e2x cos x d x
 
 sin (ax) cos (bx) d x, a = / 0, b = / 0
 
 ............................................................ 29. Several useful integration formulas (called reduction formulas) are used to automate the process of performing multiple integrations by parts. Prove that for any positive integer n,   1 n−1 cosn−2 x d x. cosn x d x = cosn−1 x sin x + n n (Use integration by parts with u = cosn−1 x and dv = cos x d x.) 30. Use integration by parts to prove that for any positive integer n,   1 n−1 sinn−2 x d x. sinn x d x = − sinn−1 x cos x + n n
 
 
 
  15.
 
 3
 
 x 2 ex d x
 
 
 
  13.
 
 ln x dx x
 
 
 
  9.
 
 x ln x d x 
 
 28.
 
 22.
 
 1
 
 x 2 e3x d x 0
 
 In exercises 31–38, evaluate the integral using the reduction formulas from exercises 29 and 30 and (2.4).   31. x 3 ex d x 32. cos5 x d x   34. sin4 x d x 33. cos3 x d x  π/2  1 x 4 ex d x 36. sin4 x d x 35. 0 0  π/2  π/2 sin5 x d x 38. sin6 x d x 37. 0 0 ............................................................
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 39. Based on exercises 36–38 and similar integrals, conjecture a  π/2 formula for 0 sinm x d x. (Note: You will need different formulas for m odd and for m even.)  π/2 40. Conjecture a formula for 0 cosm x d x. In exercises 41–50, evaluate the integral using integration by parts and substitution. (As we recommended in the text, “Try something!”)   41. cos−1 x d x 42. tan−1 x d x  √  √ 44. e x dx 43. sin x d x   45. sin(ln x) d x 46. x ln(4 + x 2 ) d x   √ 48. cos 3 x d x 47. e6x sin(e2x ) d x  49.
 
 8
 
 e
 
 √ 3
 
  x
 
 50.
 
 dx
 
 LT (Late Transcendental)
 
 21:26
 
 1
 
 x tan−1 x d x
 
 0 0 ............................................................
 
 51. How many times would  integration by parts need to be performed to evaluate x n sin x d x (where n is a positive integer)? 52. How many times would  integration by parts need to be performed to evaluate x n ln x d x (where n is a positive integer)? In exercises 53 and 54, name the method by identifying whether substitution or integration by parts can be used to evaluate the integral.   53. (a) x sin x 2 d x (b) x 2 sin x d x   ln x (c) x ln x d x (d) dx x   4 (b) x 3 e x d x 54. (a) x 3 e4x d x   (d) x 2 e−4x d x (c) x −2 e4/x d x
 
 7-12
 
  58. 60.
 
 
 
  x 4 ex d x
 
 59.
 
 x 5 cos 2x d x
 
 61.
 
 
 
 x 4 e2x d x x 3 e−3x d x
 
 ............................................................ 62. You should be aware that the method of exercise 55 doesn’t always work, especially if both the derivative and antiderivative columns  have powers of x. Show that the method doesn’t work on x 2 ln x d x. π 63. Show that −π cos(mx) cos(nx) d x = 0 and π sin(mx) sin(nx) d x = 0 for positive integers m = n. −π π 64. Show that −π cos(mx) sin(nx) d x = 0 for positive integers π π m and n and −π cos2 (nx) d x = −π sin2 (nx) d x = π , for any positive integer n. 65. Find all mistakes in the following (invalid) attempted  proof that 0 = −1. Start with e x e−x d x and apply integration = e x and dv = e−x d x.  xu −x  This gives  x −x by parts with e e d x = −1 + e e d x. Then subtract e x e−x d x to get 0 = −1. 66. Find the volume of√the solid formed by revolving the region bounded by y = x sin x and y = 0 (0 ≤ x ≤ π ) about the x-axis.   67. Evaluate e x ln x + x1 d x by using integration by parts on e x ln x d x. 68. Generalize the technique of exercise 67 to any integral of the  form e x [ f (x) + f  (x)] d x. Prove your result without using integration by parts. 69. Suppose that f and g are functions with f (0) = g(0) = 0, f (1) = g(1) = 0 and with continuous second derivatives f  and g  . Use integration by parts twice to show that 
 
 1 0
 
 f  (x)g(x) d x =
 
 
 
 1
 
 f (x)g  (x) d x.
 
 0
 
 ............................................................ 55. The movie Stand and Deliver tells the story of mathematics teacher Jaime Escalante, who developed a remarkable AP calculus program in inner-city Los Angeles. In one scene,  2 Escalante shows a student how to evaluate the integral x sin x d x. He forms a chart like the following:
 
 x2 2x 2
 
 sin x −cos x −sin x cos x
 
 + − +
 
 Multiplying across each full row, the antiderivative is −x 2 cos x + 2x sin x + 2 cos x + c. Explain where each column comes from and why the method works on this problem. In exercises 56–61, use the method of exercise 55 to evaluate the integral.   56. x 4 sin x d x 57. x 4 cos x d x
 
 70. Assume that f is a function with a continuous secderivative. Show that f (b) = f (a) + f  (a)(b − a) + ond b  f (x)(b − x) d x. Use this result to show that | sin b − b| = a b | a (b − x) sin x d x| and conclude that the error in the approximation sin x ≈ x is at most 12 x 2 .
 
 EXPLORATORY EXERCISES 1. Integration by parts can be used to compute coefficients for important functions called Fourier series. We cover Fourier series in detail in Chapter 9. Here, you will discover what  π some of the fuss is about. Start by computing an = 2 x sin nx d x for an unspecified positive integer n. Write π −π out the specific values for a1 , a2 , a3 and a4 and then form the function f (x) = a1 sin x + a2 sin 2x + a3 sin 3x + a4 sin 4x.
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 SECTION 7.3
 
 Compare the graphs of y = x and y = f (x) on the interval [−π, π ]. From writing out a1 through a4 , you should notice a nice pattern. Use it to form the function g(x) = f (x) + a5 sin 5x + a6 sin 6x + a7 sin 7x + a8 sin 8x. Compare the graphs of y = x and y = g(x) on the interval [−π, π]. Is it surprising that you can add sine functions together and get something close to a straight line? It turns out that Fourier series can be used to find cosine and sine approximations to any continuous function on a closed interval. 2. Assume that f is an increasing continuous function on [a, b] with 0 ≤ a < b and f (x) ≥ 0. Let A1 be the area under
 
 7.3
 
 ..
 
 Trigonometric Techniques of Integration
 
 433
 
 y = f (x) from x = a to x = b and let A2 be the area to the left of y = f (x) from  b f (a) to f (b). Show that A1 +  fA(b)2 = b f (b) − a f (a) and a f (x) d x = b f (b) − a f (a) − f (a) f −1 (y) dy.  π/4 Use this result to evaluate 0 tan−1 x d x. y f(b) A2 A1
 
 f(a) a
 
 b
 
 x
 
 TRIGONOMETRIC TECHNIQUES OF INTEGRATION
 
 Integrals Involving Powers of Trigonometric Functions Evaluating an integral whose integrand contains powers of one or more trigonometric functions often involves making a clever substitution. These integrals are sufficiently common that we present them here as a group. We first consider integrals of the form 
 
 sinm x cosn x d x,
 
 where m and n are positive integers.
 
 Case 1: m or n Is an Odd Positive Integer If m is odd, first isolate one factor of sin x. (You’ll need this for du.) Then, replace any factors of sin2 x with 1 − cos2 x and make the substitution u = cos x. Likewise, if n is odd, first isolate one factor of cos x. (You’ll need this for du.) Then, replace any factors of cos2 x with 1 − sin2 x and make the substitution u = sin x. We illustrate this for the case where m is odd in example 3.1.
 
 EXAMPLE 3.1 Evaluate
 
 
 
 A Typical Substitution
 
 cos4 x sin x d x.
 
 Solution Since you cannot evaluate this integral as it stands, you should consider substitution. (Hint: Look for terms that are derivatives of other terms.) Here, letting u = cos x, so that du = − sin x d x, gives us    4 cos4 x sin x d x = − cos x (−sin x) d x = − u 4 du      u4
 
 =−
 
 du
 
 u5 cos5 x +c =− + c. 5 5
 
 Since u = cos x.
 
 „
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 While this first example was not particularly challenging, it should give you an idea of what to do with example 3.2.
 
 EXAMPLE 3.2 Evaluate
 
 
 
 An Integrand with an Odd Power of Sine
 
 cos4 x sin3 x d x.
 
 Solution Here, with u = cos x, we have du = −sin x d x, so that    4 3 4 2 cos x sin x d x = cos x sin x sin x d x = − cos4 x sin2 x(−sin x) d x  =−
 
  cos4 x(1 − cos2 x) (−sin x) d x = −       du
 
 u 4 (1 − u 2 )
 
  =− =− 
 
 
 
 u5 u7 (u − u ) du = − − 5 7 4
 
 6
 
 cos7 x cos5 x + + c. 5 7
 
 
 
 u 4 (1 − u 2 ) du Since sin2 x + cos2 x = 1, sin2 x = 1 − cos2 x
 
 +c
 
 Since u = cos x.
 
 „
 
 The ideas used in example 3.2 can be applied to any integral of the specified form.
 
 EXAMPLE 3.3
 
 An Integrand with an Odd Power of Cosine
 
 √ Evaluate sin x cos5 x d x.
 
 Solution Observe that we can rewrite this as  √  √  √ sin x cos5 x d x = sin x cos4 x cos x d x = sin x (1 − sin2 x)2 cos x d x. Substituting u = sin x, so that du = cos x d x, we have  √  √ sin x cos5 x d x = sin x (1 − sin2 x)2 cos x dx       √ u(1 − u 2 )2
 
  =
 
 √ u(1 − u 2 )2 du =
 
 du
 
  u 1/2 (1 − 2u 2 + u 4 ) du
 
  =
 
 (u 1/2 − 2u 5/2 + u 9/2 ) du 
 
  2 3/2 2 2 = u −2 u 7/2 + u 11/2 + c 3 7 11 4 2 2 3/2 sin x − sin7/2 x + sin11/2 x + c. Since u = sin x. 3 7 11 Looking beyond the details of calculation here, you should see the main point: that all integrals of this form are calculated in essentially the same way. „ =
 
 NOTES Half-angle formulas sin2 x = 12 (1 − cos 2x) cos2 x = 12 (1 + cos 2x)
 
 Case 2: m and n Are Both Even Positive Integers In this case, we can use the half-angle formulas for sine and cosine (shown in the margin) to reduce the powers in the integrand. We illustrate this case in example 3.4.
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 EXAMPLE 3.4 Evaluate
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 An Integrand with an Even Power of Sine
 
 sin x d x. 2
 
 Solution Using the half-angle formula, we can rewrite the integral as  sin2 x d x =
 
 1 2
 
  (1 − cos 2x) d x.
 
 We can evaluate this last integral by using the substitution u = 2x, so that du = 2 d x. This gives us 
 
 1 sin x d x = 2 2
 
 = 
 
   1 1 dx = (1 − cos 2x) 2 (1 − cos u) du    2 4 1 − cos u
 
 du
 
 1 1 (u − sin u) + c = (2x − sin 2x) + c. 4 4
 
 Since u = 2x.
 
 „
 
 With some integrals, you may need to apply the half-angle formulas several times, as in example 3.5.
 
 EXAMPLE 3.5 Evaluate
 
 
 
 An Integrand with an Even Power of Cosine
 
 cos4 x d x.
 
 Solution Using the half-angle formula for cosine, we have 
 
  cos4 x d x = =
 
 (cos2 x)2 d x = 1 4
 
 
 
 1 4
 
  (1 + cos 2x)2 d x
 
 (1 + 2 cos 2x + cos2 2x) d x.
 
 Using the half-angle formula again, on the last term in the integrand, we get 
 
 1 cos x d x = 4
 
  
 
  1 1 + 2 cos 2x + (1 + cos 4x) d x 2
 
 4
 
 =
 
 1 1 3 x + sin 2x + sin 4x + c, 8 4 32
 
 where we leave the details of the final integration as an exercise. „ Our next aim is to devise a strategy for evaluating integrals of the form 
 
 tanm x secn x d x,
 
 where m and n are integers.
 
 Case 1: m Is an Odd Positive Integer First, isolate one factor of sec x tan x. (You’ll need this for du.) Then, replace any factors of tan2 x with sec2 x − 1 and make the substitution u = sec x. We illustrate this in example 3.6.
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 EXAMPLE 3.6 Evaluate
 
 
 
 An Integrand with an Odd Power of Tangent
 
 tan x sec x d x. 3
 
 3
 
 Solution Looking for terms that are derivatives of other terms, we rewrite the integral as 
 
  tan3 x sec3 x d x =
 
 tan2 x sec2 x (sec x tan x) d x 
 
 =
 
 (sec2 x − 1) sec2 x (sec x tan x) d x,
 
 where we have used the Pythagorean identity tan2 x = sec2 x − 1. You should see the substitution now. We let u = sec x, so that du = sec x tan x d x and hence,   tan3 x sec3 x d x = (sec2 x − 1) sec2 x (sec x tan x) d x      (u 2 − 1)u 2
 
  = =
 
 du
 
 
 
 (u 2 − 1)u 2 du =
 
 (u 4 − u 2 ) du
 
 1 1 1 5 1 3 u − u + c = sec5 x − sec3 x + c. 5 3 5 3
 
 Since u = sec x.
 
 „
 
 Case 2: n Is an Even Positive Integer First, isolate one factor of sec2 x. (You’ll need this for du.) Then, replace any remaining factors of sec2 x with 1 + tan2 x and make the substitution u = tan x. We illustrate this in example 3.7.
 
 EXAMPLE 3.7 Evaluate
 
 
 
 An Integrand with an Even Power of Secant
 
 tan2 x sec4 x d x.
 
 Solution Since
 
 d dx
 
 tan x = sec2 x, we rewrite the integral as
 
 
 
  tan x sec x d x = 2
 
 4
 
  tan x sec x sec x d x = 2
 
 2
 
 2
 
 tan2 x(1 + tan2 x) sec2 x d x.
 
 Now, we let u = tan x, so that du = sec2 x d x and   tan2 x sec4 x d x = tan2 x(1 + tan2 x) sec2x d x     =
 
 u 2 (1 + u 2 )
 
 u 2 (1 + u 2 ) du =
 
 du
 
  (u 2 + u 4 ) du
 
 =
 
 1 3 1 5 u + u +c 3 5
 
 =
 
 1 1 tan3 x + tan5 x + c. 3 5
 
 Since u = tan x.
 
 „
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 Case 3: m Is an Even Positive Integer and n Is an Odd Positive Integer
 
 Replace any factors of tan2 x with sec2 x − 1 and then  use a special reduction formula (given in the exercises) to evaluate integrals of the form secn x d x. This complicated case will be covered briefly in the exercises. Much of this depends on example 3.8.
 
 EXAMPLE 3.8
 
 An Unusual Integral
 
 Evaluate the integral
 
 
 
 sec x d x.
 
 Solution Finding an antiderivative here depends on an unusual observation. Notice sec x + tan x that if we multiply the integrand by the fraction (which is of course equal sec x + tan x to 1), we get 
 
    sec x + tan x sec x d x = sec x dx sec x + tan x  sec2 x + sec x tan x d x. = sec x + tan x Now, observe that the numerator is exactly the derivative of the denominator. That is, d (sec x + tan x) = sec x tan x + sec2 x, dx so that taking u = sec x + tan x gives us   sec2 x + sec x tan x dx sec x d x = sec x + tan x  1 = du = ln |u| + c u = ln |sec x + tan x| + c. Since u = sec x + tan x. „
 
 Trigonometric Substitution
 
 √ √ √ If an integral contains a term of the form a 2 − x 2 , a 2 + x 2 or x 2 − a 2 , for some a > 0, you can often evaluate the integral by making a substitution involving a trig function (hence, the name trigonometric substitution). √ First, suppose that an integrand contains a term of the form a 2 − x 2 , for some a > 0. Letting x = a sin θ , where − π2 ≤ θ ≤ π2 , we can eliminate the square root, as follows:    a 2 − x 2 = a 2 − (a sin θ )2 = a 2 − a 2 sin2 θ  √ = a 1 − sin2 θ = a cos2 θ = a cos θ,
 
 NOTE
 
 √ Terms of the form a 2 − x 2 can also be simplified using the substitution x = a cos θ, using a different restriction for θ .
 
 since for − π2 ≤ θ ≤ used.
 
 π , cos θ 2
 
 EXAMPLE 3.9
 
 An Integral Involving
 
 
 
 √
 
 ≥ 0. Example 3.9 is typical of how these substitutions are
 
 √ a2 − x 2
 
 1
 
 d x. x2 4 − x2 Solution You should always first consider whether an integral can be done directly, by substitution or by parts. Since none of these methods help here, we consider
 
 Evaluate
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 trigonometric substitution. Keep in mind that the immediate objective here is to eliminate the square root. A substitution that will accomplish this is x = 2 sin θ,
 
 for −
 
 π π 0. Taking x = a tan θ, where − π2 < θ < π2 , we eliminate the square root, as follows:    a 2 + x 2 = a 2 + (a tan θ )2 = a 2 + a 2 tan2 θ  √ = a 1 + tan2 θ = a sec2 θ = a sec θ, since for − π2 < θ < used.
 
 EXAMPLE 3.10 Evaluate the integral
 
 π , sec θ 2
 
 
 
 > 0. Example 3.10 is typical of how these substitutions are
 
 An Integral Involving √
 
 1 9 + x2
 
 √ a2 + x 2
 
 d x.
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 Solution You can eliminate the square root by letting x = 3 tan θ , for − π2 < θ < This gives us d x = 3 sec2 θ dθ , so that  √
 
 
 
 1 9+
 
 x2
 
 
 
 dx =  =
 
 9 + (3 tan θ)2
 
 √ 
 
 =  =  =
 
 1 3 sec2 θ 9 + 9 tan2 θ
 
 439 π . 2
 
 3 sec2 θ dθ
 
 dθ
 
 3 sec2 θ dθ √ 3 1 + tan2 θ sec2 θ dθ sec θ
 
 Since 1 + tan2 θ = sec2 θ.
 
 sec θ dθ
 
 = ln |sec θ + tan θ| + c, from example 3.8. We’re not done here, though, since we must still express the integral in terms of the original variable x. Observe that we had x = 3 tan θ , so that tan θ = x3 . It remains only to solve for sec θ . Although you can do this with a triangle, as in example 3.9, the simplest way to do this is to recognize that for − π2 < θ < π2 ,  sec θ = 1 + tan2 θ =  √
 
 This leaves us with
 
 1 9 + x2
 
  1+
 
 x 2 3
 
 .
 
 d x = ln |sec θ + tan θ | + c    x 2 x    = ln  1 + +  + c.  3 3
 
 „
 
 √ 2 2 Finally, suppose that an integrand contains  π a πtermof the form x − a , for some a > 0. Taking x = a sec θ , where θ ∈ 0, 2 ∪ 2 , π , we eliminate the square root, as follows: 
 
  (a sec θ )2 − a 2 = a 2 sec2 θ − a 2   = a sec2 θ − 1 = a tan2 θ = a |tan θ |.
 
 x 2 − a2 =
 
 
 
 that  theabsolute values are needed, as tan θ can be both positive and negative on Notice 0, π2 ∪ π2 , π . Example 3.11 is typical of how these substitutions are used.
 
 EXAMPLE 3.11
 
 An Integral Involving
 
  √
 
 √
 
 x 2 − a2
 
 x 2 − 25 d x, for x ≥ 5. x  Solution Here, we let x = 5 sec θ , for θ ∈ 0, π2 , where we chose the first half of the    domain 0, π2 ∪ π2 , π , so that x = 5 sec θ > 5. (If we had x < −5, we would have Evaluate the integral
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 chosen θ ∈ ( π2 , π].) This gives us d x = 5 sec θ tan θ dθ and the integral then becomes:  √
 
   (5 sec θ )2 − 25 (5 sec θ tan θ ) dθ 5 sec θ   = 25 sec2 θ − 25 tan θ dθ
 
 x 2 − 25 dx = x
 
  =
 
  5 sec2 θ − 1 tan θ dθ 
 
 =5
 
 tan2 θ dθ
 
 Since sec2 θ − 1 = tan2 θ.
 
  =5
 
 (sec2 θ − 1) dθ
 
 = 5(tan θ − θ ) + c. Finally, observe that since x = 5 sec θ , for θ ∈ [0, π2 ), we have that  tan θ = sec2 θ − 1 = and θ = sec−1
 
  1 2 x 2 −1= x − 25 5 5
 
 x 5
 
 . We now have
 
  √
 
 x 2 − 25 d x = 5(tan θ − θ ) + c x x  = x 2 − 25 − 5 sec−1 + c. 5 „
 
 You will find a number of additional integrals requiring trigonometric substitution in the exercises. The principal idea here is to see that you can eliminate certain square root terms in an integrand by making use of a carefully chosen trigonometric substitution. We summarize the three trigonometric substitutions presented here in the following table.
 
 Expression √ a2 − x 2 √ a2 + x 2 √ x 2 − a2
 
 Trigonometric Substitution
 
 Interval
 
 x = a sin θ
 
 − π2 ≤ θ ≤
 
 π 2
 
 1 − sin2 θ = cos2 θ
 
 x = a tan θ
 
 − π2 < θ 
 1, we have the reduction formula   1 n−2 secn x d x = secn−2 x tan x + secn−2 x d x. n−1 n−1    Evaluate (b) sec3 x d x, (c) sec4 x d x and (d) sec5 x d x. y2 x2 + 2 = 1 is given by 48. The area of the ellipse 2 a b  4b a  2 a − x 2 d x. Compute this integral. a 0  49. Show that cscx d x = ln |csc x − cot x| + c and evaluate  csc3 x d x.  50. Show 
 
 that
 
 1 d x = csc x + cot x + c cos x − 1
 
 and
 
 1 d x = csc x − cot x + c. cos x + 1
 
 51. Evaluate the antiderivatives in examples 3.2, 3.3, 3.5, 3.6 and 3.7 using your CAS. Based on these examples, speculate whether or not your CAS uses the same techniques that we do. In the cases where your CAS gives a different antiderivative than we do, comment on which antiderivative looks simpler. 2 52. (a) One CAS produces − 17 sin2 x cos5 x − 35 cos5 x as an antiderivative in example 3.2. Find c such that this equals our antiderivative of − 15 cos5 x + 17 cos7 x + c. 2 1 (b) One CAS produces − 15 tan x − 15 sec2 x tan x + 1 4 sec x tan x as an antiderivative in example 3.7. Find 5 c such that this equals our antiderivative of 13 tan3 x + 1 tan5 x + c. 5
 
 53. In an AC circuit, the current has the form i(t) = I cos(ωt) for constants I and ω. The power is defined as Ri 2 for a constant R. Find the average value of the power by integrating over the interval [0, 2π/ω].
 
 EXPLORATORY EXERCISES 1. In section 7.2, you were asked to  π show that for positive integers m and n with m = n, −π cos(mx) cos(nx) d x = π π 0 and −π sin(mx) sin(nx) d x = 0. Also, −π cos2 (nx) d x = π  π sin2 (nx) d x = π. Finally, −π cos(mx) sin(nx) d x = 0, −π for any positive integers m and n. We will use these formulas to explain how a radio can tune in an AM station. Amplitude modulation (or AM) radio sends a signal (e.g., music) that modulates the carrier frequency. For example, if the signal is 2 sin t and the carrier frequency is 16, then the radio sends out the modulated signal 2 sin t sin 16t. The graphs of
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 y = 2 sin t, y = −2 sin t and y = 2 sin t sin 16t are shown in the figure. y 2
 
 pose this signal. The first step is to rewrite the signal using the identity 1 1 sin A sin B = cos(B − A) − cos(B + A). 2 2 The signal then equals 3 3 cos 31t − cos 33t. 2 2 If the radio “knows” that the signal has the form c sin t, for some constant c, it can determine the constant c at freπ quency 16 by computing the integral −π f (t) cos 15t dt and π multiplying by 2/π . Show that −π f (t) cos 15t dt = π , so that the correct constant is c = π(2/π ) = 2. The signal is then 2 sin t. To recover the signal sent out by the second station, π compute −π f (t) cos 31t dt and multiply by 2/π. Show that you correctly recover the signal 3 sin t. f (t) = cos 15t − cos 17t +
 
 1 t 3 1 2
 
 The graph of y = 2 sin t sin 16t oscillates as rapidly as the carrier sin 16t, but the amplitude varies between 2 sin t and −2 sin t (hence the term amplitude modulation). The radio’s problem is to tune in the frequency 16 and recover the signal 2 sin t. The difficulty is that other radio stations are broadcasting simultaneously. A radio receives all the signals mixed together. To see how this works, suppose a second station broadcasts the signal 3 sin t at frequency 32. The combined signal that the radio receives is 2 sin t sin 16t + 3 sin t sin 32t. We will decom-
 
 7.4
 
 2. In this exercise, we derive an important  π/2 result called Wallis’ product. Define the integral In = 0 sinn x d x for a positive I2n+1 n integer n. (a) Show that In = n−1 In−2 . (b) Show that = I2n 2 2 2 2 4 · · · (2n) 2 I2n+1 . (c) Given that lim = 1, n→∞ I2n 32 52 · · · (2n − 1)2 (2n + 1)π 22 42 · · · (2n)2 π . conclude that = lim 2 2 n→∞ 2 3 5 · · · (2n − 1)2 (2n + 1)
 
 INTEGRATION OF RATIONAL FUNCTIONS USING PARTIAL FRACTIONS In this section, we introduce a method for rewriting certain rational functions that is very useful in integration as well as in other applications. We begin with a simple observation. Note that 3 2 3(x − 5) − 2(x + 2) x − 19 − = = 2 . x +2 x −5 (x + 2)(x − 5) x − 3x − 10
 
 (4.1)
 
 So, suppose that you wanted to evaluate the integral of the function on the right-hand side of (4.1). While it’s not clear how to evaluate this integral, the integral of the (equivalent) function on the left-hand side of (4.1) is easy to evaluate. From (4.1), we have   
 
  3 2 x − 19 dx = − d x = 3 ln |x + 2| − 2 ln |x − 5| + c. x 2 − 3x − 10 x +2 x −5 3 2 The second integrand, − x +2 x −5 is called a partial fractions decomposition of the first integrand. More generally, if the three factors a1 x + b1 , a2 x + b2 and a3 x + b3 are all distinct (i.e., none is a constant multiple of another), then we can write a 1 x + b1 B A + , = (a2 x + b2 )(a3 x + b3 ) a 2 x + b2 a 3 x + b3 for some choice of constants A and B to be determined. Notice that if you wanted to integrate this expression, the partial fractions on the right-hand side are very easy to integrate.
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 Partial Fractions: Distinct Linear Factors
 
 1 d x. 2 x +x −2
 
 Solution First, note that you can’t evaluate this as it stands and all of our earlier methods fail to help. (Consider each of these for this problem.) However, we can make a partial fractions decomposition, as follows. x2
 
 1 A B 1 = = + . +x −2 (x − 1)(x + 2) x −1 x +2
 
 Multiplying both sides of this equation by the common denominator (x − 1)(x + 2), we get 1 = A(x + 2) + B(x − 1).
 
 (4.2)
 
 We would like to solve this equation for A and B. The key is to realize that this equation must hold for all x. In particular, for x = 1, notice that from (4.2), we have 1 = A(1 + 2) + B(1 − 1) = 3A, so that A = 13 . Likewise, taking x = −2, we have 1 = A(−2 + 2) + B(−2 − 1) = −3B, so that B = − 13 . Thus, we have  
 
     
 
 1 1 1 1 1 d x = − dx x2 + x − 2 3 x −1 3 x +2 1 1 = ln |x − 1| − ln |x + 2| + c. 3 3 „ We can do the same as we did in example 4.1 whenever a rational expression has a denominator that factors into n distinct linear factors, as follows. If the degree of P(x) < n and the factors (ai x + bi ), for i = 1, 2, . . . , n are all distinct, then we can write
 
 Partial fractions: distinct linear factors
 
 P(x) c2 cn c1 + + ··· + , = (a1 x + b1 )(a2 x + b2 ) · · · (an x + bn ) a 1 x + b1 a 2 x + b2 a n x + bn
 
 for some constants c1 , c2 , . . . , cn .
 
 EXAMPLE 4.2 
 
 Evaluate
 
 Partial Fractions: Three Distinct Linear Factors
 
 3x − 7x − 2 d x. x3 − x 2
 
 Solution Once again, our earlier methods fail us, but we can rewrite the integrand using partial fractions. We have 3x 2 − 7x − 2 A B C 3x 2 − 7x − 2 = = + + . 3 x −x x(x − 1)(x + 1) x x −1 x +1 Multiplying by the common denominator x(x − 1)(x + 1), we get 3x 2 − 7x − 2 = A(x − 1)(x + 1) + Bx(x + 1) + C x(x − 1).
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 In this case, note that taking x = 0, we get −2 = A(−1)(1) = −A, so that A = 2. Likewise, taking x = 1, we find B = −3 and taking x = −1, we find C = 4. Thus, we have    
 
 3x 2 − 7x − 2 2 3 4 dx = − + dx x3 − x x x −1 x +1 = 2 ln |x| − 3 ln |x − 1| + 4 ln |x + 1| + c. „
 
 REMARK 4.1 If the numerator of a rational expression has the same or higher degree than the denominator, you must first perform a long division and follow this with a partial fractions decomposition of the remaining (proper) fraction.
 
 EXAMPLE 4.3
 
 Partial Fractions Where Long Division Is Required
 
 Find the indefinite integral of f (x) = decomposition.
 
 2x 3 − 4x 2 − 15x + 5 using a partial fractions x 2 − 2x − 8
 
 Solution Since the degree of the numerator exceeds that of the denominator, first divide: 2x x 2 − 2x − 8 2x 3 − 4x 2 − 15x + 5 2x 3 − 4x 2 − 16x x +5 Thus, we have
 
 f (x) =
 
 x +5 2x 3 − 4x 2 − 15x + 5 = 2x + 2 . x 2 − 2x − 8 x − 2x − 8
 
 The remaining proper fraction can be expanded as x +5 A B x +5 = = + . x 2 − 2x − 8 (x − 4)(x + 2) x −4 x +2 It is a simple matter to solve for the constants: A = exercise.) We now have 
 
 2x 3 − 4x 2 − 15x + 5 dx = x 2 − 2x − 8
 
   2x +
 
 = x2 +
 
 3 2 
 
 
 
 3 2
 
 and B = − 12 . (This is left as an
 
 1 x −4
 
  −
 
 1 2 
 
 
 
 1 x +2
 
  dx
 
 3 1 ln |x − 4| − ln |x + 2| + c. 2 2 „
 
 If the denominator of a rational expression contains repeated linear factors, the decomposition looks like the following. If the degree of P(x) is less than n, then we can write
 
 Partial fractions: repeated linear factors
 
 c2 P(x) c1 cn + = + ··· + , (ax + b)n ax + b (ax + b)2 (ax + b)n for constants c1 , c2 , . . . , cn to be determined. Example 4.4 is typical.
 
 EXAMPLE 4.4
 
 Partial Fractions with a Repeated Linear Factor
 
 Use a partial fractions decomposition to find an antiderivative of f (x) =
 
 5x 2 + 20x + 6 . x 3 + 2x 2 + x
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 Solution First, note that there is a repeated linear factor in the denominator. We have 5x 2 + 20x + 6 A 5x 2 + 20x + 6 B C = + . = + 3 2 x + 2x + x x(x + 1)2 x x + 1 (x + 1)2 Multiplying by the common denominator x(x + 1)2 , we have 5x 2 + 20x + 6 = A(x + 1)2 + Bx(x + 1) + C x. Taking x = 0, we find A = 6. Likewise, taking x = −1, we find that C = 9. To determine B, substitute any convenient value for x, say x = 1. (Unfortunately, notice that there is no choice of x that will make the two terms containing A and C both zero, without also making the term containing B zero.) You should find that B = −1. So, we have 
 
 5x 2 + 20x + 6 dx = x 3 + 2x 2 + x
 
  
 
  6 1 9 dx − + x x + 1 (x + 1)2
 
 = 6 ln |x| − ln |x + 1| − 9(x + 1)−1 + c. „
 
 We can extend the notion of partial fractions decomposition to rational expressions with denominators containing irreducible quadratic factors (i.e., quadratic factors that have no real factorization). If the degree of P(x) is less than 2n (the degree of the denominator) and all of the factors in the denominator are distinct, then we can write
 
 Partial fractions: irreducible quadratic factors
 
 (a1
 
 x2
 
 + b1 x + c1 )(a2
 
 x2
 
 P(x) + b2 x + c2 ) · · · (an x 2 + bn x + cn )
 
 A1 x + B1 A2 x + B2 An x + Bn = + + ··· + . 2 2 a 1 x + b1 x + c 1 a 2 x + b2 x + c 2 a n x 2 + bn x + c n
 
 (4.4)
 
 Think of this in terms of irreducible quadratic denominators in a partial fractions decomposition getting linear numerators, while linear denominators get constant numerators. If you think this looks messy, you’re right, but only the algebra is messy (and you can always use a CAS to do the algebra for you). You should note that the partial fractions on the right-hand side of (4.4) are integrated comparatively easily using substitution together with possibly completing the square.
 
 EXAMPLE 4.5
 
 Partial Fractions with a Quadratic Factor
 
 Use a partial fractions decomposition to find an antiderivative of f (x) =
 
 2x 2 − 5x + 2 . x3 + x
 
 Solution First, note that 2x 2 − 5x + 2 2x 2 − 5x + 2 A Bx + C = = + 2 . x3 + x x(x 2 + 1) x x +1
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 Multiplying through by the common denominator x(x 2 + 1) gives us 2x 2 − 5x + 2 = A(x 2 + 1) + (Bx + C)x = (A + B)x 2 + C x + A. Rather than substitute numbers for x (notice that there are no convenient values to plug in, except for x = 0), we instead match up the coefficients of like powers of x: 2= A+B −5 = C 2 = A. This leaves us with B = 0 and so, 
 
 2x 2 − 5x + 2 dx = x3 + x
 
  
 
  2 5 − 2 d x = 2 ln |x| − 5 tan−1 x + c. x x +1 „
 
 Partial fractions decompositions involving irreducible quadratic terms often lead to expressions that require further massaging (such as completing the square) before we can find an antiderivative. We illustrate this in example 4.6.
 
 EXAMPLE 4.6
 
 Partial Fractions with a Quadratic Factor
 
 Use a partial fractions decomposition to find an antiderivative for f (x) =
 
 5x 2 + 6x + 2 . (x + 2)(x 2 + 2x + 5)
 
 Solution First, notice that the quadratic factor in the denominator does not factor and so, the correct decomposition is A Bx + C 5x 2 + 6x + 2 = + . (x + 2)(x 2 + 2x + 5) x + 2 x 2 + 2x + 5 Multiplying through by (x + 2)(x 2 + 2x + 5), we get 5x 2 + 6x + 2 = A(x 2 + 2x + 5) + (Bx + C)(x + 2). Matching up the coefficients of like powers of x, we get 5= A+B 6 = 2A + 2B + C 2 = 5A + 2C. You’ll need to solve this by elimination. We leave it as an exercise to show that A = 2, B = 3 and C = −4. Integrating, we have 
 
 5x 2 + 6x + 2 dx = (x + 2)(x 2 + 2x + 5)
 
  
 
  2 3x − 4 + d x. x + 2 x 2 + 2x + 5
 
 The integral of the first term is easy, but what about the second term? Since the denominator doesn’t factor, you have very few choices. Try substituting for the
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 denominator: let u = x 2 + 2x + 5, so that du = (2x + 2) d x. Notice that we can write the integral of the second term as     3(x + 1) − 7 3 2(x + 1) 7 d x = − dx x 2 + 2x + 5 2 x 2 + 2x + 5 x 2 + 2x + 5   2(x + 1) 7 3 d x − dx = 2 2 2 x + 2x + 5 x + 2x + 5  7 3 2 d x. (4.6) = ln(x + 2x + 5) − 2 x 2 + 2x + 5
 
 
 
 3x − 4 dx = x 2 + 2x + 5
 
 
 
 Completing the square in the denominator of the remaining integral, we get 
 
 7 dx = 2 x + 2x + 5
 
 
 
 7 7 d x = tan−1 2 (x + 1) + 4 2 
 
 
 
 x +1 2
 
  + c.
 
 (We leave the details of this last integration as an exercise.) Putting this together with (4.5) and (4.6), we now have 
 
  3 7 5x 2 + 6x + 2 2 −1 x + 1 d x = 2 ln |x + 2| + ln(x tan + c. + 2x + 5) − (x + 2)(x 2 + 2x + 5) 2 2 2
 
  „
 
 REMARK 4.2 Most CASs include commands for performing partial fractions decomposition. Even so, we urge you to work through the exercises in this section by hand. Once you have the idea of how these decompositions work, by all means, use your CAS to do the drudge work for you. Until that time, be patient and work carefully by hand.
 
 Rational expressions with repeated irreducible quadratic factors in the denominator are explored in the exercises. The idea of these is the same as the preceding decompositions, but the algebra is even messier. Using the techniques covered in this section, you should be able to find the partial fractions decomposition of any rational function, since polynomials can always be factored into linear and quadratic factors, some of which may be repeated.
 
 Brief Summary of Integration Techniques At this point, we pause to briefly summarize what we have learned about techniques of integration. While you can differentiate virtually any function that you can write down, we are not nearly so fortunate with integrals. Many cannot be evaluated at all exactly, while others can be evaluated, but only by recognizing which technique might lead to a solution. With these things in mind, we present now a few hints for evaluating integrals.
 
 Integration by Substitution:
 
 
 
 f (u(x)) u  (x) d x =
 
  f (u) du
 
 What to look for: 1. Compositions of the form f (u(x)), where the integrand also contains u  (x); for example, 
 
  2x cos(x 2 ) d x =
 
  cos(x 2 ) 2x d x =       cos u
 
 cos u du.
 
 du
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 2. Compositions of the form f (ax + b); for example, 
 
 u−1
 
   x u−1 d x = √ √ du.  u x +1    du √
 
 Integration by Parts:
 
 u
 
 
 
  u dv = uv −
 
 v du
 
 What to look for: products of different types of functions: x n , cos x, e x ; for example, 
 
  2x cos x d x
 
 u=x
 
 dv = cos x d x
 
 du = d x v = sin x  = x sin x − sin x d x.
 
 Trigonometric Substitution: What to look for: √ 1. Terms like a 2 − x 2 : Let x = a sin θ (−π/2 ≤ θ ≤ π/2), so that d x = a cos θ dθ and  √ a 2 − x 2 = a 2 − a 2 sin2 θ = a cos θ ; for example, sin2 θ
 
  
 
  x2
 
 
 
 dx =  1 − x 2 cos θ dθ   
 
 sin2 θ dθ.
 
 cos θ
 
 √ 2. Terms like x 2 + a 2 : Let x = a tan θ (−π/2 < θ < π/2), so that d x = a sec2 θ dθ and √ √ x 2 + a 2 = a 2 tan2 θ + a 2 = a sec θ ; for example, 27 tan3 θ
 
 
 
 
 
  x3
 
  d x = 27 
 
 x2 + 9    3 sec2 θ dθ
 
 tan3 θ sec θ dθ.
 
 3 sec θ
 
 √
 
 x 2 − a 2 : Let x = a sec θ , for θ ∈ [0, π/2) ∪ (π/2 , π ], so that √ √ d x = a sec θ tan θ dθ and x 2 − a 2 = a 2 sec2 θ − a 2 = a tan θ; for example,
 
 3. Terms like
 
 
 
  x2 − 4 x3    
 
 8 sec3 θ
 
 2 tan θ
 
  dx 
 
 = 32
 
 sec4 θ tan2 θ dθ.
 
 2 sec θ tan θ dθ
 
 Partial Fractions: What to look for: rational functions; for example, 
 
 x +2 dx = 2 x − 4x + 3
 
 
 
 x +2 dx = (x − 1)(x − 3)
 
  
 
  A B + d x. x −1 x −3
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 EXERCISES 7.4 
 
 WRITING EXERCISES
 
 4x 3 − 1 dx x4 − x  4x − 2 27. dx 16x 4 − 1  x3 + x 29. dx 2 3x + 2x + 1  4x 2 + 3 31. dx 3 x + x2 + x  33. x 2 sin x d x  sin x cos x 35. dx sin2 x − 4 25.
 
 1. There is a shortcut for determining the constants for linear terms in a partial fractions decomposition. For example, take A B x −1 = + . (x + 1)(x − 2) x +1 x −2 To compute A, take the original fraction on the left, cover up the x + 1 in the denominator and replace x with −1: −1 − 1 2 A= = . Similarly, to solve for B, cover up the x − 2 −1 − 2 3 1 2−1 = . Explain why this works and replace x with 2: B = 2+1 3 on this decomposition but does not work on the decomposition x −1 . of (x + 1)2 (x − 2) 2. For partial fractions, there is a big distinction between quadratic functions that factor into linear terms and quadratic functions that are irreducible. Recall that a quadratic function factors as (x − a)(x − b) if and only if a and b are zeros of the function. Explain how you can use the quadratic formula to determine whether a given quadratic function is irreducible.
 
 3. 5. 7. 9. 11. 13. 15. 17. 19.
 
 x −5 x2 − 1 6x x2 − x − 2 −x + 5 x 3 − x 2 − 2x 5x − 23 6x 2 − 11x − 7 x −1 3 x + 4x 2 + 4x x +2 x3 + x 4x 2 − 7x − 17 6x 2 − 11x − 10 2x + 3 x 2 + 2x + 1 x3 − 4 3 x + 2x 2 + 2x 3x 3 + 1 x3 − x2 + x − 1
 
 2. 4. 6. 8. 10. 12. 14. 16. 18. 20.
 
 5x − 2 x2 − 4 3x x 2 − 3x − 4 3x + 8 x 3 + 5x 2 + 6x 3x + 5 5x 2 − 4x − 1 4x − 5 x 3 − 3x 2 1 x 3 + 4x x3 + x x2 − 1 2x x 2 − 6x + 9 4 x 3 − 2x 2 + 4x 2x 4 + 9x 2 + x − 4 x 3 + 4x
 
 ............................................................ In exercises 21–36, evaluate the integral.   x2 + 1 x3 + x + 2 d x 22. dx 21. 2 2 x + 2x − 8 x − 5x − 6   x +4 1 23. d x 24. dx x 3 + 3x 2 + 2x x3 − 1
 
 x dx x4 + 1  3x + 7 28. dx x 4 − 16  x 3 − 2x 30. dx 2 2x − 3x + 2  4x + 4 32. dx x 4 + x 3 + 2x 2  34. xe2x d x  2e x dx 36. e3x + e x
 
 ............................................................ 37. In this exercise, we find the partial fractions decomposition of 4x 2 + 2 . The form for the decomposition is (x 2 + 1)2 4x 2 + 2 Cx + D Ax + B + 2 = 2 2 2 (x + 1) x +1 (x + 1)2 Multiplying through by (x 2 + 1)2 , we get 4x 2 + 2 = (Ax + B)(x 2 + 1) + C x + D = Ax 3 + Bx 2 + Ax + B + C x + D
 
 In exercises 1–20, find the partial fractions decomposition and an antiderivative. If you have a CAS available, use it to check your answer. 1.
 
 
 
 26.
 
 As in example 4.5, we match up coefficients of like powers of x. For x 3 , we have 0 = A. For x 2 , we have 4 = B. Match the coefficients of x and the constants to finish the decomposition. In exercises 38–40, find the partial fractions decomposition. (Refer to exercise 37.) 38.
 
 x3 + 2 (x 2 + 1)2
 
 39.
 
 4x 2 + 3 (x 2 + x + 1)2
 
 40.
 
 x4 + x3 (x 2 + 4)2
 
 ............................................................ 41. Often, more  than one integration technique can be applied. 3 d x in each of the following ways. First, Evaluate x4 + x use the substitution u = x 3 + 1 and partial fractions. Second, 1 use the substitution u = and evaluate the resulting integral. x Show that the two answers are equivalent.  2 d x in each of the following ways. First, 42. Evaluate x3 + x use the substitution u = x 2 + 1 and partial fractions. Second, 1 use the substitution u = and evaluate the resulting integral. x Show that the two answers are equivalent. In exercises 43 and 44, name the method by identifying whether the integral can be evaluated using substitution, integration by parts, or partial fractions.   2 x 43. (a) d x (b) dx x2 − 1 x2 − 1   x +1 2 (c) d x (d) dx x2 − 1 x2 + 1
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 2x + 2 dx (x + 1)2  x −1 (d) dx (x 2 + 1)2 (b)
 
 ............................................................
 
  cos x , mak45. Evaluate sec3 x d x by rewriting the integrand as cos4 x ing the substitution u = sin x and using partial fractions.
 
 EXPLORATORY EXERCISES 1. In developing the definite integral, we looked at sums n  2 . For sums like this, we are especially such as 2 +i i i=1 interested in the limit as n → ∞. Write out several terms of the sum and try to guess what the limit is. It turns out that this is
 
 7.5
 
 one of the few sums for which a precise formula exists, because this is a telescoping sum. To find out what this means, write 2 . Using the out the partial fractions decomposition for 2 i +i partial fractions form, write out several terms of the sum and notice how much cancellation there is. Briefly describe why n  2 . the term telescoping is appropriate, and determine 2 +i i i=1 Then find the limit as n → ∞. Repeat this process for the n  4 . telescoping sum 2 i −1 i=2  1 d x. 2. Use the substitution u = x 1/4 to evaluate 5/4 + x x  1 d x, Use similar substitutions to evaluate 1/4 + x 1/3 x   1 1 d x and d x. Find the form of the x 1/5 + x 1/7 x 1/4 + x 1/6 1 d x. substitution for the general integral x p + xq
 
 INTEGRATION TABLES AND COMPUTER ALGEBRA SYSTEMS Ask anyone who has ever needed to evaluate a large number of integrals as part of their work (this includes engineers, mathematicians, physicists and others) and they will tell you that they have made extensive use of integral tables and/or a computer algebra system. These are extremely powerful tools for the professional user of mathematics. However, they do not take the place of learning all the basic techniques of integration. To use a table, you often must first rewrite the integral in the form of one of the integrals in the table. This may require you to perform some algebraic manipulation or to make a substitution. While a CAS will report an antiderivative, it will occasionally report it in an inconvenient form. More significantly, a CAS will from time to time report an answer that is (at least technically) incorrect. We will point out some of these shortcomings in the examples that follow.
 
 Using Tables of Integrals We include a small table of indefinite integrals at the back of the book. A larger table can be found in the CRC Standard Mathematical Tables. An amazingly extensive table is found in the book Table of Integrals, Series and Products, compiled by Gradshteyn and Ryzhik.
 
 EXAMPLE 5.1
 
 Using an Integral Table
 
  √ 3 + 4x 2 d x. Use a table to evaluate x
 
 Solution Certainly, you could evaluate this integral using trigonometric substitution. However, if you look in our integral table, you will find    √ 2  a + √a 2 + u 2   a + u2   du = a 2 + u 2 − a ln  (5.1)  + c.   u u
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 Unfortunately, the integral in question is not quite in the form of (5.1). However, we can fix this with the substitution u = 2x, so that du = 2 d x. This gives us  √    √ 3 + 4x 2 3 + (2x)2 3 + u2 dx = (2) d x = du x 2x u  √  3 + √3 + u 2   √   2 = 3 + u − 3 ln  +c   u √   3 + √3 + 4x 2   √   = 3 + 4x 2 − 3 ln   + c.   2x „
 
 A number of the formulas in the table are called reduction formulas. These are of the form   f (u) du = g(u) + h(u) du, where the second integral is simpler than the first. These are often applied repeatedly, as in example 5.2.
 
 EXAMPLE 5.2
 
 Using a Reduction Formula
 
 Use a reduction formula to evaluate
 
 
 
 sin6 x d x.
 
 Solution You should recognize that this integral can be evaluated using techniques you already know. (How?) However, for any integer n ≥ 1, we have the reduction formula   1 n−1 n−1 n sin u du = − sin u cos u + (5.2) sinn−2 u du. n n (See number 59 in the table of integrals found inside the back cover of the book.) If we apply (5.2) with n = 6, we get   1 5 5 6 sin x d x = − sin x cos x + sin4 x d x. 6 6  Applying the same reduction formula (this time with n = 4) to evaluate sin4 x d x, we get   1 5 5 6 sin x d x = − sin x cos x + sin4 x d x 6 6 
 
   1 5 1 3 5 3 2 = − sin x cos x + − sin x cos x + sin x d x . 6 6 4 4  Finally, for sin2 x d x, we can use (5.2) once again (with n = 2), or evaluate the integral using a half-angle formula. We choose the former here and obtain  
 
   1 5 5 3 1 3 6 2 sin x d x = − sin x cos x + − sin x cos x + sin x d x 6 6 4 4 
 
   5 5 1 1 1 = − sin5 x cos x − sin3 x cos x + − sin x cos x + dx 6 24 8 2 2 1 5 5 5 = − sin5 x cos x − sin3 x cos x − sin x cos x + x + c. 6 24 16 16 „ We should remind you at this point that there are many different ways to find an antiderivative. Antiderivatives found through different means may look quite different, even though they are equivalent. For instance, notice that if an antiderivative has the form sin2 x + c, then an equivalent antiderivative is −cos2 x + c, since we can write sin2 x + c = 1 − cos2 x + c = −cos2 x + (1 + c). Finally, since c is an arbitrary constant, so is 1 + c. In example 5.2, observe that the first three terms all have factors of sin x cos x, which equals 12 sin 2x. Using this and other
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 identities, you can show that our solution in example 5.2 is equivalent to the following solution obtained from a popular CAS:  sin6 x d x =
 
 5 15 3 1 x− sin 2x + sin 4x − sin 6x + c. 16 64 64 192
 
 So, do not panic if your answer differs from the one in the back of the book. Both answers may be correct. If you’re unsure, find the derivative of your answer. If you get the integrand, you’re right. You will sometimes want to apply different reduction formulas at different points in a given problem.
 
 EXAMPLE 5.3 Evaluate
 
 
 
 Making a Substitution Before Using a Reduction Formula
 
 x 3 sin 2x d x.
 
 Solution From our table (see number 63), we have the reduction formula   u n sin u du = −u n cos u + n u n−1 cos u du.
 
 (5.3)
 
 In order to use (5.3), we must first make the substitution u = 2x, so that du = 2 d x, which gives us    (2x)3 1 1 u 3 sin u du sin 2x(2) d x = x 3 sin 2x d x = 2 23 16  
 
  1 3 2 = −u cos u + 3 u cos u du , 16 where we have used the reduction formula (5.3) with n = 3. Now, to evaluate this last integral, we use the reduction formula (number 64 in our table)   u n cos u du = u n sin u − n u n−1 sin u du, with n = 2 to get  1 x 3 sin 2x d x = − u 3 cos u + 16 1 = − u 3 cos u + 16
 
  3 u 2 cos u du 16  
 
  3 u 2 sin u − 2 u sin u du . 16
 
 Applying the first reduction formula (5.3) one more time (this time, with n = 1), we get   1 3 3 x 3 sin 2x d x = − u 3 cos u + u 2 sin u − u sin u du 16 16 8 
 
   1 3 3 = − u 3 cos u + u 2 sin u − −u cos u + u 0 cos u du 16 16 8 3 2 3 3 1 3 = − u cos u + u sin u + u cos u − sin u + c 16 16 8 8 1 3 3 3 3 2 = − (2x) cos 2x + (2x) sin 2x + (2x) cos 2x − sin 2x + c 16 16 8 8 1 3 3 3 2 3 = − x cos 2x + x sin 2x + x cos 2x − sin 2x + c. 2 4 4 8 „ As we’ll see in example 5.4, some integrals require insight before using an integral table.
 
 EXAMPLE 5.4 
 
 Evaluate
 
 √
 
 Making a Substitution Before Using an Integral Table
 
 sin 2x 4 cos x − 1
 
 d x.
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 Solution You won’t find this integral or anything particularly close to it in our integral table. However, with a little fiddling, we can rewrite this in a simpler form. First, use the double-angle formula to rewrite the numerator of the integrand. We get  √
 
 
 
 sin 2x 4 cos x − 1
 
 dx = 2
 
 sin x cos x d x. √ 4 cos x − 1
 
 Remember to always be on the lookout for terms that are derivatives of other terms. Here, taking u = cos x, we have du = − sin x d x and so,  √
 
 
 
 sin 2x 4 cos x − 1
 
 dx = 2
 
 sin x cos x d x = −2 √ 4 cos x − 1
 
  √
 
 u 4u − 1
 
 du.
 
 From our table (see number 18), notice that 
 
 √ u 2 du = 2 (bu − 2a) a + bu + c. √ 3b a + bu
 
 (5.4)
 
 Taking a = −1 and b = 4 in (5.4), we have  √
 
 sin 2x 4 cos x − 1
 
  d x = −2 =−
 
 √
 
 u 4u − 1
 
 du = (−2)
 
 √ 2 (4u + 2) 4u − 1 + c 2 3(4 )
 
 √ 1 (4 cos x + 2) 4 cos x − 1 + c. 12 „
 
 Integration Using a Computer Algebra System Computer algebra systems are some of the most powerful new tools to arrive on the mathematical scene in the last 25 years. They run the gamut from handheld calculators (like the TI-89 and the HP-48) to powerful software systems (like Mathematica and Maple). The examples that follow focus on some of the rare problems you may encounter using a CAS. We admit that we intentionally searched for CAS mistakes. The good news is that the mistakes were very uncommon and the CAS you’re using won’t necessarily make any of them. Be aware that these are software bugs and the next version of your CAS may eliminate these completely. As an intelligent user of technology, you need to be aware of common errors and have the calculus skills to catch mistakes when they occur. The first thing you notice when using a CAS to evaluate an indefinite integral is that it typically supplies an antiderivative, instead of the most general one (the indefinite integral) by leaving off the constant of integration (a minor shortcoming of this very powerful software).
 
 EXAMPLE 5.5
 
 A Shortcoming of Some Computer Algebra Systems 
 
 Use a computer algebra system to evaluate
 
 1 d x. x
 
 Solution Many CASs evaluate 
 
 1 d x = ln x. x
 
 (Actually, one CAS reports the integral as log x, where it is using the notation log x to denote the natural logarithm.) Not only is this missing the constant of integration, but
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 notice that this antiderivative is valid only for x > 0. A popular calculator returns the more general antiderivative  1 d x = ln |x|, x which, while still missing the constant of integration, at least is valid for all x = 0. On the other hand, all of the CASs we tested correctly evaluate  −1 1 d x = − ln 2, x −2 even though the reported antiderivative ln x is not defined at the limits of integration. „ Sometimes the antiderivative reported by a CAS is not valid, as written, for any real values of x, as in example 5.6. (In some cases, CASs give an antiderivative that is correct for the more advanced case of a function of a complex variable.)
 
 EXAMPLE 5.6
 
 An Incorrect Antiderivative 
 
 Use a computer algebra system to evaluate
 
 cos x d x. sin x − 2
 
 Solution One CAS reports the incorrect antiderivative  cos x d x = ln(sin x − 2). sin x − 2 At first glance, this may not appear to be wrong, especially since the chain rule seems to indicate that it’s correct: cos x d ln(sin x − 2) = . This is incorrect! dx sin x − 2 The error is more fundamental (and subtle) than a misuse of the chain rule. Notice that the expression ln(sin x − 2) is undefined for all real values of x, as sin x − 2 < 0 for all x. A general antiderivative rule that applies here is   f (x) d x = ln | f (x)| + c, f (x) where the absolute value is important. The correct antiderivative is ln |sin x − 2| + c, which can also be written as ln (2 − sin x) + c since 2 − sin x > 0 for all x. „ Probably the most common errors you will run into are actually your own. If you give your CAS a problem in the wrong form, it may solve a different problem than you intended. One simple, but common, mistake is shown in example 5.7.
 
 EXAMPLE 5.7
 
 A Problem Where the CAS Misinterprets What You Enter
 
 Use a computer algebra system to evaluate
 
 
 
 4x 8x d x.
 
 Solution After entering the integrand as 4x8x, one CAS returned the odd answer  4x8x d x = 4x8x x. You can easily evaluate the integral (first, rewrite the integrand as 32x 2 ) to show this is incorrect, but what was the error? Because of the odd way in which we wrote the integrand, the CAS interpreted it as four times a variable named x8x, which is unrelated  to the variable of integration, x. Its answer is of the form 4c d x = 4cx. „ The form of the antiderivative reported by a CAS will not always be the most convenient.
 
 EXAMPLE 5.8
 
 An Inconvenient Form of an Antiderivative
 
 Use a computer algebra system to evaluate
 
 
 
 x(x 2 + 3)5 d x.
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 Solution Several CASs evaluate  1 12 3 10 45 8 405 4 243 2 x + x + x + 45x 6 + x + x , x(x 2 + 3)5 d x = 12 2 4 4 2 while others return the much simpler expression  (x 2 + 3)6 . x(x 2 + 3)5 d x = 12 The two answers are equivalent, although they differ by a constant. „ Typically, a CAS will perform even lengthy integrations with ease.
 
 TODAY IN MATHEMATICS Jean-Christophe Yoccoz (1957– ) A French mathematician who earned a Fields Medal for his contributions to dynamical systems. His citation for the Fields Medal stated, “He combines an extremely acute geometric intuition, an impressive command of analysis, and a penetrating combinatorial sense to play the chess game at which he excels. He occasionally spends half a day on mathematical ‘experiments’ by hand or by computer. ‘When I make such an experiment,’ he says, ‘it is not just the results that interest me, but the manner in which it unfolds, which sheds light on what is really going on.’”
 
 EXAMPLE 5.9
 
 Some Good Integrals for Using a CAS
 
 Use a computer algebra system to evaluate
 
 
 
 x 3 sin 2x d x and
 
 
 
 x 10 sin 2x d x.
 
 Solution Using a CAS, you can get in one step  1 3 3 3 x 3 sin 2x d x = − x 3 cos 2x + x 2 sin 2x + x cos 2x − sin 2x + c. 2 4 4 8 With the same effort, you can obtain  1 5 45 x 10 sin 2x d x = − x 10 cos 2x + x 9 sin 2x + x 8 cos 2x − 45x 7 sin 2x 2 2 4 315 6 945 5 4725 4 − x cos 2x + x sin 2x + x cos 2x 2 2 4 14,175 2 14,175 4725 3 x sin 2x − x cos 2x + x sin 2x − 2 4 4 14,175 cos 2x + c. + 8 If you wanted to, you could even evaluate  x 100 sin 2x d x, although the large number of terms makes displaying the result prohibitive. Think about doing this by hand, using a staggering 100 integrations by parts or by applying a reduction formula 100 times. „ You should get the idea by now: a CAS can perform repetitive calculations (numerical or symbolic) that you could never dream of doing by hand. It is difficult to find a function that has an elementary antiderivative that your CAS cannot find. Consider the following example of a hard integral.
 
 EXAMPLE 5.10 Evaluate
 
 
 
 A Very Hard Integral
 
 x 7 e x sin x d x.
 
 Solution Consider what you would need to do to evaluate this integral by hand and then use a computer algebra system. For instance, one CAS reports the antiderivative 
 
   1 7 21 x 7 e x sin x d x = − x 7 + x 6 − x 5 + 105x 3 − 315x 2 + 315x e x cos x 2 2 2 
 
  1 7 21 5 105 4 3 + x − x + x − 105x + 315x − 315 e x sin x. 2 2 2 Don’t try this by hand unless you have plenty of time and patience. However, based on your experience, observe that the form of the antiderivative is not surprising. (After all, what kind of function could have x 7 e x sin x as its derivative?) „
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 BEYOND FORMULAS You may ask why we’ve spent so much time on integration techniques when you can always let a CAS do the work for you. No, it’s not to prepare you in the event that you are shipwrecked on a desert island without a CAS. Your CAS can solve virtually all of the computational problems that arise in this text. On rare occasions, however, a CAS-generated answer may be incorrect or misleading and you need to be prepared for these. More importantly, many important insights in science and engineering require an understanding of basic techniques of integration.
 
 EXERCISES 7.5 
 
 WRITING EXERCISES
 
 17.
 
 1. Suppose that you are hired by a company to develop a new CAS. Outline a strategy for symbolic integration. Include provisions for formulas in the Table of Integrals at the back of the book and the various techniques you have studied. 2. In the text, we discussed the importance of knowing general rules for integration. Consider the integral in example 5.4,  sin 2x d x. Can your CAS evaluate this integral? For √ 4 cos x − 1 many integrals like this that do show up in applications (there are harder ones in the exploratory exercises), you have to do some work before the technology can finish the task. For this purpose, discuss the importance of recognizing basic forms and understanding how substitution works.
 
 In exercises 1–28, use the Table of Integrals at the back of the book to find an antiderivative. Note: When checking the back of the book or a CAS for answers, beware of functions that look very different but that are equivalent (through a trig identity, for instance).   x x2 1. d x 2. dx 2 (2 + 4x) (2 + 4x)2    √ 3. e2x 1 + e x d x 4. e3x 1 + e2x d x  5. 
 
 1
 
  dx
 
 6.
 
  t 8 4 − t 6 dt
 
 8.
 
 √
 
 7.
 
 x2 1 + 4x 2
 
 
 
 0
 
  9. 0
 
 
 
 ln 4
 
 0 ln 2
 
 ex dx √ 2x e +4
 
  √ 6x − x 2 dx 11. (x − 3)2  13. tan6 u du 15.
 
 cos x dx 2 sin x(3 + 2 sin x)
 
 cos x dx √ sin x 4 + sin x
 
  10.
 
 2
 
 √
 
 3
 
  16 − e2t dt
 
 √ x x4 − 9 dx x2
 
  12.  14.
 
 sec2 x
 
 dx √ tan x 8 tan x − tan2 x csc4 u du
 
  16.
 
 √
 
 x5 4 + x2
 
 dx
 
  18.
 
 x 3 cos x 2 d x 
 
 19.
 
 √ 
 
 sin 2x 1 + cos x
 
 √ x 1 + 4x 2 dx 20. x4 √  ln t 22. √ dt t  2 24. x 3 e2x d x  26. e5x cos 3x d x  28. (ln 4x)3 d x 
 
 dx
 
 sin2 t cos t  dt sin2 t + 4  −2/x 2 e 23. dx x3  x dx 25. √ 4x − x 2  27. e x tan−1 (e x ) d x
 
 21.
 
 x sin 3x 2 cos 4x 2 d x
 
 ............................................................ 29. Check your CAS against all examples in this section. Discuss which errors, if any, your CAS makes.  30. Find out how your CAS evaluates x sin x d x if you fail to leave a space between x and sin x.  √ √ 31. Have your CAS evaluate ( 1 − x + x − 1) d x. If you get an answer, explain why it’s wrong. 32. To “knows” integration by parts, try  3find out if your CAS x cos 3x d x and x3 e5x cos 3x d x. To see if it “knows” reduction formulas, try sec5 x d x. 33. To find out how many techniques your  trigonometric  6 4 CAS “knows,” try sin x d x, sin x cos3 x d x and  4 3 x sec x d x. tan 34. Find out if your CAS has a special command (e.g., APART in Mathematica) to do partial fractions decompositions. Also, try   x 2 + 2x − 1 3x d x. d x and (x − 1)2 (x 2 + 4) (x 2 + x + 2)2 35. To find how to do substitution,   out if your CAS “knows” cos x 1 d x. Try to d x and try 2 x 2 (3 + 2x) sin x(3 + 2 sin x) find one that your CAS can’t do: start with a basic for1 mula like d x = sec−1 x + c and substitute your √ |x| x 2 − 1 favorite function. With x = eu , the preceding integral becomes  eu du, which you can use to test your CAS. √ eu e2u − 1
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 x2 y2 + = 1, note that the a2 b2 upper-right quarter of the ellipse is given by  x2 y =b 1− 2 a
 
 36. To compute the area of the ellipse
 
 0 ≤ x ≤ a. Thus, the area of the ellipse is x2 1 − 2 d x. Try this integral on your CAS. The (im4b a 0 plicit) assumption we usually make is that a > 0, but your CAS should not make this assumption for you. Does your CAS give you πab or πb|a|?  37. Briefly explain what it means when your CAS returns f (x) d x  when asked to evaluate f (x) d x. for
 
 
 
 a
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 where g is the gravitational constant. Compute this quantity for the line and the parabola. Explain why the parabola would be a faster path for the bead to slide down, even though the line is shorter in distance. (Think of which would be a faster hill to ski down.) It can be shown that the cycloid is the fastest path possible. Try to get your CAS to compute the optimal time. Comparing the graphs of the parabola and cycloid, what important advantage does the cycloid have at the start of the path? 2. It turns out that the cycloid in exploratory exercise 1 has an amazing property, along with providing the fastest time (which is essentially what the term brachistochrone means). The path is shown in the figure. y  1
 
 2
 
 x
 
 3
 
 EXPLORATORY EXERCISES 1. This exercise explores two aspects of a famous problem called the brachistochrone problem. Imagine a bead sliding down a thin wire that extends in some shape from the point (0, 0) to the point (π, −2). Assume that gravity pulls the bead down but that there is no friction or other force acting on the bead. This situation is easiest to analyze using parametric equations where we have functions x(u) and y(u) giving the horizontal and vertical position of the bead in terms of the variable u. x(u) = πu Examples of paths the bead might follow are y(u) = −2u   x(u) = πu x(u) = πu − sin πu and . and y(u) = 2(u − 1)2 − 2 y(u) = cos π u − 1 In each case, the bead starts at (0, 0) for u = 0 and finishes at (π, −2) for u = 1. Graph each path on your graphing calculator. The first path is a line, the second is a parabola and the third is a special curve called a cycloid. The time it takes the bead to travel a given path is 1 T = √ g
 
 7.6
 
  0
 
 1
 
 
 
 [x  (u)]2 + [y  (u)]2 du, −2y(u)
 
 1
 
 2
 
 Suppose that instead of starting the bead at the point (0, 0), you start the bead partway down the path at x = c. How would the time to reach the bottom from x = c compare to the total time from x = 0? Note that the answer is not obvious, since the farther down you start, the less speed the bead will gain. If x = c corresponds to u = a, the time to reach the bottom is  1 π 1 − cos πu given by √ du. If a = 0 (that is, the g a cos aπ − cos π u √ bead starts at the top), the time is π/ g (the integral equals 1). If you have a very good CAS, try to evaluate the integral for various values of a between 0 and 1. If your CAS can’t handle it, approximate the integral numerically. You should discover the amazing fact that the integral always equals 1. The cycloid also solves the tautochrone problem.
 
 ˆ INDETERMINATE FORMS AND L’H OPITAL’S RULE In this section, we reconsider the problem of computing limits. You have frequently seen limits of the form lim
 
 x→a
 
 f (x) , g(x)
 
 where lim f (x) = lim g(x) = 0 or where lim f (x) = lim g(x) = ∞ (or −∞). Recall x→a x→a x→a x→a  that from either of these forms 00 or ∞ , called indeterminate forms , we cannot de∞ termine the value of the limit, or even whether the limit exists, without additional work.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch07
 
 458
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 7
 
 ..
 
 T1: OSO
 
 December 23, 2010
 
 LT (Late Transcendental)
 
 21:26
 
 Integration Techniques
 
 7-38
 
 For instance, note that lim
 
 x2 − 1 (x − 1)(x + 1) x +1 2 = lim = lim = = 2, x→1 x→1 x −1 x −1 1 1
 
 lim
 
 1 x −1 x −1 1 = lim = lim = 2 x→1 x→1 x −1 (x − 1)(x + 1) x +1 2
 
 x→1
 
 x→1
 
 and
 
 CAUTION
 
 lim
 
 x→1 x 2
 
 x −1 x −1 1 = lim = lim , which does not exist, 2 x→1 x − 1 − 2x + 1 x→1 (x − 1)
 
 even though all three limits initially have the form 00 . The lesson here is that the expression 0 is mathematically meaningless. It indicates only that both the numerator and denominator 0 tend to zero and that we’ll need to dig deeper to find the value of the limit or whether the limit even exists. Similarly, each of the following limits has the indeterminate form ∞ : ∞
 
  1 1 1 2 (x + 1) + 3 x2 + 1 0 x3 x x
 
  = lim lim = = 0, = lim x→∞ x 3 + 5 x→∞ x→∞ 5 1 1 1+ 3 (x 3 + 5) x x3
 
  will frequently write 00 or We ∞ next to an expression, for ∞ instance,
 
  x −1 0 lim 2 . x→1 x − 1 0
 
  1 5 (x + 5) x+ 2 3 2 x +5 x x
 
  = lim lim =∞ = lim x→∞ x 2 + 1 x→∞ x→∞ 1 1 2 1+ 2 (x + 1) x x2 
 
 3
 
 We use this shorthand to indicate that the limit has the indicated indeterminate form. This notation does not mean that the value of the limit is 00 . You should take care to avoid writing lim f (x) = 00 or ∞ , ∞
 
 and
 
 as these are meaningless expressions.
 
 , we must dig deeper to determine So, as with limits of the form 00 , if a limit has the form ∞ ∞ its value. Unfortunately, limits with indeterminate forms are frequently more difficult than sin x those just given. For instance, back in section 2.6, we struggled with the limit lim x→0 x (which has the form 00 ), ultimately resolving it only with an intricate geometric argument. f (x) , where lim f (x) = lim g(x) = 0, we can use linear approximations In the case of lim x→c g(x) x→c x→c to suggest a solution, as follows. If both f and g are differentiable at x = c, then they are also continuous at x = c, so that f (c) = lim f (x) = 0 and g(c) = lim g(x) = 0. We now have the linear approximations
 
 x→a
 
  1 (2x + 3x − 5) 2+ 2x 2 + 3x − 5 x2
 
  = lim = lim lim 2 x→∞ x + 4x − 11 x→∞ x→∞ 1 1+ (x 2 + 4x − 11) x2 
 
 2
 
 x→c
 
 3 5 − 2 2 x x = = 2. 4 11 1 − 2 x x
 
 x→c
 
 f (x) ≈ f (c) + f  (c)(x − c) = f  (c)(x − c) g(x) ≈ g(c) + g  (c)(x − c) = g  (c)(x − c),
 
 and
 
 since f (c) = 0 and g(c) = 0. As we have seen, the approximation should improve as x approaches c, so we would expect that if the limits exist, lim
 
 x→c
 
 f  (c) f (x) f  (c)(x − c) f  (c) = lim  = lim  =  , x→c g (c)(x − c) x→c g (c) g(x) g (c)
 
 assuming that g  (c) = 0. Note that if f  and g  are continuous at x = c and g  (c) = 0, then f  (x) f  (c) = lim  . This suggests the following result.  x→c g (x) g (c)
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 SECTION 7.6
 
 HISTORICAL NOTES Guillaume de l’Hˆ opital (1661–1704) A French mathematician who first published the result now known as l’Hˆ opital’s Rule. Born into nobility, l’Hˆ opital was taught calculus by the brilliant mathematician Johann Bernoulli, who is believed to have discovered the rule that bears his sponsor’s name. A competent mathematician, l’Hˆ opital is best known as the author of the first calculus textbook. l’Hˆ opital was a friend and patron of many of the top mathematicians of the seventeenth century.
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 THEOREM 6.1 (l’Hˆ opital’s Rule) Suppose that f and g are differentiable on the interval (a, b), except possibly at the point c ∈ (a, b) and that g  (x) = 0 on (a, b), except possibly at c. Suppose further that f (x) f  (x) 0 ∞ has the indeterminate form or and that lim  = L (or ±∞). lim x→c g(x) x→c g (x) 0 ∞ Then, f (x) f  (x) = lim  . lim x→c g(x) x→c g (x)
 
 PROOF Here, we prove only the 00 case where f, f  , g and g  are all continuous on all of (a, b) and g  (c) = 0, while leaving the more intricate general 00 case for Appendix A. First, recall the alternative form of the definition of derivative (found in section 2.2): f  (c) = lim
 
 x→c
 
 f (x) − f (c) . x −c
 
 Working backward, we have by continuity that f  (x) f  (c) lim  =  = x→c g (x) g (c)
 
 f (x) − f (c) f (x) − f (c) f (x) − f (c) x −c x −c . = lim = lim g(x) − g(c) x→c g(x) − g(c) x→c g(x) − g(c) lim x→c x −c x −c
 
 lim
 
 x→c
 
 Further, since f and g are continuous at x = c, we have that f (c) = lim f (x) = 0 x→c
 
 and
 
 g(c) = lim g(x) = 0. x→c
 
 It now follows that lim
 
 x→c
 
 f  (x) f (x) − f (c) f (x) = lim = lim , x→c g(x) − g(c) x→c g(x) g  (x)
 
 which is what we wanted. We leave the proof for the
 
 ∞ ∞
 
 case to more advanced texts.
 
 REMARK 6.1 f (x) is replaced with any of the g(x) f (x) f (x) f (x) f (x) limits lim+ , lim , lim or lim . (In each case, we must make x→−∞ g(x) x→c g(x) x→c− g(x) x→∞ g(x) appropriate adjustments to the hypotheses.) The conclusion of Theorem 6.1 also holds if lim
 
 x→c
 
 EXAMPLE 6.1 Evaluate lim
 
 x→0
 
 The Indeterminate Form
 
 0 0
 
 1 − cos x . sin x
 
 Solution This has the indeterminate form 00 , and both (1 − cos x) and sin x are continuous and differentiable everywhere. Further, ddx sin x = cos x = 0 in some interval containing x = 0. (Can you determine one such interval?) From the graph of
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 1 − cos x seen in Figure 7.2, it appears that f (x) → 0, as x → 0. We can sin x confirm this with l’Hˆopital’s Rule, as follows: d (1 − cos x) 1 − cos x sin x 0 dx = lim lim = lim = = 0. d x→0 x→0 x→0 cos x sin x 1 (sin x) „ dx
 
 y
 
 f (x) =
 
 3 2 1 x
 
 ⫺2
 
 T1: OSO
 
 January 21, 2011
 
 1
 
 2
 
 ⫺1
 
 L’Hˆopital’s Rule is equally easy to apply with limits of the form
 
 ⫺2 ⫺3
 
 EXAMPLE 6.2 FIGURE 7.2
 
 The Indeterminate Form
 
 ∞ . ∞
 
 ∞ ∞
 
 ex . x→∞ x and from the graph in Figure 7.3, it appears that the Solution This has the form ∞ ∞ function grows larger and larger, without bound, as x → ∞. Applying l’Hˆopital’s Rule confirms our suspicions, as d x (e ) ex ex dx = lim = lim = ∞. lim x→∞ x x→∞ d x→∞ 1 (x) dx „
 
 1 − cos x y= sin x
 
 Evaluate lim
 
 y 30
 
 20
 
 For some limits, you may need to apply l’Hˆopital’s Rule repeatedly. Just be careful to verify the hypotheses at each step.
 
 10
 
 x 1
 
 2
 
 3
 
 4
 
 5
 
 EXAMPLE 6.3
 
 A Limit Requiring Two Applications of l’Hˆ opital’s Rule
 
 x . ex . From the graph in Figure 7.4, it Solution First, note that this limit has the form ∞ ∞ seems that the function tends to 0 as x → ∞. Applying l’Hˆopital’s Rule twice, we get d 2   (x ) x2 2x ∞ dx = lim x lim x = lim x→∞ e x→∞ d x→∞ e ∞ (e x ) dx d (2x) 2 dx = lim = lim x = 0, x→∞ d x→∞ e (e x ) dx as expected. „ 2
 
 FIGURE 7.3 y=
 
 Evaluate lim
 
 x→∞
 
 ex x
 
 y 0.6
 
 0.4
 
 0.2
 
 x 2
 
 4
 
 6
 
 8
 
 FIGURE 7.4 y=
 
 x2 ex
 
 REMARK 6.2
 
 10
 
 A very common error is to apply l’Hˆopital’s Rule indiscriminately, without first checking that the limit has the indeterminate form 00 or ∞ . Students also sometimes ∞ incorrectly compute the derivative of the quotient, rather than the quotient of the derivatives. Be very careful here.
 
 EXAMPLE 6.4
 
 An Erroneous Use of l’Hˆ opital’s Rule
 
 Find the mistake in the string of equalities x2 2x 2 2 = lim x = lim x = = 2. x→0 e x − 1 x→0 e x→0 e 1 lim
 
 This is incorrect!
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 Solution From the graph in Figure 7.5, we can see that the limit is approximately 0, so x2 , has the form 00 and the functions 2 appears to be incorrect. The first limit, lim x x→0 e − 1 f (x) = x 2 and g(x) = e x − 1 satisfy the hypotheses of l’Hˆopital’s Rule. Therefore, the x2 2x 2x 0 = lim x , holds. However, notice that lim x = = 0 and first equality, lim x x→0 e − 1 x→0 e x→0 e 1 l’Hˆopital’s Rule does not apply here. The correct evaluation is then
 
 3
 
 lim
 
 x→0 e x
 
 x2 2x 0 = lim = = 0. „ − 1 x→0 e x 1
 
 Sometimes an application of l’Hˆopital’s Rule must be followed by some simplification, as we see in example 6.5.
 
 FIGURE 7.5 y=
 
 ..
 
 x ex − 1 2
 
 EXAMPLE 6.5 y
 
 Evaluate lim+ x→0
 
 ∞ ∞
 
 Simplification of the Indeterminate Form
 
 ln x . csc x
 
 0.4
 
 Solution First, notice that this limit has the form ∞ . From the graph in Figure 7.6, it ∞ appears that the function tends to 0 as x → 0+ . Applying l’Hˆopital’s Rule, we have
 
 0.2
 
 d 1 (ln x) ln x dx x = lim+ = lim+ lim d x→0+ csc x x→0 x→0 −csc x cot x (csc x) dx
 
 x 0.4
 
 0.8
 
 1.2
 
 0.2
 
 
 
 ! ∞ . ∞
 
 , but rather than apply l’Hˆopital’s Rule This last limit still has the indeterminate form ∞ ∞ again, observe that we can rewrite the expression. We have
 
 0.4
 
 FIGURE 7.6
 
 1  
 
 ln x sin x x = lim+ = lim+ − tan x = (−1)(0) = 0, lim+ x→0 csc x x→0 −csc x cot x x→0 x
 
 ln x y= csc x
 
 as expected, where we have used the fact (established in section 2.6) that sin x = 1. x→0 x lim
 
 (You can also establish this by using l’Hˆopital’s Rule.) Notice that if we had simply continued with further applications of l’Hˆopital’s Rule to lim+ never have resolved the limit. (Why not?) „
 
 x→0
 
 1 x
 
 −csc x cot x
 
 , we would
 
 y
 
 Other Indeterminate Forms
 
 1.0
 
 There are five additional indeterminate forms to consider: ∞ − ∞, 0 · ∞, 00 , 1∞ and ∞0 . Look closely at each of these to see why they are indeterminate. When evaluating a limit of this type, the objective is to somehow reduce it to one of the indeterminate forms 00 or ∞ , at which point we can apply l’Hˆopital’s Rule. ∞
 
 0.8 0.6 0.4 0.2
 
 EXAMPLE 6.6 
 
 x
 
 1
 
 1
 
 2
 
 FIGURE 7.7 y=
 
 1 1 − ln (x + 1) x
 
 3
 
 Evaluate lim
 
 x→0
 
 The Indeterminate Form ∞ − ∞
 
  1 1 − . ln (x + 1) x
 
 Solution In this case, the limit has the form (∞ − ∞). From the graph in Figure 7.7, it appears that the limit is somewhere around 0.5. If we add the fractions, we get a form
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 to which we can apply l’Hˆopital’s Rule. We have   1 1 x − ln (x + 1) lim − = lim x→0 ln (x + 1) x→0 x ln (x + 1)x 
 
  0 0
 
 d [x − ln (x + 1)] dx By l’Hˆopital’s Rule. = lim d x→0 [ln (x + 1)x] dx 1
 
  1− 0 x +1  = lim 
 
 . x→0 1 0 x + ln (x + 1)(1) x +1 Rather than apply l’Hˆopital’s Rule to this last expression, we first simplify the expression, by multiplying top and bottom by (x + 1). We now have  lim
 
 x→0
 
 
 
 1 1 − = lim 
 
 x→0 ln (x + 1) x
 
 1 x +1
 
 1  
 
 1− x +1 x +1  x +1 x + ln (x + 1)(1) 
 
  (x + 1) − 1 0 x→0 x + (x + 1) ln (x + 1) 0 d (x) dx = lim By l’Hˆopital’s Rule. x→0 d [x + (x + 1) ln (x + 1)] dx 1 1 = , = lim 1 x→0 2 1 + (1) ln (x + 1) + (x + 1) (x + 1)
 
 = lim
 
 which is consistent with Figure 7.7. „
 
 EXAMPLE 6.7 
 
 Evaluate lim
 
 x→∞
 
 y 0.4 0.3 0.2 0.1 x 20
 
 40
 
 60
 
 80
 
 FIGURE 7.8 y=
 
 1 ln x x
 
 100
 
 The Indeterminate Form 0 · ∞
 
  1 ln x . x
 
 Solution This limit has the indeterminate form (0 · ∞). From the graph in Figure 7.8, it appears that the function is decreasing very slowly toward 0 as x → ∞. It’s easy to rewrite this in the form ∞ and then apply l’Hˆopital’s Rule. Note that ∞ 
 
 
 
  ln x 1 ∞ lim ln x = lim x→∞ x x→∞ x ∞ d ln x dx = lim By l’Hˆopital’s Rule. x→∞ d x dx 1 0 x = = 0. = lim x→∞ 1 1 „ Note: If lim [ f (x)]g(x) has one of the indeterminate forms 00 , ∞0 or 1∞ , then, letting x→c
 
 y = [ f (x)]g(x) , we have for f (x) > 0 that ln y = ln [ f (x)]g(x) = g(x) ln [ f (x)],
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 so that lim ln y = lim {g(x) ln [ f (x)]} will have the indeterminate form 0 · ∞, which we x→c x→c can deal with as in example 6.7.
 
 EXAMPLE 6.8
 
 The Indeterminate Form 1∞
 
 1
 
 Evaluate lim+ x x−1 . x→1
 
 Solution First, note that this limit has the indeterminate form (1∞ ). From the graph in 1 Figure 7.9, it appears that the limit is somewhere around 3. We define y = x x−1 , so that
 
 y
 
 1
 
 ln y = ln x x−1 =
 
 20
 
 1 ln x. x −1
 
 We now consider the limit
 
 15
 
 1 ln x (∞ · 0) x→1 x − 1
 
  0 ln x = lim+ x→1 x − 1 0
 
 lim+ ln y = lim+
 
 x→1
 
 10 5 x 0.5
 
 1.0
 
 1.5
 
 2.0
 
 FIGURE 7.9 1
 
 y = x x−1
 
 d (ln x) x −1 dx = lim+ = lim+ = 1. By l’Hˆopital’s Rule. d x→1 x→1 1 (x − 1) dx Be careful; we have found that lim+ ln y = 1, but this is not the original limit. We want x→1
 
 lim y = lim+ eln y = e1 ,
 
 x→1+
 
 x→1
 
 which is consistent with Figure 7.9. „ The computation of limits often requires several applications of l’Hˆopital’s Rule. Just be careful (in particular, verify the hypotheses at every step) and do not lose sight of the original problem.
 
 EXAMPLE 6.9
 
 The Indeterminate Form 00
 
 Evaluate lim+ (sin x)x . x→0
 
 y 1.0
 
 Solution This limit has the indeterminate form (00 ). In Figure 7.10, it appears that the limit is somewhere around 1. We let y = (sin x)x , so that
 
 0.9
 
 ln y = ln (sin x)x = x ln (sin x). Now consider the limit
 
 0.8
 
 lim ln y = lim+ ln (sin x)x = lim+ [x ln (sin x)]
 
 x→0+
 
 0.7 x 0.2
 
 0.4
 
 0.6
 
 0.8
 
 FIGURE 7.10 y = (sin x)x
 
 1.0
 
 x→0
 
 = lim+ x→0
 
 x→0
 
 ln (sin x)
 
  1 x 
 
 
 
 ∞ ∞
 
 (0 · ∞)
 
 
 
 d [ln (sin x)] dx = lim+ By l’Hˆopital’s Rule. d −1 x→0 (x ) dx 1 cos x ∞  sin x = lim+ . x→0 −x −2 ∞
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 As we have seen earlier, we should rewrite the expression before proceeding. Here, we multiply top and bottom by x 2 sin x to get 1 cos x x 2 sin x  sin x lim ln y = lim+ x→0+ x→0 −x −2 x 2 sin x
 
  0 −x 2 cos x = lim+ x→0 sin x 0
 
 TODAY IN MATHEMATICS
 
 d (−x 2 cos x) dx = lim+ d x→0 (sin x) dx
 
 Vaughan Jones (1952– ) A New Zealand mathematician whose work has connected apparently disjoint areas of mathematics. He was awarded the Fields Medal in 1990 for mathematics that was described by peers as “astonishing.” One of his major accomplishments is a discovery in knot theory that has given biologists insight into the replication of DNA. A strong supporter of science and mathematics education in New Zealand, Jones’ “style of working is informal, and one which encourages the free and open interchange of ideas . . . His openness and generosity in this regard have been in the best tradition and spirit of mathematics.” His ideas have “served as a rich source of ideas for the work of others.”
 
 = lim+ x→0
 
 lim y = lim+ eln y = e0 = 1,
 
 x→0+
 
 EXAMPLE 6.10 x→∞
 
 Solution This limit has the indeterminate form (∞0 ). From the graph in Figure 7.11, it appears that the function tends to a limit around 1 as x → ∞. We let y = (x + 1)2/x and consider   2 lim ln y = lim ln (x + 1)2/x = lim ln (x + 1) (0 · ∞) x→∞ x→∞ x→∞ x
 
  ∞ 2 ln (x + 1) = lim x→∞ x ∞ d [2 ln (x + 1)] 2(x + 1)−1 dx = lim = lim x→∞ x→∞ d 1 x dx 2 = lim = 0. x→∞ x + 1
 
 2 1 x 80
 
 The Indeterminate Form ∞0
 
 Evaluate lim (x + 1)2/x .
 
 3
 
 60
 
 x→0
 
 which is consistent with Figure 7.10. „
 
 4
 
 40
 
 0 −2x cos x + x 2 sin x = = 0. cos x 1
 
 Again, we have not yet found the original limit. However,
 
 y
 
 20
 
 By l’Hˆopital’s Rule.
 
 100
 
 FIGURE 7.11 y = (x + 1)2/x
 
 We now have that
 
 By l’Hˆopital’s Rule.
 
 lim y = lim eln y = e0 = 1,
 
 x→∞
 
 x→∞
 
 as expected. „
 
 EXERCISES 7.6 WRITING EXERCISES 1. L’Hˆopital’s Rule states that, in certain situations, the ratios of function values approach the same limits as the ratios of corresponding derivatives (rates of change). Graphically, this may f (x) be hard to understand. To get a handle on this, consider g(x) where both f (x) = ax + b and g(x) = cx + d are linear
 
 f (x) should depend g(x) on the relative sizes of the slopes of the lines; that is, it should f  (x) be equal to lim  . x→∞ g (x)
 
 functions. Explain why the value of lim
 
 x→∞
 
 2. Think of a limit of 0 as actually meaning “getting very small” and a limit of ∞ as meaning “getting very large.” Discuss
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 whether the following limit forms are indeterminate or not and explain your answer: ∞ − ∞, 10 , 0 · ∞, ∞ · ∞, ∞0 , 0∞ and 00 . 3. A friend is struggling with l’Hˆopital’s Rule. When asked to work a problem, your friend says, “First, I plug in for x and get 0 over 0. Then I use the quotient rule to take the derivative. Then I plug x back in.” Explain to your friend what the mistake is and how to correct it. 4. Suppose that two runners begin a race from the starting line, with one runner initially going twice as fast as the other. If f (t) and g(t) represent the positions of the runners at time t ≥ 0, explain why we can assume that f (0) = g(0) = 0 and f  (t) lim  = 2. Explain in terms of the runners’ positions why t→0+ g (t) f (t) = 2. l’Hˆopital’s Rule holds: that is, lim t→0 g(t)
 
 In exercises 1–40, find the indicated limits. x +2 1. lim 2 x→−2 x − 4
 
 x2 − 4 2. lim 2 x→2 x − 3x + 2
 
 3x 2 + 2 3. lim 2 x→∞ x − 4
 
 x +1 4. lim 2 x→−∞ x + 4x + 3
 
 e2t − 1 5. lim t→0 t
 
 sin t 6. lim 3t t→0 e − 1
 
 tan−1 x x→0 sin x
 
 7. lim
 
 8. lim
 
 x→0
 
 cos−1 x x→−1 x 2 − 1
 
 sin 2x sin x
 
 9. lim
 
 x→π
 
 sin x sin−1 x
 
 10. lim
 
 sin x − x x3 √ t −1 13. lim t→1 t − 1 x3 15. lim x x→∞ e 11. lim
 
 12. lim
 
 x→0
 
 x→0
 
 tan x − x x3
 
 x cos x − sin x x sin2 x  
 
 2 x +1 − 19. lim x→1 x sin 2x ln x 21. lim 2 x→∞ x
 
 ln t t→1 t − 1 ex 16. lim 4 x→∞ x  
 
 1 18. lim cot x − x→0 x  
 
 1 20. lim tan x + x→π/2 x − π/2 ln x 22. lim √ x→∞ x
 
 23. lim te−t
 
 24. lim t sin (1/t)
 
 ln (ln x) 25. lim x→1 ln x
 
 26. lim
 
 14. lim
 
 17. lim
 
 x→0
 
 t→∞
 
 27. lim
 
 x→0
 
 t→∞
 
 sin (sin x) x→0 sin x 
 
  sin x − sinh x 28. lim x→0 cos x − cosh x √ x 30. lim x→0+ ln x
 
 sin(sinh x) sinh(sin x)
 
 ln x cot x  31. lim ( x 2 + 1 − x) 29. lim
 
 x→0+ x→∞
 
 33. lim
 
 x→∞
 
 35. lim
 
 x→0+ 
 
 1+ 
 
 1 x
 
 x
 
 1 √ − x
 
 
 
 x x +1
 
 
 
 32. lim (ln x − x) x→∞ √ 2   x + 1  x −4  34. lim  x→∞ x − 2  √ 5−x −2 36. lim √ x→1 10 − x − 3
 
 ..
 
 Indeterminate Forms and L’Hˆ opital’s Rule
 
 37. lim (1/x)x x→0+  
 
 t −3 t 39. lim t→∞ t + 2
 
 465
 
 38. lim (cos x)1/x x→0+  
 
 t −3 t 40. lim t→∞ 2t + 1
 
 ............................................................
 
 In exercises 41–44, find all error(s). 1 cos x −sin x −cos x = lim =− = lim x→0 x→0 x2 2x 2 2 1 ex − 1 ex ex = lim = = lim 42. lim x→0 x→0 2x x→0 2 x2 2 41. lim
 
 x→0
 
 43. lim
 
 x→0
 
 x2 x2 2x 2 = lim = lim = lim x→0 2 ln x x→0 2/x x→0 −2/x 2 ln x 2 = lim (−x 2 ) = 0 x→0
 
 sin x cos x −sin x 44. lim 2 = lim = lim =0 x→0 x x→0 2x x→0 2
 
 ............................................................ In exercises 45–48, name the method by determining whether or not l’Hˆopital’s Rule applies. csc x 45. lim √ x→0+ x 47. lim
 
 x→∞
 
 46. lim
 
 x→0+
 
 x − 3x + 1 tan−1 x 2
 
 x −3/2 ln x
 
 ln(x 2 ) x→∞ e x/3
 
 48. lim
 
 ............................................................ 3x , then can2x is correct. Is either of the steps cel x’s to get used valid? Use linear approximations to argue that the first step is likely to give a correct answer. sin nx (b) Evaluate lim for nonzero constants n and m. x→0 sin mx
 
 49. (a) Starting with lim
 
 sin 3x
 
 , cancel sin to get lim
 
 x→0 sin 2x 3 . This answer 2
 
 x→0
 
 sin x 2 sin x . and compare your result to lim x→0 x 2 x→0 x 2 1 − cos x and compare your result to (b) Compute lim x→0 x4 1 − cos x . lim x→0 x2 sin x 3 (c) Use your results from parts (a) and (b) to evaluate lim x→0 x 3 1 − cos x 3 and lim without doing any calculations. x→0 x6 51. Find functions f such that lim f (x) has the indeterminate 50. (a) Compute lim
 
 x→∞
 
 , but where the limit (a) does not exist; (b) equals 0; form ∞ ∞ (c) equals 3 and (d) equals −4. 52. Find functions f such that lim f (x) has the indeterminate x→∞
 
 form ∞ − ∞, but where the limit (a) does not exist; (b) equals 0 and (c) equals 2.
 
 ............................................................ In exercises 53 and 54, determine which function “dominates,” where we say that the function f (x) dominates the function g(x) as x → ∞ if lim f (x)  lim g(x)  ∞ and either x→∞
 
 f (x) g(x) lim  ∞ or lim  0. x→∞ g(x) x→∞ f (x)
 
 x→∞
 
 53. e x or x n (n = any positive integer) 54. ln x or x p (for any number p > 0)
 
 ............................................................
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 y
 
 55. Based on exercise 53, conjecture lim (et/2 − t 3 ). Prove that t→∞
 
 your conjecture is correct. √ √ x − ln x 56. Evaluate lim . In the long run, what fraction of x √ x→∞ x √ does x − ln x represent? 57. Evaluate lim
 
 x→∞
 
 1
 
 A
 
 ln(x 3 + 2x + 1) . Generalize your result to ln(x 2 + x + 2)
 
 ln( p(x)) for polynomials p and q such that p(x) > 0 ln(q(x)) and q(x) > 0 for x > 0. lim
 
 θ
 
 x→∞
 
 ln (e3x + x) . Generalize your result to x→∞ ln (e2x + 4) ln (ekx + p(x)) lim for polynomials p and q and positive x→∞ ln (ecx + q(x)) numbers k and c. f (x) f (x 2 ) = L , what can be said about lim ? Explain 59. If lim x→0 g(x) x→0 g(x 2 ) f (x) = L for a = 0, 1 does not tell you why knowing that lim x→a g(x) f (x 2 ) anything about lim . x→a g(x 2 ) f (x 2 ) 60. Give an example of functions f and g for which lim x→0 g(x 2 ) f (x) exists, but lim does not exist. x→0 g(x) 58. Evaluate
 
 C B
 
 x
 
 1
 
 Exercise 63
 
 lim
 
 64. The size of an animal’s pupils expand and contract depending 160x −0.4 + 90 be on the amount of light available. Let f (x) = 8x −0.4 + 10 the size in mm of the pupils at light intensity x. Find lim f (x) x→0+
 
 and lim f (x), and argue that these represent the largest and x→∞
 
 smallest possible sizes of the pupils, respectively. 65. The downward speed of a sky diver of mass  m acted on by grav√ ity and air drag is v = 40 mg tanh ( 40gm t). Find (a) lim v t→∞
 
 (b) lim v (c) lim v and state what each limit represents in m→0+
 
 m→∞
 
 terms of the sky diver. 66. The power of a reflecting telescope is proportional to the surface area S of the parabolic reflector, with  3/2 8π 2 d2 − 1 for numbers c and d. Find lim S. S = 3 c 16c2 + 1 c→∞
 
 APPLICATIONS 61. In section 1.2, we briefly discussed the position of a baseball thrown with the unusual knuckleball pitch. The left/right position (in feet) of a ball thrown with spin rate ω and a particular grip at time t seconds is f (ω) = (2.5/ω)t − (2.5/4ω2 ) sin 4ωt. Treating t as a constant and ω as the variable (change to x if you like), show that lim f (ω) = 0 for any value of t. (Hint: Find ω→0
 
 a common denominator and use l’Hˆopital’s Rule.) Conclude that this pitch does not move left or right at all. 62. In this exercise, we look at a knuckleball thrown with a different grip than that of exercise 61. The left or right position (in feet) of a ball thrown with spin rate ω and this new grip at time t seconds is f (ω) = (2.5/4ω2 ) − (2.5/4ω2 ) sin (4ωt + π/2). Treating t as a constant and ω as the variable (change to x if you like), find lim f (ω). Your answer should depend ω→0
 
 on t. By graphing this function of t, you can see the path of the pitch (use a domain of 0 ≤ t ≤ 0.68). Describe this pitch. 63. In the figure shown here, a section of the unit circle is determined by an angle θ . Region 1 is the triangle ABC. Region 2 is bounded by the line segments AB and BC and the arc of the circle. As the angle θ decreases, the difference between the two regions decreases, also. You might expect that the areas of the regions become nearly equal, in which case the ratio of the areas approaches 1. To see what really happens, show that the area of region 1 divided by the area of region 2 equals sin θ − 12 sin 2θ (1 − cos θ ) sin θ = and find the limit of this θ − cos θ sin θ θ − 12 sin 2θ expression as θ → 0. Surprise!
 
 EXPLORATORY EXERCISES 1. In this exercise, you take a quick look at what we call Taylor sin x = 1. Briefly series in Chapter 9. Start with the limit lim x→0 x explain why this means that for x close to 0, sin x ≈ x. Show 1 sin x − x = − . This says that if x is close to 0, then that lim x→0 x3 6 1 1 3 sin x − x ≈ − x or sin x ≈ x − x 3 . Graph these two func6 6 tions to see how well they match up. To continue, compute sin x − (x − x 3 /6) sin x − f (x) lim and lim for the approx→0 x→0 x4 x5 priate approximation f (x). At this point, look at the pattern of terms you have (Hint: 6 = 3! and 120 = 5!). Using this pattern, approximate sin x with an 11th-degree polynomial and graph the two functions. 2. A zero of a function f (x) is a solution of the equation f (x) = 0. Clearly, not all zeros are created equal. For example, x = 1 is a zero of f (x) = x − 1, but in some ways it seems that x = 1 should count as two zeros of f (x) = (x − 1)2 . To quantify this, we say that x = 1 is a zero of multiplicity 2 of f (x) = (x − 1)2 . The precise definition is: x = c is a zero of f (x) exists and multiplicity n of f (x) if f (c) = 0 and lim x→c (x − c)n is nonzero. Thus, x = 0 is a zero of multiplicity 2 of x sin x x sin x sin x = lim = 1. Find the multiplicity of since lim 2 x→0 x→0 x x each zero of the following functions: x 2 sin x, x sin x 2 , x 4 sin x 3 , (x − 1) ln x, ln (x − 1)2 , e x − 1 and cos x − 1.
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 IMPROPER INTEGRALS
 
 Improper Integrals with a Discontinuous Integrand The phrase “familiarity breeds contempt” has particular relevance for us in this section. You have been using the Fundamental Theorem of Calculus for quite some time now, but do you always check to see that the hypotheses are met? Try to see what is wrong with the following erroneous calculation.   2 1 x −1 2 3 d x = = − . This is incorrect!  2 −1 −1 2 −1 x y
 
 There is something fundamentally wrong with this “calculation.” Note that f (x) = 1/x 2 is not continuous over the interval of integration. (See Figure 7.12.) Since the Fundamental Theorem assumes a continuous integrand, our use of the theorem is invalid and our answer is incorrect. Further, note that an answer of − 32 is especially suspicious given that the integrand x12 is always positive. Recall from Chapter 4, that we define the definite integral by
 
 4
 
 2
 
 
 
 b
 
 a
 
 4
 
 x
 
 2
 
 2
 
 4
 
 FIGURE 7.12 y=
 
 1 x2
 
 
 
 R
 
 R 0
 
 0.9 0.99 0.999 0.9999 0.99999 0.999999 0.9999999 0.99999999
 
 n→∞
 
 n 
 
 f (ci ) x,
 
 i=1
 
 where ci is taken to be any point in the subinterval [xi−1 , xi ], for i = 1, 2, . . . , n and where the limit must be the same for any choice of these ci ’s. So, if f (x) → ∞ [or f (x) → −∞] b at some point in [a, b], then the limit defining a f (x) d x is meaningless. [How would we add f (ci ) to the sum, if f (x) → ∞ as x → ci ?] In this case, we call such an integral an improper integral and we will need to carefully define what we mean by this. First, we examine a somewhat simpler case.  1 1 Consider d x. Observe that this is not a proper definite integral, as the √ 1−x 0 integrand is undefined at x = 1. In Figure 7.13a, note that the integrand blows up to ∞ as x → 1− . Despite this, can we find the area under the curve on the interval [0, 1]? Assuming the area is finite, notice from Figure 7.13b that for 0 < R < 1, we can approximate it by  R 1 d x. This is a proper definite integral, since for 0 ≤ x ≤ R < 1, f is continuous. √ 1−x 0 Further, the closer R is to 1, the better the approximation should be. In the accompanying  R 1 table, we compute some approximate values of d x, for a sequence of values √ 1−x 0 of R approaching 1.
 
 1 dx √ 1− x
 
 1.367544 1.8 1.936754 1.98 1.993675 1.998 1.999368 1.9998
 
 f (x) d x = lim
 
 y
 
 y
 
 10 8 6 4 2 x 0.2
 
 0.4
 
 0.6
 
 0.8
 
 FIGURE 7.13a 1
 
 y= √ 1−x
 
 R
 
 1.0
 
 x 1
 
 FIGURE 7.13b 
 
 R
 
 f (x) d x 0
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 From the table, the sequence of integrals seems to be approaching 2, as R → 1− . Notice  R 1 that since we know how to compute d x, for any 0 < R < 1, we can compute √ 1−x 0 this limiting value exactly. We have  lim−
 
 R→1
 
 R
 
 √
 
 0
 
  R d x = lim− −2(1 − x)1/2 0 R→1 1−x   = lim− −2(1 − R)1/2 + 2(1 − 0)1/2 = 2. 1
 
 R→1
 
 From this computation, we can see that the area under the curve is the limiting value, 2. In general, suppose that f is continuous on the interval [a, b) and | f (x)| → ∞, as b x → b− (i.e., as x approaches b from the left). Then we can approximate a f (x) d x by R R < b, but close to b. [Recall that since f is continuous on [a, R], a f (x) d x, for some R for any a < R < b, a f (x) d x is defined.] Further, as in our introductory example, the closer R is to b, the better the approximation should be. See Figure 7.14 for a graphical representation of this approximation. R Finally, let R → b− ; if a f (x) d x approaches some value, L, then we define b the improper integral a f (x) d x to be this limiting value. We have the following definition.
 
 y
 
 a
 
 R b
 
 FIGURE 7.14 
 
 R
 
 f (x) d x a
 
 x
 
 DEFINITION 7.1 If f is continuous on the interval [a, b) and | f (x)| → ∞ as x → b− , we define the improper integral of f on [a, b] by  b  R f (x) d x = lim− f (x) d x. a
 
 R→b
 
 a
 
 Similarly, if f is continuous on (a, b] and | f (x)| → ∞ as x → a + , we define the improper integral  b  b f (x) d x = lim+ f (x) d x. a
 
 R→a
 
 R
 
 In either case, if the limit exists (and equals some value L), we say that the improper integral converges (to L). If the limit does not exist, we say that the improper integral diverges.
 
 EXAMPLE 7.1
 
 An Integrand That Blows Up at the Right Endpoint
 
 
 
 1
 
 Determine whether 0
 
 1 d x converges or diverges. √ 1−x
 
 Solution Based on the work we just completed,  1  R 1 1 d x = lim− dx = 2 √ √ R→1 1−x 1−x 0 0 and so, the improper integral converges to 2. „ In example 7.2, we illustrate a divergent improper integral closely related to this section’s introductory example.
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 A Divergent Improper Integral 
 
 0
 
 Determine whether the improper integral −1
 
 1 d x converges or diverges. x2
 
 Solution From Definition 7.1, we have 
 
 0
 
 −1 
 
 −1  R 1 x d x = lim− 2 R→0 −1 −1 −1 x 
 
  1 1 = ∞. = lim− − − R→0 R 1
 
 1 d x = lim− R→0 x2
 
 
 
 R
 
 Since the defining limit does not exist, the improper integral diverges. „ In example 7.3, the integrand is discontinuous at the lower limit of integration.
 
 EXAMPLE 7.3 y
 
 A Convergent Improper Integral 
 
 1
 
 1 √ d x converges or diverges. x 0 Solution We show a graph of the integrand on the interval in question in Figure 7.15. 1 Notice that in this case f (x) = √ is continuous on (0, 1] and f (x) → ∞ as x x → 0+ . From the computed values shown in the table, it appears that the integrals are approaching 2 as R → 0+ . Since we know an antiderivative for the integrand, we can compute these integrals exactly, for any fixed 0 < R < 1. We have from Definition 7.1 that Determine whether the improper integral
 
 14 12 10 8 6 4 2 x 0.2
 
 0.4
 
 0.6
 
 0.8
 
 1.0
 
 FIGURE 7.15 1 y= √ x 
 
 0
 
 1
 
 1 √ d x = lim+ R→0 x
 
 
 
 1 R
 
  1 x 1/2 1 √ d x = lim+ 1  = lim+ 2(11/2 − R 1/2 ) = 2 R→0 R→0 x R 2
 
 and so, the improper integral converges to 2. „ 1
 
 R R
 
 0.1 0.01 0.001 0.0001 0.00001 0.000001 0.0000001 0.00000001
 
 
 
 1 √ dx x
 
 1.367544 1.8 1.936754 1.98 1.993675 1.998 1.999368 1.9998
 
 The introductory example in this section represents a third type of improper integral, one where the integrand blows up at a point in the interior of the interval (a, b). We can define such an integral as follows.
 
 DEFINITION 7.2 Suppose that f is continuous on the interval [a, b], except at some c ∈ (a, b), and | f (x)| → ∞ as x → c. Again, the integral is improper and we write  a
 
 b
 
  f (x) d x =
 
 a
 
 c
 
  f (x) d x +
 
 b
 
 f (x) d x. c
 
 c b If both a f (x) d x and c f (x) d x converge (to L 1 and L 2 , respectively), we say that b the improper integral a f (x) d x converges, also (to L 1 + L 2 ). If either of the b c improper integrals a f (x) d x or c f (x) d x diverges, then we say that the improper b integral a f (x) d x diverges, also.
 
 We can now return to our introductory example.
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 An Integrand That Blows Up in the Middle of an Interval 
 
 Pierre Simon Laplace (1749–1827) A French mathematician who utilized improper integrals to develop the Laplace transform and other important mathematical techniques. Laplace made numerous contributions in probability, celestial mechanics, the theory of heat and a variety of other mathematical topics. Adept at political intrigue, Laplace worked on a new calendar for the French Revolution, served as an advisor to Napoleon and was named a marquis by the Bourbons.
 
 −1
 
 Improper Integrals with an Infinite Limit of Integration Another type of improper integral that is frequently encountered in applications is one where ∞ 2 one or both of the limits of integration is infinite. For instance, 0 e−x d x is of fundamental importance in probability and statistics.  ∞ So, given a continuous function f defined on [a, ∞), what could we mean by a f (x) d x? Notice that the usual definition of the definite integral:  b n  f (x) d x = lim f (ci ) x,
 
 1.2
 
 a
 
 1.0 0.8 0.6 0.4 0.2 x 4
 
 6
 
 8
 
 FIGURE 7.16 y=
 
 1 x2 
 
 R
 
 R 1
 
 1 dx x2
 
 10
 
 1 d x converges or diverges. x2
 
 Solution From Definition 7.2, we have  0  2  2 1 1 1 d x = d x + d x. 2 2 2 −1 x −1 x 0 x 0 2 In example 7.2, we determined that −1 x12 d x diverges. Thus, −1 x12 d x also diverges. 2 Note that you do not need to consider 0 x12 d x (although it’s an easy exercise to show that this, too, diverges). Keep in mind that if either of the two improper integrals defining this type of improper integral diverges, then the original integral diverges, too. „
 
 y
 
 2
 
 2
 
 Determine whether the improper integral
 
 n→∞
 
 i=1
 
 ∞ b−a , makes no sense when b = ∞. We should define a f (x) d x in some where x = n way consistent with what we already know about integrals. ∞ Since f (x) = x12 is positive and continuous on the interval [1, ∞), 1 x12 d x should correspond to area under the curve, assuming this area is, in fact, finite (which is at least plausible, based on the graph in Figure 7.16). R Assuming the area is finite, you could approximate it by 1 x12 d x, for some large value R. (Notice that this is a proper definite integral, as long as R is finite.) A sequence of values of this integral for increasingly large values of R is displayed in the table. The sequence of approximating definite integrals seems to be approaching 1, as R → ∞. As it turns out, we can compute this limit exactly. We have     R x −1  R 1 −2 x d x = lim = lim − + 1 = 1. lim R→∞ 1 R→∞ −1 1 R→∞ R Thus, the area under the curve on the interval [1, ∞) is seen to be 1, even though the interval has infinite length. More generally, we have Definition 7.3.
 
 10
 
 0.9
 
 100
 
 0.99
 
 1000
 
 0.999
 
 DEFINITION 7.3
 
 10,000
 
 0.9999
 
 100,000
 
 0.99999
 
 1,000,000
 
 0.999999
 
 If  ∞f is continuous on the interval [a, ∞), we define the improper integral a f (x) d x to be  ∞  R f (x) d x = lim f (x) d x. a
 
 R→∞ a
 
 Similarly, if f is continuous on (−∞, a], we define  a  a f (x) d x = lim f (x) d x. −∞
 
 R→−∞
 
 R
 
 In either case, if the limit exists (and equals some value L), we say that the improper integral converges (to L). If the limit does not exist, we say that the improper integral diverges.
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 ∞ You may have already observed that for a decreasing function f, in order for a f (x) d x to converge, it must be the case that f (x) → 0 as x → ∞. (Think about this in terms of area.) However, the reverse need not be true. That is, even though f (x) → 0 as x → ∞, the improper integral may diverge, as we see in example 7.5. y
 
 EXAMPLE 7.5
 
 6
 
 A Divergent Improper Integral
 
 
 
 ∞
 
 Determine whether 5
 
 1
 
 4 3 2 1 x 1
 
 2
 
 3
 
 4
 
 5
 
 1 √ d x converges or diverges. x
 
 Solution Note that √1x → 0 as x → ∞. Further, from the graph in Figure 7.17, it should seem at least plausible that the area under the curve is finite. However, from Definition 7.3, we have that   ∞  R 1 x 1/2  R x −1/2 d x = lim 1  = lim (2R 1/2 − 2) = ∞. √ d x = lim R→∞ 1 R→∞ R→∞ x 1 1 2 This says that the improper integral diverges. „ ∞ Note that our introductory example and example 7.5 are special cases of 1 x1p d x, corresponding to p = 2 and p = 1/2, respectively. In the exercises, you will show that this integral converges whenever p > 1 and diverges for p ≤ 1. You may need to utilize l’Hˆopital’s Rule to evaluate the defining limit, as in example 7.6.
 
 FIGURE 7.17 1 y= √ x
 
 EXAMPLE 7.6 Determine whether
 
 A Convergent Improper Integral
 
 0
 
 −∞
 
 xe x d x converges or diverges.
 
 Solution The graph of y = xe x in Figure 7.18 makes it appear plausible that there could be a finite area under the graph. From Definition 7.3, we have  0  0 xe x d x = lim xe x d x.
 
 y 0.6 0.4
 
 R→−∞
 
 −∞
 
 R
 
 To evaluate the last integral, you will need integration by parts. Let 0.2
 
 8
 
 6
 
 4
 
 2 0.2 0.4
 
 x 2
 
 We then have 
 
 0
 
 −∞
 
 
 
 x
 
 xe d x = lim
 
 R→−∞
 
 = lim
 
 FIGURE 7.18 y = xe x
 
 dv = e x d x v = ex
 
 u=x du = d x
 
 
 
 0 R
 
  x
 
 xe d x = lim
 
 R→−∞
 
 0   xe  − x
 
 R
 
 0
 
 ! x
 
 e dx R
 
 0  (0 − Re R ) − e x  R = lim (−Re R − e0 + e R ).
 
 R→−∞
 
 R→−∞
 
 Note that the limit lim Re R has the indeterminate form ∞ · 0. We resolve this with R→−∞
 
 l’Hˆopital’s Rule, as follows: lim Re R = lim
 
 R→−∞
 
 R
 
 ∞
 
 e−R ∞ d R 1 = lim d R = lim = 0. R→−∞ d −R R→−∞ −e−R e dR R→−∞
 
 By l’Hˆopital’s Rule.
 
 Returning to the improper integral, we now have  0 xe x d x = lim (−Re R − e0 + e R ) = 0 − 1 + 0 = −1. −∞
 
 R→−∞
 
 „
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 EXAMPLE 7.7 x 0.2 0.4 0.6 0.8 1.0
 
 
 
 A Divergent Improper Integral −1
 
 1 d x converges or diverges. x
 
 Determine whether −∞
 
 Solution In Figure 7.19, it appears plausible that there might be a finite area bounded between the graph of y = x1 and the x-axis, on the interval (−∞, −1]. However, from Definition 7.3, we have −1  −1  −1  1 1 d x = lim d x = lim ln |x| = lim [ln |−1| − ln |R|] = −∞ R→−∞ R R→−∞ R→−∞ x −∞ x R and hence, the improper integral diverges.
 
 FIGURE 7.19 1 y= x
 
 A final type of improper integral is
 
 „
 
 ∞
 
 f (x) d x, defined as follows.
 
 −∞
 
 DEFINITION 7.4 If f is continuous on (−∞, ∞), we write  a   ∞ f (x) d x = f (x) d x + −∞
 
 −∞
 
 ∞
 
 f (x) d x,
 
 for any constant a,
 
 a
 
 ∞ a ∞ where −∞ f (x) d x converges if and only if both −∞ f (x) d x and a f (x) d x converge. If either one diverges, the original improper integral also diverges. In Definition 7.4, note that you can choose a to be any real number. So, choose it to be something convenient (usually 0).
 
 EXAMPLE 7.8 y
 
 Determine whether
 
 0.4 0.2 4
 
 x
 
 2
 
 2 0.2
 
 xe−x d x converges or diverges. 2
 
 −∞
 
 Solution Notice from the graph of the integrand in Figure 7.20 that, since the function tends to 0 relatively quickly (both as x → ∞ and as x → −∞), it appears plausible that there is a finite area bounded by the graph of the function and the x-axis. From Definition 7.4 we have  0  ∞  ∞ 2 2 2 xe−x d x = xe−x d x + xe−x d x. (7.1) −∞
 
 0.4
 
 FIGURE 7.20 y = xe−x
 
 4
 
 An Integral with Two Infinite Limits of Integration
 
 ∞
 
 2
 
 −∞
 
 0
 
 You must evaluate each of the improper integrals on the right side of (7.1) separately. First, we have  0  0 2 −x 2 xe d x = lim xe−x d x. R→−∞
 
 −∞
 
 R
 
 Letting u = −x 2 , we have du = −2x d x and so, being careful to change the limits of integration to match the new variable, we have  0  0  0 1 1 −x 2 −x 2 lim lim xe d x = − e (−2x) d x = − eu du 2 R→−∞ R 2 R→−∞ −R 2 −∞ 0   1 1 1 2 u =− lim e lim e0 − e−R = − . =− 2 R→−∞ −R 2 2 R→−∞ 2 Similarly, we get (you should fill in the details) 
 
 ∞ 0
 
 xe
 
 −x 2
 
  d x = lim
 
 R→∞ 0
 
 R
 
 xe
 
 −x 2
 
 −R 2  1 1 1 2 u d x = − lim e  = − lim (e−R − e0 ) = . 2 R→∞ 0 2 R→∞ 2
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 Since both of the preceding improper integrals converge, we get from (7.1) that the original integral also converges, to 
 
 ∞ −∞
 
 xe−x d x =
 
 EXAMPLE 7.9 Determine whether
 
 
 
 2
 
 0
 
 −∞
 
 xe−x d x +
 
 
 
 ∞
 
 2
 
 0
 
 1 1 2 xe−x d x = − + = 0. 2 2 „
 
 An Integral with Two Infinite Limits of Integration
 
 ∞
 
 −∞
 
 e−x d x converges or diverges.
 
 Solution From Definition 7.4, we write  0   ∞ e−x d x = e−x d x + −∞
 
 ∞
 
 −∞
 
 ∞
 
 e−x d x.
 
 0
 
 −x
 
 It’s easy to show that 0 e d x converges. (This is left as an exercise.) However, 0  0  0  e−x d x = lim e−x d x = lim −e−x  = lim (−e0 + e−R ) = ∞. −∞
 
 CAUTION Do not write   ∞ f (x) d x = lim −∞
 
 R→∞
 
 R→−∞
 
 0
 
 R
 
 R→−∞
 
 This says that −∞ e−x d x diverges and hence,  ∞ −x d x converges. „ 0 e
 
 ∞
 
 −∞
 
 R
 
 R→−∞
 
 e−x d x diverges, also, even though
 
 R
 
 f (x) d x. −R
 
 It’s certainly tempting to write this, especially since this will often give a correct answer, with about half of the work. Unfortunately, this will often give incorrect answers, too, as the limit on the right-hand side frequently exists for divergent integrals. We explore this issue further in the exercises.
 
 We can’t emphasize enough that you should verify the continuity of the integrand for every single integral you evaluate. In example 7.10, we see another reminder of why you must do this.
 
 EXAMPLE 7.10
 
 An Integral That Is Improper for Two Reasons 
 
 ∞
 
 1 d x. (x − 1)2 0 Solution First try to see what is wrong with the following erroneous calculation:  R  ∞ 1 1 d x = lim d x. This is incorrect! 2 2 R→∞ (x − 1) 0 0 (x − 1) Determine the convergence or divergence of the improper integral
 
 Look carefully at the integrand and observe that it is not continuous on [0, ∞). In fact, the integrand blows up at x = 1, which is in the interval over which you’re trying to integrate. Thus, this integral is improper for several different reasons. In order to deal with the discontinuity at x = 1, we must break up the integral into several pieces, as in Definition 7.2. We write  ∞  1  ∞ 1 1 1 d x = d x + d x. (7.2) 2 2 (x − 1) (x − 1) (x − 1)2 0 0 1 The second integral on the right side of (7.2) must be further broken into two pieces, since it is improper, both at the left endpoint and by virtue of having an infinite limit of integration. You can pick any point on (1, ∞) at which to break up the interval. We’ll simply choose x = 2. We now have  1  2  ∞  ∞ 1 1 1 1 dx = dx + dx + d x. 2 2 2 (x − 1) (x − 1)2 0 0 (x − 1) 1 (x − 1) 2 Each of these three improper integrals must be evaluated separately, using the appropriate limit definitions. We leave it as an exercise to show that the first two integrals diverge, while the third one converges. This says that the original improper integral diverges (a conclusion you would miss if you did not notice that the integrand blows up at x = 1). „
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 A Comparison Test In order to compute the limit(s) defining an improper integral, we first need to find an an−x 2 tiderivative. However, since no antiderivative  ∞ −x 2 is available for e , how would you establish the convergence or divergence of 0 e d x? An answer lies in the following result. Given two functions f and g that are continuous on the interval [a, ∞), suppose that
 
 y
 
 0 ≤ f (x) ≤ g(x),
 
 y  g(x) y  f(x)
 
 x
 
 a
 
 Smaller of the two areas
 
 FIGURE 7.21
 
 for all x ≥ a. ∞ ∞ We illustrate this situation in Figure 7.21. In this case, a f (x) d x and a g(x) d x ∞ correspond to the areas under the respective curves. Notice that if a g(x) d x (corresponding to the larger area) converges, then this says that there is a finite area under the curve y = g(x) on the interval [a, ∞). Since y = f (x) lies below y = g(x), there can be only a ∞ finite area under the curve y = f (x), as well. Thus, a f (x) d x converges also. ∞ On the other hand, if a f (x) d x (corresponding to the smaller area) diverges, the area under the curve y = f (x) is infinite. Since y = g(x) lies  ∞above y = f (x), there must be an infinite area under the curve y = g(x), also, so that a g(x) d x diverges, as well. This comparison of improper integrals based on the relative size of their integrands is called a comparison test (one of several) and is spelled out in Theorem 7.1.
 
 The Comparison Test
 
 THEOREM 7.1 (Comparison Test) Suppose that f and g are continuous on [a, ∞) and 0 ≤ f (x) ≤ g(x), for all x ∈ [a, ∞). ∞ ∞ (i) If a g(x) d x converges, then a f (x) d x converges, also. ∞ ∞ (ii) If a f (x) d x diverges, then a g(x) d x diverges, also.
 
 REMARK 7.1
 
 We omit the proof of Theorem 7.1, leaving it to stand on the intuitive argument already made. The idea of the Comparison Test is to compare a given improper integral to another improper integral whose convergence or divergence is already known (or can be more easily determined), as we illustrate in example 7.11.
 
 We can state corresponding comparison tests for improper integrals of the form a f (x) d x, where f is −∞ continuous on (−∞, a], as well as for integrals that are improper owing to a discontinuity in the integrand.
 
 EXAMPLE 7.11
 
 Using the Comparison Test for an Improper Integral 
 
 ∞
 
 Determine the convergence or divergence of 0
 
 1 d x. x + ex
 
 1 and so, there is x + ex no way to compute the improper integral directly. However, notice that for x ≥ 0,
 
 Solution First, note that you do not know an antiderivative for y
 
 1 1 ≤ x. x x +e e  ∞ 1 (See Figure 7.22.) It’s an easy exercise to show that d x converges (to 1). From ex 0  ∞ 1 d x converges, also. While we know that Theorem 7.1, it now follows that x + ex 0 the integral is convergent, the Comparison Test does not help to find the value of the integral. We can, however, use numerical integration (e.g., Simpson’s Rule) to  R 1 approximate d x, for a sequence of values of R. The accompanying table x 0 x +e  R 1 illustrates some approximate values of d x, produced using the numerical x 0 x +e integration package built into our CAS. [If you use Simpson’s Rule for this, note that you will need to increase the value of n (the number of subintervals in the partition) as 0≤
 
 y
 
 1 ex
 
 y
 
 1 x  ex x
 
 FIGURE 7.22 Comparing y =
 
 1 1 and y = x e x + ex
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 R increases.] Notice that as R gets larger and larger, the approximate values for the corresponding integrals seem to be approaching 0.8063956, so we take this as an approximate value for the improper integral. 
 
 ∞
 
 0
 
 
 
 R
 
 R 0
 
 1 dx x  ex
 
 10
 
 0.8063502
 
 20
 
 0.8063956
 
 30
 
 0.8063956
 
 40
 
 0.8063956
 
 1 d x ≈ 0.8063956. x + ex
 
 You should calculate approximate values for even larger values of R to convince yourself that this estimate is accurate. „ In example 7.12, we examine an integral that has important applications in probability and statistics.
 
 EXAMPLE 7.12
 
 Using the Comparison Test for an Improper Integral
 
 Determine the convergence or divergence of y
 
 y  e −x
 
 ∞ 0
 
 e−x d x. 2
 
 Solution Once again, notice that you do not know an antiderivative for the integrand 2 2 e−x . However, observe that for x > 1, e−x < e−x . (See Figure 7.23.) We can rewrite the integral as  1  ∞  ∞ 2 2 2 e−x d x = e−x d x + e−x d x.
 
 2
 
 0
 
 y  e−x
 
 x
 
 1
 
 FIGURE 7.23
 
 0
 
 y = e−x and y = e−x 2
 
 0
 
 1
 
 Since the first integral on the right-hand side is a proper definite  ∞ integral, only the second integral is improper. It’s an easy matter to show that 1 e−x d x converges. By ∞ 2 the Comparison Test, it then follows that 1 e−x d x also converges. We leave it as an exercise to show that  1  ∞  ∞ 2 2 2 e−x d x = e−x d x + e−x d x ≈ 0.8862269. 0
 
 1
 
 Using more advanced techniques of integration, it is possible to prove the surprising √  ∞ −x 2 π result that 0 e d x = 2 . „ The Comparison Test can be used with equal ease to show that an improper integral is divergent.
 
 EXAMPLE 7.13
 
 y
 
 Using the Comparison Test: A Divergent Integral 
 
 ∞
 
 Determine the convergence or divergence of 1
 
 y
 
 2  sin x 兹x y
 
 Solution As in examples 7.11 and 7.12, you do not know an antiderivative for the integrand and so, your only hope for determining whether or not the integral converges is to use a comparison. First, recall that
 
 1 兹x
 
 −1 ≤ sin x ≤ 1, x
 
 FIGURE 7.24 1 Comparing y = √ and x 2 + sin x y= √ x
 
 2 + sin x d x. √ x
 
 for all x.
 
 We then have that 2−1 2 + sin x 1 , 0< √ = √ ≤ √ x x x
 
 for 1 ≤ x < ∞.
 
 (See Figure  ∞ in example  ∞7.24 for a graph of the two functions.) Recall that we showed 1 2 + sin x dx 7.5 that √ d x diverges. The Comparison Test now tells us that √ x x 1 1 must diverge, also. „
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 The big question, of course, is how to find an improper integral to compare to a given integral. Look carefully at the integrand to see if it resembles any functions whose antiderivative you might know (or at least have a hope of finding using our various techniques of integration). Beyond this, our best answer is that this comes with experience. Comparisons are typically done by the seat of your pants. We provide ample exercises on this topic to give you some experience with finding appropriate comparisons. Look hard for comparisons and don’t give up too easily.
 
 BEYOND FORMULAS It may seem that this section introduces an overwhelming number of new formulas to memorize. Actually, all of the integrals introduced in this section follow a similar pattern. In each case, we approximate the given integral by integrating over a different interval. The exact value is then found by computing a limit as the approximate interval approaches the desired interval. Answer the following for yourself. How do each of the examples in this section fit this pattern?
 
 EXERCISES 7.7 
 
 WRITING EXERCISES 1. For many students, our emphasis on working through the limit process for an improper integral may seem unnecessarily careful. Explain, using examples from this section, why it is important to have and use precise definitions. 2. Identify the following statement as true or false (meaning not always true) and explain why: If the integrand f (x) → ∞ as b x → a + or as x → b− , then the area a f (x) d x is infinite; b that is, a f (x) d x diverges.
 
 
 
 2
 
 1. (a)
 
 x
 
 −2/5
 
  dx
 
 −2/5
 
  dx
 
  8. (a)
 
 x
 
  x 2/5 d x
 
 
 
 2
 
 −2
 
 
 
 3 dx x
 
 ∞
 
 (c) 2
 
 ............................................................ In exercises 3–18, determine whether the integral converges or diverges. Find the value of the integral if it converges.  1  1 3. (a) x −1/3 d x (b) x −4/3 d x 0
 
  4. (a) 
 
 ∞
 
 x −4/5 d x √
 
 0 1
 
 √ 0
 
 1 1−x
 
  dx
 
 2 1 − x2
 
 5
 
 √
 
 (b) 1
 
  dx
 
 2 5−x
 
 1
 
 
 
 √
 
 (b) 0
 
 x 1 − x2
 
 3
 
 2
 
 ∞ 0
 
  18. (a) 0
 
 sec2 x d x
 
 π/2
 
 (b)
 
 2 dx x2 − 1
 
 
 
 tan x d x
 
 ∞
 
 1 dx 1 + x2
 
 x dx x2 − 1
 
 2
 
 (b) 
 
 2 dx x3 − 1
 
 ∞
 
 (b) −∞
 
 
 
 ∞
 
 (b) 0
 
 
 
 1 √ dx xe x
 
 (b)
 
 ex dx e2x + 1
 
 (b)
 
 √
 
 2x dx x2 − 1
 
 −4
 
  x sec2 x d x
 
 4
 
 (b)
 
 0
 
 0
 
 dx
 
 cos xe− sin x d x
 
 0
 
 −∞
 
  
 
 dx
 
  cot x d x
 
 ∞
 
 15. (a)
 
 π
 
 (b)
 
 0
 
 
 
 1 dx √ 3 x
 
 0
 
 π
 
 14. (a)
 
 ∞
 
 (b) 
 
 0
 
 
 
 ∞
 
 −∞
 
 0
 
 17. (a)
 
 2
 
 
 
 0
 
 π
 
 13. (a)
 
 xe−4x d x
 
 (b)
 
 0
 
 x −6/5 d x
 
 1
 
 1
 
 6. (a)
 
 ∞
 
 (b)
 
 1
 
 5. (a) 
 
 
 
 cos x d x
 
 ln x d x
 
 16. (a)
 
 0
 
 1 dx x2
 
 1
 
 
 
 0
 
 −∞
 
 0
 
 11. (a)
 
 x 2 e−2x d x
 
 (b)
 
 
 
 ∞
 
 10. (a)
 
 dx
 
 3 dx x
 
 ∞
 
 −∞
 
 
 
 0
 
 (b)
 
 0
 
 2/5
 
 
 
 1
 
 −∞
 
 9. (a)
 
 ∞
 
 (b) 1
 
 x 2 e3x d x
 
 12. (a)
 
 2
 
 (c)
 
 1 ∞
 
 2. (a)
 
 x
 
 (b)
 
 0
 
 
 
 2
 
 xe x d x
 
 0
 
  In exercises 1 and 2, determine whether or not the integral is improper. If it is improper, explain why
 
 
 
 ∞
 
 7. (a)
 
 ∞
 
 1 dx x2 − 1 1 dx (x − 2)2 tan x d x
 
 0
 
  0
 
 ∞
 
 √
 
 x x2 + 1
 
 dx
 
 ............................................................
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 19. (a) Find all values of p for which
 
 1
 
 1 0 xp
 
 d x converges.
 
 ∞ (b) Find all values of p for which 1 x1p d x converges. ∞ (c) Show that −∞ x p d x diverges for every p. ∞ 20. (a) Find all values of r for which 0 xer x d x converges. 0 (b) Find all values of r for which −∞ xer x d x converges.
 
 
 
 40.
 
 41.
 
 ............................................................ In exercises 21–30, use a comparison to determine whether the integral converges or diverges.  21.
 
 ∞
 
 1
 
  23.
 
 ∞
 
 2
 
 
 
 ∞
 
 25. 0
 
  27.
 
 ∞
 
 0
 
  29. 2
 
 ∞
 
 
 
 x dx 1 + x3
 
 22.
 
 ∞
 
 x2 − 2 dx x4 + 3
 
 ∞
 
 2 + sec2 x dx x
 
 1
 
 
 
 x dx 3/2 x −1
 
 24. 1
 
 
 
 3 dx x + ex
 
 26.
 
 sin2 x dx 1 + ex
 
 28.
 
 ∞
 
 e−x d x 3
 
 43.
 
 1
 
 
 
 ∞
 
 2
 
 
 
 2 x
 
 x e dx ln x
 
 30.
 
 ∞
 
 ln x dx ex + 1 ex
 
 2 +x+1
 
 dx
 
 1
 
 ............................................................ In exercises 31 and 32, use integration by parts and l’Hˆopital’s Rule.  1  ∞ 31. x ln 4x d x 32. xe−2x d x 0 0 ............................................................
 
 33. In this exercise, you will look at an interesting pair of calculations known as Gabriel’s horn. The horn is formed by taking the curve y = 1/x for x ≥ 1 and revolving it about the x-axis. Show that the volume is finite (i.e., the integral converges), but that the surface area is infinite (i.e., the integral diverges). The paradox is that this would seem to indicate that the horn could be filled with a finite amount of paint but that the outside of the horn could not be covered with any finite amount of paint. ∞ R 34. Show that −∞ x 3 d x diverges but lim −R x 3 d x = 0. R→∞
 
 In exercises 35–38, determine whether the statement is true or false (not always true). ∞ 35. If lim f (x) = 1, then 0 f (x) d x diverges. x→∞
 
 36. If lim f (x) = 0, then x→∞
 
 37. If lim f (x) = ∞, then
 
 ∞ 0
 
 1 0
 
 x→0
 
 f (x) d x converges. f (x) d x diverges.
 
 38. If f (−x) = − f (x) for all x, then
 
 ∞ −∞
 
 f (x) d x = 0.
 
 ............................................................ 39. (a) Given that for k > 0. (b) Given that for k > 0.
 
 42.
 
 ∞ −∞
 
 ∞ −∞
 
 e−x d x = 2
 
 e−x d x = 2
 
 ∞ √ 2 π, evaluate −∞ e−kx d x
 
 ∞ √ 2 π, evaluate −∞ x 2 e−kx d x
 
 44.
 
 ..
 
 Improper Integrals
 
 477
 
  ∞ sin x sin kx π Given that d x = , evaluate d x for x 2 x 0 0  ∞ 2 π sin x (a) k > 0 (b) k < 0. Given that d x = , eval2 x 2 0  ∞ sin2 kx d x for (c) k > 0, (d) k < 0. uate x2 0 x 1 Noting that 5 ≈ for large values of x, explain why x + 1 x 4 ∞ x you would expect d x to converge. Use a compax5 + 1 0 rison test to prove that it does. As in exercise 41, quickly conjecture whether the integral converges or diverges.  ∞  ∞ x x (a) dx (b) dx √ √ 3 5 x −1 x −1 2 2  ∞ x dx (c) √ 5 x +x −1 2 Use the substitution u = π2 − x to show that  π/2  π/2  π/2 (a) 0 ln(sin x) d x = 0 ln(cos x) d x. Add 0 ln(sin x) d x to both sides of this equation and simplify the right-hand side with the identity  π/2sin 2x = 2 sin x cos x. (b) Use  π this result to show that 2 0 ln(sin x) d x = − π2 ln 2 + 12 0 ln(sin x) d x.  π/2 π (c) Show that 0 ln(sin x) d x = 2 0 ln(sin x) d x. (d) Use  π/2 parts (b) and (c) to evaluate 0 ln(sin x) d x. 1 Show that for any positive integer n, 0 (ln x)n d x equals n! if n is even and −n! if n is odd. [Hint: lim x(ln x)n = 0.] ∞
 
 x→0+
 
 
 
 π/2
 
 1 d x is an improper integral. 1 + tan x Assuming that it converges, explain why it is equal to ⎧ 1  π/2 ⎨ if 0 ≤ x < π2 f (x) d x, where f (x) = 1 + tan x . ⎩ 0 0 if x = π2 Similarly, find a function g(x) such that the improper  π/2 tan x integral d x equals the proper integral 1 + tan x 0 
 
 45. Explain why
 
 0
 
 π/2
 
 g(x) d x. Use the substitution u = x − π2 to show  π/2  π/2 1 tan x dx = d x. Adding the that 1 + tan x 1 + tan x 0 0 first integral to both sides of the equation, evaluate  π/2 1 d x. 1 + tan x 0  π/2 1 46. Generalize exercise 45 to evaluate d x for any 1 + tank x 0 real number k. 0
 
 47. Assuming that all integrals in this converge,  ∞ exercise 2 use integration by parts to write −∞ x 4 e−x d x in terms ∞ ∞ 2 2 of −∞ x 2 e−x d x and then in terms of −∞ e−x d x =  ∞ √ 2 π. By induction, show that x 2n e−x d x = −∞
 
 (2n − 1)(2n − 3) · · · 3 · 1 √ π, for any positive integer n. 2n ∞  2 48. Show that −∞ e−ax d x = πa , for any positive constant a = 0. Formally (that is, differentiate under the integral sign) compute n derivatives with respect to a of this equation, set a = 1 and compare the result to that of exercise 47.
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 APPLICATIONS 49. A function f (x) ≥ 0 is a probability density function (pdf) on ∞ the interval [0, ∞) if 0 f (x) d x = 1. Find the value of the constant k to make each of the following pdf’s on the interval [0, ∞). (a) ke−2x
 
 (b) ke−4x
 
 (c) ke−r x , r > 0
 
 50. Find the value of the constant k to make each of the following pdf’s on the interval [0, ∞). (See exercise 49.) (a) kxe−2x
 
 (b) kxe−4x
 
 (c) kxe−r x , r > 0
 
 51. The mean μ (one measure of average) of a random variable ∞ with pdf f (x) on the interval [0, ∞) is μ = 0 x f (x) d x. Find the mean of the exponential distribution f (x) = r e−r x , r > 0. 52. Find the mean of a random variable with pdf f (x) = r 2 xe−r x . 53. Many probability questions involve conditional probabilities. For example, if you know that a lightbulb has already burned for 30 hours, what is the probability that it will last at least 5 more hours? This is the “probability that x > 35 given that x > 30” and is written as P(x > 35|x > 30). In genP(A and B) eral, for events A and B, P(A|B) = , which in this P(B) P(x > 35) case reduces to P(x > 35|x > 30) = . For the pdf P(x > 30) 1 −x/40 (in hours), compute P(x > 35|x > 30). Also, f (x) = 40 e compute P(x > 40|x > 35) and P(x > 45|x > 40). (Hint: P(x > 35) = 1 − P(x ≤ 35).) 54. Exercise 53 illustrates the “memoryless property” of exponential distributions. The probability that a lightbulb last m more hours given that it has already lasted n hours depends only on 1 −x/40 m and not on n. (a) Prove this for the pdf f (x) = 40 e . −cx (b) Show that any exponential pdf f (x) = ce has the memoryless property, for c > 0. 55. The Omega function is used for risk/reward analysis of financial investments. Suppose that f (x) is a pdf on (−∞, ∞) and gives the distribution of returns on an investment. (Then  b f (x) d x is the probability that the investment returns  x a between $a and $b.) Let F(x) = f (t) dt be the cumulative ∞
 
 LT (Late Transcendental)
 
 −∞
 
 distribution function for returns. Then [1 − F(x)] d x is the Omega function for the (r ) =  r F(x) d x −∞ investment. r
 
 (a) Compute 1 (r ) for the exponential distribution f 1 (x) = 2e−2x , 0 ≤ x < ∞. Note that 1 (r ) will be undefined (∞) for r ≤ 0. (b) Compute 2 (r ) for f 2 (x) = 1, 0 ≤ x ≤ 1. (c) Show that the means of f 1 (x) and f 2 (x) are the same and that (r ) = 1 when r equals the mean. (d) Even though the means are the same, investments with distributions f 1 (x) and f 2 (x) are not equivalent. Use the graphs of f 1 (x) and f 2 (x) to explain why f 1 (x) corresponds to a riskier investment than f 2 (x). (e) Show that for some value c, 2 (r ) > 1 (r ) for r < c and 2 (r ) < 1 (r ) for r > c. In general, the larger (r ) is, the better the investment is. Explain this in terms of this example.
 
 7-58
 
 56. The reliability function R(t) gives the probability that x > t. For the pdf of a lightbulb, this is the probability that the bulb lasts at least t hours. Compute R(t) for a general exponential pdf f (x) = ce−cx . 57. The so-called Boltzmann integral  1 p(x) ln p(x) d x I ( p) = 0
 
 is important in the mathematical field of information theory. Here, p(x) is a pdf on the interval [0, 1]. Graph the pdf’s p1 (x) = 1 and  4x if 0 ≤ x ≤ 1/2 p2 (x) = 4 − 4x if 1/2 ≤ x ≤ 1 1 1 and compute the integrals 0 p1 (x) d x and 0 p2 (x) d x to verify that they are pdf’s. Then compute the Boltzmann integrals I ( p1 ) and I ( p2 ). Suppose that you are trying to determine the value of a quantity that you know is between 0 and 1. If the pdf for this quantity is p1 (x), then all values are equally likely. What would a pdf of p2 (x) indicate? Noting that I ( p2 ) > I ( p1 ), explain why it is fair to say that the Boltzmann integral measures the amount of information available. Given this interpretation, sketch a pdf p3 (x) that would have a larger Boltzmann integral than p2 (x).
 
 EXPLORATORY EXERCISES 1. The Laplace transform is an invaluable tool in many engineering disciplines. As the name suggests, the transform turns a function f (t) into a different function F(s). By definition, the Laplace transform of the function f (t) is  F(s) =
 
 ∞
 
 f (t)e−st dt.
 
 0
 
 To find the Laplace transform of f (t) = 1, compute 
 
 ∞
 
 (1)e−st dt =
 
 0
 
 
 
 ∞
 
 e−st dt.
 
 0
 
 Show that the integral equals 1/s, for s > 0. We write L{1} = 1/s. Show that  L{t} = 0
 
 ∞
 
 te−st dt =
 
 1 , s2
 
 for s > 0. Compute L{t 2 } and L{t 3 } and conjecture the general formula for L{t n }. Then, find L{eat } for s > a. ∞ 2. The gamma function is defined by (x) = 0 t x−1 e−t dt, if the integral converges. For such a complicated-looking function, the gamma function has some surprising properties. First, show that (1) = 1. Then use integration by parts and l’Hˆopital’s Rule to show that (n + 1) = n(n), for any n > 0. Use this property and mathematical induction to show that (n + 1) = n!, for any positive integer n. (Notice that this  includes the value 0! = 1.) Numerically approximate  32 1 3 5 and  2 . Is it reasonable to define these as 2 ! and 2 !,
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  √ respectively? In this sense, show that 12 ! = 12 π. Finally, for x < 1, the defining integral for (x) is improper in two ways. Use a comparison test to show the convergence of
 
 7.8
 
 Probability
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 ∞
 
 1 t x−1 e−t dt. This leaves 0 t x−1 e−t dt. Determine the range  1 p −t of p-values for which 0 t e dt converges and then determine the set of x’s for which (x) is defined. 1
 
 PROBABILITY
 
 0.5 0.4 0.3 0.2 0.1 0
 
 ..
 
 1
 
 2
 
 FIGURE 7.25 Histogram for two-coin toss
 
 Number of Heads
 
 Probability
 
 0 1 2 3 4 5 6 7 8
 
 1/256 8/256 28/256 56/256 70/256 56/256 28/256 8/256 1/256
 
 The mathematical fields of probability and statistics focus on the analysis of random processes. In this section, we give a brief introduction to the use of calculus in probability theory. We begin with a simple example involving coin-tossing. Suppose that you toss two coins, each of which has a 50% chance of coming up heads. Because of the randomness involved, you cannot calculate exactly how many heads you will get on a given number of tosses. But you can calculate the likelihood of each of the possible outcomes. If we denote heads by H and tails by T, then the four possible outcomes from tossing two coins are HH, HT, TH and TT. Each of these four outcomes is equally likely, so we can say that each has probability 14 . This means that, on average, each of these events will occur in one-fourth of your tries. Said a different way, the relative frequency with which each event occurs in a large number of trials will be approximately 14 . Note that based on our calculations above, the probability of getting two heads is 14 , the probability of getting one head is 24 (since there are two ways for this to happen: HT and TH) and the probability of getting zero heads is 14 . We often summarize such information by displaying it in a histogram, a bar graph where the outcomes are listed on the horizontal axis. (See Figure 7.25.) If we instead toss eight coins, the probabilities for getting a given number of heads are given in the accompanying table and the corresponding histogram is shown in Figure 7.26. You should notice that the sum of all the probabilities is 1 (or 100%, since it’s certain that one of the possible outcomes will occur on a given try). This is one of the defining properties of probability theory. Another basic property is called the addition principle: to compute the probability of getting 6, 7 or 8 heads (or any other mutually exclusive outcomes), simply add together the individual probabilities: P(6, 7 or 8 heads) =
 
 28 8 1 37 + + = ≈ 0.145. 256 256 256 256
 
 A graphical interpretation of this calculation is very revealing. In the histogram in Figure 7.26, notice that each bar is a rectangle of width 1. Then the probability associated with each bar equals the area of the rectangle. In graphical terms, r The total area in such a histogram is 1. r The probability of getting between 6 and 8 heads (inclusive) equals the sum of the
 
 areas of the rectangles located between 6 and 8 (inclusive). 0.30
 
 A more complicated question is to ask the probability that a randomly chosen person will have a height of 5 9 or 5 10 . There is no easy theory we can use here to compute the probabilities (since not all heights are equally likely). In this case, we use the correspondence between probability and relative frequency. If we collect information about the heights of a large number of adults, we might find the following.
 
 0.25 0.20 0.15 0.10
 
 Height 73 Number of people 23 32 61 94 133 153 155 134 96 62 31 26
 
 0.05 0 1 2 3 4 5 6 7 8
 
 FIGURE 7.26 Histogram for eight-coin toss
 
 Since the total number of people in the survey is 1000, the relative frequency of the 155 = 0.155 and the relative frequency of the height 5 10 (70 ) height 5 9 (69 ) is 1000 134 is 1000 = 0.134. An estimate of the probability of being 5 9 or 5 10 is then 0.155 + 0.134 = 0.289. A histogram is shown in Figure 7.27.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch07
 
 480
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 7
 
 ..
 
 T1: OSO
 
 December 23, 2010
 
 LT (Late Transcendental)
 
 21:26
 
 Integration Techniques
 
 7-60
 
 0.16 0.14 0.12 0.10 0.08 0.06 0.04 0.02 64 64
 
 65
 
 66
 
 67
 
 68
 
 69
 
 70
 
 71
 
 72
 
 73 73
 
 FIGURE 7.27 Histogram for relative frequency of heights
 
 To answer a more specific question, such as what the probability is that a randomly  chosen person is 5 8 12 or 5 9 , we would need to have our data broken down further, as in the following partial table. 66 12
 
 
 
 52
 
 67 67 12 61
 
 
 
 72
 
 68 68 12 71
 
 82
 
 
 
 69 69 12 81
 
 74
 
 
 
 70 70 12 69
 
 65
 
 
 
 71 58
 
 The probability that a person is 5 9 can be estimated by the relative frequency of 81 5 9 people in our survey, which is 1000 = 0.081. Similarly, the probability that a person   82  1 is 5 8 2 is approximately 1000 = 0.082. The probability of being 5 8 12 or 5 9 is then approximately 0.082 + 0.081 = 0.163. A histogram for this portion of the data is shown in Figure 7.28a. Notice that since each bar of the histogram now represents a half-inch range of height, we can no longer interpret area in the histogram as the probability. We will modify the histogram to make the area connection clearer. In Figure 7.28b, we have labeled the horizontal axis with the height in inches, while the vertical axis shows twice the relative frequency. The bar at 69 has height 0.162 and width 12 . Its area, 12 (0.162) = 0.081, corresponds to the relative frequency (or probability) of the height 5 9 .  
 
 0.09 0.08 0.07 0.06 0.05 0.04 0.03 0.02 0.01
 
 0.18 0.16 0.14 0.12 0.10 0.08 0.06 0.04 0.02 67
 
 68
 
 69
 
 70
 
 71
 
 67
 
 68
 
 69
 
 70
 
 FIGURE 7.28a
 
 FIGURE 7.28b
 
 Histogram for relative frequency of heights
 
 Histogram showing double the relative frequency
 
 71
 
 Of course, we could continue subdividing the height intervals into smaller and smaller pieces. Think of doing this while modifying the scale on the vertical axis so that the area of each rectangle (length times width of interval) always gives the relative frequency (probability) of that height interval. For example, suppose that there are n height intervals between 5 8 and 5 9 . Let x represent height in inches and f (x) equal the height of the histogram bar for the interval containing x. Let x1 = 68 + n1 , x2 = 68 + n2 and so on, so that xi = 68 + ni , for 1 ≤ i ≤ n and let x = n1 . For a randomly selected person, the probability that their
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 height is between 5 8 and 5 9 is estimated by the sum of the areas of the corresponding histogram rectangles, given by P(68 ≤ x ≤ 69) ≈ f (x1 ) x + f (x2 ) x + · · · + f (xn ) x =
 
 n 
 
 f (xi ) x.
 
 (8.1)
 
 i=1
 
 Observe that as n increases, the histogram of Figure 7.29 will “smooth out,” approaching a curve like the one shown in Figure 7.30. 0.16
 
 0.16
 
 0.12
 
 0.12
 
 0.08
 
 0.08
 
 0.04
 
 0.04
 
 62 63 64 65 66 67 68 69 70 71 72 73 74
 
 HISTORICAL NOTES Blaise Pascal (1623–1662) A French mathematician and physicist who teamed with Pierre Fermat to begin the systematic study of probability. (See The Unfinished Game, by Keith Devlin, for an account of this.) Pascal is credited with numerous inventions, including a wrist watch, barometer, hydraulic press, syringe and a variety of calculating machines. He also discovered what is now known as Pascal’s Principle in hydrostatics. (See section 5.6.) Pascal may well have become one of the founders of calculus, but poor health and large periods of time devoted to religious and philosophical contemplation reduced his mathematical output.
 
 62 63 64 65 66 67 68 69 70 71 72 73 74
 
 FIGURE 7.29
 
 FIGURE 7.30
 
 Histogram for heights
 
 Probability density function and histogram for heights
 
 We call this limiting function f , the probability density function (pdf) for heights. Notice that for any given i = 1, 2, . . . , n, f (xi ) does not give the probability that a person’s height equals xi . Instead, for small values of x, the quantity f (xi ) x is an approximation of the probability that a randomly selected height is in the range [xi−1 , xi ]. Observe that as n → ∞, the Riemann sum in (8.1) should approach an integral b f (x) d x. Here, the limits of integration are 68 (5 8 ) and 69 (5 9 ). We have a  69 n  lim f (xi ) x = f (x) d x. n→∞
 
 i=1
 
 68
 
 Notice that by adjusting the function values so that probability corresponds to area, we have found a familiar and direct technique for computing probabilities. We now summarize our discussion with some definitions. The preceding examples are of discrete probability distributions (discrete since the quantity being measured can only assume values from a certain finite set). For instance, in coin-tossing, the number of heads must be an integer. By contrast, many distributions are continuous. That is, the quantity of interest (the random variable) assumes values from a continuous range of numbers (an interval). For instance, although height is normally rounded off to the nearest integer number of inches, a person’s actual height can be any number. For continuous distributions, the graph corresponding to a histogram is the graph of a probability density function (pdf). We now give a precise definition of a pdf.
 
 DEFINITION 8.1 Suppose that X is a random variable that may assume any value x with a ≤ x ≤ b. A probability density function for X is a function f satisfying (i) f (x) ≥ 0 for a ≤ x ≤ b.  (ii) a
 
 Probability density functions are never negative.
 
 and b
 
 f (x) d x = 1.
 
 The total probability is 1.
 
 The probability that the (observed) value of X falls between c and d is given by the area under the graph of the pdf on that interval. That is,  d P(c ≤ X ≤ d) = f (x) d x. Probability corresponds to area under the curve. c
 
 To verify that a function defines a pdf for some (unknown) random variable, we must show that it satisfies properties (i) and (ii) of Definition 8.1.
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 EXAMPLE 8.1
 
 Verifying That a Function Is a pdf on an Interval
 
 Show that f (x) = 3x defines a pdf on the interval [0, 1] by verifying properties (i) and (ii) of Definition 8.1. 2
 
 Solution Clearly, f (x) ≥ 0. For property (ii), we integrate the pdf over its domain. We have 1  1  2 3 3x d x = x  = 1. 0
 
 EXAMPLE 8.2
 
 0
 
 „
 
 Using a pdf to Estimate Probabilities
 
 0.4 2 Suppose that f (x) = √ e−0.08(x−68) is the probability density function for the 2π heights in inches of adult American males. Find the probability that a randomly selected adult American male will be between 5 8 and 5 9 . Also, find the probability that a randomly selected adult American male will be between 6 2 and 6 4 . Solution To compute the probabilities, you first need to convert the specified heights into inches. The probability of being between 68 and 69 inches tall is  P(68 ≤ X ≤ 69) =
 
 69
 
 68
 
 0.4 2 √ e−0.08(x−68) d x ≈ 0.15542. 2π
 
 Here, we approximated the value of the integral numerically. (You can use Simpson’s Rule or the numerical integration method built into your calculator or CAS.) Similarly, the probability of being between 74 and 76 inches is
 
 y 0.20
 
 
 
 0.15
 
 P(74 ≤ X ≤ 76) =
 
 76
 
 74
 
 0.4 2 √ e−0.08(x−68) d x ≈ 0.00751, 2π
 
 0.10
 
 where we have again approximated the value of the integral numerically. „ 0.05 x 60
 
 70
 
 80
 
 FIGURE 7.31 Heights of adult males
 
 90
 
 According to data in Gyles Brandreth’s Your Vital Statistics, the pdf for the heights of 0.4 2 adult males in the United States looks like the graph of f (x) = √ e−0.08(x−68) shown 2π in Figure 7.31 and used in example 8.2. You probably have seen bell-shaped curves like this before. This distribution is referred to as a normal distribution. Besides the normal distribution, there are many other probability distributions that are important in applications.
 
 EXAMPLE 8.3
 
 Computing Probability with an Exponential pdf
 
 Suppose that the lifetime in years of a certain brand of lightbulb is exponentially distributed with pdf f (x) = 4e−4x . Find the probability that a given lightbulb lasts 3 months or less. Solution First, since the random variable measures lifetime in years, convert 3 months to 14 year. The probability is then 1/4 
 
   1/4  
 
 1 −4x  1 −4x 4e d x = 4 − = e  P 0≤X ≤  4 4 0 0
 
 = −e
 
 −1
 
 +e =1−e 0
 
 −1
 
 ≈ 0.63212. „
 
 In some cases, there may be theoretical reasons for assuming that a pdf has a certain form. In this event, the first task is to determine the values of any constants to achieve the properties of a pdf.
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 TODAY IN MATHEMATICS Persi Diaconis (1945– ) An American statistician who was one of the first recipients of a lucrative MacArthur Foundation Fellowship, often called a “genius grant.” Diaconis trained on the violin at Juilliard until age 14, when he left home to become a professional magician for 10 years. His varied interests find expression in his work, where he uses all areas of mathematics and statistics to solve problems from throughout science and engineering. He says, “What makes somebody a good applied mathematician is a balance between finding an interesting real-world problem and finding an interesting real-world problem which relates to beautiful mathematics.”
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 ..
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 Determining the Coefficient of a pdf
 
 Suppose that the pdf for a random variable has the form f (x) = ce−3x for some constant c, with 0 ≤ x ≤ 1. Find the value of c that makes this a pdf. Solution To be a pdf, we first need that f (x) = ce−3x ≥ 0, for all x ∈ [0, 1]. (This will be the case as long as c ≥ 0.) Also, the integral over the domain must equal 1. So, we set  
 
   1 1 −3x 1 c c e−3x d x = c − e  = (1 − e−3 ). 1= 3 3 0 0 It now follows that c =
 
 3 ≈ 3.1572. 1 − e−3 „
 
 Given a pdf, it is possible to compute various statistics to summarize the properties of the random variable. The most common statistic is the mean, the best-known measure of average value. If you wanted to average test scores of 85, 89, 93 and 93, you would probably compute the mean, given by 85 + 89 +4 93 + 93 = 90. Notice here that there were three different test scores recorded: 85, which has a relative frequency of 14 , 89, also with a relative frequency of 14 and 93, with a relative frequency of 2 . We can also compute the mean by multiplying each value by its relative frequency and 4 then summing: (85) 14 + (89) 14 + (93) 24 = 90. Now, suppose we wanted to compute the mean height of the people in the following table. Height 63 64 65 66 67 68 69 70 71 72 73 74 Number 23 32 61 94 133 153 155 134 96 62 31 26
 
 It would be silly to write out the heights of all 1000 people, add and divide by 1000. It is much easier to multiply each height by its relative frequency and add the results. Following this route, the mean m is given by 32 61 94 133 26 23 + (64) + (65) + (66) + (67) + · · · + (74) 1000 1000 1000 1000 1000 1000 = 68.523.
 
 m = (63)
 
 If we denote the heights by x1 , x2 , . . . , xn and let f (xi ) be the relative frequency or probability corresponding to x = xi , the mean then has the form m = x1 f (x1 ) + x2 f (x2 ) + x3 f (x3 ) + · · · + x12 f (x12 ). If the heights in our data set were given for every half-inch or tenth-of-an-inch, we would compute the mean by multiplying each xi by the corresponding probability f (xi ) x, where x is the fraction of an inch between data points. The mean now has the form m = [x1 f (x1 ) + x2 f (x2 ) + x3 f (x3 ) + · · · + xn f (xn )] x =
 
 n 
 
 xi f (xi ) x,
 
 i=1
 
 where n is the number of data points. Notice that, as n increases and x approaches 0, the b Riemann sum approaches the integral a x f (x) d x. This gives us the following definition.
 
 DEFINITION 8.2 The mean μ of a random variable with pdf f on the interval [a, b] is given by  b x f (x) d x. μ= a
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 Although the mean is commonly used to report the average value of a random variable, it is important to realize that it is not the only measure of average used by statisticians. An alternative measurement of average is the median, the x-value that divides the probability in half. (That is, half of all values of the random variable lie at or below the median and half lie at or above the median.) In example 8.5 and in the exercises, you will explore situations in which each measure provides a different indication about the average of a random variable.
 
 EXAMPLE 8.5
 
 Finding the Mean Age and Median Age of a Group of Cells
 
 Suppose that the age in days of a type of single-celled organism has pdf f (x) = (ln 2)e−kx , where k = 12 ln 2. The domain is 0 ≤ x ≤ 2. (The assumption here is that upon reaching an age of 2 days, each cell divides into two daughter cells.) Find (a) the mean age of the cells, (b) the proportion of cells that are younger than the mean and (c) the median age of the cells. Solution For part (a), we have from (8.2) that the mean is given by  2 μ≈ x(ln 2)e−(ln 2)x/2 d x ≈ 0.88539 day,
 
 y
 
 0
 
 0.7 0.6 0.5 0.4 0.3 0.2 0.1 x 0.5
 
 1
 
 1.5
 
 FIGURE 7.32 y = (ln 2)e
 
 −(ln 2)x/2
 
 where we have approximated the value of the integral numerically. Notice that even though the cells range in age from 0 to 2 days, the mean is not 1. The graph of the pdf in Figure 7.32 shows that younger ages are more likely than older ages and this causes the mean to be less than 1. For part (b), notice that the proportion of cells younger than the mean is the same as the probability that a randomly selected cell is younger than the mean. This probability is given by  0.88539 P(0 ≤ X ≤ μ) ≈ (ln 2)e−(ln 2)x/2 d x ≈ 0.52848, 0
 
 2
 
 where we have again approximated the value of the integral numerically. Therefore, the proportion of cells younger than the mean is about 53%. Notice that in this case the mean does not represent the 50% mark for probabilities. In other words, the mean is not the same as the median. To find the median in part (c), we must solve for the constant c such that  c (ln 2)e−(ln 2)x/2 d x. 0.5 = 0
 
 Since an antiderivative of e−(ln 2)x/2 is − ln22 e−(ln 2)x/2 , we have  0.5 =
 
 c
 
 (ln 2)e−(ln 2)x/2 d x
 
 0
 
   2 −(ln 2)x/2 c e = ln 2 − ln 2 0 = −2e−(ln 2)c/2 + 2. Subtracting 2 from both sides, we have −1.5 = −2e−(ln 2)c/2 , so that dividing by −2 yields
 
 0.75 = e−(ln 2)c/2 .
 
 Taking the natural log of both sides gives us ln 0.75 = −(ln 2)c/2.
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 Finally, solving for c gives us
 
 c=
 
 ..
 
 Probability
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 −2 ln 0.75 , ln 2
 
 so that the median is −2 ln 0.75/ ln 2 ≈ 0.83. We can now conclude that half of the cells are younger than 0.83 day and half the cells are older than 0.83 day. „
 
 EXERCISES 7.8 15. Between 7 and 10 .
 
 WRITING EXERCISES 1. In the text, we stated that the probability of tossing two fair coins and getting two heads is 14 . If you try this experiment four times, explain why you will not always get two heads exactly one out of four times. If probability doesn’t give precise predictions, what is its usefulness? To answer this question, discuss the information conveyed by knowing that in the above experiment the probability of getting one head and one tail is 1 (twice as big as 14 ). 2
 
 16. Between 2 and 5 .
 
 ............................................................ In exercises 17–20, find the indicated probabilities, given that the lifetime of a lightbulb is exponentially distributed with pdf f (x)  6e− 6x (with x measured in years). 17. The lightbulb lasts less than 3 months.
 
 2. Suppose you toss two coins numerous times (or simulate this on your calculator or computer). Theoretically, the probability of getting two heads is 14 . In the long run (as the coins are tossed more and more often), what proportion of the time should two heads occur? Try this and discuss how your results compare to the theoretical calculation.
 
 18. The lightbulb lasts less than 6 months.
 
 3. Based on Figures 7.25 and 7.26, describe what you expect the histogram to look like for larger numbers of coins. Compare to Figure 7.31.
 
 In exercises 21–24, suppose the lifetime of an organism has pdf f (x)  4xe− 2x (with x measured in years).
 
 4. The height of a person is determined by numerous factors, both hereditary and environmental (e.g., diet). Explain why this might produce a histogram similar to that produced by tossing a large number of coins.
 
 In exercises 1–6, show that the given function is a pdf on the indicated interval. 1. f (x) = 4x 3 , [0, 1]
 
 2. f (x) = 38 x 2 , [0, 2]
 
 3
 
 3. f (x) = x + 2x , [0, 1]
 
 4. f (x) = cos x, [0, π/2]
 
 5. f (x) =
 
 sin x, [0, π ]
 
 6. f (x) = e−x/2 , [0, ln 4]
 
 1 2
 
 ............................................................ In exercises 7–12, find a value of c for which f (x) is a pdf on the indicated interval. 7. f (x) = cx , [0, 1] 3
 
 8. f (x) = cx + x , [0, 1] 2
 
 9. f (x) = ce−4x , [0, 1] c 11. f (x) = , [0, 1] 1 + x2
 
 10. f (x) = 2ce−cx , [0, 2] c 12. f (x) = √ , [0, 1] 1 − x2 ............................................................
 
 In exercises 13–16, use the pdf in example 8.2 to find the probability that a randomly selected American male has height in the indicated range. 13. Between 5 10 and 6 . 14. Between 6 6 and 6 10 .
 
 19. The lightbulb lasts between 1 and 2 years. 20. The lightbulb lasts between 3 and 10 years.
 
 ............................................................
 
 21. Find the probability that the organism lives less than 1 year. 22. Find the probability that the organism lives between 1 and 2 years. 23. Find the mean lifetime (0 ≤ x ≤ 10). 24. Graph the pdf and compare the maximum value of the pdf to the mean.
 
 ............................................................ In exercises 25–30, find (a) the mean and (b) the median of the random variable with the given pdf. 25. f (x) = 3x 2 , [0, 1]
 
 26. f (x) = 4x 3 , 0 ≤ x ≤ 1
 
 27. f (x) =
 
 4/π , [0, 1] 1 + x2
 
 29. f (x) =
 
 1 2
 
 sin x, [0, π ]
 
 28. f (x) = √
 
 2/π 1 − x2
 
 , [0, 1]
 
 30. f (x) = cos x, [0, π/2]
 
 ............................................................ 31. For f (x) = ce−4x , find c so that f (x) is a pdf on the interval [0, b] for b > 0. What happens to c as b → ∞? 32. For the pdf of exercise 31, find the mean exactly (use a CAS for the antiderivative). As b increases, what happens to the mean? 33. Repeat exercises 31 and 32 for f (x) = ce−6x . 34. Based on the results of exercises 31–33, conjecture the values for c and the mean as a → ∞, for f (x) = ce−ax , a > 0.
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 APPLICATIONS 35. In one version of the game of keno, you choose 10 numbers between 1 and 80. A random drawing selects 20 numbers between 1 and 80. Your payoff depends on how many of your numbers are selected. Use the given probabilities (rounded to 4 digits) to find the probability of each event indicated below. (To win, at least 5 of your numbers must be selected. On a $2 bet, you win $40 or more if 6 or more of your numbers are selected.) Number selected
 
 0
 
 1
 
 2
 
 3
 
 4
 
 Probability
 
 0.0458
 
 0.1796
 
 0.2953
 
 0.2674
 
 0.1473
 
 Number selected 5 Probability (a) (b) (c) (d)
 
 LT (Late Transcendental)
 
 21:26
 
 6
 
 7
 
 8
 
 9
 
 10
 
 0.0514 0.0115 0.0016 0.0001 0.0 0.0
 
 winning (at least 5 selected) losing (4 or fewer selected) winning big (6 or more) 3 or 4 numbers selected
 
 between μ − σ and μ + σ (that is, within one standard deviation of the mean). Find the probability that a given height is within two standard deviations of the mean (μ − 2σ to μ + 2σ ) and within three standard deviations of the mean. These probabilities are the same for any normal distribution. So, if you know the mean and standard deviation of a normally distributed random variable, you automatically know these probabilities. 41. If the probability of an event is p, the probability that it will hapn! pen m times in n tries is f ( p) = p m (1 − p)n−m . m!(n − m)! Find the value of p that maximizes f ( p). This is called the maximum likelihood estimator of p. Briefly explain why your answer makes sense. 42. The Buffon needle problem is one of the oldest and most famous of probability problems. Suppose that a series of horizontal lines are spaced one unit apart and a needle of length one is placed randomly. What is the probability that the needle intersects one of the horizontal lines?
 
 1
 
 36. Suppose a basketball player makes 70% of her free throws. If she shoots three free throws and the probability of making each one is 0.7, the probabilities for the total number made are as shown. Find the probability of each event indicated below. Number made
 
 0
 
 1
 
 2
 
 3
 
 Probability
 
 0.027
 
 0.189
 
 0.441
 
 0.343
 
 (a) She makes 2 or 3
 
 (b) She makes at least 1
 
 37. (a) Suppose that a game player has won m games out of n, with a winning percentage of 100 mn < 75. The player then wins several games in a row, so that the winning percentage exceeds 75%. Show that at some point in this process the player’s winning percentage is exactly 75%. (b) Generalize to any winning percentage that can be written k as 100 , for some integer k. k+1 38. In example 8.5, we found the median (also called the second quartile). Now find the first and third quartiles, the ages such that the probability of being younger are 0.25 and 0.75, respectively. 39. The pdf in example 8.2 is the pdf for a normally distributed random variable. The mean is easily read off from f (x); in example 8.2, the mean is 68. The mean and a number called the standard deviation characterize normal distributions. As Figure 7.31 indicates, the graph of the pdf has a maximum at the mean and has two inflection points located on opposite sides of the mean. The standard deviation equals the distance from the mean to an inflection point. Find the standard deviation in example 8.2. 40. In exercise 39, you found the standard deviation for the pdf in example 8.2. Denoting the mean as μ and the standard deviation as σ , find the probability that a given height is
 
 θ y
 
 In the figure, y is the distance from the center of the needle to the nearest line and θ is the positive angle that the needle makes with the horizontal. Show that the needle intersects the line if and only if 0 ≤ y ≤ 12 sin θ. Since 0 ≤ θ ≤ π and 0 ≤ y ≤ 12 , π 1 sin θdθ the desired probability is 0 2π 1 . Compute this. dθ 0 2 43. The Maxwell-Boltzmann pdf for molecular speeds in a gas 2 2 at equilibrium is f (x) = ax 2 e−b x , for positive parameters a and b. Find the most common speed [i.e., find x to maximize f (x)]. 44. The pdf for inter-spike intervals of neurons firing in the cochlear nucleus of a cat is f (t) = kt −3/2 ebt−a/t , where a = 100, b = 0.38 and t is measured in microseconds. (See Mackey and Glass, From Clocks to Chaos.) Use your CAS to find the value of k that makes f a pdf on the interval [0, 40]. Then find the probability that neurons fire between 20 and 30 microseconds apart. 45. Suppose that a soccer team has a probability p of scoring the next goal in a game. The probability of a 2-goal game ending in a 1-1 tie is 2 p(1 − p), the probability of a 4-goal game ending 4·3 2 in a 2-2 tie is p (1 − p)2 , the probability of a 6-goal game 2·1 6·5·4 3 p (1 − p)3 and so on. Assume ending in a 3-3 tie is 3·2·1 that an even number of goals is scored. Show that the probability of a tie is a decreasing function of the number of goals scored. 46. Two players toss a fair coin until either the sequence HTT or HHT occurs. Player A wins if HTT occurs first, and player B wins if HHT occurs first. Show that player B is twice as likely to win.
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 1. The mathematical theory of chaos indicates that numbers generated by very simple algorithms can look random. Chaos researchers look at a variety of graphs to try to distinguish randomness from deterministic chaos. For example, iterate the function f (x) = 4x(1 − x) starting at x = 0.1. That is, compute f (0.1) = 0.36, f (0.36) = 0.9216, f (0.9216) ≈ 0.289 and so on. Iterate 50 times and record how many times each first digit occurs. (So far, we’ve got a 1, a 3, a 9 and a 2.) If the process were truly random, the digits would occur about the same number of times. Does this seem to be happening?
 
 Review Exercises
 
 487
 
 To unmask this process as nonrandom, you can draw a phase portrait. To do this, take consecutive iterates as coordinates of a point (x, y) and plot the points. The first three points are (0.1, 0.36), (0.36, 0.9216) and (0.9216, 0.289). Describe the (nonrandom) pattern that appears, identifying it as precisely as possible.
 
 47. Let f be a function such that both f and g are pdf’s on [0, 1], where g(x) = f (x 2 ). (a) Find such a function of the form f (x) = a + bx + cx 2 . (b) Find the mean of any random variable with pdf g.
 
 EXPLORATORY EXERCISES
 
 ..
 
 2. Suppose that a spring is oscillating up and down with vertical position given by u(t) = sin t. If you pick a random time and look at the position of the spring, would you be more likely to find the spring near an extreme (u = 1 or u = −1) or near the middle (u = 0)? The pdf is inversely proportional to speed. (Why √ is this reasonable?) Show that speed is√given by |cos t| = 1 − u 2 , so the pdf is f (u) = c/ 1 − u 2 , −1 ≤ u ≤ 1, for some constant c. Show that c = 1/π , then graph f (x) and describe the positions in which the spring is likely to be found. Use this result to explain the following. If you are driving in a residential neighborhood, you are more likely to meet a car coming the other way at an intersection than in the middle of a block.
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Integration by parts Partial fractions decomposition Improper integral Integral diverges
 
 Reduction formula CAS Integral converges Comparison Test Probability density function
 
 TRUE OR FALSE State whether each statement is true or false, and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true. 1. Integration by parts works only for integrals of the form f (x)g(x) d x.  2. For an integral of the form x f (x) d x, always use integration by parts with u = x. 3. The trigonometric techniques in section 7.3 are all versions of substitution. √ 4. If an integrand contains a factor of 1 − x 2 , you should substitute x = sin θ . 5. If  p and q are polynomials, then any integral of the form p(x) d x can be evaluated. q(x)
 
 6. With an extensive integral table, you don’t need to know any integration techniques. b 7. If f (x) has a vertical asymptote at x = a, then a f (x) d x diverges for any b. ∞ 8. If lim f (x) = L = 0, then 1 f (x) d x diverges. x→∞
 
 9. The mean of a random variable is always larger than the median. 10. L’H oˆ pital’s Rule states that the limit of the derivative equals the limit of the function.
 
 In exercises 1– 44, evaluate the integral.   √x sin(1/x) e dx 2. 1. √ dx x2 x   2 x2 dx 4. dx 3. √ √ 1 − x2 9 − x2   3 5. x 2 e−3x d x 6. x 2 e−x d x  7.  9.  11.  13.
 
 8.
 
 x3 dx 4 + x4
 
 10.
 
 e2 ln x d x
 
 12.
 
  
 
 1
 
 x3 dx 1 + x4 x dx 4 + x4 cos 4x d x
 
  x sin 3x d x
 
 0
 
 
 
 x dx 1 + x4
 
 14.
 
 1
 
 x sin 4x 2 d x 0
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 Review Exercises  15.
 
 π/2
 
  sin x d x 4
 
 16.
 
 0
 
  17.
 
 
 
 0
 
 x sin π x d x
 
 18.
 
 x 3 ln x d x
 
 20. 22.
 
 cos3 x sin3 x d x
 
 24.
 
 tan2 x sec4 x d x
 
 26.
 
 31. 33. 35. 37. 39. 41. 43.
 
 cos x sin3 x d x  cos4 x sin3 x d x 
 
 
 
 29.
 
 sin x cos x d x
 
  cos x sin2 x d x
 
 
 
 25.
 
 π/4
 
  √ sin x cos3 x d x  2 dx 8 + 4x + x 2  2 dx √ 2 x 4 − x2  x3 dx √ 9 − x2  x3 dx √ x2 + 9  x +4 dx x 2 + 3x + 2  4x 2 + 6x − 12 dx x 3 − 4x  e x cos 2x d x   x x2 + 1 dx
 
 tan3 x sec2 x d x 
 
 28.
 
 tan3 x sec3 x d x 
 
 3 dx √ −2x − x 2  x 32. dx √ 9 − x2  x3 34. dx √ x2 − 9  4 dx 36. √ x +9  5x + 6 38. dx x 2 + x − 12  5x 2 + 2 40. dx x3 + x  42. x 3 sin x 2 d x   44. 1 − x2 dx 30.
 
 ............................................................ In exercises 45–50, find the partial fractions decomposition. 45. 47. 49.
 
 4 x 2 − 3x − 4 x3
 
  √ 9 + 4x 2 dx 57. x2  √ 4 − x2 dx 59. x
 
  58.  60.
 
 x2 dx √ 4 − 9x 2 (x 6
 
 x2 dx − 4)3/2
 
 ............................................................
 
 0
 
 
 
 23.
 
 x 2 cos π x d x 
 
 2
 
 21.
 
 1
 
 0
 
 1
 
 27.
 
 cos x d x 3
 
 
 
 1
 
 −1
 
 19.
 
 π/2
 
 −6 + x 2 − 2x
 
 x −2 x 2 + 4x + 4
 
 46.
 
 2x x2 + x − 6
 
 48.
 
 x 2 − 2x − 2 x3 + x
 
 50.
 
 x2 − 2 (x 2 + 1)2
 
 In exercises 61–68, determine whether the integral converges or diverges. If it converges, find the limit.  1  10 x 2 61. dx d x 62. √ 2 x −4 0 x −1 4  ∞  ∞ 3 63. d x 64. xe−3x d x x2 1 1  ∞  ∞ 4 2 65. d x 66. xe−x d x 4 + x2 0 −∞  2  2 3 x d x 68. dx 67. 2 2 −2 x −2 1 − x
 
 ............................................................ In exercises 69–76, find the limit. 69. lim
 
 x→1
 
 x3 − 1 x2 − 1
 
 71. lim
 
 x→∞
 
 e2x +2
 
 x4
 
  x 73. lim  + x→2 x
 
 √ 2 + 1  x −4 − 2
 
 75. lim (tan x ln x) x→0+
 
 70. lim
 
 x→0
 
 sin x x 2 + 3x
 
 72. lim (x 2 e−3x ) x→∞
 
 74. lim x ln(1 + 1/x) x→∞
 
 76. lim
 
 x→0
 
 tan−1 x sin−1 x
 
 ............................................................ 77. Show that f (x) = x + 2x 3 is a pdf on the interval [0, 1]. 78. Show that f (x) = 83 e−2x is a pdf on the interval [0, ln 2]. c 79. Find the value of c such that f (x) = 2 is a pdf on the interval x [1, 2]. 80. Find the value of c such that f (x) = ce−2x is a pdf on the interval [0, 4].
 
 ............................................................
 
 81. The lifetime of a lightbulb has pdf f (x) = 4e−4x (x in years). Find the probability that the lightbulb lasts (a) less than 6 months; (b) between 6 months and 1 year.
 
 In exercises 51–60, use the Table of Integrals to find the integral.     52. x x4 − 4 dx 51. e3x 4 + e2x d x
 
 82. The lifetime of an organism has pdf f (x) = 9xe−3x (x in years). Find the probability that the organism lasts (a) less than 2 months; (b) between 3 months and 1 year.
 
  53.  55.
 
  sec4 x d x
 
 54.
 
 4 dx x(3 − x)2
 
 56.
 
 
 
 tan5 x d x
 
 83. Find the (a) mean and (b) median of a random variable with pdf f (x) = x + 2x 3 on the interval [0, 1].
 
 cos x dx sin2 x(3 + 4 sin x)
 
 84. Find the (a) mean and (b) median of a random variable with pdf f (x) = 83 e−2x on the interval [0, ln 2].
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch07
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 23, 2010
 
 LT (Late Transcendental)
 
 21:26
 
 7-69
 
 CHAPTER 7
 
 ..
 
 Review Exercises
 
 489
 
 Review Exercises 85. Cardiologists test heart efficiency by injecting a dye at a constant rate R into a vein near the heart and measuring the concentration of the dye in the bloodstream over a period of T seconds. If all of the dye is pumped through, the concentraT tion is c(t) = R. Compute the total amount of dye 0 c(t) dt. For a general concentration, the cardiac output is defined by RT . Interpret this quantity. Compute the cardiac output T c(t) dt 0 if c(t) = 3te2T t .  86. For ln(x + 1) d x, you can use integration by parts with u = ln(x + 1) and dv = 1. Compare your answers using v = x versus using v = x + 1. 87. Show that the average value of ln x on the interval (0, en ) equals n − 1 for any positive integer n. 88. Many probability questions involve conditional probabilities. For example, if you know that a lightbulb has already burned for 30 hours, what is the probability that it will last at least 5 more hours? This is the “probability that x > 35 given that x > 30” and is written as P(x > 35|x > 30). In general, for events A P(A and B) and B, P(A|B) = . The failure rate function is P(B) P(x < t + t|x > t) as t → 0. For the given as the limit of t pdf f (x) of the lifetime of a lightbulb, the numerator is the probability that the bulb burns out between times t and t + t. Use R(t) = P(x > t) to show that the failure rate function can f (t) be written as . R(t) 89. Show that the failure rate function (see exercise 88) of an exponential pdf f (x) = ce−cx is constant. 90. For the gamma distribution f (x) = xe−x , (a) use a CAS to t show that P(x > s + t|x > s) = e−t + e−t . (b) Show 1+s that this is a decreasing function of s (for a fixed t). (c) If this is the pdf for annual rainfall amounts in a certain city, interpret the result of part (b). 91. Scores on IQ tests are intended to follow the distribution 1 2 f (x) = √ e−(x−100) /450 . Based on this distribution, what 450π percentage of people are supposed to have IQs between 90 and 100? If the top 1% of scores are to be given the title of “genius,” how high do you have to score to get this title? ∞ 92. Define I (n) = 0 (1+x1 2 )n d x for positive integers n. Show that I (1) = π2 . Using integration by parts with u = 1 , show that I (n + 1) = 2n−1 I (n). Conclude that 2n (1+x 2 )n π 1 · 3 · 5 · · · (2n − 3) I (n) = . 2 2 · 4 · 6 · · · (2n − 2)
 
 EXPLORATORY EXERCISES 1. In this  1 exercise, you will try to determine whether or not 0 sin(1/x) d x converges. Since |sin(1/x)| ≤ 1, the integral does not diverge to ∞, but that does not  necessar∞
 
 ily mean it converges. Explain why the integral
 
 sin x d x
 
 0
 
 diverges (not to ∞, but by oscillating indefinitely). You need to determine whether a similar oscillation occurs for  1  1 sin(1/x) d x. First, estimate sin(1/x) d x numerically R
 
 0
 
 for R = 1/π, 1/(2π), 1/(3π) and so on. Note that once you  1  1 have sin(1/x) d x, you can get sin(1/x) d x by 1/π 1/(2π )  1/π “adding” sin(1/x) d x. We put this in quotes because 1/(2π)
 
 this new integral is negative. Verify that the integrals  1/π  1/(2π) sin(1/x) d x, sin(1/x) d x and so on, are 1/(2π)
 
 1/(3π)
 
 alternately negative and positive, so that the sum  1 sin(1/x) d x does seem to converge as R → 0+ . It turns R
 
 out that the limit does converge if the additional integrals  1/(nπ) sin(1/x) d x tend to 0 as n → ∞. Show that this is 1/((n+1)π)
 
 true.  ∞ f (x) d x and 2. Suppose that f (x) is a function such that both  ∞−∞  ∞ f (x − 1/x) d x converge. Start with f (x − 1/x) d x −∞
 
 −∞
 
 and make the substitution u = − x1 . Show that  ∞  ∞ 1 2 f (x − 1/x) d x = f (u − 1/u) du. Then let 2 −∞ −∞ u  ∞  ∞ f (x) d x = f (x − 1/x) d x. y = u − 1/u. Show that −∞ −∞  ∞ x2 Use this result to evaluate d x and 2 2 2 −∞ x + (x − 1)  ∞ 2 2 e−x +2−1/x d x. −∞
 
 
 
 π/2
 
 ab d x, by dividing all terms (a cos x + b sin x)2 u = ab tan x and evaluating by cos2 x, using the substitution  ∞ a2 d x. the improper integral (u + a 2 )2 0
 
 3. Evaluate
 
 0
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 Well-preserved fossils can provide paleontologists with priceless clues about the early history of life on Earth. In 1993, an amateur fossil hunter found the bones of a massive dinosaur in southern Argentina. The new species of dinosaur, named Giganotosaurus, replaced Tyrannosaurus Rex as the largest known carnivore. Measuring up to 45 feet in length and standing 12 feet high at the hip bone, Giganotosaurus is estimated to have weighed roughly 8 tons. Paleontologists employ several techniques for dating fossils, in order to place them in their correct historical perspective. The most well known of these is radiocarbon dating using carbon-14, an unstable isotope of carbon. In living plants and animals, the ratio of the amount of carbon-14 to the total amount of carbon is constant. When a plant or animal dies, it stops taking in carbon-14 and the existing carbon-14 begins to decay, at a constant (though nearly imperceptible) rate. An accurate measurement of the proportion of carbon-14 remaining can then be converted into an estimate of the time of death. Estimates from carbon-14 dating are considered to be reliable for fossils dating back tens of thousands of years, due to its very slow rate of decay. Dating using other radioisotopes with slower decay rates than that of carbon-14 works on the same basic principle, but can be used to accurately date very old rock or sediment that surrounds the fossils. Using such techniques, paleontologists estimate that Giganotosaurus lived about 100 million years ago. This is critical information to scientists studying life near the end of the Mesozoic era. For example, based on this method of dating, it is apparent that Giganotosaurus did not live at the same time and therefore did not compete with the smaller but stronger Tyrannosaurus Rex. The mathematics underlying carbon-14 and other radioisotope dating techniques is developed in this chapter. The study of differential equations provides you with essential tools to analyze many important phenomena such as radiocarbon dating and the population of a bacterial colony. In this chapter, we introduce the basic theory and a few common applications of some elementary differential equations. In Chapter 16, we return to the topic of differential equations and present additional examples. However, a more thorough examination of this vast field will need to wait for a course focused on this topic.
 
 8.1
 
 MODELING WITH DIFFERENTIAL EQUATIONS
 
 Growth and Decay Problems In this age, we are all keenly aware of how infection by microorganisms such as Escherichia coli (E. coli) causes disease. Many organisms (such as E. coli) can 491
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 Time (hours)
 
 Number of Bacteria (millions per ml)
 
 0 0.5 1 1.5 2 2.5 3 3.5 4
 
 1.2 2.5 5.1 11.0 23.0 45.0 91.0 180.0 350.0
 
 8-2
 
 reproduce in our bodies at a surprisingly fast rate, overwhelming our bodies’ natural defenses with the sheer volume of toxin they are producing. The table shown in the margin indicates the number of E. coli bacteria (in millions of bacteria per ml) in a laboratory culture measured at half-hour intervals during the course of an experiment. We have plotted the number of bacteria per milliliter versus time in Figure 8.1. What would you say the graph most resembles? If you said, “an exponential,” you guessed right. Careful analysis of experimental data has shown that many populations grow at a rate proportional to their current level. This is quite easily observed in bacterial cultures, where the bacteria reproduce by binary fission (i.e., each cell reproduces by dividing into two cells). In this case, the rate at which the bacterial culture grows is directly proportional to the current population (until such time as resources become scarce or overcrowding becomes a limiting factor). If we let y(t) represent the number of bacteria in a culture at time t, then the rate of change of the population with respect to time is y  (t). Thus, since y  (t) is proportional to y(t), we have y  (t) = ky(t),
 
 for some constant of proportionality k (the growth constant). Since equation (1.1) involves the derivative of an unknown function, we call it a differential equation. Our aim is to solve the differential equation, that is, find the function y(t). Assuming that y(t) > 0 (this is a reasonable assumption, since y(t) represents a population), we have
 
 400 Number of bacteria (millions per ml)
 
 (1.1)
 
 300
 
 y  (t) = k. y(t)
 
 200 100
 
 1
 
 2 3 Time (hours)
 
 FIGURE 8.1 Growth of bacteria
 
 4
 
 (1.2)
 
 Integrating both sides of equation (1.2) with respect to t, we obtain    y (t) dt = k dt. y(t)
 
 (1.3)
 
 Substituting y = y(t) in the integral on the left-hand side, we have dy = y  (t) dt and so, (1.3) becomes   1 dy = k dt. y Evaluating these integrals, we obtain ln |y| + c1 = kt + c2 , where c1 and c2 are constants of integration. Subtracting c1 from both sides yields ln |y| = kt + (c2 − c1 ) = kt + c, for some constant c. Since y(t) > 0, we have ln y(t) = kt + c and taking exponentials of both sides, we get y(t) = eln y(t) = ekt+c = ekt ec . Since c is an arbitrary constant, we write A = ec and get y(t) = Aekt .
 
 (1.4)
 
 We refer to (1.4) as the general solution of the differential equation (1.1). For k > 0, equation (1.4) is called an exponential growth law and for k < 0, it is an exponential decay law. (Think about the distinction.) In example 1.1, we examine how an exponential growth law predicts the number of cells in a bacterial culture.
 
 EXAMPLE 1.1
 
 Exponential Growth of a Bacterial Colony
 
 A freshly inoculated bacterial culture of Streptococcus A (a common group of microorganisms that cause strep throat) contains 100 cells. When the culture is checked 60 minutes later, it is determined that there are 450 cells present. Assuming exponential
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 growth, determine the number of cells present at any time t (measured in minutes) and find the doubling time. Solution Exponential growth means that y  (t) = ky(t) y(t) = Aekt ,
 
 and hence, from (1.4),
 
 (1.5)
 
 where A and k are constants to be determined. If we set the starting time as t = 0, we have y(0) = 100. (1.6) Equation (1.6) is called an initial condition. Setting t = 0 in (1.5), we now have 100 = y(0) = Ae0 = A y(t) = 100 ekt .
 
 and hence,
 
 We can use the second observation to determine the value of the growth constant k. We have 450 = y(60) = 100 e60k .
 
 y
 
 Dividing both sides by 100 and taking the natural logarithm of both sides, we have 2000
 
 ln 4.5 = ln e60k = 60k,
 
 1600
 
 so that
 
 1200
 
 ln 4.5 ≈ 0.02507. 60
 
 k=
 
 We now have a formula representing the number of cells present at any time t:   ln 4.5 kt y(t) = 100 e = 100 exp t . 60
 
 800 400 t 20 40 60 80 100 120
 
 FIGURE 8.2 y = 100 e
 
 ln 4.5 t 60
 
 See Figure 8.2 for a graph of the projected bacterial growth over the first 120 minutes. One further question of interest to microbiologists is the doubling time, that is, the time it takes for the number of cells to double. We can find this by solving for the time t for which y(t) = 2y(0) = 200. We have   ln 4.5 200 = y(t) = 100 exp t . 60 Dividing both sides by 100 and taking logarithms, we obtain ln 2 = so that
 
 t=
 
 ln 4.5 t, 60
 
 60 ln 2 ≈ 27.65. ln 4.5
 
 So, the doubling time for this culture of Streptococcus A is about 28 minutes. The doubling time for a bacterium depends on the specific strain of bacteria, as well as the quality and quantity of the food supply, the temperature and other environmental factors. However, it is not dependent on the initial population. Here, you can easily check that the population reaches 400 at time t=
 
 120 ln 2 ≈ 55.3 ln 4.5
 
 (exactly double the time it took to reach 200). That is, the initial population of 100 doubles to 200 in approximately 28 minutes and it doubles again (to 400) in another 28 minutes and so on. „ Numerous physical phenomena satisfy exponential growth or decay laws. For instance, experiments have shown that the rate at which a radioactive element decays is directly
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 proportional to the amount present. (Recall that radioactive elements are chemically unstable elements that gradually decay into other, more stable elements.) Let y(t) be the amount (mass) of a radioactive element present at time t. Then, we have that the rate of change (rate of decay) of y(t) satisfies y  (t) = ky(t).
 
 (1.7)
 
 Note that (1.7) is precisely the same differential equation as (1.1), encountered in example 1.1 for the growth of bacteria and hence, from (1.4), we have that y(t) = Aekt , for some constants A and k (here, the decay constant) to be determined. It is common to discuss the decay rate of a radioactive element in terms of its half-life, the time required for half of the initial quantity to decay into other elements. For instance, scientists have calculated that the half-life of carbon-14 (14 C) is approximately 5730 years. That is, if you have 2 grams of 14 C today and you come back in 5730 years, you will have approximately 1 gram of 14 C remaining. It is this long half-life and the fact that living creatures continually take in 14 C that make 14 C measurements useful for radiocarbon dating. (See the exercise set for more on this important application.)
 
 EXAMPLE 1.2
 
 Radioactive Decay
 
 If you have 50 grams of 14 C today, how much will be left in 100 years? Solution Let y(t) be the mass (in grams) of 14 C present at time t. Then, we have y  (t) = ky(t) y(t) = Aekt .
 
 and as we have already seen,
 
 The initial condition is y(0) = 50, so that 50 = y(0) = Ae0 = A y(t) = 50 ekt .
 
 and
 
 Grams of 14C
 
 y
 
 To find the decay constant k, we use the half-life:
 
 60
 
 25 = y(5730) = 50 e5730k .
 
 50
 
 Dividing both sides by 50 and taking logarithms gives us
 
 40
 
 ln 30 20
 
 so that
 
 10 t 5 10 15 20 Time (thousands of years)
 
 FIGURE 8.3 Decay of 14 C
 
 k=
 
 1 = ln e5730k = 5730k, 2
 
 ln 12 ≈ −1.20968 × 10−4 . 5730
 
 A graph of the mass of 14 C as a function of time is seen in Figure 8.3. Notice the extremely large timescale shown. This should give you an idea of the incredibly slow rate of decay of 14 C. Finally, notice that if we start with 50 grams, then the amount left after 100 years is y(100) = 50 e100k ≈ 49.3988 grams. „ A mathematically similar physical principle is Newton’s Law of Cooling. If you introduce a hot object into cool surroundings (or equivalently, a cold object into warm surroundings), the rate at which the object cools (or warms) is not proportional to its temperature, but rather, to the difference in temperature between the object and its surroundings. Symbolically, if we let y(t) be the temperature of the object at time t and let Ta be the temperature of the surroundings (the ambient temperature, which we assume to be constant), we have the differential equation y  (t) = k[y(t) − Ta ].
 
 (1.8)
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 Notice that (1.8) is not the same as the differential equation describing exponential growth or decay. (Compare these; what’s the difference?) Even so, we can approach finding a solution in the same way. In the case of cooling, we assume that Ta < y(t). (Why is it fair to assume this?) If we divide both sides of equation (1.8) by y(t) − Ta and then integrate both sides, we obtain   y  (t) dt = k dt = kt + c1 . (1.9) y(t) − Ta Notice that we can evaluate the integral on the left-hand side by making the substitution u = y(t) − Ta , so that du = y  (t) dt. Thus, we have   1 y  (t) dt = du = ln |u| + c2 = ln |y(t) − Ta | + c2 y(t) − Ta u = ln [y(t) − Ta ] + c2 , since y(t) − Ta > 0. From (1.9), we now have ln [y(t) − Ta ] + c2 = kt + c1
 
 or
 
 ln [y(t) − Ta ] = kt + c,
 
 where we have combined the two constants of integration. Taking exponentials of both sides, we obtain y(t) − Ta = ekt+c = ekt ec . Finally, for convenience, we write A = ec , to obtain y(t) = Aekt + Ta , where A and k are constants to be determined. We illustrate Newton’s Law of Cooling in example 1.3.
 
 EXAMPLE 1.3
 
 Newton’s Law of Cooling for a Cup of Coffee
 
 A cup of fast-food coffee is 180◦ F when freshly poured. After 2 minutes in a room at 70◦ F, the coffee has cooled to 165◦ F. Find the temperature at any time t and find the time at which the coffee has cooled to 120◦ F. Solution Letting y(t) be the temperature of the coffee at time t, we have y  (t) = k[y(t) − 70]. Proceeding as above, we obtain y(t) = Aekt + 70. Observe that the initial condition here is the initial temperature, y(0) = 180. This gives us 180 = y(0) = Ae0 + 70 = A + 70, so that A = 110 and
 
 y(t) = 110 ekt + 70.
 
 We can now use the second measured temperature to solve for the constant k. We have 165 = y(2) = 110 e2k + 70. Subtracting 70 from both sides and dividing by 110, we have 165 − 70 95 = . 110 110   95 Taking logarithms of both sides yields 2k = ln 110 e2k =
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 y
 
 and hence, 200
 
 8-6
 
 k=
 
   95 1 ln ≈ −0.0733017. 2 110
 
 120
 
 A graph of the projected temperature against time is shown in Figure 8.4. From Figure 8.4, you might observe that the temperature appears to have fallen to 120◦ F after about 10 minutes. We can solve this symbolically by finding the time t for which
 
 80
 
 120 = y(t) = 110 ekt + 70.
 
 160
 
 40 t 10
 
 20
 
 30
 
 40
 
 50
 
 FIGURE 8.4
 
 60
 
 It is not hard to solve this to obtain 1 5 t = ln ≈ 10.76 minutes. k 11 The details are left as an exercise. „
 
 Temperature of coffee
 
 Compound Interest If a bank agrees to pay you 8% (annual) interest on your investment of $10,000, then at the end of a year, you will have $10,000 + (0.08)$10,000 = $10,000(1 + 0.08) = $10,800. On the other hand, if the bank agrees to pay you interest twice a year at the same 8% annual rate, you receive 82 % interest twice each year. At the end of the year, you will have      0.08 0.08 0.08 2 $10,000 1 + 1+ = $10,000 1 + 2 2 2 = $10,816. Continuing in this fashion, notice that paying (compounding) interest monthly would pay 8 % each month (period), resulting in a balance of 12   0.08 12 $10,000 1 + ≈ $10,830.00. 12 Further, if interest is compounded daily, you would end up with   0.08 365 $10,000 1 + ≈ $10,832.78. 365 It should be evident that the more often interest is compounded, the greater the interest will be. A reasonable question to ask is whether there is a limit to how much interest can accrue on a given investment at a given interest rate. If n is the number of times per year that interest is compounded, we wish to calculate the annual percentage yield (APY) under continuous compounding,   0.08 n APY = lim 1 + − 1. n→∞ n To determine this limit, you must recall (see Chapter 0) that   1 m e = lim 1 + . m→∞ m Notice that if we make the change of variable n = 0.08m, then we have   0.08 0.08m APY = lim 1 + −1 m→∞ 0.08m   0.08  1 m = lim 1 + −1 m→∞ m = e0.08 − 1 ≈ 0.083287.
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 Under continuous compounding, you would thus earn approximately 8.3% or $10,000(e0.08 − 1) ≈ $832.87 in interest, leaving your investment with a total value of $10,832.87. More generally, suppose that you invest $P at an annual interest rate r, compounded n times per year. Then the value of your investment after t years is  r nt . $P 1 + n Under continuous compounding (i.e., taking the limit as n → ∞), this becomes $Per t .
 
 (1.10)
 
 Alternatively, if y(t) is the value of your investment after t years, with continuous compounding, the rate of change of y(t) is proportional to y(t). That is, y  (t) = r y(t), where r is the annual interest rate. From (1.4), we have y(t) = Aer t . For an initial investment of $P, we have $P = y(0) = Ae0 = A, y(t) = $Per t ,
 
 so that which is the same as (1.10).
 
 EXAMPLE 1.4
 
 Comparing Forms of Compounding Interest
 
 If you invest $7000 at an annual interest rate of 5.75%, compare the value of your investment after 5 years under various forms of compounding. Solution With annual compounding, the value is   0.0575 5 ≈ $9257.63. $7000 1 + 1 With monthly compounding, this becomes   0.0575 12(5) $7000 1 + ≈ $9325.23. 12 With daily compounding, this yields   0.0575 365(5) $7000 1 + ≈ $9331.42. 365 Finally, with continuous compounding, the value is $7000 e0.0575(5) ≈ $9331.63. „ The mathematics used to describe the compounding of interest also applies to accounts that are decreasing in value.
 
 EXAMPLE 1.5
 
 Depreciation of Assets
 
 (a) Suppose that the value of a $10,000 asset decreases continuously at a constant rate of 24% per year. Find its worth after 10 years; after 20 years. (b) Compare these values to a $10,000 asset that is depreciated to no value in 20 years using linear depreciation. Solution The value v(t) of any quantity that is changing at a constant rate r satisfies v  = r v. Here, r = −0.24, so that v(t) = Ae−0.24t .
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 Since the value of the asset is initially 10,000, we have 10,000 = v(0) = Ae0 = A. v(t) = 10,000 e−0.24t .
 
 We now have
 
 At time t = 10, the value of the asset is then $10,000 e−0.24(10) ≈ $907.18
 
 y
 
 and at time t = 20, the value has decreased to
 
 10,000
 
 $10,000 e−0.24(20) ≈ $82.30.
 
 8000 6000 4000 2000 x 5
 
 10
 
 15
 
 20
 
 FIGURE 8.5 Linear versus exponential depreciation
 
 For part (b), linear depreciation means we use a linear function v(t) = mt + b for the value of the asset. We start with v(0) = 10,000 and end at v(20) = 0. From v(0) = 10,000 we get b = 10,000 and using the points (0, 10,000) and (20, 0), we 10,000 compute the slope m = = −500. We then have −20 v(t) = −500t + 10,000. At time t = 10, v(10) = $5000. Notice that this is considerably more than the approximately $900 that exponential depreciation gave us. By time t = 20, however, the linear depreciation value of $0 is less than the exponential depreciation value of $82.30. The graphs in Figure 8.5 illustrate these comparisons. „
 
 BEYOND FORMULAS With a basic understanding of differential equations, you can model a diverse collection of physical phenomena arising in economics, science and engineering. Understanding the assumptions that go into the model allows you to interpret the meaning of the solution in the context of the original problem. Moreover, part of the power of mathematics lies in its generality. In this case, a given differential equation may model a collection of vastly different phenomena. In this sense, knowing a little bit of mathematics goes a long way. Having solved for doubling time in example 1.1, if you are told that the value of an investment or the size of a tumor is modeled by the same equation, you do not need to re-solve any equations to find the doubling times for the investment or the size of the tumor.
 
 EXERCISES 8.1 WRITING EXERCISES 1. A linear function is characterized by constant slope. If a population showed a constant numerical increase year by year, explain why the population could be represented by a linear function. If the population showed a constant percentage increase instead, explain why the population could be represented by an exponential function. 2. If a population has a constant birthrate and a constant death rate (smaller than the birthrate), describe what the population would look like over time. In the United States, is the death rate increasing, decreasing or staying the same? Given this, why is there concern about reducing the birthrate? 3. Explain, in monetary terms, why for a given interest rate the more times the interest is compounded the more money is in the account at the end of a year.
 
 4. In the growth and decay examples, the constant A turned out to be equal to the initial value. In the cooling examples, the constant A did not equal the initial value. Explain why the cooling example worked differently.
 
 In exercises 1–8, find the solution of the given differential equation satisfying the indicated initial condition. 1. y  = 4y, y(0) = 2
 
 2. y  = 3y, y(0) = −2
 
 3. y  = −3y, y(0) = 5
 
 4. y  = −2y, y(0) = −6
 
 5. y  = 2y, y(1) = 2
 
 6. y  = −y, y(1) = 2
 
 7. y  = y − 50, y(0) = 70
 
 8. y  = −0.1y − 10, y(0) = 80
 
 ............................................................
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 Exercises 9–14 involve exponential growth. 9. Suppose a bacterial culture initially has 400 cells. After 1 hour, the population has increased to 800. (a) Quickly determine the population after 3 hours. (b) Find an equation for the population at any time. (c) What will the population be after 3.5 hours? 10. Suppose a bacterial culture initially has 100 cells. After 2 hours, the population has increased to 400. (a) Quickly find the population after 6 hours. (b) Find an equation for the population at any time. (c) What will the population be after 7 hours?
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 stream, find an equation for the amount in the bloodstream at any time. When does the amount drop below (a) 0.1 mg? (b) 0.01 mg? 20. Repeat exercise 19 if the half-life is 2.8 hours. 21. Scientists dating a fossil estimate that 20% of the original amount of carbon-14 is present. Recalling that the half-life is 5730 years, approximately how old is the fossil? 22. If a fossil is 1 million years old, what percentage of its original carbon-14 should remain?
 
 ............................................................
 
 11. Suppose a bacterial culture doubles in population every 4 hours. If the population is initially 100, (a) quickly determine when the population will reach 400. (b) Find an equation for the population at any time. (c) Determine when the population will reach 6000.
 
 Exercises 23–28 involve Newton’s Law of Cooling.
 
 12. Suppose a bacterial culture triples in population every 5 hours. If the population is initially 200, (a) quickly determine when the population will reach 5400. (b) Find an equation for the population at any time. (c) Determine when the population will reach 20,000.
 
 24. A smaller bowl of porridge served at 200◦ F cools to 160◦ F in 1 minute. What temperature (too cold) will this porridge be when the bowl of exercise 23 has reached 120◦ F ( just right)?
 
 13. Suppose that a population of E. coli doubles every 20 minutes. A treatment of the infection removes 90% of the E. coli present and is timed to accomplish the following. The population starts at size 108 , grows for T minutes, the treatment is applied and the population returns to size 108 . Find the time T. 14. Research by Meadows, Meadows, Randers and Behrens indicates that the Earth has 3.2 × 109 acres of arable land available. The world population of 1950 required 109 acres to sustain it, and the population of 1980 required 2 × 109 acres. If the required acreage grows at a constant percentage rate, in what year will the population reach the maximum sustainable size?
 
 ............................................................ 15. Suppose some quantity is increasing exponentially (e.g., the number of cells in a bacterial culture) with growth rate r. Show ln 2 . that the doubling time is r 16. Suppose some quantity is decaying exponentially with decay ln 2 . What is the difconstant r. Show that the half-life is − r ference between the half-life here and the doubling time in exercise 15?
 
 23. A bowl of porridge at 200◦ F (too hot) is placed in a 70◦ F room. One minute later the porridge has cooled to 180◦ F. When will the temperature be 120◦ F ( just right)?
 
 25. A cold drink is poured out at 50◦ F. After 2 minutes of sitting in a 70◦ F room, its temperature has risen to 56◦ F. (a) Find the drink’s temperature at any time t. (b) What will the temperature be after 10 minutes? (c) When will the drink have warmed to 66◦ F? 26. Twenty minutes after being served a cup of fast-food coffee, it is still too hot to drink at 160◦ F. Two minutes later, the temperature has dropped to 158◦ F. Your friend, whose coffee is also too hot to drink, speculates that since the temperature is dropping an average of 1 degree per minute, it was served at 180◦ F. (a) Explain what is wrong with this logic. (b) Was the actual serving temperature hotter or cooler than 180◦ F? (c) Find the actual serving temperature if room temperature is 68◦ F. 27. At 10:07 P.M. you find a secret agent murdered. Next to him is a martini that got shaken before the secret agent could stir it. Room temperature is 70◦ F. The martini warms from 60◦ F to 61◦ F in the 2 minutes from 10:07 P.M. to 10:09 P.M. If the secret agent’s martinis are always served at 40◦ F, what was the time of death? 28. For the cup of coffee in example 1.3, suppose that the goal is to have the coffee cool to 120◦ F in 5 minutes. At what temperature should the coffee be served?
 
 ............................................................
 
 Exercises 17–22 involve exponential decay. 17. Strontium-90 is a dangerous radioactive isotope. Because of its similarity to calcium, it is easily absorbed into human bones. The half-life of strontium-90 is 28 years. If a certain amount is absorbed into the bones due to exposure to a nuclear explosion, what percentage will remain after (a) 84 years? (b) 100 years? 18. The half-life of uranium 235 U is approximately 0.7 × 109 years. If 50 grams are buried at a nuclear waste site, how much will remain after (a) 100 years? (b) 1000 years? 19. The half-life of morphine in the human bloodstream is 3 hours. If initially there is 0.4 mg of morphine in the blood-
 
 Exercises 29–32 involve compound interest. 29. If you invest $1000 at an annual interest rate of 8%, compare the value of the investment after 1 year under the following forms of compounding: annual, monthly, daily, continuous. 30. Repeat exercise 29 for the value of the investment after 5 years. 31. Person A invests $10,000 in 1990 and person B invests $20,000 in 2000. (a) If both receive 12% interest (compounded continuously), what are the values of the investments in 2010? (b) Repeat for an interest rate of 4%. (c) Determine the interest rate such that person A ends up exactly even with person B. (Hint: You want person A to have $20,000 in 2000.)
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 32. One of the authors bought a set of basketball trading cards in 1985 for $34. In 1995, the “book price” for this set was $9800. (a) Assuming a constant percentage return on this investment, find an equation for the worth of the set at time t years (where t = 0 corresponds to 1985). (b) At this rate of return, what would the set have been worth in 2005? (c) The author also bought a set of baseball cards in 1985, costing $22. In 1995, this set was worth $32. At this rate of return, what would the set have been worth in 2005?
 
 ............................................................ 33. Suppose that the value of a $40,000 asset decreases at a constant percentage rate of 10%. Find its worth after (a) 10 years and (b) 20 years. Compare these values to a $40,000 asset that is depreciated to no value in 20 years using linear depreciation. 34. Suppose that the value of a $400,000 asset decreases (depreciates) at a constant percentage rate of 40%. Find its worth after (a) 5 years and (b) 10 years. Compare these values to a $40,000 asset that is depreciated to no value in 10 years using linear depreciation.
 
 8-10
 
 classified as living on rural farms (data from the U.S. Census Bureau). Year
 
 1960
 
 1970
 
 1980
 
 1990
 
 % Pop. Farm
 
 7.5
 
 5.2
 
 2.5
 
 1.6
 
 42. Use the method of exercise 39 to fit an exponential model to the following data representing percentage of the U.S. population classified as living in urban areas (data from the U.S. Census Bureau).
 
 Year
 
 1960
 
 1970
 
 1980
 
 1990
 
 % Pop. Urban
 
 69.9
 
 73.5
 
 73.7
 
 75.2
 
 43. Show that for any constant c, y = x − 12 + ce−2x is a solution of the differential equation y  + 2y = 2x. √ 44. Show that for any constant c, y = 3x 2 + c is a solution of the differential equation y  = 3x/y.
 
 Exercises 35–38 involve tax rates. 35. In 1975, income between $16,000 and $20,000 was taxed at 28%. In 1988, income between $16,000 and $20,000 was taxed at 15%. This makes it seem as if taxes went down considerably between 1975 and 1988. Taking inflation into account, briefly explain why this is not a valid comparison. 36. To make the comparison in exercise 35 a little fairer, note that income above $30,000 was taxed at 28% in 1988 and assume that inflation averaged 5.5% between 1975 and 1988. Adjust $16,000 for inflation by computing its value after increasing continuously at 5.5% for 13 years. Based on this calculation, how do the tax rates compare? 37. Suppose the income tax structure is as follows: the first $30,000 is taxed at 15%, the remainder is taxed at 28%. Compute the tax T1 on an income of $40,000. Now, suppose that inflation is 5% and you receive a cost of living (5%) raise to $42,000. Compute the tax T2 on this income. To compare the taxes, you should adjust the tax T1 for inflation (add 5%). 38. In exercise 37, the tax code stayed the same, but (adjusted for inflation) the tax owed did not stay the same. Briefly explain why this happened. What could be done to make the tax owed remain constant?
 
 ............................................................ 39. Using the bacterial population data at the beginning of this section, define x to be time and y to be the natural logarithm of the population. Plot the data points (x, y) and comment on how close the data are to being linear. Take two representative points and find an equation of the line through the two points. Then find the population function p(x) = e y(x) . 40. (a) As in exercise 39, find an exponential model for the population data (0, 10), (1, 15), (2, 22), (3, 33) and (4, 49). (b) Find an exponential model for the population data (0, 20), (1, 16), (2, 13), (3, 11) and (4, 9). 41. Use the method of exercise 39 to fit an exponential model to the following data representing percentage of the U.S. population
 
 APPLICATIONS 45. An Internet site reports that the antidepressant drug amitriptyline has a half-life in humans of 31–46 hours. For a dosage of 150 mg, compare the amounts left in the bloodstream after one day for a person for whom the half-life is 31 hours versus a person for whom the half-life is 46 hours. Is this a large difference? 46. It is reported that Prozac® has a half-life of 2 to 3 days but may be found in your system for several weeks after you stop taking it. What percentage of the original dosage would remain after 2 weeks if the half-life is 2 days? How much would remain if the half-life is 3 days? 47. The antibiotic ertapenem has a half-life of 4 hours in the human bloodstream. The dosage is 1 gm per day. Find and graph the amount in the bloodstream t hours after taking it (0 ≤ t ≤ 24). 48. Compare your answer to exercise 47 with a similar drug that is taken with a dosage of 1 gm four times a day and has a half-life of 1 hour. (Note that you will have to do four separate calculations here.) 49. A bank offers to sell a bank note that will reach a maturity value of $10,000 in 10 years. How much should you pay for it now if you wish to receive an 8% return on your investment? (Note: This is called the present value of the bank note.) Show that in general, the present value of an item worth $P in t years with constant interest rate r is given by $Pe−r t . 50. Suppose that the value of a piece of land t years from now is √ $40,000e2 t . Given 6% annual inflation, find t that maximizes √ the present value of your investment: $40,000e2 t−0.06t . 51. Suppose that a business has an income stream of $P(t) per year. The present Tvalue at interest rate r of this income for the next T years is 0 P(t)e−r t dt. Compare the present values at 5% for three people with the following salaries for 3 years: A: P(t) = 60,000; B: P(t) = 60,000 + 3000t; and C: P(t) = 60,000e0.05t .
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 52. The future value of an income stream after T years at interest T rate r is given by 0 P(t)er (T −t) dt. Calculate the future value for cases A, B and C in exercise 51. Briefly describe the difference between what present value and future value measure. 53. If you win a “million dollar” lottery, would you be better off getting your money in four annual installments of $280,000 or in one lump sum of $1 million? (a) Assume 8% interest and payments made at the beginning of the year. Repeat with (b) 6% and (c) 10% interest. 54. The “Rule of 72” is used by many investors to quickly estimate how fast an investment will double in value. For example, at 8% the rule suggests that the doubling time will be about 72 =9 8 years. Calculate the actual doubling time. Explain why a “Rule of 69” would be more accurate. Give at least one reason why the number 72 is used instead.
 
 EXPLORATORY EXERCISES 1. The amount of carbon-14 in the atmosphere is largely determined by cosmic ray bombardment. Living organisms maintain a constant level of carbon-14 through exchanges with the environment. At death, the organism no longer takes in carbon-14, so the carbon-14 level decreases with the 5730-year half-life. Scientists can measure the rate of disintegration of carbon-14. (You might visualize a Geiger counter.) If y(t) is the amount of carbon-14 remaining at time t, the rate of change is y  (t) = ky(t). We assume that the rate of disintegration at the
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 time of death is the same as it is now for living organisms, and call this ky(0). The ratio of disintegration rates is y(t)/y(0). In particular, suppose that ky(t) = −2.4 (disintegrations per minute) and ky(0) = −6.7 (disintegrations per minute). Solve for t. Now, suppose the assumption of constant carbon-14 levels is wrong. If ky(0) is decreased by 5%, by what percentage does the estimate of the time t change? If ky(t) is decreased by 5%, by what percentage does the estimate of the time change? Roughly, how do errors in the measurements translate to errors in the estimate of the time? 2. Three confused hunting dogs start at the vertices of an equilateral triangle of side 1. Each dog runs with a constant speed aimed directly at the dog that is positioned clockwise from it. The chase stops when the dogs meet in the middle (having grabbed each other by their tails). How far does each dog run? [Hints: Represent the position of each dog in polar coordinates (r, θ ) with the center of the triangle at the origin. By symmetry, each dog has the same r-value, and if one dog has angle 2π θ, then it is aimed at the dog with angle θ − . (a) Set up a 3 differential equation for the motion of one dog and show that √ there is a solution if r  (θ) = 3r . Use the arc length formula θ L = θ12 [r  (θ)]2 + [r (θ)]2 dθ.] (b) To generalize, suppose that there are n dogs starting at the vertices of a regular n-gon of side s. If α is the interior angle from the center of the n-gon to adjacent vertices, show that the distance run by each dog s equals . What happens to the distance as n increases 1 − cos α without bound? Explain this in terms of the paths of the dogs.
 
 SEPARABLE DIFFERENTIAL EQUATIONS In section 8.1, we solved two different differential equations: y  (t) = ky(t)
 
 and
 
 y  (t) = k[y(t) − Ta ],
 
 using essentially the same method. These are both examples of separable differential equations. We will examine this type of equation at some length in this section. First, we consider the more general first-order ordinary differential equation y  = f (x, y).
 
 NOTES Do not be distracted by the letter used for the independent variable. We frequently use the independent variable x, as in equation (2.1). Whenever the independent variable represents time, we use t as the independent variable, in order to reinforce this connection, as we did in example 1.2. There, the equation describing radioactive decay was given as
 
 (2.1)
 
 Here, the derivative y  of some unknown function y(x) is given as a function f of both x and y. Our objective is to find some function y(x) (a solution) that satisfies equation (2.1) on some interval, I . The equation is first-order, since it involves only the first derivative of the unknown function. We will consider the case where the x’s and y’s can be separated. We call equation (2.1) separable if we can separate the variables, i.e., if we can rewrite it in the form g(y)y  = h(x), where all of the x’s are on one side of the equation and all of the y’s are on the other side.
 
 EXAMPLE 2.1
 
 A Separable Differential Equation
 
 Determine whether the differential equation
 
 
 
 y (t) = ky(t).
 
 y  = x y 2 − 2x y is separable.
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 Solution Notice that this equation is separable, since we can rewrite it as y  = x(y 2 − 2y) and then divide by (y 2 − 2y) (assuming this is not zero), to obtain y2
 
 EXAMPLE 2.2
 
 1 y  = x. − 2y „
 
 An Equation That Is Not Separable y  = x y 2 − 2x 2 y
 
 The equation
 
 is not separable, as there is no way to separate the x’s and the y’s. (Try this for yourself!) „ Essentially, the x’s and y’s must be separated by multiplication or division in order for a differential equation to be separable. Notice that in example 2.2, you can factor to get y  = x y(y − 2x), but the subtraction y − 2x keeps this equation from being separable. Separable differential equations are of interest because there is a very simple means of solving them. Notice that if we integrate both sides of  with respect to x, we get
 
 g(y)y  (x) = h(x)   g(y)y (x) d x = h(x) d x.
 
 (2.2)
 
 Since dy = y  (x) d x, the integral on the left-hand side of (2.2) becomes   g(y) y  (x) d x = g(y) dy.   dy
 
 Consequently, from (2.2), we have 
 
  g(y) dy =
 
 h(x) d x.
 
 So, provided we can evaluate both of these integrals, we have an equation relating x and y, which no longer involves y  .
 
 EXAMPLE 2.3
 
 Solving a Separable Equation
 
 Solve the differential equation y =
 
 x 2 + 7x + 3 . y2
 
 Solution Separating variables, observe that we have y 2 y  = x 2 + 7x + 3. Integrating both sides with respect to x, we obtain   2  y y (x) d x = (x 2 + 7x + 3) d x  or
 
  y 2 dy =
 
 (x 2 + 7x + 3) d x.
 
 Performing the indicated integrations yields x3 x2 y3 = + 7 + 3x + c, 3 3 2 where we have combined the two constants of integration into one on the right-hand side.
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 y 4 c=7 3 c=3 c=1 1 c=0 4
 
 x
 
 3
 
 2 1 c = 1 c = 3 c = 7 3
 
 FIGURE 8.6 A family of solutions
 
 Solving for y, we get  y=
 
 3
 
 x3 +
 
 21 2 x + 9x + 3c. 2
 
 Notice that for each value of c, we get a different solution of the differential equation. This is called a family of solutions (or the general solution) of the differential equation. In Figure 8.6, we have plotted a number of the members of this family of solutions. „ In general, the solution of a first-order separable equation will include an arbitrary constant (the constant of integration). To select just one of these solution curves, we specify a single point through which the solution curve must pass, say (x0 , y0 ). That is, we require that y(x0 ) = y0 . This is called an initial condition (since this condition often specifies the initial state of a physical system). A first-order differential equation together with an initial condition is referred to as an initial value problem (IVP).
 
 EXAMPLE 2.4 Solve the IVP
 
 Solving an Initial Value Problem y =
 
 x 2 + 7x + 3 , y2
 
 y(0) = 3.
 
 Solution In example 2.3, we found that the general solution of the differential equation is  y=
 
 3
 
 x3 +
 
 21 2 x + 9x + 3c. 2
 
 From the initial condition, we now have 3 = y(0) =
 
 √ 3
 
 0 + 3c =
 
 √ 3
 
 3c
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 and hence, c = 9. The solution of the IVP is then  21 y = 3 x 3 + x 2 + 9x + 27. 2
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 2
 
 We show a graph of this solution in Figure 8.7. Notice that this graph would fit above the curves shown in Figure 8.6. We’ll explore the effects of other initial conditions in the exercises. „ We are not always as fortunate as we were in example 2.4. There, we were able to obtain an explicit representation of the solution (i.e., we found a formula for y in terms of x). Most often, we must settle for an implicit representation of the solution, that is, an equation relating x and y that cannot be solved for y in terms of x alone.
 
 FIGURE 8.7 y = 3 x 3 + 21 x 2 + 9x + 27 2
 
 EXAMPLE 2.5
 
 An Initial Value Problem That Has Only an Implicit Solution
 
 Find the solution of the IVP y =
 
 9x 2 − sin x , cos y + 5e y
 
 y(0) = π.
 
 Solution First, note that the differential equation is separable, since we can rewrite it as (cos y + 5e y )y  (x) = 9x 2 − sin x. Integrating both sides of this equation with respect to x, we find 
 
 
 
 y
 
 or
 
 4 c = 100 c = 80 c = 60 c = 40
 
 (cos y + 5e ) dy =
 
 (9x 2 − sin x) d x
 
  (9x 2 − sin x) d x.
 
 sin y + 5e y = 3x 3 + cos x + c.
 
 x
 
 2
 
 3
 
 4
 
 (2.3)
 
 Notice that there is no way to solve this equation explicitly for y in terms of x. However, you can still picture the graphs of some members of this family of solutions by using the implicit plot mode on your graphing utility. Several of these are plotted in Figure 8.8a. Even though we have not solved for y explicitly in terms of x, we can still use the initial condition. Substituting x = 0 and y = π into equation (2.3), we have
 
 c= c = −4 c = −8 −12
 
 2 2
 
 y
 
 
 
 Evaluating the integrals, we obtain
 
 2
 
 c = 25
 
 (cos y + 5e y )y  (x) d x =
 
 FIGURE 8.8a A family of solutions
 
 sin π + 5eπ = 0 + cos 0 + c y
 
 or
 
 5eπ − 1 = c.
 
 4
 
 This leaves us with 2
 
 2 1
 
 sin y + 5e y = 3x 3 + cos x + 5eπ − 1 1
 
 2
 
 3
 
 4
 
 2
 
 FIGURE 8.8b The solution of the IVP
 
 5
 
 x
 
 as an implicit representation of the solution of the IVP. Although we cannot solve for y in terms of x alone, given any particular value for x, we can use Newton’s method (or some other numerical method) to approximate the value of the corresponding y. This is essentially what your CAS does (with many, many points) when you use it to plot a graph in implicit mode. We plot the solution of the IVP in Figure 8.8b. „
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 Logistic Growth In section 8.1, we introduced the differential equation y  = ky
 
 HISTORICAL NOTES Pierre Verhulst (1804–1849) A Belgian mathematician who proposed the logistic model for population growth. Verhulst was a professor of mathematics in Brussels and did research on number theory and social statistics. His most important contribution was the logistic equation (also called the Verhulst equation) giving the first realistic model of a population with limited resources. It is worth noting that Verhulst’s estimate of Belgium’s equilibrium population closely matches the current Belgian population.
 
 as a model of bacterial population growth, valid for populations growing with unlimited resources and with unlimited room for growth. Of course, all populations have factors that eventually limit their growth. Thus, this particular model generally provides useful information only for relatively short periods of time. An alternative model of population growth assumes that there is a maximum sustainable population, M (called the carrying capacity), determined by the available resources. Further, as the population size approaches M (as available resources become more scarce), the population growth will slow. To reflect this, we assume that the rate of population growth is jointly proportional to the present population level and the difference between the current level and the maximum, M. That is, if y(t) is the population at time t, we assume that y  (t) = ky(M − y). This differential equation is referred to as the logistic equation. Two special solutions of this differential equation are apparent. The constant functions y = 0 and y = M are both solutions of this differential equation. These are called equilibrium solutions since, under the assumption of logistic growth, once a population hits one of these levels, it remains there for all time. If y = 0 and y = M, we can solve the differential equation, since it is separable, as 1 y  (t) = k. (2.4) y(M − y) Integrating both sides with respect to t, we obtain   1  y (t) dt = k dt y(M − y)   1 or dy = k dt. (2.5) y(M − y) Using partial fractions, we can write 1 1 1 = + . y(M − y) My M(M − y) From (2.5) we now have
 
  
 
   1 1 + dy = k dt. My M(M − y)
 
 Carrying out the integrations gives us 1 1 ln |y| − ln |M − y| = kt + c. M M Multiplying both sides by M and using the fact that 0 < y < M, we have ln y − ln(M − y) = k Mt + Mc. Taking exponentials of both sides, we find exp[ln y − ln(M − y)] = ek Mt+Mc = ek Mt e Mc . Next, using rules of exponentials and logarithms and replacing the constant term e Mc by a new constant A, we obtain y = Aek Mt . M−y To solve this for y, we first multiply both sides by (M − y) to obtain y = Aek Mt (M − y) = AMek Mt − Aek Mt y.
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 Combining the two y terms, we find
 
 y
 
 y(1 + Aek Mt ) = AMek Mt ,
 
 1000
 
 which gives us the explicit solution of the logistic equation,
 
 800
 
 AMek Mt . 1 + Aek Mt
 
 y=
 
 600 400 200 t 2
 
 4
 
 6
 
 8
 
 10
 
 (2.6)
 
 In Figure 8.9, we plot a number of these solution curves for various values of A (for the case where M = 1000 and k = 0.001), along with the equilibrium solution y = 1000. You can see from Figure 8.9 that logistic growth consists of nearly exponential growth initially, followed by the graph becoming concave down and then asymptotically approaching the maximum, M.
 
 FIGURE 8.9
 
 EXAMPLE 2.6
 
 Several solution curves
 
 Solving a Logistic Growth Problem
 
 Given a maximum sustainable population of M = 1000 (this could be measured in millions or tons, etc.) and growth rate k = 0.007, find an expression for the population at any time t, given an initial population of y(0) = 350 and assuming logistic growth.
 
 y 1000
 
 Solution From the solution (2.6) of the logistic equation, we have k M = 7 and
 
 800
 
 y=
 
 600
 
 1000Ae7t . 1 + Ae7t
 
 From the initial condition, we have
 
 400
 
 350 = y(0) =
 
 200 t 0.4
 
 0.8
 
 1.2
 
 Solving for A, we obtain A =
 
 35,000e7t 65 + 35e7t
 
 which gives us the solution of the IVP y=
 
 FIGURE 8.10 y=
 
 35 , 65
 
 1000A . 1+ A
 
 35,000e7t . 65 + 35e7t
 
 This solution is plotted in Figure 8.10. „ We should note that, in practice, the values of M and k are not known and must be estimated from a careful study of the particular population. We explore these issues further in the exercises. In our final example, we consider growth in an investment plan.
 
 EXAMPLE 2.7
 
 Investment Strategies for Making a Million
 
 Money is invested at 8% interest compounded continuously. If deposits are made continuously at the rate of $2000 per year, find the size of the initial investment needed to reach $1 million in 20 years. Solution Here, interest is earned at the rate of 8% and additional deposits are assumed to be made on a continuous basis. If the deposit rate is $d per year, the amount A(t) in the account after t years satisfies the differential equation dA = 0.08A + d. dt This equation is separable and can be solved by dividing both sides by 0.08A + d and integrating. We have   1 dA = 1 dt, 0.08A + d so that 1 ln |0.08A + d| = t + c. 0.08
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 Using d = 2000, we have 12.5 ln |0.08A + 2000| = t + c. Setting t = 0 and taking A(0) = x gives us the constant of integration: 12.5 ln |0.08x + 2000| = c, so that 12.5 ln |0.08A + 2000| = t + 12.5 ln |0.08x + 2000|.
 
 (2.7)
 
 To find the value of x such that A(20) = 1,000,000, we substitute t = 20 and A = 1,000,000 into equation (2.7) to obtain 12.5 ln |0.08(1,000,000) + 2000| = 20 + 12.5 ln |0.08x + 2000| or
 
 12.5 ln |82,000| = 20 + 12.5 ln |0.08x + 2000|.
 
 We can solve this for x, by subtracting 20 from both sides and then dividing by 12.5, to obtain 12.5 ln 82,000 − 20 = ln |0.08x + 2000|. 12.5 Taking the exponential of both sides, we now have e(12.5 ln 82,000−20)/12.5 = 0.08x + 2000. Solving this for x yields eln 82,000−1.6 − 2000 ≈ 181,943.93. 0.08 So, the initial investment needs to be $181,943.93 (slightly less than $200,000) in order to be worth $1 million at the end of 20 years. „ x=
 
 To be fair, the numbers in example 2.7 (like most investment numbers) must be interpreted carefully. Of course, 20 years from now, $1 million likely won’t buy as much as $1 million does today. For instance, the value of a million dollars adjusted for 8% annual inflation would be $1,000,000e−0.08(20) ≈ $201,896, which is not much larger than the $181,943 initial investment required. However, if inflation is only 4%, then the value of a million dollars (in current dollars) is $449,328. The lesson here is the obvious one: Be sure to invest money at an interest rate that exceeds the rate of inflation.
 
 EXERCISES 8.2 WRITING EXERCISES 1. Discuss the differences between solving algebraic equations (e.g., x 2 − 1 = 0) and solving differential equations. Especially note what type of mathematical object you are solving for. 2. A differential equation is not separable if it can’t be written in the form g(y)y  = h(x). If you have an equation that you can’t write in this form, how do you know whether it’s really impossible or you just haven’t figured it out yet? Discuss some general forms (e.g., x + y and xy) that give you clues as to whether the equation is likely to separate or not. 3. The solution curves in Figures 8.6, 8.8a and 8.9 do not appear to cross. In fact, they never intersect. If solution curves crossed at the point (x1 , y1 ), then there would be two solutions
 
 satisfying the initial condition y(x1 ) = y1 . Explain why this does not happen. In terms of the logistic equation as a model of population growth, explain why it is important to know that this does not happen. 4. The logistic equation includes a term in the differential equation that slows population growth as the population increases. Discuss some of the reasons why this occurs in real populations (human, animal and plant).
 
 In exercises 1–4, determine whether the differential equation is separable. 1. (a) y  = (3x + 1) cos y 
 
 2. (a) y = 2x(cos y − 1)
 
 (b) y  = (3x + y) cos y (b) y  = 2x(y − x)
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 (b) y  = x 2 y − x cos y 3
 
 
 
 (b) y = x − 2x + 1 3
 
 ............................................................ In exercises 5–16, the differential equation is separable. Find the general solution, in an explicit form if possible. 5. y  = (x 2 + 1)y
 
 6. y  = 2x(y − 1)
 
 7. y  = 2x 2 y 2
 
 8. y  = 2(y 2 + 1)
 
 9. y  =
 
 6x 2 y(1 + x 3 )
 
 3x y+1 
 
 1 − y2 12. y  = x ln x
 
 10. y  =
 
 2x y−x e y cos x 13. y  = sin y xy  15. y = 1 + x2
 
 11. y  =
 
 14. y  = x cos2 y 2 16. y = xy + y 
 
 ............................................................ In exercises 17–20, find the general solution in an explicit form and sketch several members of the family of solutions. 17. y  = −x y 19. y  =
 
 LT (Late Transcendental)
 
 First-Order Differential Equations
 
 3. (a) y  = x 2 y + y cos x 
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 −x y
 
 18. y  =
 
 1 y
 
 20. y  = 1 + y 2
 
 ............................................................ In exercises 21–28, solve the IVP, explicitly if possible. 21. y  = 3(x + 1)2 y, y(0) = 1 4x 2 , y(0) = 2 y 4y 25. y  = , y(−2) = 1 x +3 4x 27. y  = , y(0) = 0 cos y 23. y  =
 
 x −1 , y(0) = 2 y2 x −1 24. y  = , y(0) = −2 y 3x 26. y  = , y(1) = 4 4y + 1 tan y π 28. y  = , y(1) = x 2
 
 22. y  =
 
 ............................................................
 
 8-18
 
 36. (a) Find the solution of equation (2.4) if y(t) > M. (b) If the halibut biomass (see exercise 35) explodes to 3 × 108 kg, how long will it take for the population to drop back to within 10% of the carrying capacity? Exercises 37–40 relate to money investments. 37. (a) If continuous deposits are made into an account at the rate of $2000 per year and interest is earned at 6% compounded continuously, find the size of the initial investment needed to reach $1 million in 20 years. Comparing your answer to that of example 2.7, how much difference does interest rate make? (b) If $10,000 is invested initially at 6% interest compounded continuously, find the (yearly) continuous deposit rate needed to reach $1 million in 20 years. How much difference does an initial deposit make? 38. A house mortgage is a loan that is to be paid over a fixed period of time. Suppose $150,000 is borrowed at 8% interest. If the monthly payment is $P, then explain why the equation A (t) = 0.08A(t) − 12P, A(0) = 150,000 is a model of the amount owed after t years. For a 30-year mortgage, the payment P is set so that A(30) = 0. (a) Find P. Then, compute the total amount paid and the amount of interest paid. (b) Rework part (a) with a 7.5% loan. Does the half-percent decrease in interest rate make a difference? (c) Rework part (a) with a 15-year mortgage. Compare the monthly payments and total amount paid. (d) Rework part (a) with a loan of $125,000. How much difference does it make to add an additional $25,000 down payment? 39. (a) A person contributes $10,000 per year to a retirement fund continuously for 10 years until age 40 but makes no initial payment and no further payments. At 8% interest, what is the value of the fund at age 65? (b) A person contributes $20,000 per year to a retirement fund from age 40 to age 65 but makes no initial payment. At 8% interest, what is the value of the fund at age 65? (c) Find the interest rate r at which the investors have equal retirement funds. 40. An endowment is seeded with $1,000,000 invested with interest compounded continuously at 10%. Determine the amount that can be withdrawn (continuously) annually so that the endowment lasts 30 years.
 
 ............................................................ In exercises 29–34, use equation (2.6) to help solve the IVP. 
 
 
 
 29. y = 3y(2 − y), y(0) = 1
 
 30. y = y(3 − y), y(0) = 2
 
 31. y  = 2y(5 − y), y(0) = 4
 
 32. y  = y(2 − y), y(0) = 1
 
 33. y  = y(1 − y), y(0) =
 
 34. y  = y(3 − y), y(0) = 0
 
 3 4
 
 ............................................................ 35. The logistic equation is sometimes written in the form y  (t) = r y(t)(1 − y(t)/M). Show that this is equivalent to equation (2.4) with r/M = k. Biologists have measured the values of the carrying capacity M and growth rate r for a variety of fish. Just for the halibut, approximate values are r = 0.71 year−1 and M = 8 × 107 kg. (a) If the initial biomass of halibut is y(0) = 2 × 107 kg, find an equation for the biomass of halibut at any time. (b) Sketch a graph of the biomass as a function of time. (c) Estimate how long it will take for the biomass to get within 10% of the carrying capacity.
 
 41. (a) In example 2.3, find and graph the solution passing through (0, 0). (b) Notice that the initial value problem is x 2 + 7x + 3 with y(0) = 0. If you substitute y = 0 into y = y2 the differential equation, what is y  (0)? Describe what is happening graphically at x = 0. (c) Notice that y  (x) does not exist at any x for which y(x) = 0. Given the solution of example 2.4, this occurs if x 3 + 21 x 2 + 9x + 3c = 0. Find the 2 values c1 and c2 such that this equation has three real solutions if and only if c1 < c < c2 . x 2 + 7x + 3 with c = c2 . (See y2 exercise 41.) (b) For c = c2 in exercise 41, argue that the so√ x 2 + 7x + 3 with y(0) = 3 3c2 has two points lution to y  = 2 y with vertical tangent lines. (c) Estimate the locations of the three points with vertical tangent lines in exercise 41.
 
 42. (a) Graph the solution of y  =
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 SECTION 8.2
 
 Exercises 43–46 relate to reversible bimolecular chemical reactions, where molecules A and B combine to form two other molecules C and D and vice versa. If x(t) and y(t) are the concentrations of C and D, respectively, and the initial concentrations of A, B, C and D are a, b, c and d, respectively, then the reaction is modeled by x  (t)  k1 (a  c − x)(b  c − x) − k− 1 x(d − c  x) for rate constants k1 and k− 1 . 43. If k1 = 1, k−1 = 0.625, a + c = 0.4, b + c = 0.6, c = d and x(0) = 0.2, find the concentration x(t). Graph x(t) and find the eventual concentration level. 44. Repeat exercise 43 with (a) x(0) = 0.3 and (b) x(0) = 0.6. Briefly explain what is physically impossible about the initial condition in part (b). 45. For the bimolecular reaction with k1 = 0.6, k−1 = 0.4, a + c = 0.5, b + c = 0.6 and c = d, write the differential equation for the concentration of C. For x(0) = 0.2, solve for the concentration at any time and graph the solution. 46. For the bimolecular reaction with k1 = 1.0, k−1 = 0.4, a + c = 0.6, b + c = 0.4 and d − c = 0.1, write the differential equation for the concentration of C. For x(0) = 0.2, solve for the concentration at any time and graph the solution.
 
 ............................................................ Exercises 47–50 relate to logistic growth with harvesting. Suppose that a population in isolation satisfies the logistic equation y  (t)  ky(M − y). If the population is harvested (for example, by fishing) at the rate R, then the population model becomes y  (t)  ky(M − y) − R. 47. Suppose that a species of fish has population in hundreds of thousands that follows the logistic model with k = 0.025 and M = 8. (a) Determine the long-term effect on population if the initial population is 800,000 [y(0) = 8] and fishing removes fish at the rate of 20,000 per year. (b) Repeat if fish are removed at the rate of 60,000 per year. 48. For the fishing model P (t) = 0.025P(t)[8 − P(t)] − R, the population is constant if P  (t) = P 2 − 8P + 40R = 0. The solutions are called equilibrium points. Compare the equilibrium points for parts (a) and (b) of exercise 47. 49. Solve the population model P  (t) = 0.05P(t)[8 − P(t)] − 0.6 = 0.4P(t)[1 − P(t)/8] − 0.6 with P(0) > 2 and determine the limiting amount lim P(t). What happens if P(0) < 2?
 
 t→∞
 
 50. The constant 0.4 in exercise 49 represents the natural growth rate of the species. Comparing answers to exercises 47 and 49, discuss how this constant affects the population size.
 
 APPLICATIONS 51. The resale value r (t) of a machine decreases at a rate proportional to the difference between the current price and
 
 ..
 
 Separable Differential Equations
 
 509
 
 the scrap value S. Write a differential equation for r. If the machine sells new for $14,000, is worth $8000 in 4 years and has a scrap value of $1000, find an equation for the resale value at any time. 52. A granary is filled with 6000 kg of grain. The grain is shipped out at a constant rate of 1000 kg per month. Storage costs equal 2 cents per kg per month. Let S(t) be the total storage charge for t months. Write a differential equation for S with 0 ≤ 1 ≤ 6. Solve the initial value problem for S(t). What is the total storage bill for 6 months? 53. For the logistic equation y  (t) = ky(M − y), show that a graph of 1y y  as a function of y produces a linear graph. Given the slope m and intercept b of this line, explain how to compute the model parameters k and M. Use the following data to estimate k and M for a fish population. Predict the eventual population of the fish.
 
 t 2
 
 3
 
 4
 
 5
 
 y 1197 1291 1380 1462 54. It is an interesting fact that the inflection point in the solution of a logistic equation (see figure) occurs at y = 12 M. To verify this, you do not want to compute two derivatives of equation (2.6) and solve y  = 0. This would be quite ugly and would give you the solution in terms of t, instead of y. Instead, a more abstract approach works well. Start with the differential equation y  = ky(M − y) and take derivatives of both sides. y M
 
 M 2
 
 Inflection point
 
 x
 
 (Hint: Use the product and chain rules on the right-hand side.) You should find that y  = ky  (M − 2y). Then, y  = 0 if and only if y  = 0 or y = 12 M. Rule out y  = 0 by describing how the solution behaves at the equilibrium values. 55. The downward velocity of a falling object is modeled by the dv = 9.8 − 0.002v 2 . If v(0) = 0 m/s, differential equation dt the velocity will increase to a terminal velocity. The terminal velocity is an equilibrium solution where the upward air drag exactly cancels the downward gravitational force. Find the terminal velocity. 56. Suppose that f is a function such that f (x) ≥ 0 and f  (x) < 0 for x > 0. Show that the area of the triangle with sides x = 0, y = 0 and the tangent line to y = f (x) at x = a > 0 is A(a) = − 12 {a 2 f  (a) − 2a f (a) + [ f (a)]2 / f  (a)}. To find a curve such that this area is the same for any choice of a > 0, dA solve the equation = 0. da
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 EXPLORATORY EXERCISES 1. An object traveling through the air is acted on by gravity (acting vertically), air resistance (acting in the direction opposite velocity) and other forces (such as a motor). An equation for the horizontal motion of a jet plane is v  = c − f (v)/m, where c is the thrust of the motor and f (v) is the air resistance force. For some ranges of velocity, the air resistance actually drops substantially for higher velocities as the air around the object becomes turbulent. For example, suppose that v  = 32,000 − f (v), where  0.8v 2 if 0 ≤ v ≤ 100 . To solve the initial value f (v) = 0.2v 2 if 100 < v
 
 8.3
 
 problem v  = 32,000 − f (v), v(0) = 0, start with the initial value problem v  = 32,000 − 0.8v 2 , v(0) = 0. Solve this IVP and determine the time t such that v(t) = 100. From this time forward, the equation becomes v  = 32,000 − 0.2v 2 . Solve the IVP v  = 32,000 − 0.2v 2 , v(0) = 100. Put this solution together with the previous solution to piece together a solution valid for all time. = 2(1 − y)(2 − y)(3 − y) 2. Solve the initial value problems dy dt with (a) y(0) = 0, (b) y(0) = 1.5, (c) y(0) = 2.5 and (d) y(0) = 4. State as completely as possible how the limit lim y(t) depends on y(0). t→∞
 
 DIRECTION FIELDS AND EULER’S METHOD In section 8.2, we saw how to solve some simple first-order differential equations, namely, those that are separable. While there are numerous other special cases of differential equations whose solutions are known (you will encounter many of these in any beginning course in differential equations), the vast majority cannot be solved exactly. For instance, the equation y = x 2 + y2 + 1
 
 HISTORICAL NOTES Leonhard Euler (1707–1783) A Swiss mathematician regarded as the most prolific mathematician of all time. Euler’s complete works fill over 100 large volumes, with much of his work being completed in the last 17 years of his life after losing his eyesight. Euler made important and lasting contributions in numerous research fields, including calculus, number theory, calculus of variations, complex variables, graph theory and differential geometry. Mathematics author George Simmons calls Euler, “the Shakespeare of mathematics— universal, richly detailed and inexhaustible.’’Several excellent books about Euler were published around 2007, celebrating the 300th birthday of this giant of mathematics.
 
 is not separable and cannot be solved using our current techniques. Nevertheless, some information about the solution(s) can be determined. In particular, since y  = x 2 + y 2 + 1 > 0, we can conclude that every solution is an increasing function. This type of information is called qualitative, since it tells us about some quality of the solution without providing any specific quantitative information. In this section, we examine first-order differential equations in a more general setting. We consider any first-order equation of the form y  = f (x, y).
 
 (3.1)
 
 While we cannot solve all such equations, it turns out that there are many numerical methods available for approximating the solution of such problems. In this section, we will study one such method, called Euler’s method. We begin by observing that any solution of equation (3.1) is a function y = y(x) whose slope at any particular point (x, y) is given by f (x, y). To get an idea of what a solution curve looks like, we draw a short line segment through each of a sequence of points (x, y), with slope f (x, y), respectively. This collection of line segments is called the direction field or slope field of the differential equation. Notice that if a particular solution curve passes through a given point (x, y), then its slope at that point is f (x, y). Thus, the direction field gives an indication of the behavior of the family of solutions of a differential equation.
 
 EXAMPLE 3.1
 
 Constructing a Direction Field
 
 Construct the direction field for y =
 
 1 y. 2
 
 (3.2)
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 Solution All that needs to be done is to plot a number of points and then through each point (x, y), draw a short line segment with slope f (x, y). For example, at the point (0, 1), draw a short line segment with slope y  (0) = f (0, 1) = 12 (1) = 12 . Draw corresponding segments at 25 to 30 points. While this is a bit tedious to do by hand, a good graphing utility can do this for you with minimal effort. See Figure 8.11a for the direction field for equation (3.2). Notice that equation (3.2) is separable. We leave it as an exercise to produce the general solution 1
 
 y = Ae 2 x . We plot a number of the curves in this family of solutions in Figure 8.11b using the same graphing window we used for Figure 8.11a. Notice that if you connected some of the line segments in Figure 8.11a, you would obtain a close approximation to the exponential curves depicted in Figure 8.11b. It is significant to note that the direction field was constructed using only elementary algebra, without ever solving the differential equation. That is, by constructing the direction field, we obtain a reasonably good picture of how the solution curves behave. Such qualitative information about the solution gives us a graphical idea of how solutions behave, but no details, such as the value of a solution at a specific point. We’ll see later in this section that we can obtain approximate values of the solution of an IVP numerically. y y
 
 4 2 4
 
 4 x
 
 2
 
 2
 
 4
 
 2 4
 
 2
 
 4
 
 4
 
 FIGURE 8.11a
 
 „
 
 x
 
 4
 
 FIGURE 8.11b
 
 Direction field for y  = 12 y
 
 Several solutions of y  = 12 y
 
 As we have already seen, differential equations are used to model a wide variety of phenomena in science and engineering. For instance, differential equations are used to find flow lines or equipotential lines for electromagnetic fields. In such cases, it is very helpful to visualize solutions graphically, so as to gain an intuitive understanding of the behavior of such solutions and the physical phenomena they are describing.
 
 EXAMPLE 3.2
 
 Using a Direction Field to Visualize the Behavior of Solutions
 
 Construct the direction field for y  = x + e−y . Solution There’s really no trick to this; just draw a number of line segments with the correct slope. Again, we let our CAS do this for us and obtained the direction field in Figure 8.12a (on the following page). Unlike example 3.1, you do not know how to solve this differential equation exactly. Even so, you should be able to clearly see from the direction field how solutions behave. For example, solutions that start out in the
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch08
 
 512
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 8
 
 ..
 
 T1: OSO
 
 December 16, 2010
 
 LT (Late Transcendental)
 
 21:19
 
 First-Order Differential Equations
 
 8-22
 
 second quadrant initially decrease very rapidly, may dip into the third quadrant and then get pulled into the first quadrant and increase quite rapidly toward infinity. This is quite a bit of information to have determined using little more than elementary algebra. In Figure 8.12b, we have plotted the solution of the differential equation that also satisfies the initial condition y(−4) = 2. We’ll see how to generate such an approximate solution later in this section. Note how well this corresponds with what you get by connecting a number of the line segments in Figure 8.12a. y 4 y 2 4 4
 
 x
 
 2
 
 2
 
 4
 
 2
 
 2 4
 
 4
 
 FIGURE 8.12a
 
 Direction field for y  = x + e−y
 
 2
 
 x 2
 
 FIGURE 8.12b
 
 Solution of y  = x + e−y passing through (−4, 2)
 
 „
 
 You have already seen (in sections 8.1 and 8.2) how differential equation models can provide important information about how populations change over time. A model of population growth that includes a critical threshold is P  (t) = −2[1 − P(t)][2 − P(t)]P(t), where P(t) represents the size of a population at time t. A simple context in which you might encounter a critical threshold is with the case of a sudden infestation of pests. For instance, suppose that you have some method for removing ants from your home. As long as the reproductive rate of the ants is lower than your removal rate, the ant population will stay under control. However, as soon as your removal rate becomes less than the ant reproductive rate (i.e., the removal rate crosses a critical threshold), you won’t be able to keep up with the extra ants and you will suddenly be faced with a big ant problem. We see this type of behavior in example 3.3.
 
 EXAMPLE 3.3
 
 Population Growth with a Critical Threshold
 
 Draw the direction field for P  (t) = −2[1 − P(t)][2 − P(t)]P(t) and discuss the eventual size of the population. Solution The direction field is particularly easy to sketch here since the right-hand side depends on P, but not on t. If P(t) = 0, then P  (t) = 0, also, so that the direction field is horizontal. The same is true for P(t) = 1 and P(t) = 2. If 0 < P(t) < 1, then P  (t) < 0 and the solution decreases. If 1 < P(t) < 2, then P  (t) > 0 and the solution increases. Finally, if P(t) > 2, then P  (t) < 0 and the solution decreases. Putting all of these pieces together, we get the direction field seen in Figure 8.13. The constant solutions P(t) = 0, P(t) = 1 and P(t) = 2 are called equilibrium solutions. The solution P(t) = 1 is called an unstable equilibrium, since populations that start near 1 don’t remain close to 1. Similarly, the solutions P(t) = 0 and P(t) = 2 are called stable equilibria, since populations either rise to 2 or drop to 0 (extinction), depending on which side of the critical threshold P(t) = 1 they are on. (Look again at Figure 8.13.)
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 P 3
 
 2
 
 1
 
 3
 
 2
 
 1
 
 t 1
 
 2
 
 3
 
 FIGURE 8.13
 
 Direction field for P  (t) = −2[1 − P(t)][2 − P(t)]P(t) „
 
 y y  y(x)
 
 (x1, y(x1)) (x1, y1) x0 x1
 
 x
 
 FIGURE 8.14 Tangent line approximation
 
 In cases where you are interested in finding a specific solution, the numerous arrows of a direction field can be distracting. Euler’s method, developed below, enables you to approximate a single solution curve. The method is quite simple, based essentially on the idea of a direction field. Although Euler’s method does not provide particularly accurate approximations, related and more accurate methods will be explored in the exercises. Consider the IVP y  = f (x, y), y(x0 ) = y0 . Once again, we must emphasize that, assuming there is a solution y = y(x), the differential equation tells us that the slope of the tangent line to the solution curve at any point (x, y) is given by f (x, y). Remember that the tangent line to a curve stays close to that curve near the point of tangency. Notice that we already know one point on the graph of y = y(x), namely, the initial point (x0 , y0 ). Referring to Figure 8.14, if we would like to approximate the value of the solution at x = x1 [i.e., y(x1 )] and if x1 is not too far from x0 , then we could follow the tangent line at (x0 , y0 ) to the point corresponding to x = x1 and use the y-value at that point (call it y1 ) as an approximation to y(x1 ). This is virtually the same thinking we employed when we devised Newton’s method and differential (tangent line) approximations in Chapter 3. The equation of the tangent line at x = x0 is y = y0 + y  (x0 )(x − x0 ). Thus, an approximation to the value of the solution at x = x1 is the y-coordinate of the point on the tangent line corresponding to x = x1 , that is, y(x1 ) ≈ y1 = y0 + y  (x0 )(x1 − x0 ).
 
 (3.3)
 
 You have only to glance at Figure 8.14 to realize that this approximation is valid only when x1 is close to x0 . In solving an IVP, though, we are usually interested in finding the value of the solution on an interval [a, b] of the x-axis. With Euler’s method, we settle for finding an approximate solution at a sequence of points in the interval [a, b]. First, we partition the interval [a, b] into n equal-sized pieces (a regular partition; where did you see this notion before?): a = x0 < x1 < x2 < · · · < xn = b, xi+1 − xi = h, where for all i = 0, 1, . . . , n − 1. We call h the step size. From the tangent line approximation (3.3), we already have y(x1 ) ≈ y1 = y0 + y  (x0 )(x1 − x0 ) = y0 + h f (x0 , y0 ), where we have replaced (x1 − x0 ) by the step size, h, and used the differential equation to write y  (x0 ) = f (x0 , y0 ). To approximate the value of y(x2 ), we could use the tangent line at the point (x1 , y(x1 )) to produce a tangent line approximation. y(x2 ) ≈ y(x1 ) + y  (x1 )(x2 − x1 ) = y(x1 ) + h f (x1 , y(x1 )),
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 where we have used the differential equation to replace y  (x1 ) by f (x1 , y(x1 )) and used the fact that x2 − x1 = h. This is not usable, though, since we do not know the value of y(x1 ). However, we can approximate y(x1 ) by the approximation obtained in the previous step, y1 , to obtain y(x2 ) ≈ y(x1 ) + h f (x1 , y(x1 )) ≈ y1 + h f (x1 , y1 ) = y2 . Continuing in this way, we obtain the sequence of approximate values
 
 EULER’S METHOD y(xi+1 ) ≈ yi+1 = yi + h f (xi , yi ),
 
 for i = 0, 1, 2 . . . .
 
 (3.4)
 
 This tangent line method of approximation is called Euler’s method.
 
 EXAMPLE 3.4
 
 Using Euler’s Method
 
 Use Euler’s method to approximate the solution of the IVP y  = y,
 
 y(0) = 1.
 
 Solution You can probably solve this equation by inspection, but if not, notice that it’s separable and that the solution of the IVP is y = y(x) = e x . We will use this exact solution to evaluate the performance of Euler’s method. From (3.4) with f (x, y) = y and taking h = 1, we have y(x1 ) ≈ y1 = y0 + h f (x0 , y0 ) = y0 + hy0 = 1 + 1(1) = 2. Likewise, for further approximations, we have y(x2 ) ≈ y2 = y1 + h f (x1 , y1 )
 
 y
 
 = y1 + hy1 = 2 + 1(2) = 4,
 
 8
 
 y(x3 ) ≈ y3 = y2 + h f (x2 , y2 )
 
 7 6
 
 = y2 + hy2 = 4 + 1(4) = 8
 
 5 4 3 2 1 x 1
 
 2
 
 3
 
 FIGURE 8.15 Exact solution versus the approximate solution (dashed line)
 
 and so on. In this way, we construct a sequence of approximate values of the solution function. In Figure 8.15, we have plotted the exact solution (solid curve) against the approximate solution obtained from Euler’s method (dashed curve). Notice how the error grows as x gets farther and farther from the initial point. This is characteristic of Euler’s method (and other similar methods). This growth in error becomes even more apparent if we look at a table of values of the approximate and exact solutions together. We display these in the table that follows, where we have used h = 0.1 (values are displayed to seven digits). x
 
 Euler
 
 Exact
 
 Error  Exact − Euler
 
 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
 
 1.1 1.21 1.331 1.4641 1.61051 1.771561 1.9487171 2.1435888 2.3579477 2.5937425
 
 1.1051709 1.2214028 1.3498588 1.4918247 1.6487213 1.8221188 2.0137527 2.2255409 2.4596031 2.7182818
 
 0.0051709 0.0114028 0.0188588 0.0277247 0.0382113 0.0505578 0.0650356 0.0819521 0.1016554 0.1245393
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 As you might expect from our development of Euler’s method, the smaller we make h, the more accurate the approximation at a given point tends to be. As well, the smaller the value of h, the more steps it takes to reach a given value of x. In the following table, we display the Euler’s method approximation, the error and the number of steps needed to reach x = 1.0. Here, the exact value of the solution is y = e1 ≈ 2.718281828459. h
 
 Euler
 
 Error  Exact − Euler
 
 Number of Steps
 
 1.0 0.5 0.25 0.125 0.0625 0.03125 0.015625 0.0078125 0.00390625
 
 2 2.25 2.4414063 2.5657845 2.6379285 2.6769901 2.697345 2.707739 2.7129916
 
 0.7182818 0.4682818 0.2768756 0.1524973 0.0803533 0.0412917 0.0209369 0.0105428 0.0052902
 
 1 2 4 8 16 32 64 128 256
 
 From the table, observe that each time the step size h is cut in half, the error is also cut roughly in half. This increased accuracy though, comes at the cost of the additional steps of Euler’s methods required to reach a given point (doubled each time h is halved). „ The point of having a numerical method, of course, is to find meaningful approximations to the solution of problems that we do not know how to solve exactly. Example 3.5 is of this type.
 
 TODAY IN MATHEMATICS Kay McNulty (1921– ) An Irish mathematician who became one of the first computer software designers. In World War II, before computers, she approximated solutions of projectile differential equations. McNulty says, “We did have desk calculators at that time, mechanical and driven with electric motors, that could do simple arithmetic. You’d do a multiplication and when the answer appeared, you had to write it down to reenter it into the machine to do the next calculation. We were preparing a firing table for each gun, with maybe 1800 simple trajectories. To hand-compute just one of these trajectories took 30 or 40 hours of sitting at a desk with paper and a calculator. . . . Actually, my title working for the ballistics project was ‘computer’. . . . ENIAC made me, one of the first ‘computers,’ obsolete.’’
 
 EXAMPLE 3.5
 
 Finding an Approximate Solution
 
 Find an approximate solution of the IVP 1 y  = x 2 + y 2 , y(−1) = − . 2 y
 
 1
 
 1
 
 1
 
 2
 
 x
 
 1
 
 FIGURE 8.16
 
 Direction field for y  = x 2 + y 2
 
 Solution First let’s take a look at the direction field, so that we can see how solutions to this differential equation should behave. (See Figure 8.16.) Using Euler’s method with h = 0.1, we get y(x1 ) ≈ y1 = y0 + h f (x0 , y0 )   = y0 + h x02 + y02     1 1 2 2 = − + 0.1 (−1) + − = −0.375 2 2
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 y(x2 ) ≈ y2 = y1 + h f (x1 , y1 )   = y1 + h x12 + y12
 
 and
 
 = −0.375 + 0.1[(−0.9)2 + (−0.375)2 ] = −0.2799375 and so on. Continuing in this way, we generate the table of values that follows. x
 
 Euler
 
 x
 
 Euler
 
 x
 
 Euler
 
 −0.9 −0.8 −0.7 −0.6 −0.5 −0.4 −0.3 −0.2 −0.1 0.0
 
 −0.375 −0.2799375 −0.208101 −0.1547704 −0.116375 −0.0900207 −0.0732103 −0.0636743 −0.0592689 −0.0579176
 
 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
 
 −0.0575822 −0.0562506 −0.0519342 −0.0426645 −0.0264825 −0.0014123 0.0345879 0.0837075 0.1484082 0.2316107
 
 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0
 
 0.3369751 0.4693303 0.6353574 0.8447253 1.1120813 1.4607538 1.9301340 2.5916757 3.587354 5.235265
 
 y
 
 y
 
 1.5
 
 1.5
 
 1.0
 
 1.0
 
 0.5
 
 0.5
 
 1.0
 
 0.5
 
 1.0
 
 1.5
 
 2.0
 
 x
 
 1.0
 
 0.5
 
 0.5
 
 0.5
 
 1.0
 
 1.0
 
 1.5
 
 1.5
 
 FIGURE 8.17a
 
 Approximate solution of y  = x 2 + y 2 , passing through (−1, − 12 )
 
 1.0
 
 1.5
 
 2.0
 
 x
 
 FIGURE 8.17b Approximate solution superimposed on the direction field
 
 In Figure 8.17a, we display a smooth curve connecting the data points in the preceding table. Take particular note of how well this corresponds with the direction field in Figure 8.16. To make this correspondence more apparent, we show a graph of the approximate solution superimposed on the direction field in Figure 8.17b. Since this corresponds so well with the behavior you expect from the direction field, you should expect that there are no gross errors in this approximate solution. (Certainly, there is always some level of round-off and other numerical errors.) „ We can expand on the concept of equilibrium solution, which we introduced briefly in example 3.3. More generally, we say that the constant function y = c is an equilibrium solution of the differential equation y  = f (t, y) if f (t, c) = 0 for all t. In simple terms, this says that y = c is an equilibrium solution of the differential equation y  = f (t, y) if the substitution y = c reduces the equation to simply y  = 0. Observe that this, in turn, says that y(t) = c is a (constant) solution of the differential equation. In example 3.6, notice that finding equilibrium solutions requires only basic algebra.
 
 EXAMPLE 3.6
 
 Finding Equilibrium Solutions
 
 Find all equilibrium solutions of (a) y  (t) = k[y(t) − 70] and (b) y  (t) = 2y(t)[4 − y(t)].
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 y
 
 0 = y  (t) = k[y(t) − 70]
 
 80
 
 0 = 2y(t)[4 − y(t)] x 0
 
 2
 
 4
 
 FIGURE 8.18a Direction field y
 
 120 80 40 x 4
 
 2
 
 0
 
 2
 
 4
 
 FIGURE 8.18b Solution curve starting above y = 70 y 140 120 100 80 60 40 20 4
 
 2
 
 x 0
 
 2
 
 4
 
 Solution curve starting below y = 70
 
 y 6 4 2 x 2
 
 1
 
 or
 
 0 = y(t) − 70.
 
 1.5
 
 2
 
 2.5
 
 FIGURE 8.19
 
 3
 
 or
 
 0 = y(t)[4 − y(t)].
 
 So, in this case, there are two equilibrium solutions: y = 0 and y = 4. „ There is some special significance to an equilibrium solution, which we describe from a sketch of the direction field. Start with the differential equation y  (t) = k[y(t) − 70] for some negative constant k. Notice that if y(t) > 70, then y  (t) = k[y(t) − 70] < 0 (since k is negative). Of course, y  (t) < 0 means that the solution is decreasing. Similarly, when y(t) < 70, we have that y  (t) = k[y(t) − 70] > 0, so that the solution is increasing. Observe that the direction field sketched in Figure 8.18a suggests that y(t) → 70 as t → ∞, since all arrows point toward the line y = 70. More precisely, if a solution curve lies slightly above the line y = 70, notice that the solution decreases, toward y = 70, as indicated in Figure 8.18b. Similarly, if the solution curve lies slightly below y = 70, then the solution increases toward y = 70, as shown in Figure 8.18c. You should observe that we obtained this information without solving the differential equation. We say that an equilibrium solution is stable if solutions close to the equilibrium solution tend to approach that solution as t → ∞. Observe that this is the behavior indicated in Figures 8.18a to 8.18c, so that the solution y = 70 is a stable equilibrium. Alternatively, an equilibrium solution is unstable if solutions close to the equilibrium solution tend to get further away from that solution as t → ∞. In example 3.6, part (b), we found that y  (t) = 2y(t)[4 − y(t)] has the two equilibrium solutions y = 0 and y = 4. We now use a direction field to determine whether these solutions are stable or unstable.
 
 EXAMPLE 3.7
 
 FIGURE 8.18c
 
 0.5
 
 517
 
 The only equilibrium solution is then y = 70. For part (b), we want
 
 40 2
 
 Direction Fields and Euler’s Method
 
 Solution An equilibrium solution is a constant solution that reduces the equation to y  (t) = 0. For part (a), this gives us
 
 120
 
 4
 
 ..
 
 Determining the Stability of Equilibrium Solutions
 
 Draw a direction field for y  (t) = 2y(t)[4 − y(t)] and determine the stability of all equilibrium solutions. Solution We determined in example 3.6 that the equilibrium solutions are y = 0 and y = 4. We superimpose the horizontal lines y = 0 and y = 4 on the direction field in Figure 8.19. Observe that the behavior is distinctly different in each of three regions in this diagram: y > 4, 0 < y < 4 and y < 0. We analyze each separately. First, observe that if y(t) > 4, then y  (t) = 2y(t)[4 − y(t)] < 0 (since 2y is positive, but 4 − y is negative). Next, if 0 < y(t) < 4, then y  (t) = 2y(t)[4 − y(t)] > 0 (since 2y and 4 − y are both positive in this case). Finally, if y(t) < 0, then y  (t) = 2y(t)[4 − y(t)] < 0. In Figure 8.19, the arrows on either side of the line y = 4 all point toward y = 4. This indicates that y = 4 is stable. By contrast, the arrows on either side of y = 0 point away from y = 0, indicating that y = 0 is an unstable equilibrium. „ Notice that the direction field in example 3.7 gives strong evidence that if y(0) > 0, then the limiting value is lim y(t) = 4. [Think about why the condition y(0) > 0 is needed here.] t→∞
 
 Direction field for y  = 2y(4 − y)
 
 BEYOND FORMULAS Numerical approximations of solutions of differential equations are basic tools of the trade for modern engineers and scientists. Euler’s method, presented in this section, is one of the least accurate methods in use today, but its simplicity makes it useful in a variety of applications. Since most differential equations cannot be solved exactly, we need reliable numerical methods to obtain approximate values of the solution. What other types of calculations have you seen that typically must be approximated?
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 EXERCISES 8.3 y
 
 WRITING EXERCISES 5
 
 1. For Euler’s method, explain why using a smaller step size should produce a better approximation. 2. Look back at the direction field in Figure 8.16 and the Euler’s method solution in Figure 8.17a. Describe how the direction field gives you a more accurate sense of the exact solution. Given this, explain why Euler’s method is important. (Hint: How would you get a table of approximate values of the solution from a direction field?) 3. In the situation of example 3.3, if you only needed to know the stability of an equilibrium solution, explain why a qualitative method is preferred over trying to solve the differential equation. Discuss the extra information provided by a solution. 4. Imagine superimposing solution curves over Figure 8.12a. Explain why the Euler’s method approximation takes you from one solution curve to a nearby one. Use one of the examples in this section to describe how such a small error could lead to very large errors in approximations for large values of x.
 
 x
 
 5
 
 5
 
 5
 
 FIELD B y 5
 
 x
 
 5
 
 In exercises 1–6, construct four of the direction field arrows by hand and use your CAS or calculator to do the rest. Describe the general pattern of solutions.
 
 5
 
 5
 
 FIELD C
 
 1. y  = x + 4y 
 
 2. y  = x 2 + y 2
 
 y
 
 3. y  = 2y − y 2 
 
 5
 
 4. y = y − 1 3
 
 5. y  = 2x y − y 2 6. y  = y 3 − x
 
 ............................................................
 
 x
 
 5
 
 5
 
 In exercises 7–12, match each differential equation to the correct direction field. 7. y  = 2 − x y
 
 8. y  = 1 + 2x y 
 
 11. y  = x 2 + y 2
 
 
 
 10. y = y cos 3x
 
 9. y  = x cos 3y 
 
 5
 
 FIELD D
 
 12. y = ln(x + y ) 2
 
 2
 
 y
 
 y
 
 5
 
 5
 
 x
 
 5
 
 5
 
 x
 
 5
 
 5
 
 5
 
 5
 
 FIELD A
 
 FIELD E
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 32. Given the graph of g, sketch a direction field for y  = g  .
 
 5
 
 33. Apply Euler’s method with h = 0.1 to the initial value problem y  = y 2 − 1, y(0) = 3 and estimate y(0.5). Repeat with h = 0.05 and h = 0.01. In general, Euler’s method is more accurate with smaller h-values. Conjecture how the exact solution behaves in this example. (This is explored further in exercises 34–36.)
 
 x
 
 5
 
 5
 
 2 + e2x is a solution of the initial 2 − e2x value problem in exercise 33. Compute f (0.1), f (0.2), f (0.3), f (0.4) and f (0.5), and compare to the approximations in exercise 33.
 
 34. Show that f (x) = 5
 
 FIELD F
 
 ............................................................ In exercises 13–20, use Euler’s method with h  0.1 and h  0.05 to approximate y(1) and y(2). Show the first two steps by hand. 13. y  = 2x y, y(0) = 1
 
 14. y  = x/y, y(0) = 2
 
 15. y  = 4y − y 2 , y(0) = 1
 
 16. y  = x/y 2 , y(0) = 2
 
 
 
 −x
 
 17. y = 1 − y + e , y(0) = 3 √ 19. y  = x + y, y(0) = 1
 
 
 
 18. y = sin y − x , y(0) = 1 
 
 20. y  = x 2 + y 2 , y(0) = 4 2
 
 ............................................................ 21. Find the exact solutions in exercises 13 and 14, and compare y(1) and y(2) to the Euler’s method approximations. 22. Find the exact solutions in exercises 15 and 16, and compare y(1) and y(2) to the Euler’s method approximations. 23. Sketch the direction fields for exercises 17 and 18, highlight the curve corresponding to the given initial condition and compare the Euler’s method approximations to the location of the curve at x = 1 and x = 2. 24. Sketch the direction fields for exercises 19 and 20, highlight the curve corresponding to the given initial condition and compare the Euler’s method approximations to the location of the curve at x = 1 and x = 2. In exercises 25–30, find the equilibrium solutions and identify each as stable, unstable or neither. 25. y  = 2y − y 2
 
 26. y  = y 3 − 1
 
 27. y  = y 2 − y 4 
 
 29. y  = (1 − y) 1 + y 2
 
 28. y  = e−y − 1 
 
 30. y  = 1 − y 2
 
 ............................................................
 
 35. Graph the solution of y  = y 2 − 1, y(0) = 3, given in exercise 34. Find an equation of the vertical asymptote. Explain why Euler’s method would be “unaware” of the existence of this asymptote and would therefore provide very unreliable approximations. 36. In exercises 33–35, suppose that x represents time (in hours) and y represents the force (in newtons) exerted on an arm of a robot. Explain what happens to the arm. Given this, explain why the negative function values in exercise 34 are irrelevant and, in some sense, the Euler’s method approximations in exercise 33 give useful information. 37. Apply Euler’s method with (a) h = 1 and (b) h = 0.1 to y  = 13 y(8 − y), y(0) = 1. Discuss the behavior of the approximations and the actual solution as t increases. 38. This exercise develops a continuous Newton’s method. (See Neuberger’s article in the May 2007 issue of American Mathematical Monthly.) Instead of following the tangent line to the x-axis, the tangent line is followed an infinitesimally small distance, producing a curve (x(t), y(t)) that satisfies x  (t) = − f (x(t))/√f  (x(t)). (a) For f (x) = √ x 2 − 2, x(0) = 1, −t show that x(t) = 2 − e and lim x(t) = 2. (b) Show that t→∞
 
 Euler’s method with h = 1 produces Newton’s method.
 
 In exercises 39–42, use the direction field to sketch solution curves and estimate the initial value y(0) such that the solution curve would pass through the given point P. In exercises 39 and 40, solve the equation and determine how accurate your estimate is. In exercises 41 and 42, use a CAS if available to determine how accurate your estimate is. 39. y  = x 2 − 4x + 2, P(3, 0)
 
 31. Given the graph of g, sketch a direction field for y  = g. y
 
 y 5
 
 y ⫽ g(x)
 
 3 p•
 
 x
 
 Figure for exercises 31 and 32
 
 x
 
 ⫺5
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 an eventual activated-gene level of 0 and white corresponds to an eventual activated-gene level of b, show what the zebra stripes will look like.
 
 y 10
 
 •p x 18
 
 ⫺10
 
 41. y  = 0.2x + e−y , P(5, −3) 2
 
 y 10
 
 x 5 •p
 
 ⫺10
 
 44. Many species of trees are plagued by sudden infestations of worms. Let x(t) be the population of a species of worm on a particular tree. For some species, a model for population change is x  = 0.1x(1 − x/k) − x 2 /(1 + x 2 ) for some positive constant k. If k = 10, show that there is only one positive equilibrium solution. If k = 50, show that there are three positive equilibrium solutions. Sketch the direction field for k = 50. Explain why the middle equilibrium value is called a threshold. An outbreak of worms corresponds to crossing the threshold for a large value of k (k is determined by the resources available to the worms).
 
 EXPLORATORY EXERCISES
 
 
 
 42. y = −0.1x − 0.1e
 
 −y 2 /20
 
 , P(10, 4)
 
 y 10
 
 •p x 10
 
 APPLICATIONS 43. Zebra stripes and patterns on butterfly wings are thought to be the result of gene-activated chemical processes. Suppose g(t) is the amount of a gene that is activated at time t. The dif3g 2 ferential equation g  = −g + has been used to model 1 + g2 the process. Show that there are three equilibrium solutions: 0 and two positive solutions a and b, with a < b. Show that g  > 0 if a < g < b and g  < 0 if 0 < g < a or g > b. Explain why lim g(t) could be 0 or b, depending on the initial amount t→∞
 
 of activated gene. Suppose that a patch of zebra skin extends from x = 0 to x = 4π with an initial activated-gene distribution g(0) = 32 + 32 sin x at location x. If black corresponds to
 
 1. In this exercise, we use an alternative form of Euler’s method to derive a method known as the Improved Euler’s method. Start with the differential equation y  (x) = f (x, y(x)) and integrate both sides x from x = xn to x = xn+1 . Show that y(xn+1 ) = y(xn ) + xnn+1 f (x, y(x)) d x. Given y(xn ), then, you can estimate y(xn+1 ) by estimatx ing the integral xnn+1 f (x, y(x)) d x. One such estimate is a Riemann sum using left-endpoint evaluation, given by f (xn , y(xn )) x. Show that with this estimate you get Euler’s method. There are numerous ways of getting better estimates of the integral. One is to use the Trapezoidal Rule,  xn+1 f (xn , y(xn )) + f (xn+1 , y(xn+1 )) x. f (x, y(x)) d x ≈ 2 xn The drawback with this estimate is that you know y(xn ) but you do not know y(xn+1 ). The way out is to use Euler’s method; you can approximate y(xn+1 ) by y(xn+1 ) ≈ y(xn ) + h f (xn , y(xn )). Put all of this together to get the Improved Euler’s method: yn+1 = yn +
 
 h [ f (xn , yn ) + f (xn + h, yn + h f (xn , yn ))]. 2
 
 Use the Improved Euler’s method for the IVP y  = y, y(0) = 1 with h = 0.1 to compute y1 , y2 and y3 . Compare to the exact values and the Euler’s method approximations given in example 3.4. 2. As in exercise 1, derive a numerical approximation method based on (a) the Midpoint rule and (b) Simpson’s rule. Compare your results to those obtained in example 3.4 and exercise 1.
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 SYSTEMS OF FIRST-ORDER DIFFERENTIAL EQUATIONS In this section, we consider systems of two or more first-order differential equations. Recall that the exponential growth described in example 1.1 and the logistic growth shown in example 2.6 both model the population of a single organism in isolation. A more realistic model would account for interactions between two species, where such interactions significantly impact both populations. For instance, the population of rabbits in a given area is negatively affected by the presence of various predators (such as foxes), while the population of predators will grow in response to an abundant supply of prey and decrease when the prey are less plentiful. We begin with the analysis of such a predator-prey model, where a species of predators depends on a species of prey for food.
 
 Predator-Prey Systems Suppose that the population of the prey (in hundreds of animals) is given by x(t). This species thrives in its environment, except for interactions with a predator, with population y(t) (in hundreds of animals). Without any predators, we assume that x(t) satisfies the logistic equation x  (t) = bx(t) − c[x(t)]2 , for positive constants b and c. The negative effect of the predator should be proportional to the number of interactions between the species, which we assume to be proportional to x(t)y(t), since the number of interactions increases as x(t) or y(t) increases. This leads us to the model x  (t) = bx(t) − c[x(t)]2 − k1 x(t)y(t), for some positive constant k1 . On the other hand, the population of predators depends on interactions between the two species to survive. We assume that without any available prey, the population y(t) decays exponentially, while interactions between predator and prey have a positive influence on the population of predators. This gives us the model y  (t) = −d y(t) + k2 x(t)y(t), for positive constants d and k2 . Putting these equations together, we have a system of first-order differential equations:
 
 PREDATOR-PREY EQUATIONS x  (t) = b x(t) − c[x(t)]2 − k1 x(t)y(t) y  (t) = −d y(t) + k2 x(t)y(t). A solution of this system is a pair of functions, x(t) and y(t), which satisfy both of the equations. We refer to this system as coupled, since we must solve the equations together, as each of x  (t) and y  (t) depends on both x(t) and y(t). Although solving such a system is beyond the level of this course, we can learn something about the solutions using graphical methods. The analysis of this system proceeds similarly to examples 3.6 and 3.7. As before, it is helpful to first find equilibrium solutions (solutions for which both x  (t) = 0 and y  (t) = 0).
 
 EXAMPLE 4.1
 
 Finding Equilibrium Solutions of a System of Equations
 
 Find and interpret all equilibrium solutions of the predator-prey model   x (t) = 0.2x(t) − 0.1[x(t)]2 − 0.4x(t)y(t) y  (t) = −0.1y(t) + 0.1x(t)y(t), where x and y represent the populations (in hundreds of animals) of a prey and a predator, respectively. Solution If (x, y) is an equilibrium solution, then the constant functions x(t) = x and y(t) = y satisfy the system of equations with x  (t) = 0 and y  (t) = 0. Substituting into
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 the equations, we have 0 = 0.2x − 0.1x 2 − 0.4x y 0 = −0.1y + 0.1x y This is now a system of two (nonlinear) equations for the two unknowns x and y. There is no general method for solving systems of nonlinear algebraic equations exactly. In this case, you should solve the simpler equation carefully and then substitute solutions back into the more complicated equation. Notice that both equations factor, to give 0 = 0.1x(2 − x − 4y) 0 = 0.1y(−1 + x). The second equation has solutions y = 0 and x = 1. We now substitute these solutions one at a time into the first equation. Taking y = 0, the first equation becomes 0 = 0.1x(2 − x), which has the solutions x = 0 and x = 2. This says that (0, 0) and (2, 0) are equilibrium solutions of the system. Note that the equilibrium point (0, 0) corresponds to the case where there are no predators or prey, while (2, 0) corresponds to the case where there are prey but no predators. Taking x = 1, the first equation becomes 0 = 0.2 − 0.1 − 0.4y, which has the = 0.25. A third equilibrium solution is then (1, 0.25), corresponding to solution y = 0.1 0.4 having both populations constant, with four times as many prey as predators. Since we have now considered both solutions from the second equation, we have found all equilibrium solutions of the system: (0, 0), (2, 0) and (1, 0.25). „ Next, we analyze the stability of each equilibrium solution. We can infer from this which solution corresponds to the natural balance of the populations. More advanced techniques for determining stability can be found in most differential equations texts. For simplicity, we use a graphical technique involving a plot called the phase portrait to determine the stability. For the system in example 4.1, we can eliminate the time variable, by observing that by the chain rule, y  (t) −0.1y + 0.1x y dy =  = . dx x (t) 0.2x − 0.1x 2 − 0.4x y Observe that this is simply a first-order differential equation for y as a function of x. In this case, we refer to the xy-plane as the phase plane for the original system. A phase portrait is a sketch of a number of solution curves of the differential equation in the xy-plane. We illustrate this in example 4.2.
 
 EXAMPLE 4.2
 
 Using a Direction Field to Sketch a Phase Portrait
 
 dy −0.1y + 0.1x y = , and use the resulting phase dx 0.2x − 0.1x 2 − 0.4x y portrait to determine the stability of the three equilibrium points (0, 0), (2, 0) and (1, 0.25).
 
 Sketch a direction field of
 
 Solution The direction field generated by our CAS (see Figure 8.20) is not especially helpful, largely because it does not show sufficient detail near the equilibrium points. To more clearly see the behavior of solutions near each equilibrium solution, we zoom in on each equilibrium point in turn and plot a number of solution curves, as shown in Figures 8.21a, 8.21b and 8.21c. Since the arrows in Figure 8.21a point away from (0, 0), we refer to (0, 0) as an unstable equilibrium. That is, solutions that start out close to (0, 0) move away from that point as t → ∞. Similarly, most of the arrows in Figure 8.21b point away from (2, 0) and so, we conclude that (2, 0) is also unstable. Finally, in Figure 8.21c, the arrows spiral in toward the point (1, 0.25), indicating that solutions that start out near (1, 0.25) tend toward that point as t → ∞, making this is a stable equilibrium. From this, we conclude that the naturally balanced state is for the two species to coexist, with 4 times as many prey as predators.
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 FIGURE 8.20 Direction field
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 FIGURE 8.21b
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 We next consider a two-species system where the species compete for the same resources and/or space. General equations describing this case (where species X has population x(t) and species Y has population y(t)) are x  (t) = b1 x(t) − c1 [x(t)]2 − k1 x(t)y(t) y  (t) = b2 y(t) − c2 [y(t)]2 − k2 x(t)y(t), for positive constants b1 , b2 , c1 , c2 , k1 and k2 . Notice how this differs from the predator-prey case. As before, species X grows logistically in the absence of species Y. However, here, species Y also grows logistically in the absence of species X. Further, the interaction terms k1 x(t)y(t) and k2 x(t)y(t) are now negative for both species. So, in this case, both species survive nicely on their own but are hurt by the presence of the other. As with predator-prey systems, our focus here is on finding equilibrium solutions.
 
 EXAMPLE 4.3
 
 Finding Equilibrium Solutions of a System of Equations
 
 Find and interpret all equilibrium solutions of the competing species model   x (t) = 0.4x(t) − 0.1[x(t)]2 − 0.4x(t)y(t) y  (t) = 0.3y(t) − 0.2[y(t)]2 − 0.1x(t)y(t). Solution If (x, y) is an equilibrium solution, then the constant functions x(t) = x and y(t) = y satisfy the system of equations with x  (t) = 0 and y  (t) = 0. Substituting into the equations, we have 0 = 0.4x − 0.1x 2 − 0.4x y 0 = 0.3y − 0.2y 2 − 0.1x y. Notice that both equations factor, to give 0 = 0.1x(4 − x − 4y) 0 = 0.1y(3 − 2y − x). The equations are equally complicated, so we work with both equations simultaneously. From the top equation, either x = 0 or x + 4y = 4. From the bottom equation, either y = 0 or x + 2y = 3. Summarizing, we have
 
 and
 
 x =0
 
 or
 
 x + 4y = 4
 
 y=0
 
 or
 
 x + 2y = 3.
 
 Taking x = 0 from the top line and y = 0 from the bottom gives us the equilibrium solution (0, 0). Taking x = 0 from the top and substituting into x + 2y = 3 on the bottom, we get y = 32 so that (0, 32 ) is a second equilibrium solution. Note that (0, 0) corresponds to the case where neither species exists and (0, 32 ) corresponds to the case where species Y exists but species X does not. Substituting y = 0 from the bottom line into x + 4y = 4, we get x = 4 so that (4, 0) is an equilibrium solution, corresponding to the case where species X exists but species Y does not. The fourth and last possibility has x + 4y = 4 and x + 2y = 3. Subtracting the equations gives 2y = 1 or y = 12 . With y = 12 , x + 2y = 3 gives us x = 2. The final equilibrium solution is then (2, 12 ). In this case, both species exist, with 4 times as many of species X. Since we have now considered all combinations that make both equations true, we have found all equilibrium solutions of the system: (0, 0), (0, 32 ), (4, 0) and (2, 12 ). „ We explore predator-prey systems and models for competing species further in the exercises. Systems of first-order differential equations also arise when we rewrite a single higherorder differential equation as a system of first-order equations. There are several reasons for doing this, notably so that the theory and numerical approximation schemes for first-order equations (such as Euler’s method from section 8.3) can be applied.
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 A falling object is acted on by two primary forces, gravity (pulling down) and air drag (pushing in the direction opposite the motion). In section 5.5, we solved a number of problems by ignoring air drag and assuming that the force due to gravity (i.e., the weight) is constant. While these assumptions lead to solvable equations, in many important applications, neither assumption is valid. Air drag is frequently described as proportional to the square of velocity. Further, the weight of an object of constant mass is not constant, but rather, depends on its distance from the center of the Earth. In this case, if we take y as the height of the object above the surface of the Earth, then the velocity is y  and the acceleration is y  . The air drag is then c(y  )2 , for some positive constant c (the drag coefficient) and the weight mg R 2 , where R is the radius of the Earth. Newton’s second law F = ma then gives us is − (R + y)2 mg R 2 + c(y  )2 = my  . − (R + y)2 Since this equation involves y, y  and y  , we refer to this as a second-order differential equation. In example 4.4, we see how to write this as a system of first-order equations.
 
 EXAMPLE 4.4
 
 Writing a Second-Order Equation as a System of First-Order Equations
 
 1600 as a system of first-order equations. (40 + y)2 Then, find any equilibrium solutions and interpret the result.
 
 Write the equation y  = 0.1(y  )2 −
 
 Solution The idea is to define new functions u and v where u = y and v = y  . We then have u  = y  = v and 1600 1600 = 0.1v 2 − . v  = y  = 0.1(y  )2 − 2 (40 + y) (40 + u)2 Summarizing, we have the system of first-order equations u = v 1600 v  = 0.1v 2 − . (40 + u)2 The equilibrium points are then solutions of 0=v 0 = 0.1v 2 −
 
 1600 . (40 + u)2
 
 With v = 0, observe that the second equation has no solution, so that there are no equilibrium points. For a falling object, the position (u) is not constant and so, there are no equilibrium solutions. „ Some graphing calculators will graph solutions of differential equations, but the equations must be written as a single first-order equation or a system of first-order equations. With the technique shown in example 4.4, you can use such a calculator to graph solutions of higher-order equations.
 
 EXERCISES 8.4 WRITING EXERCISES 1. Explain why in the general predator-prey model, the interaction term k1 x y is subtracted in the prey equation and k2 x y is added in the predator equation. 2. In general, explain why you would expect the constants for the interaction terms in the predator-prey model to satisfy k1 > k2 .
 
 3. In example 4.1, the second equilibrium equation is solved to get x = 1 and y = 0. Explain why this does not mean that (1, 0) is an equilibrium point. 4. If the populations in a predator-prey or other system approach constant values, explain why the values must come from an equilibrium point.
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 In exercises 1–6, find and interpret all equilibrium points for the predator-prey model.   x = 0.2x − 0.2x 2 − 0.4x y 1. y  = −0.1y + 0.2x y   x = 0.4x − 0.1x 2 − 0.2x y 2. y  = −0.2y + 0.1x y   x = 0.3x − 0.1x 2 − 0.2x y 3. y  = −0.2y + 0.1x y   x = 0.1x − 0.1x 2 − 0.4x y 4. y  = −0.1y + 0.2x y   x = 0.2x − 0.1x 2 − 0.4x y 5. y  = −0.3y + 0.1x y   x = 0.2x − 0.1x 2 − 0.4x y 6. y  = −0.2y + 0.1x y
 
 8-36
 
 13. The point (0.5, 0.5) y 0.52 0.51
 
 9. exercise 5
 
 0.49
 
 0.50
 
 0.51
 
 0.52
 
 0.48
 
 14. The point (1, 0) y 0.1 0.08 0.06
 
 In exercises 7–10, use direction fields to determine the stability of each equilibrium point found in the given exercise. 8. exercise 2
 
 0.48
 
 0.49
 
 ............................................................
 
 7. exercise 1
 
 x
 
 0.50
 
 0.04
 
 10. exercise 6
 
 0.02
 
 ............................................................ 0
 
 In exercises 11–14, use the direction fields to determine the stability of each point. 11. The point (0, 0)
 
 
 
 15.
 
 0.08
 
 17.
 
 0.04
 
 
 
 0.02
 
 19. x
 
 0.02 0.04 0.06 0.08
 
 0.1
 
 x  = 0.3x − 0.2x 2 − 0.1x y y  = 0.2y − 0.1y 2 − 0.1x y
 
 
 
 0.06
 
 x
 
 
 
 16.
 
 y  = 0.5y − 0.4y 2 − 0.1x y 
 
 x  = 0.3x − 0.2x 2 − 0.2x y y  = 0.2y − 0.1y 2 − 0.2x y
 
 18.
 
 x  = 0.2x − 0.2x 2 − 0.1x y y  = 0.1y − 0.1y 2 − 0.2x y
 
 20.
 
 x  = 0.4x − 0.1x 2 − 0.2x y
 
 
 
 x  = 0.4x − 0.3x 2 − 0.1x y y  = 0.3y − 0.2y 2 − 0.1x y x  = 0.1x − 0.2x 2 − 0.1x y y  = 0.3y − 0.2y 2 − 0.1x y
 
 ............................................................
 
 12. The point (0.5, 0.5)
 
 Use the following in exercises 21 and 22. The competitive exclusion principle in biology states that two species with the same niche cannot coexist in the same ecology (as a stable equilibrium).
 
 y 0.52 0.51
 
 0.49 0.50
 
 1.02 1.04
 
 ............................................................
 
 0.1
 
 0.48
 
 1
 
 In exercises 15–20, find and interpret all equilibrium points for the competing species model. (Hint: There are four equilibrium points in exercise 15.)
 
 y
 
 0.50
 
 0.96 0.98
 
 0.51
 
 0.52
 
 x
 
 21. Use direction fields to determine the stability of each equilibrium point in exercise 15. Do your results contradict or affirm the competitive exclusion principle?
 
 0.49
 
 22. Use direction fields to determine the stability of each equilibrium point in exercise 16. Do your results contradict or affirm the competitive exclusion principle?
 
 0.48
 
 ............................................................
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch08
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 16, 2010
 
 LT (Late Transcendental)
 
 21:19
 
 8-37
 
 SECTION 8.4
 
 23. Sketch solutions of the system of exercise 1 with the initial conditions (a) x = 1, y = 1; (b) x = 0.2, y = 0.4; (c) x = 1, y = 0. 24. Sketch solutions of the system of exercise 15 with the initial conditions (a) x = 0.5, y = 0.5; (b) x = 0.2, y = 0.4; (c) x = 0, y = 0.5. In exercises 25–28, write the second-order equation as a system of first-order equations. √ 26. y  − 3y  + 3 x y = 4 25. y  + 2x y  + 4y = 4x 2 27. y  − (cos x)y  + x y 2 = 2x
 
 28. x y  + 3(y  )2 = y + 2x
 
 ............................................................ 29. To write a third-order equation as a system of equations, define u 1 = y, u 2 = y  and u 3 = y  and compute derivatives as in example 4.4. Write y  + 2x y  − 4y  + 2y = x 2 as a system of first-order equations. 30. As in exercise 29, write y  − 2x 2 y  + y 2 = 2 as a system of first-order equations.
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 species Y could be reduced, determine how much it would have to decrease before the species can coexist. 42. In exercise 41, if the death rate of species Y stays constant but the birthrate 0.4 of species X can be increased, determine how much it would have to increase before the species can coexist. Briefly explain why an increase in the birthrate of species X could help species Y survive.   x = bx − cx 2 − k1 x y 43. For the general predator-prey model y  = −dy + k2 x y show that the species can coexist if and only if bk2 > cd. 44. In the predator-prey model of exercise 43, the prey could be a pest insect that attacks a farmer’s crop and the predator, a natural predator (e.g., a bat) of the pest. Assume that c = 0 and the coexistence equilibrium point is stable. The effect of a pesticide would be to reduce the birthrate b of the pest. It could also potentially increase the death rate d of the predator. If this happens, state the effect on the coexistence equilibrium point. Is this the desired effect of the pesticide?
 
 31. Write y (4) − 2y  + x y  = 2 − e x as a system of first-order equations. 32. Write y (4) − 2y  y  + (cos x)y 2 = 0 as a system of first-order equations. 33. Euler’s method applied to the system of equations x  = f (x, y), x(0) = x0 , y  = g(x, y), y(0) = y0 is given by xn+1 = xn + h f (xn , yn ),
 
 yn+1 = yn + hg(xn , yn ).
 
 EXPLORATORY EXERCISES 1. In this exercise, we expand the predator-prey model of example 4.1 to a model of a small ecology with one predator and two prey. To start, let x and y be the populations of the prey species and z the predator population. Consider the model x  (t) = b1 x(t) − k1 x(t)z(t)
 
 Use Euler’s method with h = 0.1 to estimate the solution at t = 1 for exercise 3 with x(0) = y(0) = 0.2. 34. Use Euler’s method with h = 0.1 to estimate the solution at t = 1 for exercise 15 with x(0) = y(0) = 0.2. In exercises 35–38, find all equilibrium points.     x = (x 2 − 4)(y 2 − 9) x = (x − y)(1 − x − y) 35. 36. y  = x 2 − 2x y y  = 2x − x y     x = −x + y x = (2 + x)(y − x) 38. 37. y  = (4 − x)(x + y) y = y + x 2
 
 ............................................................  39. Sketch the x–y phase portrait for  40. Sketch the x–y phase portrait for
 
 y  (t) = b2 y(t) − k2 y(t)z(t) z  (t) = −dz(t) + k3 x(t)z(t) + k4 y(t)z(t) for positive constants b1 , b2 , d and k1 , . . . , k4 . Notice that in the absence of the predator, each prey population grows exponentially. Assuming that the predator population is reasonably large and stable, explain why it might be an acceptable simplification to leave out the x 2 and y 2 terms for logistic growth. According to this model, are there significant interactions between the x and y populations? Find all equilibrium points and determine the conditions under which all three species could coexist. Repeat this with the logistic terms restored. x  (t) = b1 x(t) − c1 [x(t)]2 − k1 x(t)z(t)
 
 x  (t) = cos y . y  (t) = 2x x  (t) = cos y . y  (t) = sin 2x
 
 y  (t) = b2 y(t) − c2 [y(t)]2 − k2 y(t)z(t) z  (t) = −dz(t) + k3 x(t)z(t) + k4 y(t)z(t) Does it make any difference which model is used? 2. For the general competing species model x  (t) = b1 x(t) − c1 [x(t)]2 − k1 x(t)y(t) y  (t) = b2 y(t) − c2 [y(t)]2 − k2 x(t)y(t)
 
 APPLICATIONS
 
 
 
 x  = 0.4x − 0.1x 2 − 0.2x y 41. For the predator-prey model y  = −0.5y + 0.1x y show that the species cannot coexist. If the death rate 0.5 of
 
 show that the species cannot coexist under either of the following conditions: (a)
 
 b1 b2 b1 b2 b2 b1 b2 b1 > and > or (b) > and > . k1 c2 c1 k2 k2 c1 c2 k1
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 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Differential equation Doubling time Newton’s Law of Equilibrium solution Cooling Logistic growth Separable equation Direction field
 
 Half-life Stable Euler’s method System of equations Phase portrait Predator-prey systems
 
 TRUE OR FALSE
 
 10. If the half-life of a radioactive material is 3 hours, what percentage of the material will be left after 9 hours? 11 hours? 11. If you invest $2000 at 8% compounded continuously, how long will it take the investment to double? 12. If you invest $4000 at 6% compounded continuously, how much will the investment be worth in 10 years? 13. A cup of coffee is served at 180◦ F in a room with temperature 68◦ F. After 1 minute, the temperature has dropped to 176◦ F. Find an equation for the temperature at any time and determine when the temperature will reach 120◦ F. 14. A cold drink is served at 46◦ F in a room with temperature 70◦ F. After 4 minutes, the temperature has increased to 48◦ F. Find an equation for the temperature at any time and determine when the temperature will reach 58◦ F.
 
 ............................................................
 
 State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true. 1. For exponential growth and decay, the rate of change is constant. 2. For logistic growth, the rate of change is proportional to the amount present. 3. Any separable equation can be solved for y as a function of x. 4. The direction field of a differential equation is tangent to the solution. 5. The smaller h is, the more accurate Euler’s method is.
 
 In exercises 15–18, solve each separable equation, explicitly if possible. y 15. y  = 2x 3 y 16. y  = √ 1 − x2 4   x+y 18. y = e 17. y = 2 (y + y)(1 + x 2 )
 
 ............................................................
 
 In exercises 19–22, find all equilibrium solutions and determine which are stable and which are unstable. 19. y  = 3y(2 − y)
 
 20. y  = y(1 − y 2 ) 
 
 21. y  = −y 1 + y 2
 
 22. y  = y +
 
 2y 1−y
 
 6. An equilibrium point of a system of two equations and unknown functions x and y is any value of x such that x  = 0 or y  = 0.
 
 In exercises 23–26, sketch the direction field.
 
 7. A phase portrait shows several solutions on the same graph.
 
 23. y  = −x(4 − y)
 
 24. y  = 4x − y 2
 
 25. y  = 2x y − y 2
 
 26. y  = 4x − y
 
 ............................................................
 
 In exercises 1–6, solve the IVP. 1. y  = 2y, y(0) = 3
 
 2. y  = −3y, y(0) = 2
 
 2x , y(0) = 2 y √ 5. y  = x y, y(1) = 4
 
 4. y  = −3x y 2 , y(0) = 4
 
 3. y  =
 
 ............................................................
 
 6. y  = x + y 2 x, y(0) = 1
 
 ............................................................ 7. A bacterial culture has an initial population 104 and doubles every 2 hours. Find an equation for the population at any time t and determine when the population reaches 106 .
 
 27. Suppose that the concentration x of a chemical in a bimolecular reaction satisfies the differential equation x  (t) = (0.3 − x)(0.4 − x) − 0.25x 2 . For (a) x(0) = 0.1 and (b) x(0) = 0.4, find the concentration at any time. Graph the solutions. Explain what is physically impossible about problem (b). 28. For exercise 27, find equilibrium solutions and use a slope diagram to determine the stability of each equilibrium.
 
 8. An organism has population 100 at time t = 0 and population 140 at time t = 2. Find an equation for the population at any time and determine the population at time t = 6.
 
 29. In the second-order chemical reaction x  = r (a − x)(b − x), suppose that A and B are the same (thus, a = b). Identify the values of x that are possible. Draw the direction field and determine the limiting amount lim x(t). Verify your answer by
 
 9. The half-life of nicotine in the human bloodstream is 2 hours. If there is initially 2 mg of nicotine present, find an equation for the amount at any time t and determine when the nicotine level reaches 0.1 mg.
 
 30. In an autocatalytic reaction, a substance reacts with itself. Explain why the concentration would satisfy the differential
 
 t→∞
 
 solving for x. Interpret the physical significance of a in this case.
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 Review Exercises equation x  = r x(1 − x). Identify the values of x that are possible. Draw the direction field and determine the limiting amount lim x(t). Verify your answer by solving for x. t→∞
 
 31. Suppose that $100,000 is invested initially and continuous deposits are made at the rate of $20,000 per year. Interest is compounded continuously at 10%. How much time will it take for the account to reach $1 million?
 
 object moves, the more air drag there is. But, is the drag force proportional to velocity v or the square of velocity v 2 ? It turns out that the answer depends on the shape and speed of the object. The goal of this exercise is to explore how much difference it makes which model is used. Define the following models for a falling object with v ≤ 0 (units of meters and seconds):
 
 32. Rework exercise 31 with the $20,000 payment made at the end of each year instead of continuously.
 
 Model 1:
 
 ............................................................
 
 Model 2:
 
 In exercises 33–36, identify the system of equations as a predator-prey model or a competing species model. Find and interpret all equilibrium points.   x = 0.1x − 0.1x 2 − 0.2x y 33. y  = −0.1y + 0.1x y   x = 0.2x − 0.1x 2 − 0.2x y 34. y  = 0.1y − 0.1y 2 − 0.1x y   x = 0.5x − 0.1x 2 − 0.2x y 35. y  = 0.4y − 0.1y 2 − 0.2x y   x = 0.4x − 0.1x 2 − 0.2x y 36. y  = −0.2y + 0.1x y
 
 dv = −9.8 + 0.7v dt dv = −9.8 + 0.05v 2 . dt
 
 Solve each equation with the initial condition v(0) = 0. Graph the two solutions on the same axes and discuss similarities and differences. Show that in both cases the limiting velocity is lim v(t) = 14 m/s. In each case, determine the time required t→∞
 
 to reach 4 m/s and the time required to reach 13 m/s. Summarizing, discuss how much difference it makes which model you use. 2. In this exercise, we compare the two drag models for objects moving horizontally. Since gravity does not affect horizontal motion, if v ≥ 0, the models are
 
 ............................................................
 
 Model 1:
 
 37. Use direction fields to determine the stability of each equilibrium point in exercise 33.
 
 Model 2:
 
 38. Use direction fields to determine the stability of each equilibrium point in exercise 35. 39. Write the second-order equation y  − 4x 2 y  + 2y = 4x y − 1 as a system of first-order equations. 40. If you have a CAS that can solve systems of equations, sketch solutions of the system of exercise 33 with the initial conditions (a) x = 0.4, y = 0.1; (b) x = 0.1, y = 0.4.
 
 EXPLORATORY EXERCISES 1. In this exercise, we compare two models of the vertical velocity of a falling object. Forces acting on the object are gravity and air drag. From experience, you know that the faster an
 
 dv = −c1 v dt dv = −c2 v 2 , dt
 
 for positive constants c1 and c2 . Explain why the negative signs are needed. If v ≤ 0, how would the equations change? For a pitched baseball, physicists find that the second model is more accurate. The drag coefficient is approximately c2 = 0.0025 if v is measured in ft/s. For comparison purposes, find the value of c1 such that c1 v = c2 v 2 for v = 132 ft/s (this is a 90-mph pitch). Then solve each equation with initial condition v(0) = 132. Find the time it takes the ball to reach home plate 60 feet away. Find the velocity of the ball when it reaches home plate. How much difference is there in the two models? For a tennis serve, use the second model with c2 = 0.003 to estimate how much a 140-mph serve has slowed by the time it reaches the service line 60 feet away. Both baseball and tennis use radar guns to measure speeds. Based on your calculations, does it make much of a difference at which point the speed of a ball is measured?
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 9 Everywhere we look today, we are surrounded by digital technologies. For instance, music and video are now routinely delivered digitally, while digital still and video cameras are now the standard. An essential ingredient in this digital revolution has been the use of Fourier analysis, a mathematical idea that is introduced in this chapter. The key to these digital technologies is the ability to transform various kinds of information into a digital format. For instance, the music made by a saxophone might be initially represented as a series of notes on sheet music, but the musician brings her own special interpretation to the music. Such an individual performance can then be recorded, to be copied and replayed later. While this is easily accomplished with conventional analog technology, the advent of digital technology has allowed recordings with a previously unknown fidelity. To do this, the music is broken down into its component parts, which are individually recorded and then reassembled on demand to recreate the original sound. So, the complex rhythms and intonations generated by the saxophone reed and body are converted into a stream of digital bits (zeros and ones), which are then turned back into music.
 
 In this chapter, we learn how calculators can quickly approximate a quantity like sin 1.234567, but we’ll also see how music synthesizers work. The mathematics of these two modern marvels is surprisingly similar. Quite significantly, we see how to express a wide range of functions in terms of much simpler functions, opening up a new world of important applications. 531
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 SEQUENCES OF REAL NUMBERS The mathematical notion of sequence is not much different from the common English usage of the word. For instance, to describe the sequence of events that led up to a traffic accident, you’d not only need to list the events, but you’d need to do so in the correct order. In mathematics, the term sequence refers to an infinite collection of real numbers, written in a specific order. We have already seen sequences several times now. For instance, to find approximate solutions to nonlinear equations such as tan x − x = 0, we began by first making an initial guess, x0 and then using Newton’s method to compute a sequence of successively improved approximations, x1 , x2 , . . . , xn , . . . .
 
 DEFINITION OF SEQUENCE A sequence is any function whose domain is the set of integers starting with some integer n 0 (often 0 or 1). For instance, the function a(n) = n1 , for n = 1, 2, 3, . . . , defines the sequence 1 1 1 1 , , , ,.... 1 2 3 4 Here, 11 is called the first term, 12 is the second term and so on. We call a(n) = n1 the general term, since it gives a (general) formula for computing all the terms of the sequence. Further, we use subscript notation instead of function notation and write an instead of a(n).
 
 EXAMPLE 1.1
 
 The Terms of a Sequence
 
 Write out the first four terms of the sequence whose general term is given by an = for n = 1, 2, 3, . . . .
 
 n+1 , n
 
 Solution We have the sequence a1 =
 
 1+1 2 = , 1 1
 
 a2 =
 
 2+1 3 = , 2 2
 
 a3 =
 
 4 , 3
 
 a4 =
 
 5 ,.... „ 4
 
 We often use set notation to denote a sequence. For instance, the sequence with general 1 term an = 2 , for n = 1, 2, 3, . . . , is denoted by n  ∞ 1 {an }∞ = , n=1 n 2 n=1
 
 an
 
 or equivalently, by listing the terms of the sequence:   1 1 1 1 , 2, 2,..., 2,... . 1 2 3 n
 
 0.12
 
 0.08
 
 0.04
 
 n 5
 
 10
 
 15
 
 FIGURE 9.1 an =
 
 1 n2
 
 20
 
 To graph this sequence, we plot a number of discrete points, since a sequence is a function defined only on the integers. (See Figure 9.1.) Note that as n gets larger and larger, the 1 terms of the sequence, an = 2 , get closer and closer to zero. In this case, we say that the n sequence converges to 0 and write 1 = 0. n2 lim an = L) if we In general, we say that the sequence {an }∞ n=1 converges to L (i.e., n→∞ can make an as close to L as desired, simply by making n sufficiently large. Notice that this lim an = lim
 
 n→∞
 
 n→∞
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 language parallels that used in the definition of the limit lim f (x) = L for a function of a x→∞ real variable x (given in section 1.6). The only difference is that n can take on only integer values, while x can take on any real value (integer, rational or irrational). When we say that we can make an as close to L as desired (i.e., arbitrarily close), just how close must we be able to make an to L? Well, if you pick any (small) real number, ε > 0, you must be able to make an within a distance ε of L, simply by making n sufficiently large. That is, we need |an − L| < ε. We summarize this in Definition 1.1.
 
 DEFINITION 1.1 The sequence {an }∞ n=n 0 converges to L if and only if given any number ε > 0, there is an integer N for which |an − L| < ε,
 
 for every n > N .
 
 If there is no such number L, then we say that the sequence diverges. We illustrate Definition 1.1 in Figure 9.2. Notice that the definition says that the sequence {an }∞ n=1 converges to L if given any number ε > 0, we can find an integer N so that the terms of the sequence stay between L − ε and L + ε for all values of n > N . y
 
 L´ L L´ n
 
 N
 
 12345
 
 FIGURE 9.2 Convergence of a sequence
 
 In example 1.2, we show how to use Definition 1.1 to prove that a sequence converges.
 
 EXAMPLE 1.2
 
 Proving That a Sequence Converges 
 
 1 Use Definition 1.1 to show that the sequence n2
 
 ∞
 
 converges to 0. n=1
 
 1 Solution Here, we must show that we can make 2 as close to 0 as desired, n just by making n sufficiently large. So, given any ε > 0, we must find N sufficiently large so that for every n > N ,    1  − 0 < ε or 1 < ε. (1.1)   n2 n2 Since n 2 and ε are positive, we can divide both sides of (1.1) by ε and multiply by n 2 , to obtain 1 < n2. ε  1 < n. Taking square roots gives us ε  1 Working backwards now, observe that if we choose N to be an integer with N ≥ , ε 1 then n > N implies that 2 < ε, as desired. n „
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 Most of the usual rules for computing limits of functions of a real variable also apply to computing the limit of a sequence, as we see in Theorem 1.1.
 
 THEOREM 1.1 ∞ Suppose that {an }∞ n=n 0 and {bn }n=n 0 both converge. Then
 
 (i) lim (an + bn ) = lim an + lim bn , n→∞
 
 n→∞
 
 n→∞
 
 (ii) lim (an − bn ) = lim an − lim bn , n→∞ n→∞ n→∞    (iii) lim (an bn ) = lim an lim bn and
 
 an
 
 n→∞
 
 n→∞
 
 n→∞
 
 lim an
 
 6
 
 an n→∞ = (assuming lim bn = 0). n→∞ bn n→∞ lim bn
 
 (iv) lim
 
 5
 
 n→∞
 
 4 3 2 1 n 5
 
 10
 
 15
 
 20
 
 FIGURE 9.3 an =
 
 5n + 7 3n − 5
 
 The proof of Theorem 1.1 is virtually identical to the proof of the corresponding theorem about limits of a function of a real variable (see Theorem 3.1 in section 1.3 and Appendix A) and is omitted. To find the limit of a sequence, you should work largely the same as when computing the limit of a function of a real variable, but keep in mind that sequences are defined only for integer values of the variable.
 
 EXAMPLE 1.3
 
 REMARK 1.1 If you (incorrectly) apply l’Hˆopital’s Rule in example 1.3, you get the right answer. (Go ahead and try it; nobody’s looking.) Unfortunately, you will not always be so lucky. It’s a lot like trying to cross a busy highway: while there are times when you can successfully cross with your eyes closed, it’s not generally recommended. Theorem 1.2 describes how you can safely use l’Hˆopital’s Rule.
 
 Evaluate lim
 
 n→∞
 
 Finding the Limit of a Sequence
 
 5n + 7 . 3n − 5
 
 ∞ Solution This has the indeterminate form ∞ . The graph in Figure 9.3 suggests that the sequence tends to some limit around 2. Note that we cannot apply l’Hˆopital’s Rule here, since the functions in the numerator and the denominator are defined only for integer values of n and hence, are not differentiable. Instead, simply divide numerator and denominator by the highest power of n in the denominator. We have   (5n + 7) n1 5 + n7 5n + 7 5  1  = lim lim = lim = . n→∞ 3n − 5 n→∞ (3n − 5) n→∞ 3 − 5 3 n n „ In example 1.4, we see a sequence that diverges by virtue of its terms tending to +∞.
 
 an
 
 EXAMPLE 1.4
 
 12
 
 A Divergent Sequence
 
 n2 + 1 . n→∞ 2n − 3
 
 10
 
 Evaluate lim
 
 8 6 4 2 n 5
 
 10
 
 15
 
 FIGURE 9.4 an =
 
 n2 + 1 2n − 3
 
 20
 
 ∞ Solution Again, this has the indeterminate form ∞ , but from the graph in Figure 9.4, the sequence appears to be increasing without bound. Dividing top and bottom by n (the highest power of n in the denominator), we have   (n 2 + 1) n1 n + n1 n2 + 1  1  = lim lim =∞ = lim n→∞ 2n − 3 n→∞ (2n − 3) n→∞ 2 − 3 n n ∞  2 n +1 diverges. and so, the sequence 2n − 3 n=1 „
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 In example 1.5, we see that a sequence doesn’t need to tend to ±∞ in order to diverge.
 
 A Divergent Sequence Whose Terms Do Not Tend to ∞
 
 EXAMPLE 1.5
 
 Determine the convergence or divergence of the sequence {(−1)n }∞ n=1 . Solution If we write out the terms of the sequence, we have {−1, 1, −1, 1, −1, 1, . . .}. That is, the terms of the sequence alternate back and forth between −1 and 1 and so, the sequence diverges. To see this graphically, we plot the first few terms of the sequence in Figure 9.5. Notice that the points do not approach any limit (a horizontal line). „ an an 1 2 n
 
 5
 
 10
 
 15
 
 1 n
 
 1
 
 5
 
 FIGURE 9.5
 
 10
 
 15
 
 FIGURE 9.6
 
 an = (−1)n
 
 an = f (n), where f (x) → 2, as x → ∞
 
 You can use an advanced tool like l’Hˆopital’s Rule to find the limit of a sequence, but you must be careful. Theorem 1.2 says that if f (x) → L as x → ∞ through all real values, then f (n) must approach L, too, as n → ∞ through integer values. (See Figure 9.6 for a graphical representation of this.)
 
 an 1.2 1.0 0.8 0.6
 
 THEOREM 1.2
 
 0.4
 
 Suppose that lim f (x) = L. Then, lim f (n) = L, also. x→∞
 
 0.2
 
 n→∞
 
 n 5
 
 10
 
 15
 
 20
 
 REMARK 1.2
 
 FIGURE 9.7a an = cos(2πn)
 
 The converse of Theorem 1.2 is false. That is, if lim f (n) = L, it need not be true n→∞ that lim f (x) = L. This is clear from the following observation. Note that
 
 y
 
 x→∞
 
 lim cos(2π n) = 1,
 
 1
 
 n→∞
 
 since cos(2π n) = 1 for every integer n. (See Figure 9.7a.) However,
 
 0.5
 
 lim cos(2π x) does not exist,
 
 x 10
 
 x→∞
 
 since as x → ∞, cos(2π x) oscillates between −1 and 1. (See Figure 9.7b.)
 
 0.5 1
 
 EXAMPLE 1.6 FIGURE 9.7b y = cos(2π x)
 
 Evaluate lim
 
 n→∞
 
 Applying L’Hˆ opital’s Rule to a Related Function
 
 n+1 . en
 
 ∞ Solution This has the indeterminate form ∞ , but the graph in Figure 9.8 (on the following page) suggests that the sequence converges to 0. However, there is no obvious
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch09
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 536
 
 ..
 
 CHAPTER 9
 
 T1: OSO
 
 December 17, 2010
 
 LT (Late Transcendental)
 
 19:47
 
 Infinite Series
 
 9-6
 
 way to resolve this, except by l’Hˆopital’s Rule (which does not apply to limits of sequences). So, we instead consider the limit of the corresponding function of a real variable to which we may apply l’Hˆopital’s Rule. (Be sure you check the hypotheses.) We have
 
 an 0.8
 
 d (x + 1) x +1 1 dx lim = lim x = 0. = lim x→∞ e x x→∞ x→∞ d x e (e ) dx
 
 0.6 0.4 0.2
 
 From Theorem 1.2, we now have n 5
 
 10
 
 15
 
 n+1 = 0, also. n→∞ en „
 
 20
 
 lim
 
 FIGURE 9.8 an =
 
 n+1 en
 
 For many sequences (including infinite series, which we study in the remainder of this chapter), we don’t even have an explicit formula for the general term. In such cases, we must test for convergence in some indirect way. Our first indirect tool corresponds to the result (of the same name) for limits of functions of a real variable presented in section 1.3.
 
 THEOREM 1.3 (Squeeze Theorem) ∞ Suppose {an }∞ n=n 0 and {bn }n=n 0 are convergent sequences, both converging to the limit L. If there is an integer n 1 ≥ n 0 such that for all n ≥ n 1 , an ≤ cn ≤ bn , then {cn }∞ n=n 0 converges to L, too.
 
 In example 1.7, we demonstrate how to apply the Squeeze Theorem to a sequence. Observe that the trick here is to find two sequences, one on each side of the given sequence (i.e., one larger and one smaller) that have the same limit. an
 
 EXAMPLE 1.7
 
 Applying the Squeeze Theorem to a Sequence 
 
 0.25
 
 Determine the convergence or divergence of
 
 0.20 0.15
 
 ∞
 
 . n=1
 
 Solution From the graph in Figure 9.9, the sequence appears to converge to 0, despite the oscillation. Further, note that you cannot compute this limit using the rules we have established so far. (Try it!) However, since
 
 0.10 0.05
 
 −1 ≤ sin n ≤ 1, for all n,
 
 n 0.05
 
 sin n n2
 
 5
 
 10
 
 15
 
 20
 
 dividing through by n gives us 2
 
 sin n 1 −1 ≤ 2 ≤ 2 , for all n ≥ 1. n2 n n
 
 FIGURE 9.9 sin n an = 2 n
 
 −1 1 = 0 = lim 2 , 2 n→∞ n n→∞ n
 
 Finally, since
 
 lim
 
 the Squeeze Theorem gives us that
 
 lim
 
 n→∞
 
 sin n = 0, n2
 
 also. „ The following useful result follows immediately from Theorem 1.3.
 
 COROLLARY 1.1 If lim |an | = 0, then lim an = 0, also. n→∞
 
 n→∞
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 PROOF −|an | ≤ an ≤ |an |.
 
 Notice that for all n, Further,
 
 lim |an | = 0
 
 lim (−|an |) = −lim |an | = 0.
 
 and
 
 n→∞
 
 n→∞
 
 n→∞
 
 So, from the Squeeze Theorem, lim an = 0, too. n→∞
 
 Corollary 1.1 is particularly useful for sequences with both positive and negative terms, as in example 1.8.
 
 an
 
 EXAMPLE 1.8
 
 A Sequence with Terms of Alternating Signs 
 
 0.5
 
 Determine the convergence or divergence of n 5
 
 10
 
 15
 
 20
 
 0.5
 
 1
 
 (−1)n n
 
 ∞
 
 . n=1
 
 Solution The graph of the sequence in Figure 9.10 suggests that although the sequence oscillates, it still may be converging to 0. Since (−1)n oscillates back and (−1)n directly. However, notice that forth between −1 and 1, we cannot compute lim n→∞ n    (−1)n  1    n = n
 
 FIGURE 9.10 an =
 
 (−1)n n
 
 lim
 
 and
 
 n→∞
 
 1 = 0. n
 
 (−1)n = 0, too. n→∞ n „
 
 From Corollary 1.1, we get that lim
 
 We remind you of the following definition, which we use throughout the chapter.
 
 DEFINITION 1.2 For any integer n ≥ 1, the factorial n! is defined as the product of the first n positive integers, n! = 1 · 2 · 3 · · · · · n. We define 0! = 1. an 1.0
 
 Example 1.9 shows a sequence whose limit would be extremely difficult to find without the Squeeze Theorem.
 
 0.8 0.6 0.4
 
 EXAMPLE 1.9
 
 0.2 n 5
 
 10
 
 15
 
 FIGURE 9.11 n! an = n n
 
 20
 
 A Proof of Convergence by the Squeeze Theorem
 
 Investigate the convergence of
 
 
 
 n! nn
 
 ∞
 
 . n=1
 
 n! directly. n→∞ n n (Try this!) From the graph of the sequence in Figure 9.11, it appears that the sequence Solution First, notice that we have no means of computing lim
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 is converging to 0. Notice that the general term of the sequence satisfies 0
 1. 2 n + 2n n + 2n
 
 Multiplying both sides of (1.3) by an > 0, we obtain an+1 > an ,
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 for all n and so, the sequence is increasing. Alternatively, consider the function x f (x) = (of the real variable x) corresponding to the sequence. Observe that x +1 (x + 1) − x 1 = > 0, (x + 1)2 (x + 1)2
 
 f  (x) =
 
 which says that the function f (x) is increasing. From this, it follows that the n corresponding sequence an = is also increasing. n+1 „
 
 EXAMPLE 1.11
 
 A Sequence That Is Increasing for n ≥ 2 
 
 Investigate whether the sequence an
 
 n! en
 
 ∞
 
 is increasing, decreasing or neither. n=1
 
 Solution From the graph of the sequence in Figure 9.13, it appears that the sequence n! (n + 1)! is increasing (and rather rapidly, at that). Here, for an = n , we have an+1 = , e en+1 so that   (n + 1)! (n + 1)! en an+1 en+1 = = n! an en+1 n! n e
 
 200 150 100 50 n 5
 
 10
 
 FIGURE 9.13 an =
 
 n! en
 
 =
 
 n+1 (n + 1)n!en = > 1, for n ≥ 2. e(en )n! e
 
 Since (n + 1)! = (n + 1) · n! and en+1 = e · en .
 
 (1.4)
 
 Multiplying both sides of (1.4) by an > 0, we get an+1 > an , for n ≥ 2. Notice that in this case, although the sequence is not increasing for all n, it is increasing for n ≥ 2. Keep in mind that it doesn’t really matter what the first few terms do, anyway. We are only concerned with the behavior of a sequence as n → ∞. „ We need to define one additional property of sequences.
 
 DEFINITION 1.4 We say that the sequence {an }∞ n=n 0 is bounded if there is a number M > 0 (called a bound) for which |an | ≤ M, for all n.
 
 It is important to realize that a given sequence may have any number of bounds (for instance, if |an | ≤ 10 for all n, then |an | ≤ 20, for all n, too).
 
 EXAMPLE 1.12 Show that the sequence
 
 A Bounded Sequence 
 
 3 − 4n 2 n2 + 1
 
 ∞
 
 is bounded. n=1
 
 Solution We use the fact that 4n 2 − 3 > 0, for all n ≥ 1, to get    3 − 4n 2  4n 2 − 3 4n 2 4n 2 =  < < = 4. |an | =  2 n +1  n2 + 1 n2 + 1 n2 So, this sequence is bounded by 4. (We might also say in this case that the sequence is bounded between −4 and 4.) Further, note that we could also use any number greater than 4 as a bound. „
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 Theorem 1.4 provides a powerful tool for the investigation of sequences.
 
 1.0 0.8
 
 THEOREM 1.4
 
 0.6
 
 Every bounded, monotonic sequence converges.
 
 0.4 0.2 n 5
 
 10
 
 15
 
 20
 
 FIGURE 9.14a A bounded and increasing sequence an
 
 A typical bounded and increasing sequence is illustrated in Figure 9.14a, while a bounded and decreasing sequence is illustrated in Figure 9.14b. In both figures, notice that a bounded and monotonic sequence can’t oscillate or increase/decrease without bound and consequently, must converge. The proof of Theorem 1.4 is rather involved and we leave it to the end of the section. Theorem 1.4 says that if we can show that a sequence is bounded and monotonic, then it must also be convergent, although we may have little idea of what its limit might be. Still, once we establish that a sequence converges, we can approximate its limit by computing a sufficient number of terms, as in example 1.13.
 
 6
 
 EXAMPLE 1.13
 
 4
 
 A Bounded, Monotonic Sequence 
 
 Investigate the convergence of the sequence
 
 2 n 5
 
 10
 
 15
 
 20
 
 FIGURE 9.14b A bounded and decreasing sequence an 2.0
 
 ∞
 
 . n=1
 
 2n Solution First, note that we do not know how to compute lim . This has the n→∞ n! ∞ indeterminate form ∞ , but we cannot use l’Hˆopital’s Rule here directly or indirectly. (Why not?) The graph in Figure 9.15 suggests that the sequence converges to 0. To confirm this suspicion, we first show that the sequence is monotonic. We have  n+1  2 an+1 2n+1 n! (n + 1)! = n = 2 an (n + 1)! 2n n!
 
 1.5
 
 = 1.0
 
 2n n!
 
 2(2n )n! 2 = ≤ 1, n (n + 1)n!2 n+1
 
 for n ≥ 1.
 
 Since 2n+1 = 2 · 2n and (n + 1)! = (n + 1) · n!.
 
 (1.5)
 
 Multiplying both sides of (1.5) by an > 0 gives us an+1 ≤ an for all n and so, the sequence is decreasing. Next, since the sequence is decreasing, we have that
 
 0.5 n 5
 
 10
 
 15
 
 FIGURE 9.15 an =
 
 n
 
 2 n!
 
 2n n!
 
 n
 
 an 
 
 2 4 6 8 10 12 14 16 18 20
 
 2 0.666667 0.088889 0.006349 0.000282 0.0000086 1.88 × 10−7 3.13 × 10−9 4.09 × 10−11 4.31 × 10−13
 
 20
 
 |an | =
 
 2n 21 ≤ = 2, n! 1!
 
 for n ≥ 1 (i.e., the sequence is bounded by 2). Since the sequence is both bounded and monotonic, it must be convergent, by Theorem 1.4. We display a number of terms of the sequence in the accompanying table, from which it appears that the sequence is converging to approximately 0. We can make a slightly stronger statement, though. Since we have established that the sequence is decreasing and convergent, we have from our computations that 0 ≤ an ≤ a20 ≈ 4.31 × 10−13 ,
 
 for n ≥ 20.
 
 Further, the limit L must also satisfy the inequality 0 ≤ L ≤ 4.31 × 10−13 . We can confirm that the limit is 0, as follows. From (1.5), 
 
 2 an , L = lim an+1 = lim n→∞ n→∞ n + 1
 
   2 lim an = 0 · L = 0. L = lim so that n→∞ n + 1 n→∞ „
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 Proof of Theorem 1.4
 
 REMARK 1.3
 
 Before we can prove Theorem 1.4, we need to state one of the properties of the real number system.
 
 Do not underestimate the importance of Theorem 1.4. This indirect way of testing a sequence for convergence takes on additional significance when we study infinite series (a special type of sequence that is the topic of the remainder of this chapter).
 
 THE COMPLETENESS AXIOM If a nonempty set S of real numbers has a lower bound, then it has a greatest lower bound. Equivalently, if it has an upper bound, it has a least upper bound.
 
 This axiom says that if a nonempty set S has an upper bound, that is, a number M such that x ≤ M, for all x ∈ S, then there is an upper bound L, for which L ≤ M for all upper bounds, M, with a corresponding statement holding for lower bounds. The Completeness Axiom enables us to prove Theorem 1.4.
 
 PROOF (Increasing sequence) Suppose that {an }∞ n=n 0 is increasing and bounded. This is illustrated in Figure 9.16, where you can see an increasing sequence bounded by 1. We have
 
 an 1.0
 
 a1 ≤ a2 ≤ a3 ≤ · · · ≤ an ≤ an+1 ≤ · · ·
 
 0.8 0.6
 
 and for some number M > 0, |an | ≤ M for all n. This is the same as saying that
 
 0.4
 
 −M ≤ an ≤ M,
 
 0.2 n 5
 
 10
 
 15
 
 20
 
 FIGURE 9.16
 
 for all n.
 
 Now, let S be the set containing all of the terms of the sequence, S = {a1 , a2 , . . . , an , . . .}. Notice that M is an upper bound for the set S. From the Completeness Axiom, S must have a least upper bound, L. That is, L is the smallest number for which
 
 Bounded and increasing
 
 an ≤ L ,
 
 for all n.
 
 (1.6)
 
 Notice that for any number ε > 0, L − ε < L and so, L − ε is not an upper bound, since L is the least upper bound. Since L − ε is not an upper bound for S, there is some element, a N , of S for which L − ε < aN . Since {an } is increasing, we have that for n ≥ N , a N ≤ an . Finally, from (1.6) and the fact that L is an upper bound for S and since ε > 0, we have L − ε < a N ≤ an ≤ L < L + ε, L − ε < an < L + ε,
 
 or more simply for n ≥ N . This is equivalent to
 
 |an − L| < ε,
 
 for n ≥ N ,
 
 which says that {an } converges to L. The proof for the case of a decreasing sequence is similar and is left as an exercise.
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 BEYOND FORMULAS The essential logic behind sequences is the same as that behind much of the calculus. When evaluating limits (including limits of sequences and those that define derivatives and integrals), we are frequently able to compute an exact answer directly, as in example 1.3. However, some limits are more difficult to determine and can be found only by using an indirect method, as in example 1.13. Such indirect methods prove to be extremely important (and increasingly common) as we expand our study of sequences to those defining infinite series in the rest of this chapter.
 
 EXERCISES 9.1 WRITING EXERCISES 1. Compare and contrast lim sin π x and lim sin π n. Indicate
 
 In exercises 11–24, determine whether the sequence converges or diverges.
 
 the domains of the two functions and how they affect the limits.
 
 11. an =
 
 3n 2 + 1 2n 2 − 1
 
 12. an =
 
 5n 3 − 1 2n 3 + 1
 
 2. Explain why Theorem 1.2 should be true, taking into account the respective domains and their effect on the limits.
 
 13. an =
 
 n2 + 1 n+1
 
 14. an =
 
 n2 + 1 n3 + 1
 
 3. In words, explain why a decreasing bounded sequence must converge.
 
 15. an = (−1)n
 
 n+2 3n − 1
 
 16. an = (−1)n
 
 4. A sequence is said to diverge if it does not converge. The word “diverge” is well chosen for sequences that diverge to ∞, but is less descriptive of sequences such as {1, 2, 1, 2, 1, 2, . . .} and {1, 2, 3, 1, 2, 3, . . .}. Briefly describe the limiting behavior of these sequences and discuss other possible limiting behaviors of divergent sequences.
 
 17. an = (−1)n
 
 n+2 n2 + 4
 
 18. an = cos π n
 
 x→∞
 
 n→∞
 
 In exercises 1–4, write out the terms a1 , a2 , . . . , a6 of the given sequence. 2n − 1 n2 4 3. an = n! 1. an =
 
 2. an =
 
 3 n+4
 
 n 4. an = (−1) n+1
 
 19. an = ne−n en + 2 e2n − 1
 
 22. an =
 
 3n en + 1
 
 23. an =
 
 n2n 3n
 
 24. an =
 
 n! 2n
 
 ............................................................ In exercises 25–30, evaluate each limit. 25. lim n sin n→∞
 
 ............................................................
 
 1 n
 
 26. lim
 
 1 n3 n 7. an = n+1
 
 2 6. an = √ n 2n + 1 8. an = n
 
 ............................................................ 9. Plot each sequence in exercises 5–8 and illustrate the convergence.  nπ nπ  n 10. Plot the sequence an = sin + cos and 2 2 n+1 describe the behavior of the sequence.
 
 √
 
 n→∞
 
 n2 + n − n
 
 
 
 n→∞
 
  nπ  2n − 1  28. lim cos  n→∞ 2 n+2
 
 n3 + 1 n→∞ en
 
 ln(n) 30. lim √ n→∞ n+1
 
 27. lim [ln(2n + 1) − ln(n)]
 
 5. an =
 
 cos n en
 
 21. an =
 
 n
 
 In exercises 5–8, (a) find the limit of each sequence, (b) use the definition to show that the sequence converges and (c) plot the sequence on a calculator or CAS.
 
 20. an =
 
 n+4 n+1
 
 29. lim
 
 ............................................................ In exercises 31–34, use the Squeeze Theorem and Corollary 1.1 to prove that the sequence converges to 0 (given that lim n1  lim n12  0). n→∞
 
 31. an =
 
 n→∞
 
 cos n n2
 
 33. an = (−1)n
 
 32. an = e−n n
 
 cos nπ n2
 
 34. an = (−1)n
 
 ln n n2
 
 ............................................................
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 In exercises 35–38, determine whether the sequence is increasing, decreasing or neither. n+3 n+2 en 37. an = n
 
 n−1 n+1 3n 38. an = (n + 2)!
 
 35. an =
 
 36. an =
 
 ............................................................ In exercises 39–42, show that the sequence is bounded. 3n 2 − 2 n2 + 1 sin(n 2 ) 41. an = n+1 39. an =
 
 40. an =
 
 6n − 1 n+3
 
 42. an = e1/n
 
 n 
 
 k=1
 
 55. Start with two circles C1 and C2 of radius r1 and r2 , respectively, that are tangent to each other and each tangent to the x-axis. Construct the circle C3 that is tangent to C1 , C2 and the x-axis. (See the accompanying figure.) (a) If the centers of C1 and C2 are (c1 , r1 ) and (c2 , r2 ), respectively, show that (c2 − c1 )2 + (r2 − r1 )2 = (r1 + r2 )2 and then √ |c2 − c1 | = 2 r1 r2 . (b) Find similar relationships for circles C1 and C3 and for circles C2 and √ C3 . (c) Show that the radius r1 r2 √ r3 of C3 is given by r3 = √ √ . r1 + r2 y C1 C2
 
 In exercises 43–46, write a formula that produces the given terms of the sequence. 1 −1 1 , a2 = , a3 = , a4 = −1, a5 = 2 8 4 2 1 1 1 1 44. a1 = 1, a2 = , a3 = , a4 = , a5 = 3 5 7 9 3 5 7 9 , a5 = 45. a1 = 1, a2 = , a3 = , a4 = 4 9 16 25 1 −2 3 −4 5 , a3 = , a4 = , a5 = 46. a1 = , a2 = 4 9 16 25 36 43. a1 =
 
 x
 
 C3
 
 (d) Construct a sequence of circles where C4 is tangent to C2 , C3 and the x-axis; then C5 is tangent to C3 , C4 and the xaxis. If you start with unit circles r1 = r2 = 1, find a formula for the radius rn in terms of Fn , the nth term in the Fibonacci sequence of exercises 61 and 62. (Suggested by James Albrecht.)
 
 ............................................................ 47. Prove Theorem 1.4 for a decreasing sequence. √ √ 48. Define the sequence an with a1 = 3 and an = 3 + 2an−1 for n ≥ 2. Show that {an } converges and estimate the limit of the sequence.
 
 56. (a) Let C be the circle of radius r inscribed in the parabola y = x 2 . (See the figure.) Show that the y-coordinate c of the center of the circle equals c = 14 + r 2 . y
 
 5
 
 49. (a) Numerically limits of the sequences n estimate the n   an = 1 + n2 and bn = 1 − n2 . Compare the answers to e2 and e−2 .  n  n (b) Given that lim 1 + n1 = e, show that lim 1 + nr = er
 
 3.75 2.5
 
 n→∞
 
 for any constant r. (Hint: Make the substitution n = m/r .)   50. (a) Suppose that a1 = 1 and an+1 = 12 an + a4n . Show numerically that the sequence converges to 2. To find this limit analytically, let L = lim an+1 = lim an and solve n→∞  n→∞ the equation L = 12 L + L4 . (b) Determine  the limit  of the sequence defined by a1 = 1, 1 c an+1 = 2 an + an for c > 0 and an > 0. √  √ 51. Define the sequence an with a1 = 2 and an = 2 + an−1 for n ≥ 2. Show that {an } is increasing and bounded by 2. Evaluate the limit ofthe sequence by estimating the appropri√ ate solution of x = 2 + x. 52. (a) Find all values of p such that the sequence an = converges. (b) Find all values of p such that the sequence an = converges.
 
 543
 
 1 . By thinking of an as a Riemann sum, n+k identify the definite integral to which the sequence converges.
 
 54. Define an =
 
 ............................................................
 
 n→∞
 
 Sequences of Real Numbers
 
 1 pn 1 np
 
 53. Define an = n12 + n22 + · · · + nn2 . Evaluate the sum using a formula from section 4.2 and show that the sequence converges. By thinking of an as a Riemann sum, identify the definite integral to which the sequence converges.
 
 1.25
 
 2
 
 1
 
 x 0
 
 1
 
 2
 
 (b) Let C1 be the circle of radius r1 = 1 inscribed in y = x 2 . Construct a sequence of circles C2 , C3 and so on, where each circle Cn rests on top of the prev´ious circle Cn−1 (that is, Cn is tangent to Cn−1 ) and is inscribed in the parabola. If rn is the radius of circle Cn , find a (simple) formula for rn . (Suggested by Gregory Minton.) 57. Archimedes showed that if S n is the length of an n-gon  inscribed in a circle, then S2n = 2 − 4 − Sn2 . If S6 = 1, find π S48 and show that S48 ≈ . 24 n! n! 1 58. Show that n < and prove that lim n = 0. Nevertheless, n→∞ n n n ln(n!) = 1. What graphical propshow numerically that lim n→∞ ln(n n ) erty of ln x explains this?
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 a square of side 3 is added in Figure C, then a square of side 5 is added to the bottom of Figure C, and so on.
 
 APPLICATIONS 59. A packing company works with 12 square boxes. Show that for n = 1, 2, 3, . . . , a total of n 2 circular disks of diameter 12 fit into the bottom of a box. Let an be the wasted area in n the bottom of a box with n 2 disks. Compute an . 60. The pattern of a sequence can’t always be determined from the first few terms. Start with a circle, pick two points on the circle and connect them with a line segment. The circle is divided into a1 = 2 regions. Add a third point, connect all points and show that there are now a2 = 4 regions. Add a fourth point, connect all points and show that there are a3 = 8 regions. Is the pattern clear? Show that a4 = 16 and then compute a5 for a surprise! 61. A different population model was studied by Fibonacci, an Italian mathematician of the thirteenth century. He imagined a population of rabbits starting with a pair of newborns. For one month, they grow and mature. The second month, they have a pair of newborn baby rabbits. We count the number of pairs of rabbits. Thus far, a0 = 1, a1 = 1 and a2 = 2. The rules are: adult rabbit pairs give birth to a pair of newborns every month, newborns take one month to mature and no rabbits die. Show that a3 = 3, a4 = 5 and in general an = an−1 + an−2 . This sequence of numbers, known as the Fibonacci sequence, occurs in an amazing number of applications. 62. In this exercise, we visualize the Fibonacci sequence (see exercise 61). Start with two squares of side 1 placed next to each other (see Figure A). Place a square on the long side of the resulting rectangle (see Figure B); this square has side 2. Continue placing squares on the long sides of the rectangles:
 
 9.2
 
 FIGURE A
 
 FIGURE B
 
 FIGURE C
 
 Argue that the sides of the squares are determined by the Fibonacci sequence of exercise 61.
 
 EXPLORATORY EXERCISES 1. (a) If a1 = 3 and an+1 = an + sin an for n ≥ 2, show numerically that {an } converges to π. With the same relation an+1 = an + sin an , try other starting values a1 . (Hint: Try a1 = −3, a1 = ±6, a1 = ±9, a1 = ±12 and other values.) and state a general rule for the limit of the sequence as a function of the starting value. (b) If a1 = 6 and an+1 = an − sin an for n ≥ 2, numerically estimate the limit of {an } in terms of π. Then try other starting values and state a general rule for the limit of the sequence as a function of the starting value. (c) State a general rule for the limit of the sequence with an+1 = an + cos an as a function of the starting value a1 . an−1 + an−2 for n ≥ 3. Find a 2 general formula for |an − an−1 | and prove that the sequence 2 1 1 converges. Show that an = + (− )n−2 and find the limit 3 3 2 of the sequence. Generalize to a1 = a, a2 = b.
 
 2. Let a1 = 0, a2 = 1 and an =
 
 INFINITE SERIES ¯ Recall that we write the decimal expansion of 13 as the repeating decimal 13 = 0.33333333, where we understand that the 3’s in this expansion go on forever. Alternatively, we can think of this as 1 = 0.3 + 0.03 + 0.003 + 0.0003 + 0.00003 + · · · 3 = 3(0.1) + 3(0.1)2 + 3(0.1)3 + 3(0.1)4 + · · · + 3(0.1)k + · · · .
 
 (2.1)
 
 For convenience, we write (2.1) using summation notation as ∞ 1  3(0.1)k . = 3 k=1
 
 (2.2)
 
 Since we can’t add together infinitely many terms, we need to carefully define the infinite sum indicated in (2.2). Equation (2.2) means that as you add together more and more terms, the sum gets closer and closer to 13 . In general, for any sequence {ak }∞ k=1 , suppose we start adding the terms together. We define the partial sums S1 , S2 , . . . , Sn , . . . by S1 = a1 , S2 = a1 + a2 = S1 + a2 ,
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 S3 = a1 + a2 + a3 = S2 + a3 ,   S2
 
 S4 = a1 + a2 + a3 + a4 = S3 + a4 ,  
 
  S3 .. . Sn = a1 + a2 + · · · + an−1 + an = Sn−1 + an  
 
 
 
 (2.3)
 
 Sn−1
 
 and so on. Note that each partial sum Sn is the sum of two numbers: the nth term, an , and the previous partial sum, Sn−1 , as indicated  ∞ in (2.3). 1 , consider the partial sums For instance, for the sequence k 2 k=1 S1 =
 
 1 , 2
 
 S2 =
 
 1 3 1 + 2 = , 2 2 4
 
 S3 =
 
 3 7 1 = , + 4 23 8
 
 S4 =
 
 7 15 1 = + 8 24 16
 
 3 1 and so on. Look at these carefully and you might notice that S2 = = 1 − 2 , 4 2 7 15 1 1 1 = 1 − 4 and so on, so that Sn = 1 − n , for each S3 = = 1 − 3 , S4 = 8 2 16 2 2 n = 1, 2, . . . . Observe that the sequence {Sn }∞ n=1 of partial sums converges, since 
 
 1 lim Sn = lim 1 − n = 1. n→∞ n→∞ 2  ∞ 1 , the partial This says that as we add together more and more terms of the sequence k 2 k=1 sums are drawing closer and closer to 1. In view of this, we write ∞  1 = 1. 2k k=1
 
 (2.4)
 
 It’s very important to understand what’s going on here. This new mathematical object, ∞ 1  , is called a series (or infinite series). It is not a sum in the usual sense of the word, k k=1 2 but rather, the limit of the sequence of partial sums. Equation (2.4) says that as we add together more and more terms, the sums are approaching the limit of 1. In general, for any sequence, {ak }∞ k=1 , we can write down the series a1 + a2 + · · · + ak + · · · =
 
 ∞ 
 
 ak .
 
 k=1
 
 DEFINITION 2.1 If the sequence of partial sums Sn = say that the series
 
 ∞  k=1
 
 n  k=1
 
 ak converges (to some number S), then we
 
 ak converges (to S) and write ∞  k=1
 
 ak = lim
 
 n→∞
 
 n  k=1
 
 ak = lim Sn = S. n→∞
 
 (2.5)
 
 In this case, we call S the sum of the series. Alternatively, if the sequence of partial lim Sn does not exist), then we say that the series sums {Sn }∞ n=1 diverges (i.e., n→∞ diverges.
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 EXAMPLE 2.1
 
 A Convergent Series
 
 Determine whether the series
 
 ∞ 1  converges or diverges. k k=1 2
 
 Solution From our work on the introductory example, observe that 
 
 n ∞   1 1 1 − = 1. = lim a = lim k n→∞ n→∞ 2k 2n k=1 k=1 In this case, we say that the series converges to 1. „ In example 2.2, we examine a simple divergent series.
 
 EXAMPLE 2.2
 
 A Divergent Series ∞ 
 
 Investigate the convergence or divergence of the series
 
 k=1
 
 k2.
 
 Solution Here, the nth partial sum is Sn =
 
 n 
 
 k 2 = 12 + 22 + · · · + n 2
 
 k=1
 
 lim Sn = lim (12 + 22 + · · · + n 2 ) = ∞.
 
 and
 
 n→∞
 
 n→∞
 
 Since the sequence of partial sums diverges, the series diverges also. „ Determining the convergence or divergence of a series is only rarely as simple as it was in examples 2.1 and 2.2. Sn 1.0
 
 EXAMPLE 2.3
 
 0.8 0.6
 
 A Series with a Simple Expression for the Partial Sums
 
 Investigate the convergence or divergence of the series
 
 0.4 0.2 n 5
 
 10
 
 15
 
 20
 
 FIGURE 9.17 Sn =
 
 n  k=1
 
 1 k(k + 1) n 
 
 Sn 
 
 10 100 1000 10,000 100,000 1 × 106 1 × 107
 
 0.90909091 0.99009901 0.999001 0.99990001 0.99999 0.999999 0.9999999
 
 k1
 
 1 . k(k + 1) k=1
 
 Solution In Figure 9.17, we have plotted the first 20 partial sums. In the accompanying table, we list a number of partial sums of the series. From both the graph and the table, it appears that the partial sums are approaching 1, as n → ∞. However, we must urge caution. It is extremely difficult to look at a graph or a table of any partial sums and decide whether a given series converges or diverges. In the present case, we can find a simple expression for the partial sums. The partial fractions decomposition of the general term of the series is 1 1 1 = − . k(k + 1) k k+1
 
 1 k(k  1)
 
 n
 
 ∞ 
 
 (2.6)
 
 Now, consider the nth partial sum. From (2.6), we have
 
 n  1 1 1 = − k(k + 1) k k+1 k=1 k=1 
 
 
 
 
 
 
 
 
 
 1 1 1 1 1 1 1 1 1 1 = − + − + − + ··· + − + − . 1 2 2 3 3 4 n−1 n n n+1
 
 Sn =
 
 n 
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 Notice how nearly every term in the partial sum is canceled by another term in the sum (the next term). For this reason, such a sum is referred to as a telescoping sum (or collapsing sum). We now have Sn = 1 −
 
 1 n+1
 
 and so,
 
 lim Sn = lim
 
 n→∞
 
 n→∞
 
 1−
 
 1 n+1 
 
 = 1.
 
 This says that the series converges to 1, as suggested by the graph and the table. „ It is relatively rare that we can find the sum of a convergent series exactly. Usually, we must test a series for convergence using some indirect method and then approximate the sum ∞ 1  by calculating some partial sums. The series we considered in example 2.1, , is an k k=1 2 example of a geometric series, whose sum is known exactly. We have the following result.
 
 NOTES A geometric series is any series that can be written in the form ∞  ar k for nonzero constants a k=0
 
 and r . In this case, each term in the series equals the constant r times the previous term.
 
 THEOREM 2.1 For a = 0, the geometric series
 
 ∞ 
 
 ar k converges to
 
 k=0
 
 |r | ≥ 1. (Here, r is referred to as the ratio.)
 
 a if |r | < 1 and diverges if 1−r
 
 PROOF The proof relies on a clever observation. Since the first term of the series corresponds to k = 0, the nth partial sum (the sum of the first n terms) is Sn = a + ar 1 + ar 2 + · · · + ar n−1 .
 
 (2.7)
 
 Multiplying (2.7) by r, we get r Sn = ar 1 + ar 2 + ar 3 + · · · + ar n . Subtracting (2.8) from (2.7), we get (1 − r )Sn = (a + ar 1 + ar 2 + · · · + ar n−1 ) − (ar 1 + ar 2 + ar 3 + · · · + ar n ) = a − ar n = a(1 − r n ). Dividing both sides by (1 – r ) gives us Sn =
 
 a(1 − r n ) . 1−r
 
 If |r | < 1, notice that r n → 0 as n → ∞ and so, a(1 − r n ) a = . n→∞ 1−r 1−r
 
 lim Sn = lim
 
 n→∞
 
 We leave it as an exercise to show that if |r | ≥ 1, lim Sn does not exist. n→∞
 
 EXAMPLE 2.4
 
 A Convergent Geometric Series
 
 Investigate the convergence or divergence of the series
 
 ∞    k 5 13 .
 
 k=2
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 Solution The first 20 partial sums are plotted in Figure 9.18. It appears from the graph that the sequence of partial sums is converging to some number around 0.8. Further evidence is found in the following table of partial sums. Sn 1.0
 
 Sn 
 
 0.8
 
 n
 
 0.6
 
 6 8 10 12 14 16 18 20
 
 0.4 0.2 5
 
 10
 
 15
 
 20
 
 n
 
 FIGURE 9.18 Sn =
 
 n+1  k=2
 
 k 1 3
 
 5
 
 n1 
 
 5
 
 k2
 
 k 1 3
 
 0.83219021 0.83320632 0.83331922 0.83333177 0.83333316 0.83333331 0.83333333 0.83333333
 
 While the table suggests that the series converges to approximately 0.83333333, we must urge caution. Some sequences and series converge (or diverge) far too slowly to observe graphically or numerically. You must always confirm your suspicions with careful mathematical analysis. In the present case, note that the series is geometric, as follows: k 2 3 4 n ∞  1 1 1 1 1 5 =5 +5 +5 + ··· + 5 + ··· 3 3 3 3 3 k=2   2 2 1 1 1 =5 1+ + + ··· 3 3 3   ∞  1 2 1 k = 5 . 3 3 k=0 You can now see that this is a geometric series with ratio r = Further, since |r | =
 
 1 3
 
  1 2
 
 and a = 5
 
 3
 
 .
 
 1 < 1, 3
 
 we have from Theorem 2.1 that the series converges to 5  2 5 13 5 a ¯  1  =  92  = = 0.83333333, = 1−r 6 1− 3 3 which is consistent with the graph and the table of partial sums. „
 
 EXAMPLE 2.5
 
 A Divergent Geometric Series ∞ 
 
 
 
 7 Investigate the convergence or divergence of the series 6 − 2 k=0 
 
 k .
 
 Solution A graph showing the first 20 partial sums (see Figure 9.19) is not particularly helpful, until you look at the vertical scale. The following table showing a number of partial sums is more revealing.
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 Sn 0.5  1011 5
 
 10
 
 15
 
 20
 
 n
 
 0.5  1011 1.0  1011 1.5  1011
 
 FIGURE 9.19 Sn = 
 
 7 k 6 − 2 k= 0 n−1 
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 k 7 6 − 2 k0
 
 n− 1
 
 n
 
 Sn 
 
 11 12 13 14 15 16 17 18 19 20
 
 1.29 × 106 −4.5 × 106 1.6 × 107 −5.5 × 107 1.9 × 108 −6.8 × 108 2.4 × 109 −8.3 × 109 2.9 × 1010 −1 × 1011
 
 Note that while the partial sums are oscillating back and forth between positive and negative values, they are growing larger and larger in absolute value. We can confirm our suspicions by observing that this is a geometric series with ratio r = − 72 . Since    7 7  |r | = −  = ≥ 1, 2 2 the series is divergent, as we suspected. „ The following simple observation provides us with a very useful test.
 
 THEOREM 2.2 If
 
 ∞  k=1
 
 ak converges, then lim ak = 0. k→∞
 
 PROOF ∞ 
 
 ak converges to some number L. This means that the sequence of partial n  sums defined by Sn = ak also converges to L. Notice that
 
 Suppose that
 
 k=1
 
 k=1
 
 Sn =
 
 n 
 
 ak =
 
 k=1
 
 n−1 
 
 ak + an = Sn−1 + an .
 
 k=1
 
 Subtracting Sn−1 from both sides, we have an = Sn − Sn−1 . This gives us lim an = lim (Sn − Sn−1 ) = lim Sn − lim Sn−1 = L − L = 0,
 
 n→∞
 
 n→∞
 
 n→∞
 
 n→∞
 
 as desired. The following very useful test follows directly from Theorem 2.2.
 
 kth-Term Test for Divergence If lim ak = 0, then the series k→∞
 
 ∞  k=1
 
 ak diverges.
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 The kth-term test is so simple, you should use it to test every series you run into. It says that if the terms don’t tend to zero, the series is divergent and there’s nothing more to do. However, as we’ll soon see, if the terms do tend to zero, the series may or may not converge and additional testing is needed.
 
 Sn 20 15
 
 EXAMPLE 2.6
 
 10
 
 A Series Whose Terms Do Not Tend to Zero
 
 Investigate the convergence or divergence of the series
 
 5
 
 5
 
 10
 
 15
 
 20
 
 n
 
 lim
 
 n 
 
 k→∞
 
 Example 2.7 shows an important series whose terms tend to 0 as k → ∞, but that diverges, nonetheless.
 
 The converse of Theorem 2.2 is false. That is, having lim ak = 0 does not guarantee k→∞ ∞  ak converges. that the series
 
 EXAMPLE 2.7
 
 k=1
 
 4 3 2 1
 
 FIGURE 9.21 Sn =
 
 n  k=1
 
 n 1  k1 k
 
 n
 
 Sn 
 
 11 12 13 14 15 16 17 18 19 20
 
 3.01988 3.10321 3.18013 3.25156 3.31823 3.38073 3.43955 3.49511 3.54774 3.59774
 
 1 k
 
 20
 
 ∞ 1  . k=1 k
 
 Solution In Figure 9.21, we see the first 20 partial sums of the series. In the table, we display several partial sums. The table and the graph suggest that the series might converge to a number around 3.6. As always with sequences and series, we need to confirm this suspicion. First, note that 1 lim ak = lim = 0. k→∞ k→∞ k Be careful: once again, this does not say that the series converges. If the limit had been nonzero, we would have concluded that the series diverges. In the present case, where the limit is 0, we can conclude only that the series may converge, but we will need to investigate further. The following clever proof provides a preview of things to come. Consider the nth partial sum
 
 Sn
 
 15
 
 The Harmonic Series
 
 Investigate the convergence or divergence of the harmonic series:
 
 Be very clear about this point. This is a very common misconception.
 
 10
 
 k = 1 = 0. k+1
 
 So, by the kth-term test for divergence, the series must diverge. „
 
 REMARK 2.1
 
 5
 
 k . k + 1 k=1
 
 Solution A graph showing the first 20 partial sums is shown in Figure 9.20. The partial sums appear to be increasing without bound as n increases. Further,
 
 FIGURE 9.20 k Sn = k + 1 k=1
 
 ∞ 
 
 n
 
 Sn =
 
 n  1 k=1
 
 k
 
 =
 
 1 1 1 1 + + + ··· + . 1 2 3 n
 
 Note that Sn corresponds to the sum of the areas of the n rectangles superimposed on the graph of y = x1 , as shown in Figure 9.22 for the case where n = 7. Since each of the indicated rectangles lies partly above the curve, we have Sn = Sum of areas of n rectangles  n+1 1 dx ≥ Area under the curve = x 1 n+1  = ln(n + 1). = ln |x| 1
 
 (2.9)
 
 However, the sequence {ln(n + 1)}∞ n=1 diverges, since lim ln(n + 1) = ∞.
 
 n→∞
 
 Since Sn ≥ ln(n + 1), for all n [from (2.9)], we must also have that lim Sn = ∞, from n→∞ ∞ 1  1 diverges, too, even though lim = 0. which it follows that the series, k→∞ k k=1 k „
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 We conclude this section with several unsurprising results.
 
 y 1.2
 
 THEOREM 2.3
 
 1.0 0.8
 
 (i) If
 
 ∞  k=1
 
 0.6
 
 ak converges to A and
 
 converges to A ± B and
 
 0.4 0.2
 
 (ii) If 1
 
 2
 
 3
 
 4
 
 5
 
 6
 
 7
 
 ∞  k=1
 
 8
 
 ak converges and
 
 ∞ 
 
 k=1 ∞ 
 
 k=1 ∞ 
 
 k=1
 
 bk converges to B, then the series
 
 ∞  k=1
 
 (ak ± bk )
 
 (cak ) converges to cA, for any constant c.
 
 bk diverges, then
 
 ∞  k=1
 
 (ak ± bk ) diverges.
 
 FIGURE 9.22 y=
 
 1 x
 
 The proof of the theorem is left as an exercise.
 
 BEYOND FORMULAS The harmonic series illustrates one of the most counterintuitive facts in calculus. A full understanding of this particular infinite series will help you recognize many of the subtle issues that arise in later mathematics courses. The general result may be ∞  stated this way: in the case where lim ak = 0, the series ak might diverge or might k→∞
 
 k=1
 
 converge, depending on how fast the sequence ak approaches zero. Keep thinking about why the harmonic series diverges and you will develop a deeper understanding of how infinite series in particular and calculus in general work.
 
 EXERCISES 9.2 n 1  . Thus, the calculator k=1 k would incorrectly indicate that the harmonic series converges.
 
 WRITING EXERCISES
 
 too small to change the partial sum
 
 1. Suppose that your friend is confused about the difference between the convergence of a sequence and the convergence of a series. Carefully explain the difference between converk and the series gence or divergence of the sequence ak = k + 1 ∞  k . k=1 k + 1 2. Explain in words why the kth-term test for divergence is ∞  ak valid. Explain why it is not true that if lim ak = 0 then k→∞
 
 k=1
 
 necessarily converges. In your explanation, include an important example that proves that this is not true and comment on the fact that the convergence of ak to 0 can be slow or fast. 3. In Theorems 2.2 and 2.3, the series start at k = 1, as in
 
 ∞  k=1
 
 ak .
 
 Explain why the conclusions of the theorems hold if the series start at k = 2, k = 3 or at any positive integer. 4. We emphasized in the text that numerical and graphical evidence for the convergence of a series can be misleading. Suppose your calculator carries 14 digits in its calculations. 1 Explain why for large enough values of n, the term will be n
 
 In exercises 1–24, determine whether the series converges or diverges. For convergent series, find the sum of the series. k ∞ ∞   1 1 k 1. (5) 3 2. 5 3 k=0 k=0 
 
 k ∞ ∞   1 1 k 1 − 3. 4. 4 2 3 2 k=0 k=0 5.
 
 ∞  1 k=0
 
 7.
 
 ∞  k=1
 
 2
 
 (3)k
 
 4 k(k + 2)
 
 ∞  3k 9. k+4 k=1 ∞  2 11. k k=1
 
 13.
 
 ∞  k=1
 
 2k + 1 k 2 (k + 1)2
 
 6.
 
 ∞ 
 
 (−1)k
 
 k=3
 
 8. 10.
 
 ∞  4k k +2 k=1 ∞  k=1
 
 12.
 
 ∞  k=0
 
 14.
 
 3 2k
 
 ∞  k=1
 
 9 k(k + 3) 4 k+1 4 k(k + 1)(k + 3)(k + 4)
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 39. (a) Write 0.99999¯ = 0.9 + 0.09 + 0.009 + · · · and sum the geometric series to prove that 0.99999¯ = 1. (b) Prove that 0.199999¯ = 0.2.
 
 k=1 
 
 ∞  1 1 17. − 2k k+1 k=0 
 
 ∞  2 1 19. + 3k 2k k=2 
 
 ∞  1 1 18. − 2k 3k k=0
 
 ∞  1 1 − k 20. k 4 k=2
 
 ∞  3k (−1)k+1 k +1 k=0
 
 ∞  k 23. sin 5 k=1
 
 21.
 
 22.
 
 ∞  (−1)k
 
 k2
 
 k=0
 
 24.
 
 ∞ 
 
 40. (a) Write 0.181818 as a geometric series and then write the sum of the geometric series as a fraction. (b) Write 2.134134 as a fraction. ∞ ∞   41. Give an example where ak and bk both diverge but ∞ k=1 k=1  (ak + bk ) converges.
 
 k3 +1
 
 k=1
 
 tan−1 k
 
 42. If
 
 k=1
 
 ............................................................ In exercises 25–28, determine all values of c such that the series converges. 25.
 
 ∞ 
 
 3(2c + 1)k
 
 26.
 
 k=0
 
 27.
 
 ∞  k=0
 
 ∞  k=0
 
 c k+1
 
 28.
 
 ∞  k=0
 
 2 (c − 3)k 2 ck + 1
 
 ............................................................ In exercises 29–32, use graphical and numerical evidence to conjecture the convergence or divergence of the series. 29. 31.
 
 ∞  1 2 k k=1 ∞  3 k=1
 
 30. 32.
 
 k!
 
 ∞  1 √ k k=1 ∞ k  2
 
 k!
 
 k=1
 
 ............................................................ 33. (a) Prove that if
 
 ∞  k=1
 
 ak converges, then
 
 positive integer m. In particular, if does ∞  k=m
 
 ∞  k=m
 
 ∞ 
 
 ∞  k=m
 
 k=1
 
 ak converges for any
 
 ak converges to L, what
 
 ak converge to? (b) Prove that if
 
 ∞  k=1
 
 ak diverges, then
 
 34. Explain why the partial fractions technique of example 2.3 does ∞  1 . not work for k(k + 1/2) k=1
 
 37. Let Sn = have
 
 1 3 1 5
 
 n 
 
 1
 
 k=1 k + 14 > + 16 +
 
 ∞ 
 
 k=0 ∞ 
 
 ak converges and
 
 ∞  k=0
 
 bk diverges, is it necessarily true that
 
 (ak + bk ) diverges?
 
 k=0
 
 43. Prove that the sum of a convergent geometric series 1 + r + r 2 + · · · must be greater than 12 . ∞ ∞ 1   ak converges, then the series 44. Prove that if the series k=0 k=0 ak diverges.
 
 45. Show that the partial sum Sn = 1 + 12 + 13 + · · · + n1 does not equal an integer for any prime n < 100. Is the statement true for all integers n > 1? 46. The Cantor set is one of the most famous sets in mathematics. To construct the Cantor set, start  1 2with  the interval [0, 1]. Then  1  remove  2  the middle third, 3 , 3 . This leaves the set 0, 3 ∪ 3 , 1 . For each of the two subintervals, remove  1 2  the middle third; in this case, remove the intervals and , 9 9 7 8 , . Continue in this way, removing the middle thirds of 9 9 each remaining interval. The Cantor set is all points in [0, 1] that are not removed. Argue that 0, 1, 13 and 23 are in the Cantor set, and identify four more points in the set. It can be shown that there are an infinite number of points in the Cantor set. On the other  1 hand, the total length of the subintervals removed is 1 + · · · . Find the third term in this series, identify the + 2 3 9 series as a convergent geometric series and find the sum of the series. Given that you started with an interval of length 1, how much “length” does the Cantor set have? 47. For 0 < x < 1, show that 1 + x + x 2 + · · · + x n < this inequality hold for −1 < x < 0?
 
 ak diverges for any positive integer m.
 
 35. Prove Theorem 2.3 (i).
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 19:47
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 36. Prove Theorem 2.3 (ii).
 
 1 . 1−x
 
 Does
 
 48. For any positive integer n, show that 2 > 1 + 12 + · · · + 21n , 3 > 1 + 13 + · · · + 31n and 54 > 1 + 15 + · · · + 51n . Use these 2 p facts to show that 2 · 32 · 54 · · · · · p−1 > 1 + 12 + 13 + · · · + n1 where p is the largest prime that is less than n. Conclude that there are an infinite number of primes.
 
 . Show that S1 = 1 and S2 = 32 . Since 13 > 14 , we 1 4 1 7
 
 +
 
 1 4 1 8
 
 = 12 . Therefore, S4 > 1 + 18 8 7 . For 2
 
 3 + 12 2 1 , so S8 2
 
 = 2. Simi-
 
 + > + + = > 52 . Show larly, that S16 > 3 and S32 > which n can you guarantee that Sn > 4? Sn > 5? For any positive integer m, determine n such that Sn > m. Conclude that the harmonic series diverges. 1 8
 
 1 8
 
 38. Compute several partial sums Sn of the series 1 + 1 − 1 + 1 − 1 + 1 − 1 + · · · . Prove that the series   n 1 diverges. Find the Cesaro sum of this series: lim Sk . n→∞ n k=1
 
 APPLICATIONS 49. Suppose you have n boards of length L. Place the first board L with length 2n hanging over the edge of the table. Place the L next board with length 2(n−1) hanging over the edge of the first L over the edge of the board. The next board should hang 2(n−2) second board. Continue on until the last board hangs L2 over the edge of the (n − 1)st board. Theoretically, this stack will balance (in practice, don’t use quite as much overhang). With n = 8, compute the total overhang of the stack. Determine the
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 SECTION 9.2
 
 number of boards n such that the total overhang is greater than L. This means that the last board is entirely beyond the edge of the table. What is the limit of the total overhang as n → ∞?
 
 L 2
 
 L 4
 
 ... L 6
 
 50. Have you ever felt that the line you’re standing in moves more slowly than the other lines? In An Introduction to Probability Theory and Its Applications, William Feller proved just how bad your luck is. Let N be the number of people who get in line until someone waits longer than you do (you’re the first, so N ≥ 2). The probability that N = k is given by 1 p(k) = . Prove that the total probability equals 1; k(k − 1) ∞  1 that is, = 1. From probability theory, the average k=2 k(k − 1) (mean) number of people who must get in line before someone ∞  1 . Prove k has waited longer than you is given by k(k − 1) k=2 that this diverges to ∞. Talk about bad luck! 51. To win a deuce tennis game, one player or the other must win the next two points. If each player wins one point, the deuce starts over. If you win each point with probability p, the probability that you win the next two points is p 2 . The probability that you win one of the next two points is 2 p(1 − p). The probability that you win a deuce game is then p 2 + 2 p(1 − p) p2 + [2 p(1 − p)]2 p 2 + [2 p(1 − p)]3 p 2 + · · · . Explain what each term represents, explain why the geometric series converges and find the sum of the series. If p = 0.6, you’re a better player than your opponent. Show that you are more likely to win a deuce game than you are a single point. The slightly strange scoring rules in tennis make it more likely that the better player wins. 52. On an analog clock, at 1:00, the minute hand points to 12 and the hour hand points to 1. When the minute hand reaches 1, 1 the hour hand has progressed to 1 + 12 . When the minute hand 1 1 reaches 1 + 12 , the hour hand has moved to 1 + 12 + 1212 . Find the sum of a geometric series to determine the time at which the minute hand and hour hand are in the same location. 53. A dosage d of a drug is given at times t = 0, 1, 2, . . . . The drug decays exponentially with rate r in the bloodstream. The amount in the bloodstream after n + 1 doses is d + de−r + de−2r + · · · + de−nr . Show that the eventual level d . If of the drug (after an “infinite” number of doses) is 1 − e−r r = 0.1, find the dosage needed to maintain a drug level of 2. 54. Two bicyclists are 40 miles apart, riding toward each other at 20 mph (each). A fly starts at one bicyclist and flies toward the other bicyclist at 60 mph. When it reaches the bike, it turns around and flies back to the first bike. It continues flying back and forth until the bikes meet. Determine the distance flown on
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 each leg of the fly’s journey and find the sum of the geometric series to get the total distance flown. Verify that this is the right answer by solving the problem the easy way. 55. Suppose $100,000 of counterfeit money is introduced into the economy. Each time the money is used, 25% of the remaining money is identified as counterfeit and removed from circulation. Determine the total amount of counterfeit money successfully used in transactions. This is an example of the multiplier effect in economics. Suppose that a new marking scheme on dollar bills helps raise the detection rate to 40%. Determine the reduction in the total amount of counterfeit money successfully spent. 56. In this exercise, we will find the present value of a plot of farmland. Assume that a crop of value $c will be planted in years 1, 2, 3 and so on, and the yearly inflation rate is r. The present value is given by P = ce−r + ce−2r + ce−3r + · · · . Find the sum of the geometric series to compute the present value. 57. Suppose you repeat a game at which you have a probability p of winning each time you play. The probability that your first win comes in your nth game is p(1 − p)n−1 . Compute ∞  p(1 − p)n−1 and state in terms of probability why the n=1
 
 result makes sense. 58. In general, the total time it takes for a ball to complete its ∞ 2v  r k and the total distance the ball moves is bounces is g k=0 ∞ v2  r 2k , where r is the coefficient of restitution of the ball. g k=0 Assuming 0 < r < 1, find the sums of these geometric series. 59. (a) Here is a magic trick (from Art Benjamin). Pick any positive integer less than 1000. Divide it by 7, then divide the answer by 11, then divide the answer by 13. Look at the first six digits after the decimal of the answer and call out any five of them in any order and the magician will tell what the other digit is. The “secret” knowledge used by the magician is that the sum of the six digits will equal 27. Try this! (b) Let x be a posx 999 − x itive integer less than 1000, and let c = + . 1000 1,000,000 c c c Show that c + + + ··· + 1,000,000 1,000,0002 1,000,0003 x +1 . (c) Explain why part (b) implies that the converges to 1001 decimal expansion of the fraction in part (a) will repeat every six digits, with the first three digits being one less than the original number and the remaining three digits being the 9’s-complement of the first three digits.
 
 EXPLORATORY EXERCISES 1. Infinite products are also of great interest to mathematicians. Numerically explore the   convergence  or divergence  1 1 of the infinite product 1 − 14 1 − 19 1 − 25 1 − 49 ··· =    1 1 − p2 . Note that the product is taken over the prime p = prime
 
 numbers, not all integers. Compare your results to the number 6 . π2
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 2. In example 2.7, we showed that 1 + 12 + 13 + · · · + n1 > ln(n + 1 1). Superimpose the graph of f (x) = x−1 onto Figure 9.22 and 1 1 1 show that 2 + 3 + · · · + n < ln(n). Conclude that ln(n + 1) < 1 + 12 + 13 + · · · + n1 < 1 + ln(n). Euler’s constant is defined by   1 1 1 γ = lim 1 + + + · · · + − ln(n) . n→∞ 2 3 n
 
 Investigate whether the sequence an = diverges.
 
 3. Define a1 = 1, a2 = 1 − 12 − 13 and n −1 2 1 an = an−1 + (−1)n−1 for n ≥ 2. Illustrate numerically k n−1 k=2 that the sequence diverges, alternating between two values with lim |an − an−1 | = ln 2. Explore the sequence with b1 = 1 n→∞
 
 n −1 3
 
 1 . (Chris Davis and David k=3n−1 k Taylor have extended these results from base 2 and base 3 to any base b > 1.) and bn = bn−1 + (−1)n−1
 
 Look up the value of γ . (Hint: Use your CAS.) Use n 1  for n = 10,000 and n = 100,000. γ to estimate i=1 i
 
 9.3
 
 2n 1  converges or k=n k
 
 THE INTEGRAL TEST AND COMPARISON TESTS We need to test most series for convergence in some indirect way that does not result in finding the sum of the series. In this section, we will develop several such tests for convergence of series. The first of these is a generalization of the method we used in section 9.2 to show that the harmonic series is divergent. ∞  For a given series ak , suppose that there is a function f for which k=1
 
 f (k) = ak ,
 
 for k = 1, 2, . . . ,
 
 where f is continuous and decreasing and f (x) ≥ 0 for all x ≥ 1. We consider the nth partial sum n  Sn = ak = a1 + a2 + · · · + an . k=1
 
 In Figure 9.23a, we show (n − 1) rectangles constructed on the interval [1, n], each of width 1 and with height equal to the value of the function at the right-hand endpoint of the subinterval on which it is constructed. Notice that since each rectangle lies completely beneath the curve, the sum of the areas of the (n − 1) rectangles shown is less than the area under the curve from x = 1 to x = n. That is,  n 0 ≤ Sum of areas of (n − 1) rectangles ≤ Area under the curve = f (x) d x. (3.1)
 
 y y  f (x) (2, a2) (3, a3) (n, an)
 
 1
 
 2
 
 3
 
 4
 
 FIGURE 9.23a (n − 1) rectangles, lying beneath the curve
 
 n
 
 1
 
 x
 
 Note that the area of the first rectangle is length × width = (1)(a2 ), the area of the second rectangle is (1)(a3 ) and so on. We get that the sum of the areas of the (n − 1) rectangles shown is a2 + a3 + a4 + · · · + an = Sn − a1 . Together with (3.1), this gives us 0 ≤ Sum of areas of (n − 1) rectangles
 
 
 
 = Sn − a1 ≤ Area under the curve =
 
 n
 
 f (x) d x. 1
 
 (3.2)
 
 !∞ Now, suppose that the improper integral 1 f (x) d x converges. Then, from (3.2), we have  n  ∞ 0 ≤ Sn − a1 ≤ f (x) d x ≤ f (x) d x. 1
 
 1
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 Adding a1 to all the terms gives us
 
 The Integral Test and Comparison Tests
 
 
 
 ∞
 
 a1 ≤ Sn ≤ a1 +
 
 555
 
 f (x) d x,
 
 1 ∞ so that the sequence of partial sums {Sn }∞ n=1 is bounded. Since {Sn }n=1 is also monotonic ∞  (why is that?), {Sn }∞ ak is also n=1 is convergent by Theorem 1.4 and so, the series k=1
 
 y y  f (x) (1, a1) (2, a2) (n  1, an1)
 
 convergent. In Figure 9.23b, we show (n − 1) rectangles constructed on the interval [1, n], each of width 1, but with height equal to the value of the function at the left-hand endpoint of the subinterval on which it is constructed. In this case, the sum of the areas of the (n − 1) rectangles shown is greater than the area under the curve. That is,  n f (x) d x 0 ≤ Area under the curve = 1
 
 ≤ Sum of areas of (n − 1) rectangles. 1
 
 2
 
 3
 
 4
 
 n
 
 x
 
 FIGURE 9.23b (n − 1) rectangles, partially above the curve
 
 (3.3)
 
 Further, note that the area of the first rectangle is length × width = (1)(a1 ), the area of the second rectangle is (1)(a2 ) and so on. We get that the sum of the areas of the (n − 1) rectangles indicated in Figure 9.23b is a1 + a2 + · · · + an−1 = Sn−1 . Together with (3.3), this gives us
 
 
 
 0 ≤ Area under the curve =
 
 HISTORICAL NOTES
 
 n
 
 f (x) d x 1
 
 ≤ Sum of areas of (n − 1) rectangles = Sn−1 . (3.4) !∞ Now, suppose ! n that the improper integral 1 f (x) d x diverges. Since f (x) ≥ 0, this says that lim 1 f (x) d x = ∞. From (3.4), we have that n→∞  n f (x) d x ≤ Sn−1 .
 
 Colin Maclaurin (1698–1746) Scottish mathematician who discovered the Integral Test. Maclaurin was one of the founders of the Royal Society of Edinburgh and was a pioneer in the mathematics of actuarial studies. The Integral Test was introduced in a highly influential book that also included a new treatment of an important method for finding series of functions. Maclaurin series, as we now call them, are developed in section 9.7.
 
 1
 
 lim Sn−1 = ∞,
 
 This says that
 
 n→∞
 
 ∞  ak diverges, also. So, the sequence of partial sums {Sn }∞ n=1 diverges and hence, the series k=1 too. We summarize the results of this analysis in Theorem 3.1.
 
 THEOREM 3.1 (Integral Test) If f (k) = ak for all k = 1, 2, . . . , f is continuous and decreasing, and f (x) ≥ 0 for ∞ !∞  x ≥ 1, then 1 f (x) d x and ak either both converge or both diverge.
 
 Sn
 
 k=1
 
 2.5 2.0
 
 Note that while the Integral Test might say that a given series and improper integral both converge, it does not say that they will converge to the same value. In fact, this is generally not the case, as we see in example 3.1.
 
 1.5 1.0 0.5
 
 EXAMPLE 3.1 5
 
 10
 
 15
 
 FIGURE 9.24 Sn =
 
 n−1  k=0
 
 1 k2 + 1
 
 20
 
 n
 
 Using the Integral Test
 
 Investigate the convergence or divergence of the series
 
 ∞ 
 
 1 . 2+1 k k=0
 
 Solution The graph of the first 20 partial sums shown in Figure 9.24 suggests that the series converges to some value around 2. In the accompanying table, we show some selected partial sums. Based on this, it is difficult to say whether the series is converging
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 very slowly to a limit around 2.076 or whether the series is instead diverging very slowly. To determine which is the case, we must test the series further. Define 1 f (x) = 2 . Note that f is continuous and positive everywhere and x +1 1 = ak , for all k ≥ 1. Further, f (k) = 2 k +1 f  (x) = (−1)(x 2 + 1)−2 (2x) < 0, for x ∈ (0, ∞), so that f is decreasing. This says that the Integral Test applies to this series. So, we consider the improper integral n 10 50 100 200 500 1000 2000
 
 Sn 
 
 n− 1 k0
 
 1.97189 2.05648 2.06662 2.07166 2.07467 2.07567 2.07617
 
 k2
 
 1 1
 
  0
 
 ∞
 
 1 d x = lim 2 R→∞ x +1
 
 
 
 R 0
 
 R  1 −1  tan x d x = lim  2 R→∞ x +1 0
 
 = lim (tan−1 R − tan−1 0) = R→∞
 
 π π −0= . 2 2
 
 The Integral Test says that since the improper integral converges, the series must converge, also. Now that we have established that the series is convergent, our earlier calculations give us the estimated sum 2.076. Notice that this is not the same as the π value of the corresponding improper integral, which is ≈ 1.5708. 2 „ In example 3.2, we discuss an important type of series.
 
 EXAMPLE 3.2
 
 The p-Series
 
 Determine for which values of p the series
 
 ∞ 1  (a p-series) converges. p k=1 k
 
 Solution First, notice that for p = 1, this is the harmonic series, which diverges. For 1 p > 1, define f (x) = p = x − p . Notice that for x ≥ 1, f is continuous and positive. x Further, f  (x) = − px − p−1 < 0, so that f is decreasing. This says that the Integral Test applies. We now consider   ∞  R x − p+1  R x − p d x = lim x − p d x = lim R→∞ 1 R→∞ − p + 1 1 1 − p+1
 
 R 1 −1 − = . Since p > 1 implies = lim R→∞ − p + 1 −p + 1 − p + 1 that − p + 1 < 0. In this case, the improper integral converges and so too, must the series. We leave it as an exercise to show that the series diverges when p < 1. „ We summarize the result of example 3.2 as follows.
 
 p-SERIES
 
 ∞ 1  The p-series converges if p > 1 and diverges if p ≤ 1. p k=1 k
 
 Notice that in each of examples 3.1 and 3.2, we were able to use the Integral Test to establish the convergence of a series. While you can use the partial sums of a convergent series to estimate its sum, it remains to be seen how precise a given estimate is. First, if
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 y
 
 we estimate the sum s of the series remainder Rn to be y  f (x)
 
 ak by the nth partial sum Sn = ∞ 
 
 ak −
 
 k=1
 
 x n1
 
 k=1
 
 Rn = s − Sn =
 
 (n  1, an1)
 
 n
 
 ∞ 
 
 The Integral Test and Comparison Tests
 
 n  k=1
 
 ak =
 
 ∞ 
 
 n  k=1
 
 557
 
 ak , we define the
 
 ak .
 
 k=n+1
 
 Notice that this says that the remainder Rn is the error in approximating s by Sn . For any series shown to be convergent by the Integral Test, we can estimate the size of the remainder, as follows. From Figure 9.25, observe that Rn corresponds to the sum of the areas of the indicated rectangles. Further, under the conditions of the Integral Test, this is less than the area ! ∞ under the curve y = f (x) on the interval [n, ∞). (Recall that this area is finite, since 1 f (x) d x converges.) This gives us the following result.
 
 FIGURE 9.25 Estimate of the remainder
 
 THEOREM 3.2 (Error Estimate for the Integral Test) Suppose that f (k) = ak for all k = 1, 2, . . . , where f is continuous and decreasing, !∞ and f (x) ≥ 0 for all x ≥ 1. Further, suppose that 1 f (x) d x converges. Then, the remainder Rn satisfies  ∞ ∞  ak ≤ f (x) d x. 0 ≤ Rn = k=n+1
 
 n
 
 Whenever the Integral Test applies, we can use Theorem 3.2 to estimate the error in using a partial sum to approximate the sum of a series.
 
 EXAMPLE 3.3
 
 Estimating the Error in a Partial Sum
 
 Estimate the error in using the partial sum S100 to approximate the sum of the series ∞  1 . 3 k k=1 Solution First, recall that in example 3.2, we used the Integral Test to show that this series (a p-series, with p = 3) is convergent. From Theorem 3.2, the remainder satisfies 
 
  R  ∞ 1 1 1 R 0 ≤ R100 ≤ − d x = lim d x = lim 3 R→∞ 100 x 3 R→∞ 2x 2 100 100 x 
 
 −1 1 = 5 × 10−5 . = lim + 2 R→∞ 2R 2(100)2 „ A more interesting and far more practical question related to example 3.3 is to determine the number of terms of the series necessary to obtain a given accuracy.
 
 EXAMPLE 3.4
 
 Finding the Number of Terms Needed for a Given Accuracy
 
 Determine the number of terms needed to obtain an approximation to the sum of the ∞ 1  series correct to within 10−5 . 3 k=1 k Solution Again, we already used the Integral Test to show that the series in question converges. Then, by Theorem 3.2, we have that the remainder satisfies 
 
  R  ∞ 1 R 1 1 − d x = lim d x = lim 0 ≤ Rn ≤ R→∞ n x 3 R→∞ x3 2x 2 n n 
 
 −1 1 1 = lim + 2 = 2. R→∞ 2R 2 2n 2n
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 So, to ensure that the remainder is less than 10−5 , we require that 0 ≤ Rn ≤
 
 1 ≤ 10−5 . 2n 2
 
 Solving this last inequality for n yields 105 n ≥ 2 2
 
  n≥
 
 or
 
 √ 105 = 100 5 ≈ 223.6. 2
 
 So, taking n ≥ 224 will guarantee the required accuracy and consequently, we have ∞ 1 224   1 ≈ ≈ 1.202047, which is correct to within 10−5 , as desired. 3 3 k k „ k=1 k=1
 
 Comparison Tests We next present two results that allow us to compare a given series with one that is already known to be convergent or divergent, much as we did with improper integrals in section 7.7.
 
 THEOREM 3.3 (Comparison Test) Suppose that 0 ≤ ak ≤ bk , for all k. (i) If (ii) If
 
 ∞  k=1 ∞  k=1
 
 bk converges, then ak diverges, then
 
 ∞ 
 
 k=1 ∞ 
 
 k=1
 
 ak converges, too.
 
 bk diverges, too.
 
 Intuitively, this theorem should make abundant sense: if the “larger” series converges, then the “smaller” one must also converge. Likewise, if the “smaller” series diverges, then the “larger” one must diverge, too.
 
 PROOF Given that 0 ≤ ak ≤ bk for all k, observe that the nth partial sums of the two series satisfy 0 ≤ Sn = a1 + a2 + · · · + an ≤ b1 + b2 + · · · + bn . (i) If
 
 ∞  k=1
 
 bk converges (say to B), this says that
 
 0 ≤ Sn = a1 + a2 + · · · + an ≤ b1 + b2 + · · · + bn ≤
 
 ∞ 
 
 bk = B,
 
 (3.5)
 
 k=1
 
 for all n ≥ 1. From (3.5), the sequence {Sn }∞ n=1 of partial sums of
 
 ∞  k=1
 
 ak is bounded.
 
 Notice that {Sn }∞ n=1 is also increasing. (Why?) Since every bounded, monotonic sequence ∞  is convergent (see Theorem 1.4), we get that ak is convergent, too. k=1
 
 (ii) If
 
 ∞  k=1
 
 ak is divergent, we have (since all of the terms of the series are nonnegative) that lim (b1 + b2 + · · · + bn ) ≥ lim (a1 + a2 + · · · + an ) = ∞.
 
 n→∞
 
 Thus,
 
 ∞  k=1
 
 n→∞
 
 bk must be divergent, also.
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 You can use the Comparison Test to test the convergence of series that look similar to series that you already know are convergent or divergent (notably, geometric series or p-series).
 
 EXAMPLE 3.5
 
 Using the Comparison Test for a Convergent Series
 
 Investigate the convergence or divergence of Sn
 
 ∞ 
 
 1 . 3 + 5k k k=1
 
 Solution The graph of the first 20 partial sums shown in Figure 9.26 suggests that the series converges to some value near 0.3. To confirm such a conjecture, we must carefully test the series. Note that for large values of k, the general term of the series 1 looks like 3 , since when k is large, k 3 is much larger than 5k. This observation is k ∞ 1  significant, since we already know that is a convergent p-series ( p = 3 > 1). 3 k=1 k Further, observe that
 
 0.3
 
 0.2
 
 0.1
 
 0≤
 
 n 5
 
 10
 
 15
 
 20
 
 n  k=1
 
 1 1 ≤ 3, + 5k k
 
 ∞ 1 ∞   1 converges, the Comparison Test says that 3 3 k=1 k k=1 k + 5k converges, too. As with the Integral Test, although the Comparison Test tells us that both series converge, the two series need not converge to the same sum. A quick ∞ 1  converges to calculation of a few partial sums should convince you that 3 k=1 k ∞  1 approximately 1.202, while converges to approximately 0.2798. (Note that 3 k=1 k + 5k this is consistent with what we saw in Figure 9.26.) „
 
 for all k ≥ 1. Since
 
 FIGURE 9.26 Sn =
 
 k3
 
 1 k 3 + 5k
 
 EXAMPLE 3.6
 
 Using the Comparison Test for a Divergent Series
 
 Investigate the convergence or divergence of Sn 2.0  108 1.5  108 1.0  108 0.5  108 n 5
 
 10
 
 15
 
 20
 
 Solution From the graph of the first 20 partial sums seen in Figure 9.27, it appears that the partial sums are growing very rapidly. On this basis, we would conjecture that the series diverges. Of course, to verify this, we need further testing. Notice that for k k ∞    5k 5 5 k large, the general term looks like k = and we know that is a divergent 2 2 k=1 
 
 2 5 geometric series |r | = > 1 . Further, 2 k 5k + 1 5 5k 5k ≥ 0. ≥ k ≥ k = 2k − 1 2 −1 2 2
 
 FIGURE 9.27 n  5k + 1 Sn = 2k − 1 k=1
 
 ∞ 5k + 1  . k k=1 2 − 1
 
 By the Comparison Test,
 
 ∞ 5k + 1  diverges, too. k „ k=1 2 − 1
 
 There are plenty of series whose general term looks like the general term of a familiar series, but for which it is unclear how to get the inequality required for the Comparison Test to go in the right direction.
 
 EXAMPLE 3.7
 
 A Comparison That Does Not Work
 
 Investigate the convergence or divergence of the series
 
 ∞  k=3
 
 1 . k 3 − 5k
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 Solution Note that this is nearly identical to example 3.5, except that there is a “−” sign in the denominator instead of a “+” sign. The graph of the first 20 partial sums seen in Figure 9.28 looks somewhat similar to the graph in Figure 9.26, except that the series appears to be converging to about 0.12. In this case, however, we have the inequality
 
 0.16 0.12
 
 1 1 ≥ 3 ≥ 0, k 3 − 5k k
 
 0.08
 
 for all k ≥ 3.
 
 Unfortunately, this inequality goes the wrong way: we know that
 
 0.04 n 5
 
 10
 
 15
 
 20
 
 p-series, but since
 
 ∞ 
 
 ∞ 1  is a convergent 3 k=3 k
 
 1 is “larger” than this convergent series, the Comparison 3 − 5k k k=3
 
 Test says nothing. „
 
 FIGURE 9.28 Sn =
 
 n+2  k=3
 
 1 k 3 − 5k
 
 Think about what happened in example 3.7 this way: while you might observe that k2 ≥ and you know that ∞ 
 
 series
 
 1 ≥ 0, k3
 
 for all k ≥ 1
 
 ∞ 1  is convergent, the Comparison Test says nothing about the “larger” 3 k=1 k
 
 k 2 . In fact, we know that this last series is divergent (by the kth-term test for
 
 k=1
 
 divergence, since lim k 2 = ∞ = 0). To resolve this difficulty for the present problem, we k→∞
 
 will need to either make a different comparison or use the Limit Comparison Test, which follows.
 
 THEOREM 3.4 (Limit Comparison Test)
 
 NOTES
 
 ak When we say lim = L > 0, k→∞ bk we mean that the limit exists and is positive. In particular, we mean ak = ∞. that lim k→∞ bk
 
 ak = L > 0. Then, k→∞ bk
 
 Suppose that ak , bk > 0 and that for some (finite) value, L , lim either
 
 ∞  k=1
 
 ak and
 
 ∞  k=1
 
 bk both converge or they both diverge.
 
 PROOF
 
 ak ak = L > 0, this says that we can make as close to L as desired. So, in particular, bk bk ak L we can make within distance of L. That is, for some number N > 0, bk 2 L L ak L− < < L + , for all k > N 2 bk 2 If lim
 
 k→∞
 
 3L ak L < < . 2 bk 2
 
 or
 
 (3.6)
 
 Multiplying inequality (3.6) through by bk (since bk > 0), we get 0< Note that this says that if
 
 ∞  k=1
 
 3L L bk < a k < bk , 2 2
 
 for k ≥ N .
 
 ak converges, then the “smaller” series ∞ 
 
 ∞  k=1
 
 
 
 L bk 2 
 
 =
 
 ∞ L  bk 2 k=1
 
 must also converge, by the Comparison Test. Likewise, if ak diverges, the “larger” k=1 
 
 ∞ ∞ ∞   3L 3L  series bk must also diverge. In the same way, if bk converges, bk = 2 2 k=1 k=1 k=1
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 ∞ ∞   3L then ak . Finally, if bk bk converges and so, too, must the “smaller” series 2 k=1 k=1 k=1 
 
 ∞ ∞   L diverges, then ak must diverge, bk diverges and hence, the “larger” series 2 k=1 k=1 also. ∞ 
 
 
 
 We can now use the Limit Comparison Test to test the series from example 3.7 whose convergence we have so far been unable to confirm.
 
 EXAMPLE 3.8
 
 Using the Limit Comparison Test
 
 Investigate the convergence or divergence of the series
 
 ∞  k=3
 
 k3
 
 1 . − 5k
 
 Solution Recall that we had already observed in example 3.7 that the general term 1 1 ak = 3 “looks like” bk = 3 , for k large. We then consider the limit k − 5k k 
 
 ak 1 1 1 1   = lim lim = lim 3 = lim ak = 1 > 0. k→∞ bk k→∞ k→∞ (k − 5k) k→∞ 1 − 5 1 bk k2 k3
 
 Since
 
 ∞ 1  is a convergent p-series ( p = 3 > 1), the Limit Comparison Test says that 3 k=1 k
 
 ∞ 
 
 1 is also convergent, as we had originally suspected. „ 3 − 5k k k=3 The Limit Comparison Test can be used to resolve convergence questions for a great many series. The first step in using this (like the Comparison Test) is to find another series (whose convergence or divergence is known) that “looks like” the series in question. Sn 1.62
 
 EXAMPLE 3.9
 
 1.60
 
 Investigate the convergence or divergence of the series
 
 1.58
 
 Using the Limit Comparison Test
 
 1.56
 
 ∞ 
 
 1.54
 
 k=1
 
 1.52 1.50 n 5
 
 Sn =
 
 n  k=1
 
 10
 
 15
 
 20
 
 FIGURE 9.29 k5
 
 k 2 − 2k + 7 + 5k 4 − 3k 3 + 2k − 1
 
 k 2 − 2k + 7 . k 5 + 5k 4 − 3k 3 + 2k − 1
 
 Solution The graph of the first 20 partial sums in Figure 9.29 suggests that the series converges to a limit of about 1.61. The accompanying table of partial sums supports this conjecture. 1 k2 Notice that for k large, the general term looks like 5 = 3 (since the terms with the k k largest exponents tend to dominate the expression, for large values of k). From the Limit Comparison Test, for bk = k13 , we have ak k 2 − 2k + 7 1   = lim 5 k→∞ bk k→∞ k + 5k 4 − 3k 3 + 2k − 1 1 lim
 
 n 5 10 20 50 75 100
 
 Sn 
 
 n  k1
 
 k2 − 2k7 k5 5k4 − 3k3 2k− 1
 
 1.60522 1.61145 1.61365 1.61444 1.61453 1.61457
 
 k3 3
 
 (k − 2k + 7) k (k 5 + 5k 4 − 3k 3 + 2k − 1) 1   1 (k 5 − 2k 4 + 7k 3 ) k5   = lim 5 k→∞ (k + 5k 4 − 3k 3 + 2k − 1) 1 2
 
 = lim
 
 k→∞
 
 k5
 
 = lim
 
 k→∞
 
 1+
 
 1 − k2 5 − k32 k
 
 + +
 
 7 k2 2 k4
 
 −
 
 1 k5
 
 = 1 > 0.
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 ∞ 1  is a convergent p-series ( p = 3 > 1), the Limit Comparison Test says that 3 k=1 k ∞  k 2 − 2k + 7 converges, also. Finally, now that we have established 5 4 3 k=1 k + 5k − 3k + 2k − 1 that the series is, in fact, convergent, we can use our table of computed partial sums to approximate the sum of the series as 1.61457. „
 
 Since
 
 BEYOND FORMULAS Keeping track of the many convergence tests arising in the study of infinite series can be somewhat challenging. We need all of these convergence tests because there is not a single test that works for all series (although more than one test may be used for a given series). Keep in mind that each test works only for specific types of series. As a result, you must be able to distinguish one type of infinite series (such as a geometric series) from another (such as a p-series), in order to determine the right test to use.
 
 EXERCISES 9.3 WRITING EXERCISES
 
 4. (a)
 
 1. Notice that the Comparison Test doesn’t always give us information about convergence or divergence. If ak ≤ bk for each k ∞  bk diverges, explain why you can’t tell whether or not and ∞  k=1
 
 k=8
 
 5. (a)
 
 ∞  k=2
 
 k=1
 
 ak diverges.
 
 ∞ 
 
 6. (a)
 
 ∞  k=1
 
 2. Explain why the Limit Comparison Test works. In particular, ak if lim = 1, explain how ak and bk compare and conclude k→∞ bk ∞ ∞   ak and bk either both converge or both diverge. that k=1
 
 k=1
 
 ∞  ak = 0 and ak bk k=1 ∞  converges, explain why you can’t tell whether or not bk
 
 3. In the Limit Comparison Test, if lim
 
 k→∞
 
 7. (a)
 
 k=3
 
 8. (a) 9. (a)
 
 1. (a) 2. (a)
 
 ∞  4 √ 3 k k=1 ∞ 
 
 k −11/10
 
 k=4
 
 3. (a)
 
 ∞  k=3
 
 k2
 
 k+1 + 2k + 3
 
 (b)
 
 ∞ 
 
 k −9/10
 
 ∞  k=0
 
 11. (a)
 
 (b)
 
 k=2
 
 12. (a) 13. (a)
 
 ∞ 
 
 4  k3 + 1 k2
 
 1 cos2 k
 
 ∞  ln k k=2
 
 14. (a)
 
 2k 2 +2
 
 ∞  k=4
 
 k k 4 + 2k − 1 k 5 + 3k 2 + 1
 
 ∞  k+1 15. (a) 2 +2 k k=3
 
 16. (a)
 
 ∞  k+1 3 +2 k k=8
 
 (b)
 
 (b)
 
 4 (2 + 4k)2 3 k(ln k)2
 
 ∞ 
 
 ∞  k=4
 
 k 5/2
 
 1+
 
 ∞  k=2
 
 (b)
 
 ∞  tan−1 k k=1
 
 k=1 ∞  4 (b) √ k k=6 √ ∞  k (b) 2 +1 k k=0
 
 2k 3 k +1
 
 ∞ 
 
 k=1
 
 In exercises 1–20, determine convergence or divergence of the series.
 
 (b)
 
 e1/k k2
 
 ∞  k=6
 
 2 k ln k
 
 ∞  e− k √ k k=1
 
 k=1
 
 10. (a)
 
 4. A p-series converges if p > 1 and diverges if p < 1. What happens for p = 1? If your friend knows that the harmonic series diverges, explain an easy way to remember the rest of the conclusion of the p-series test.
 
 (b)
 
 √
 
 k=1
 
 converges.
 
 ∞ 
 
 4 2 + 4k
 
 k3
 
 k2 + 1 + 3k + 2
 
  1 + 1/k k2
 
 2 ∞  ke−k 4 + e−k k=1
 
 ∞  k=0
 
 2  k2 + 4
 
 ∞  k2 + 1  (b) k5 + 1 k=0
 
 (b)
 
 ∞  sin−1 (1/k) k=1
 
 (b)
 
 (b)
 
 k2
 
 ∞  e1/k + 1 k3 k=1 ∞  2 + cos k k=1
 
 k
 
 ∞ 
 
 k 3 + 2k + 3 k 4 + 2k 2 + 4 k=6 √ ∞  k+1 (b) 2 +2 k k=2 √ ∞  k+1 (b) √ 3 +2 k k=5 (b)
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 17. (a)
 
 ∞ 
 
 1 √ √ k k+k k+1
 
 k=1
 
 18. (a)
 
 ∞ 
 
 ∞ 
 
 (b)
 
 k=1
 
 ke−k
 
 ∞  k3
 
 (b)
 
 k=4
 
 (c)
 
 ∞ 
 
 20. (a)
 
 (b)
 
 k=3
 
 1 ln(k ln k)
 
 k=3 ∞ 
 
 ∞ 
 
 ∞ 
 
 (d)
 
 k=2
 
 tan−1 k
 
 1 ln(ln k) 1 ln(k!)
 
 ∞  tan−1 k
 
 (b)
 
 36. Assume that
 
 The Integral Test and Comparison Tests ∞ 
 
 k=1
 
 k
 
 563
 
 ak diverges and fill in the blanks.
 
 (a) If bk ≥ ak for k ≥ 10, then
 
 ek
 
 k=5
 
 ∞  1 19. (a) ln k k=2
 
 2k + 1 √ √ k k + k2 k + 1
 
 ..
 
 ∞ 
 
 ∞  k=1
 
 bk ——— .
 
 bk = 0, then bk ——— . ak k=1 ∞  (c) If bk ≤ ak for k ≥ 6, then bk ——— .
 
 (b) If lim
 
 k→∞
 
 k=1
 
 ∞  bk (d) If lim = ∞, then bk ——— . k→∞ ak k=1
 
 ............................................................
 
 ............................................................
 
 37. Prove the following extensions of the Limit Comparison Test: ∞ ∞   ak = 0 and bk converges, then ak converges. (a) if lim k→∞ bk k=1 k=1 ∞ ∞   ak = ∞ and bk diverges, then ak diverges. (b) if lim k→∞ bk k=1 k=1
 
 In exercises 21–24, determine all values of p for which the series converges.
 
 38. If ak > 0 and
 
 (c)
 
 k=1
 
 k=1
 
 ∞  tan−1 k
 
 ∞ 
 
 21.
 
 ∞ 
 
 23.
 
 k=2
 
 1 k(ln k) p
 
 k=2
 
 22.
 
 ∞ 
 
 1 , a > 0, b > 0 (a + bk) p
 
 k=0
 
 ∞  ln k
 
 24.
 
 kp
 
 k=2
 
 (d)
 
 k2
 
 k=1
 
 ∞ 
 
 sec−1 k  k 2 1 − 1/k 2
 
 k p−1 ekp
 
 k=1
 
 ............................................................ In exercises 25–30, estimate the error in using the indicated partial sum Sn to approximate the sum of the series. 25. S100 , 27. S50 , 29. S40 ,
 
 ∞  1 4 k k=1
 
 26. S100 ,
 
 ∞  6 8 k k=1 ∞ 
 
 ke−k
 
 28. S80 ,
 
 ∞  4 2 k k=1
 
 ∞  k=1
 
 2
 
 30. S200 ,
 
 k=1
 
 2 k2 + 1
 
 ∞  tan−1 k k=1
 
 1 + k2
 
 33.
 
 ∞ 
 
 ke
 
 ∞  4 34. 5 k k=1
 
 −k 2
 
 k=1
 
 ............................................................ In exercises 35 and 36, answer with “converges” or “diverges” or “can’t tell.” Assume that ak > 0 and bk > 0. 35. Assume that
 
 ∞  k=1
 
 ak converges and fill in the blanks.
 
 (a) If bk ≥ ak for k ≥ 10, then
 
 ∞  k=1
 
 bk ——— .
 
 ∞  bk = 0, then bk ——— . k→∞ ak k=1 ∞  bk ——— . (c) If bk ≤ ak for k ≥ 6, then
 
 (b) If lim
 
 k=1
 
 ∞  bk (d) If lim = ∞, then bk ——— . k→∞ ak k=1
 
 k=1
 
 ak2 and
 
 ∞  k=1
 
 k=1
 
 ak2 converges.
 
 bk2 converge, then
 
 ∞  k=1
 
 |ak bk |
 
 42. Would the every-third-term harmonic series 1 + 14 + 17 + 1 + · · · diverge? How about the every-fourth-term harmonic 10 1 series 1 + 15 + 19 + 13 + · · ·? Make as general a statement as possible about such series.
 
 44. Show that
 
 ∞  2 2 k k=1
 
 ∞ 
 
 ∞ 
 
 41. Prove that the every-other-term harmonic series 1 + 13 + 15 + ∞  1 1 and use + · · · diverges. (Hint: Write the series as 7 2k +1 k=0 the Limit Comparison Test.)
 
 In exercises 31–34, determine the number of terms needed to obtain an approximation accurate to within 10− 6 . 32.
 
 ak converges, prove that
 
 ∞ ∞   ak 40. Prove that for ak > 0, ak converges if and only if k=1 k=1 1 + ak  2x  . converges. Hint: If x < 1, then x < 1+x
 
 43. Show that
 
 ∞  3 4 k k=1
 
 k=1
 
 39. Prove that if converges.
 
 ............................................................
 
 31.
 
 ∞ 
 
 ∞ 
 
 ∞  1 1 and both converge. ln k k k=2 (ln k) k=2 (ln k) ∞ 
 
 1 diverges for any integer n > 0. Compare (ln k)n this result to exercise 43. ∞  1 45. Use your CAS to evaluate for p = 2, 4, 6, 8 and 10. Can kp k=2
 
 k=1
 
 your CAS evaluate the sum for odd values of p? ∞ 1  x k=1 k for x > 1. Explain why the restriction x > 1 is necessary. Leonhard Euler, considered to be one of the greatest mathematicians ever, proved the remarkable result that  1  . ζ (x) = 1 p=prime 1− x p
 
 n 47. (a) Explain why the Trapezoidal Rule approximation of 0 x n d x will be larger than the integral, for any integer n > 1. (b) Show that the Trapezoidal Rule approximation, with h = 1 1 equals 1n + 2n + · · · + (n − 1)n + n n . 2 3n + 1 1n + 2n + · · · + n n . > (c) Conclude that nn 2n + 2
 
 46. The Riemann-zeta function is defined by ζ (x) =
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 ∞ ∞   1 1 and and 0.9 1.1 k=1 k k=1 k for other values of p close to 1. Can you distinguish convergent from divergent series numerically?
 
 48. Numerically investigate the p-series
 
 APPLICATIONS 49. Suppose that you toss a fair coin until you get heads. How many times would you expect to toss the coin? To answer this, notice that the probability of getting heads on the first toss is  2 1 , getting tails then heads is 12 , getting two tails then heads 2 ∞  k  3  k 12 . is 12 and so on. The mean number of tosses is k=1
 
 Use the Integral Test to prove that this series converges and estimate the sum numerically. 50. The series
 
 ∞  k  k 12 can be visualized as the area shown in
 
 k=1
 
 the figure. In columns of width one, we see one rectangle of height 12 , two rectangles of height 14 , three rectangles of height 18 and so on. Start the sum by taking one rectangle from each column. The combined area of the first rectangles is 12 + 14 + 18 + · · · . Show that this is a convergent series with sum 1. Next, take the second rectangle from each column that has at least two rectangles. The combined area of the second 1 rectangles is 14 + 18 + 16 + · · · . Show that this is a convergent 1 series with sum 2 . Next, take the third rectangle from each column that has at least three rectangles. The combined area 1 1 from the third rectangles is 18 + 16 + 32 + · · · . Show that this 1 is a convergent series with sum 4 . Continue this process and show that the total area of all rectangles is 1 + 12 + 14 + · · · . Find the sum of this convergent series. y 0.5 0.375 0.25 0.125 x 0
 
 1
 
 2
 
 3
 
 4
 
 51. The coupon collectors’ problem is faced by collectors of trading cards. If there are n different cards that make a complete set and you randomly obtain one at a time, how many cards would you expect to obtain before having a complete set? (By random, we mean that each different card has the same probability of n1 of being the next card obtained.) In exercises 51–53, we find the answer for n = 10. The first step is simple; to collect one card you need to obtain one card. Now, given that you have one card, how many cards do you need to obtain to get a second (different) card? If you’re lucky, the next card is it (this has probability 9 ). But your next card might be a duplicate, then you get a new 10 1 9 card (this has probability 10 · 10 ). Or you might get two dupli1 1 9 cates and then a new card (this has probability 10 · 10 · 10 ); and 9 1 9 1 1 9 so on. The mean is 1 · 10 + 2 · 10 · 10 + 3 · 10 · 10 · 10 + · · · ∞ ∞ 9k  1 k−1  9    k 10 . Using the same trick as in = or 10 k k=1 k=1 10 exercise 50, show that this is a convergent series with 10 . sum 9
 
 52. In the situation of exercise 51, if you have two different cards out of ten, the average number of cards to get a third distinct ∞ 8k2k−1  card is ; show that this is a convergent series with k k=1 10 10 . sum 8 53. (a) Extend the results of exercises 51 and 52 to find the average number of cards you need to obtain to complete the set of ten different cards. (b) Compute the ratio of cards obtained to cards in the set. That is, for a set of 10 cards, on the average you need to obtain times 10 cards to complete the set. 54. (a) Generalize exercise 53 in the case of n cards in the set (n > 2). (b) Use the divergence of the harmonic series to state the unfortunate fact about the ratio of cards obtained to cards in the set as n increases.
 
 EXPLORATORY EXERCISES 1. In this exercise, you explore the convergence of the infinite product P = 21/4 31/9 41/16 · · · . This can be written in the form ∞ n   2 2 k 1/k . For the partial product Pn = k 1/k , use the P= k=2
 
 k=2
 
 natural logarithm to write 1/n 2
 
 Pn = eln Pn = eln[2 3 4 ···n ] = e Sn , where 2 Sn = ln [21/4 31/9 41/16 · · · n 1/n ] 1 1 1 1 ln 4 + · · · + 2 ln n. = ln 2 + ln 3 + 4 9 16 n By comparing to an appropriate integral and showing that the integral converges, show that {Sn } converges. Show that {Pn } converges to a number between 2.33 and 2.39. Use a CAS or calculator to compute Pn for large n and see how accurate the computation is. 1/4 1/9 1/16
 
 2. Define a function f (x) in the following way for 0 ≤ x ≤ 1. Write out the binary expansion of x. That is, a1 a2 a3 x= + + + ··· 2 4 8 where each ai is either 0 or 1. Prove that this infinite series converges. Then f (x) is the corresponding ternary expansion, given by a1 a2 a3 f (x) = + + + ··· 3 9 27 Prove that this series converges. There is a subtle issue here of whether the function is well defined or not. Show that 12 can be written with a1 = 1 and ak = 0 for k ≥ 2 and also with a1 = 0 and ak = 1 for k ≥ 2. Show that you get different values of f (x) with different representations. In such cases, we choose the representationwith as  few 1’s as possible. Show that f (2x) = 3 f (x) and f x + 12 = 13 + f (x) for 0 ≤ x ≤ 12 . !1 Use these facts to compute 0 f (x) d x. Generalize the result for any base n conversion a1 a3 a2 f (x) = + 2 + 3 + ···, n n n where n is an integer greater than 1.
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 ALTERNATING SERIES So far, we have focused our attention on positive-term series, that is, series for which all the terms are positive. In this section, we examine alternating series, that is, series whose terms alternate back and forth from positive to negative. An alternating series is any series of the form ∞ 
 
 (−1)k+1 ak = a1 − a2 + a3 − a4 + a5 − a6 + · · · ,
 
 k=1
 
 where ak > 0, for all k. Sn
 
 EXAMPLE 4.1
 
 1.0
 
 The Alternating Harmonic Series
 
 Investigate the convergence or divergence of the alternating harmonic series
 
 0.8
 
 ∞  (−1)k+1
 
 0.6 k=1
 
 0.4 0.2 n 5
 
 10
 
 15
 
 FIGURE 9.30 Sn =
 
 20
 
 k
 
 =1−
 
 1 1 1 1 1 + − + − + ···. 2 3 4 5 6
 
 Solution The graph of the first 20 partial sums seen in Figure 9.30 suggests that the series might converge to about 0.7. We now calculate the first few partial sums by hand. Note that 1 1 S2 = 1 − = , S1 = 1, 2 2
 
 n (−1)k+1  k k=1
 
 S3 =
 
 5 1 1 + = , 2 3 6
 
 S4 =
 
 7 5 1 − = , 6 4 12
 
 S5 =
 
 1 47 7 + = , 12 5 60
 
 S6 =
 
 37 47 1 − = , 60 6 60
 
 and so on. We have plotted the first 8 partial sums on the number line shown in Figure 9.31. S2
 
 n (− 1)k1  k k1
 
 n
 
 Sn 
 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
 
 1 0.5 0.83333 0.58333 0.78333 0.61667 0.75952 0.63452 0.74563 0.64563 0.73654 0.65321 0.73013 0.65871 0.72537 0.66287 0.7217 0.66614 0.71877 0.66877
 
 0.5
 
 S4 S6 S8 0.6
 
 S7 S5 0.7
 
 S3
 
 S1
 
 0.8
 
 0.9
 
 1
 
 FIGURE 9.31 Partial sums of
 
 ∞ (−1)k+1  k k=1
 
 Notice that the partial sums are bouncing back and forth, but seem to be zeroing in on some value. This should not be surprising, since each new term that is added or subtracted is less than the term added or subtracted to get the previous partial sum. You should notice this same zeroing-in process in the accompanying table displaying the first 20 partial sums of the series. Based on the behavior of the partial sums, it is reasonable to conjecture that the series converges to some value between 0.66877 and 0.71877. We can resolve the question of convergence definitively with Theorem 4.1. „
 
 THEOREM 4.1 (Alternating Series Test) Suppose that lim ak = 0 and 0 < ak+1 ≤ ak for all k ≥ 1. Then, the alternating series
 
 ∞  k=1
 
 k→∞
 
 (−1)k+1 ak converges.
 
 Before considering the proof of Theorem 4.1, make sure that you have a clear idea what it is saying. In the case of an alternating series satisfying the hypotheses of the theorem,
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch09
 
 566
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 9
 
 ..
 
 T1: OSO
 
 December 17, 2010
 
 LT (Late Transcendental)
 
 19:47
 
 Infinite Series
 
 9-36
 
 we start with 0 and add a1 > 0 to get the first partial sum S1 . To get the next partial sum, S2 , we subtract a2 from S1 , where a2 ≤ a1 . This says that S2 will be between 0 and S1 . We illustrate this situation in Figure 9.32. a1 a2 a3 a4 a5 a6 0
 
 S2
 
 S4
 
 S6
 
 S5
 
 S3
 
 S1
 
 FIGURE 9.32 Convergence of the partial sums of an alternating series
 
 Continuing in this fashion, we add a3 to S2 to get S3 . Since a3 ≤ a2 , we must have that S2 ≤ S3 ≤ S1 . Referring to Figure 9.32, notice that S2 ≤ S4 ≤ S6 ≤ · · · ≤ S5 ≤ S3 ≤ S1 . In particular, this says that all of the odd-indexed partial sums (i.e., S2n+1 , for n = 0, 1, 2, . . .) are larger than all of the even-indexed partial sums (i.e., S2n , for n = 1, 2, . . .). As the partial sums oscillate back and forth, they should be drawing closer and closer to some limit S, somewhere between all of the even-indexed partial sums and the odd-indexed partial sums, S2 ≤ S4 ≤ S6 ≤ · · · ≤ S ≤ · · · ≤ S5 ≤ S3 ≤ S1 .
 
 (4.1)
 
 PROOF Notice from Figure 9.32 that the even- and odd-indexed partial sums seem to behave somewhat differently. First, we consider the even-indexed partial sums. We have S2 = a1 − a2 ≥ 0 S4 = S2 + (a3 − a4 ) ≥ S2 ,
 
 and
 
 since (a3 − a4 ) ≥ 0. Likewise, for any n, we can write S2n = S2n−2 + (a2n−1 − a2n ) ≥ S2n−2 , since (a2n−1 − a2n ) ≥ 0. This says that the sequence of even-indexed partial sums {S2n }∞ n=1 is increasing (as we saw in Figure 9.32). Further, observe that 0 ≤ S2n = a1 + (−a2 + a3 ) + (−a4 + a5 ) + · · · + (−a2n−2 + a2n−1 ) − a2n ≤ a1 , for all n, since every term in parentheses is negative. Thus, {S2n }∞ n=1 is both bounded (by a1 ) and monotonic (increasing). By Theorem 1.4, {S2n }∞ n=1 must be convergent to some number, say L. Turning to the sequence of odd-indexed partial sums, notice that we have S2n+1 = S2n + a2n+1 . From this, we have lim S2n+1 = lim (S2n + a2n+1 ) = lim S2n + lim a2n+1 = L + 0 = L ,
 
 n→∞
 
 n→∞
 
 n→∞
 
 n→∞
 
 since lim an = 0. Since both the sequence of odd-indexed partial sums {S2n+1 }∞ n=0 and the n→∞
 
 sequence of even-indexed partial sums {S2n }∞ n=1 converge to the same limit, L, we have that lim Sn = L ,
 
 n→∞
 
 also.
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 Using the Alternating Series Test
 
 Reconsider the convergence of the alternating harmonic series
 
 ∞ (−1)k+1  . k k=1
 
 Solution Notice that lim ak = lim
 
 k→∞
 
 k→∞
 
 1 = 0. k
 
 1 1 ≤ = ak , for all k ≥ 1. k+1 k By the Alternating Series Test, the series converges. (The calculations from example 4.1 give an approximate sum. An exact sum is found in exercise 45.) „ 0 < ak+1 =
 
 Further,
 
 The Alternating Series Test is straightforward, but you will sometimes need to work a bit to verify the hypotheses.
 
 EXAMPLE 4.3
 
 Using the Alternating Series Test
 
 Investigate the convergence or divergence of the alternating series Sn n 5
 
 10
 
 15
 
 20
 
 Solution The graph of the first 20 partial sums seen in Figure 9.33 suggests that the series converges to some value around −1.5. The following table showing some select partial sums suggests the same conclusion.
 
 0.5 1.0 1.5 2.0
 
 FIGURE 9.33 Sn =
 
 n (−1)k (k + 3)  k(k + 1) k=1
 
 ∞ (−1)k (k + 3)  . k(k + 1) k=1
 
 n (− 1)k (k  3)  k(k  1) k1
 
 n
 
 Sn 
 
 50 100 200 300 400
 
 −1.45545 −1.46066 −1.46322 −1.46406 −1.46448
 
 n (− 1)k (k  3)  k(k  1) k1
 
 n
 
 Sn 
 
 51 101 201 301 401
 
 −1.47581 −1.47076 −1.46824 −1.46741 −1.46699
 
 We can verify that the series converges by first checking that (k + 3) k→∞ k(k + 1)
 
 lim ak = lim
 
 k→∞
 
 1 k2 1 k2
 
 = lim
 
 k→∞
 
 1 k
 
 +
 
 1+
 
 3 k2 1 k
 
 = 0.
 
 Next, consider the ratio of two consecutive terms: ak+1 k 2 + 4k k(k + 1) (k + 4) = 2 < 1, = ak (k + 1)(k + 2) (k + 3) k + 5k + 6 for all k ≥ 1. From this, it follows that ak+1 < ak , for all k ≥ 1 and so, by the Alternating Series Test, the series converges. Finally, from the preceding table, we can see that the series converges to a sum between −1.46448 and −1.46699. (How can you be sure that the sum is in this interval?) „
 
 EXAMPLE 4.4
 
 A Divergent Alternating Series
 
 Determine whether the alternating series
 
 ∞ (−1)k k  converges or diverges. k=3 k + 2
 
 Solution First, notice that k = 1 = 0. k→∞ k→∞ k + 2 So, this alternating series is divergent, since by the kth-term test for divergence, the terms must tend to zero in order for the series to be convergent. „ lim ak = lim
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 Estimating the Sum of an Alternating Series So far, we have found approximate sums of convergent series by calculating a number of partial sums of the series. As was the case for positive-term series to which the Integral Test applies, we can say something very precise for alternating series. First, note that the error in approximating the sum S by the nth partial sum Sn is S − Sn . Look back at Figure 9.32 and observe that all of the even-indexed partial sums Sn of the ∞  convergent alternating series (−1)k+1 ak lie below the sum S, while all of the odd-indexed k=1
 
 partial sums lie above S. That is [as in (4.1)], S2 ≤ S4 ≤ S6 ≤ · · · ≤ S ≤ · · · ≤ S5 ≤ S3 ≤ S1 . Sn ≤ S ≤ Sn+1 .
 
 This says that for n even, Subtracting Sn from all terms, we get
 
 0 ≤ S − Sn ≤ Sn+1 − Sn = an+1 . Since an+1 > 0, we have
 
 −an+1 < 0 ≤ S − Sn ≤ an+1 ,
 
 or
 
 |S − Sn | ≤ an+1 ,
 
 Similarly, for n odd, we have that
 
 for n even.
 
 (4.2)
 
 Sn+1 ≤ S ≤ Sn .
 
 Again subtracting Sn , we get −an+1 = Sn+1 − Sn ≤ S − Sn ≤ 0 < an+1 |S − Sn | ≤ an+1 ,
 
 or
 
 for n odd.
 
 (4.3)
 
 Since (4.2) and (4.3) (called error bounds) are the same, we have the same error bound whether n is even or odd. This establishes the following result.
 
 THEOREM 4.2 Suppose that lim ak = 0 and 0 < ak+1 ≤ ak for all k ≥ 1. Then, the alternating series
 
 ∞  k=1
 
 k→∞
 
 (−1)k+1 ak converges to some number S and the error in approximating S by
 
 the nth partial sum Sn satisfies |S − Sn | ≤ an+1 .
 
 (4.4)
 
 Theorem 4.2 says that the absolute value of the error in approximating S by Sn does not exceed an+1 (the absolute value of the first neglected term).
 
 EXAMPLE 4.5
 
 Estimating the Sum of an Alternating Series
 
 Approximate the sum of the alternating series
 
 ∞ (−1)k+1  by the 40th partial sum and k4 k=1
 
 estimate the error in this approximation.
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 Solution We leave it as an exercise to show that this series is convergent. We then approximate the sum by S ≈ S40 ≈ 0.9470326439. From our error estimate (4.4), we have |S − S40 | ≤ a41 =
 
 1 ≈ 3.54 × 10−7 . 414
 
 This says that our approximation S ≈ 0.9470326439 is off by no more than ±3.54 × 10−7 . „ A much more interesting question than the one asked in example 4.5 is the following. For a given convergent alternating series, how many terms must we take, in order to obtain an approximation with a given accuracy? We illustrate this in example 4.6.
 
 EXAMPLE 4.6
 
 Finding the Number of Terms Needed for a Given Accuracy
 
 ∞ (−1)k+1  , how many terms are needed to k4 k=1 guarantee that Sn is within 1 × 10−10 of the actual sum S?
 
 For the convergent alternating series
 
 Solution In this case, we want to find the number of terms n for which |S − Sn | ≤ 1 × 10−10 . From (4.4), we have that
 
 |S − Sn | ≤ an+1 =
 
 1 ≤ 1 × 10−10 . (n + 1)4
 
 So, we look for n such that Solving for n, we get so that or
 
 1 . (n + 1)4
 
 1010 ≤ (n + 1)4 , √ 4 1010 ≤ n + 1 √ 4 n ≥ 1010 − 1 ≈ 315.2.
 
 So, if we take n ≥ 316, we will guarantee an error of no more than 1 × 10−10 . Using the suggested number of terms, we get the approximate sum S ≈ S316 ≈ 0.947032829447, which we now know to be correct to within 1 × 10−10 . „
 
 BEYOND FORMULAS When you think about infinite series, you must understand the interplay between sequences and series. Our tests for convergence involve sequences and are completely separate from the question of finding the sum of the series. It is important to keep reminding yourself that the sum of a convergent series is the limit of the sequence of partial sums. Often, the best we can do is to approximate the sum of a series by adding together a number of terms. In this case, it becomes important to determine the accuracy of the approximation. For alternating series, this is found by examining the first neglected term. When finding an approximation with a specified accuracy, you first use the error bound in Theorem 4.2 to find how many terms you need to add. You then get an approximation with the desired accuracy by adding together that many terms.
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 EXERCISES 9.4 WRITING EXERCISES
 
 23.
 
 1. If ak ≥ 0 and lim ak = 0, explain in terms of partial sums why k→∞ ∞ ∞   (−1)k+1 ak is more likely to converge than ak . k=1
 
 k=1
 
 2. Explain why in Theorem 4.2 we need the assumption that ak+1 ≤ ak . That is, what would go wrong with the proof if ak+1 > ak ? 3. The Alternating Series Test was stated for the series ∞ ∞   (−1)k+1 ak . Explain the difference between (−1)k ak and k=1 ∞ 
 
 k=1
 
 k+1
 
 (−1)
 
 k=1
 
 rem for
 
 ∞ 
 
 ak and explain why we could have stated the theo-
 
 4. A common mistake is to think that if lim ak = 0, then k→∞
 
 ∞  k=1
 
 ak
 
 converges. Explain why this is not true for positive-term series. This is also not true for alternating series unless you add one more hypothesis. State the extra hypothesis. (Exercise 43 shows why it is needed.)
 
 In exercises 1–24, determine whether the series is convergent or divergent. 1.
 
 ∞ 
 
 (−1)k+1
 
 k=1
 
 3. 5.
 
 ∞ 
 
 4 (−1)k √ k k=1
 
 ∞  (−1)k k=2
 
 7.
 
 k 2 k +2
 
 ∞ 
 
 (−1)k+1
 
 k=5
 
 9.
 
 ∞ 
 
 (−1)k
 
 k=1
 
 11.
 
 ∞  k=1
 
 13.
 
 17.
 
 k 2k
 
 4k k2
 
 ∞ 
 
 (−1)k √
 
 k=1
 
 k2
 
 4.
 
 3 k+1
 
 4k + 2k + 2
 
 k=5 ∞  21. (−1)k ln k
 
 2 k2
 
 ∞ 
 
 (−1)k+1
 
 k=1
 
 6. 8.
 
 ∞ 
 
 (−1)k+1
 
 k=4
 
 k2 k+1
 
 3k k
 
 ∞  k+2 (−1)k k 4 k=1 ∞ 
 
 3 2k
 
 14.
 
 ∞  k+1 (−1)k 3 k k=4
 
 16.
 
 ∞  k! (−1)k+1 k 3 k=3
 
 18.
 
 ∞  k=3
 
 k4
 
 ∞ 
 
 (−1)k+1 2k
 
 k=0
 
 In exercises 25–32, estimate the sum of each convergent series to within 0.01. 25.
 
 ∞  4 (−1)k+1 3 k k=1
 
 26.
 
 ∞  2 (−1)k+1 3 k k=1
 
 27.
 
 ∞  k (−1)k k 2 k=3
 
 28.
 
 ∞  k2 (−1)k k 10 k=4
 
 29.
 
 ∞  3 (−1)k k! k=0
 
 30.
 
 ∞  2 (−1)k+1 k! k=0
 
 31.
 
 ∞  4 (−1)k+1 4 k k=2
 
 32.
 
 ∞  3 (−1)k+1 5 k k=3
 
 ............................................................ In exercises 33–36, determine how many terms are needed to estimate the sum of the series to within 0.0001. 33.
 
 ∞  2 (−1)k+1 k k=1
 
 34.
 
 ∞  2k (−1)k k! k=0
 
 35.
 
 ∞  10k (−1)k k! k=0
 
 36.
 
 ∞  k! (−1)k+1 k k k=1
 
 ............................................................
 
 ∞  2k − 1 (−1)k k3 k=7
 
 k=2
 
 ∞  (−1)k+1 2e−k 19.
 
 k=2
 
 (−1)k
 
 k=1
 
 12.
 
 ∞  2 (−1)k+1 k! k=1 ∞ 
 
 2.
 
 10.
 
 3 2+k
 
 k=3
 
 15.
 
 3 k
 
 ∞ 
 
 24.
 
 ............................................................
 
 (−1)k ak .
 
 k=1
 
 ∞  1 (−1)k+1 k 2 k=0
 
 4k 2 + 2k + 2
 
 ∞  20. (−1)k+1 3e1/k k=6 ∞  1 22. (−1)k ln k k=2
 
 In exercises 37–40, explain why Theorem 4.1 does not directly apply. Conjecture the convergence or divergence of the series. 37.
 
 ∞  (−1)k e−k sin k
 
 38.
 
 ∞  | sin(kπ/2)| (−1)k k k=2
 
 40.
 
 ∞  sin k (−1)2k 2 k k=4
 
 k=1 ∞  1 + (−1)k 39. (−1)k √ k k=3
 
 ............................................................ 41. In the text, we showed you one way to verify that a sequence is decreasing. As an alternative, explain why if ak = f (k) and f  (k) < 0, then the sequence ak is decreasing. Use this method k is decreasing. to prove that ak = 2 k +2 ∞  1 1 1 1 =1 − + − + ··· 42. Verify that the series (−1)k 2k + 1 3 5 7 k=0 π converges. It can be shown that the sum of this series is . 4 Given this result, we could use this series to obtain an approximation of π. How many terms would be necessary to get eight digits of π correct? 43. In this exercise, you will discover why the  Alternating Series 1/k if k is odd Test requires that ak+1 ≤ ak . If ak = , 1/k 2 if k is even ∞  (−1)k+1 ak diverges to ∞. Thus, an alternating argue that k=1
 
 series can diverge even if lim ak = 0. k→∞
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 SECTION 9.5
 
 then
 
 k=1
 
 k=1
 
 k=1
 
 ak bk converges. (b) Find assumptions that can be made
 
 (for example, ak > 0) that make the statement in part (a) true. 45. For
 
 the alternating harmonic series, show that 2n 1 n 1 n n    1 1 1 − = = . Identify S2n = n k=1 1 + k/n k=1 k k=1 k k=1 n + k this as a Riemann sum and show that the alternating harmonic series converges to ln 2. ∞ 
 
 (−1)k
 
 1. In this exercise, you ! 1 will determine whether or not the improper integral 0 sin(1/x) d x converges. Argue that ! 1/π ! 1/(2π ) !1 sin(1/x) d x, 1/(2π) sin(1/x) d x, (1/3π ) sin(1/x) d x, . . . 1/π exist and that (if it exists),
 
 APPLICATIONS
 
 
 
 
 
 1
 
 sin(1/x) d x =
 
 47. A person starts walking from home (at x = 0) toward a friend’s house (at x = 1). Three-fourths of the way there, he changes his mind and starts walking back home. Three-fourths of the way home, he changes his mind again and starts walking back to his friend’s house. If he continues this pattern of indecision, always turning around at the three-fourths mark, what will be the eventual outcome? A similar problem appeared in a national magazine and created a minor controversy due to the ambiguous wording of the problem. It is clear that the first turnaround   3 is at x = 34 and the second turnaround is at 34 − 34 34 = 16 . But is the third turnaround three-fourths of the way to x = 1 or x = 34 ? The magazine writer assumed the latter. Show that with this assumption, the person’s location forms a geometric series. Find the sum of the series and state where the person ends up.
 
 9.5
 
 571
 
 EXPLORATORY EXERCISES
 
 1 converges. kp k=1 Compare your result to the p-series of section 9.3.
 
 46. Find all values of p such that the series
 
 Absolute Convergence and the Ratio Test
 
 48. If the problem of exercise 47 is interpreted differently, a more interesting answer results. As before, let x1 = 34 and 3 x2 = 16 . If the next turnaround is three-fourths  3 of1 the way 3 3 from x2 to 1, then x3 = 16 + 34 1 − 16 . = 4 + 4 x2 = 51 64 Three-fourths of the way back to x = 0 would put us at 51 x4 = x3 − 34 x3 = 14 x3 = 256 . Show that if n is even, then 3 1 xn+1 = 4 + 4 xn and xn+2 = 14 xn+1 . Show that the person ends up walking back and forth between two specific locations.
 
 44. (a) Find a counterexample to show that the following state∞ ∞   ak and bk converge, ment is false (not always true). If ∞ 
 
 ..
 
 0
 
 
 
 1
 
 1/π
 
 sin(1/x) d x + 
 
 1/π 1/(2π)
 
 +
 
 sin(1/x) d x 1/(2π )
 
 sin(1/x) d x + · · · . 1/(3π)
 
 Verify that the series is an alternating series and show that the hypotheses of the Alternating Series Test are met. Thus, the series and the improper integral both converge. ∞ 
 
 xk , where x is a constant. Show k k=1 that the series converges for x = 1/2; x = −1/2; any x such that −1 < x ≤ 1. Show that the series diverges if x = −1, x < −1 or x > 1. We see in exercise 5 of section 8.7 that when the series converges, it converges to ln(1 + x). Verify this numerically for x = 1/2 and x = −1/2.
 
 2. Consider the series
 
 (−1)k+1
 
 ABSOLUTE CONVERGENCE AND THE RATIO TEST Outside of the Alternating Series Test presented in section 9.4, our other tests for convergence of series (i.e., the Integral Test and the two comparison tests) apply only to series all of whose terms are positive. So, what do we do if we’re faced with a series that has both positive and negative terms, but that is not an alternating series? For instance, the series ∞  sin k k=1
 
 k3
 
 = sin 1 +
 
 1 1 1 sin 2 + sin 3 + sin 4 + · · · 8 27 64
 
 has both positive and negative terms, but the terms do not alternate signs. (Calculate the ∞  ak , we first five or six terms of the series to see this for yourself.) For any such series check whether the series of absolute values say that the original series
 
 ∞  k=1
 
 ∞  k=1
 
 k=1
 
 |ak | is convergent. When this happens, we
 
 ak is absolutely convergent (or converges absolutely). Note
 
 that to test the convergence of the series of absolute values
 
 ∞  k=1
 
 |ak | (all of whose terms are
 
 positive), we have all of our earlier tests for positive-term series available to us.
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 EXAMPLE 5.1
 
 0.5
 
 Determine whether
 
 0.4 0.3 0.2 0.1 n 5
 
 10
 
 15
 
 FIGURE 9.34 Sn =
 
 n  (−1)k+1 k=1
 
 2k
 
 20
 
 Testing for Absolute Convergence ∞ (−1)k+1  is absolutely convergent. 2k k=1
 
 Solution It is easy to show that this alternating series converges to approximately 0.35. (See Figure 9.34.) To determine absolute convergence, we need to check whether or not the series of absolute values is convergent. We have  ∞  ∞ ∞ k k+1     1 1  (−1)  = = ,  2k  k 2 2 k=1 k=1 k=1 which you should recognize as a convergent geometric series (|r | = ∞ (−1)k+1  converges absolutely. that the original series 2k k=1 „
 
 1 2
 
 < 1). This says
 
 We’ll prove shortly that every absolutely convergent series is also convergent. However, the reverse is not true; there are many series that are convergent, but not absolutely convergent. These are called conditionally convergent series. Can you think of an example of such a series? If so, it’s probably the example that follows.
 
 EXAMPLE 5.2
 
 A Conditionally Convergent Series
 
 ∞ (−1)k+1  is absolutely convergent. k k=1 Solution In example 4.2, we showed that this series is convergent. To test this for absolute convergence, we consider the series of absolute values,   ∞  ∞ k+1   1  (−1)  =  k  k k=1 k=1
 
 Determine whether the alternating harmonic series
 
 ∞ (−1)k+1  converges conditionally k k=1 (i.e., it converges, but does not converge absolutely). „
 
 (the harmonic series), which diverges. This says that
 
 THEOREM 5.1 If
 
 ∞ 
 
 k=1
 
 |ak | converges, then
 
 ∞  k=1
 
 ak converges.
 
 This result says that if a series converges absolutely, then it must also converge. Because of this, when we test series, we first test for absolute convergence. If a series converges absolutely, then we need not test any further to establish convergence.
 
 PROOF Notice that for any real number, x, we can say that −|x| ≤ x ≤ |x|. So, for any k, we have −|ak | ≤ ak ≤ |ak |. Adding |ak | to all the terms, we get 0 ≤ ak + |ak | ≤ 2|ak |. Since bk =
 
 ∞ 
 
 |ak | is convergent, we have that
 
 k=1 ak +
 
 |ak |. From (5.1),
 
 ∞  k=1
 
 (5.1)
 
 2|ak | = 2
 
 ∞  k=1
 
 |ak | is convergent. Define
 
 0 ≤ bk ≤ 2|ak |
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 SECTION 9.5
 
 and so, by the Comparison Test,
 
 ∞  k=1
 
 ∞ 
 
 ak =
 
 k=1
 
 ∞ 
 
 ..
 
 =
 
 k=1
 
 (ak + |ak | − |ak |) =
 
 ∞  k=1
 
 bk −
 
 573
 
 bk is convergent. Observe that we may write
 
 k=1 ∞ 
 
 Absolute Convergence and the Ratio Test
 
 ∞ 
 
 (ak + |ak |) −   bk
 
 ∞ 
 
 |ak |
 
 k=1
 
 |ak |.
 
 k=1
 
 Since the two series on the right-hand side are convergent, it follows that
 
 ∞  k=1
 
 ak must also
 
 be convergent.
 
 EXAMPLE 5.3 Sn
 
 Determine whether
 
 0.98 0.94 0.90 0.86 n 5
 
 10
 
 15
 
 FIGURE 9.35 Sn =
 
 n sin k  3 k=1 k
 
 20
 
 Testing for Absolute Convergence ∞ sin k  is convergent or divergent. 3 k=1 k
 
 Solution Notice that while this is not a positive-term series, neither is it an alternating series. Because of this, our only choice is to test the series for absolute convergence. From the graph of the first 20 partial sums seen in Figure 9.35, it appears that the series is converging to some value around 0.94. To test for absolute ∞  sin k     convergence, we consider the series of absolute values,  k 3 . Notice that k=1    sin k  | sin k| 1   (5.2)  k3  = k3 ≤ k3 , ∞ 1  since |sin k| ≤ 1, for all k. Of course, is a convergent p-series ( p = 3 > 1). By 3 k=1 k  ∞  sin k     the Comparison Test and (5.2),  k 3  converges, too. Consequently, the original k=1 ∞ sin k  series converges absolutely and hence, converges. 3 k=1 k „
 
 The Ratio Test We next introduce a very powerful tool for testing a series for absolute convergence. This test can be applied to a wide range of series, including the extremely important case of power series, which we discuss in section 9.6. As you’ll see, this test is remarkably easy to use.
 
 THEOREM 5.2 (Ratio Test) Given
 
 ∞  k=1
 
 ak , with ak = 0 for all k, suppose that    ak+1   = L. lim  k→∞ a  k
 
 Then, (i) if L < 1, the series converges absolutely, (ii) if L > 1 (or L = ∞), the series diverges and (iii) if L = 1, there is no conclusion.
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 PROOF (i) For L < 1, pick any number r with L < r < 1. Then, we have    ak+1   = L < r. lim  k→∞ ak  For this to occur, there must be some number N > 0, such that for k ≥ N ,    ak+1     a  < r. k
 
 (5.3)
 
 Multiplying both sides of (5.3) by |ak | gives us |ak+1 | < r |ak |. In particular, taking k = N gives us |a N +1 | < r |a N | and taking k = N + 1 gives us |a N +2 | < r |a N +1 | < r 2 |a N |. |a N +3 | < r |a N +2 | < r 3 |a N |
 
 Likewise,
 
 |a N +k | < r k |a N |,
 
 and so on. We have Notice that
 
 ∞  k=1
 
 |a N |r k = |a N |
 
 ∞  k=1
 
 r k is a convergent geometric series, since 0 < r < 1. By
 
 the Comparison Test, it follows that ∞  n=N +1
 
 for k = 1, 2, 3, . . . .
 
 ∞  k=1
 
 |a N +k | =
 
 ∞  n=N +1
 
 |an | converges, too. This says that
 
 an converges absolutely. Finally, since ∞  n=1
 
 we also get that
 
 ∞  n=1
 
 an =
 
 N 
 
 an +
 
 n=1
 
 ∞ 
 
 an ,
 
 n=N +1
 
 an converges absolutely.
 
 (ii) For L > 1, we have
 
    ak+1   = L > 1. lim  k→∞ a  k
 
 This says that there must be some number N > 0, such that for k ≥ N ,   a   k+1   > 1.   ak  Multiplying both sides of (5.4) by |ak |, we get |ak+1 | > |ak | > 0, for all k ≥ N . Notice that if this is the case, then lim ak = 0.
 
 k→∞
 
 By the kth-term test for divergence, we now have that
 
 ∞  k=1
 
 ak diverges.
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 Sn
 
 EXAMPLE 5.4
 
 2.0
 
 Test 1.5
 
 ..
 
 Absolute Convergence and the Ratio Test
 
 575
 
 Using the Ratio Test
 
 ∞ (−1)k k  for convergence. 2k k=1
 
 ∞ k  , k k=1 2 seen in Figure 9.36, suggests that the series of absolute values converges to about 2. From the Ratio Test, we have
 
 Solution The graph of the first 20 partial sums of the series of absolute values,
 
 1.0 0.5 n 5
 
 10
 
 15
 
 20
 
 FIGURE 9.36 Sn =
 
 n k  k k=1 2
 
 k+1   k  ak+1   = lim 2k+1 = lim k + 1 2 = 1 lim k + 1 = 1 < 1 lim   k+1 k k→∞ k→∞ k→∞ 2 ak k 2 k→∞ k 2 2k and so, the series converges absolutely, as expected from Figure 9.36. „
 
 Since 2k+1 = 2k · 21 .
 
 The Ratio Test is particularly useful when the general term of a series contains an exponential term, as in example 5.4, or a factorial, as in example 5.5. Sn
 
 EXAMPLE 5.5
 
 2  108 n 5
 
 10
 
 15
 
 20
 
 Test
 
 Using the Ratio Test
 
 ∞ (−1)k k!  for convergence. ek k=0
 
 Solution The graph of the first 20 partial sums of the series seen in Figure 9.37 suggests that the series diverges. We can confirm this suspicion with the Ratio Test. We have
 
 2  108 4  108 6  108
 
 FIGURE 9.37 Sn =
 
 n−1  k=0
 
 (−1)k k! ek
 
 (k + 1)!   k  ak+1   = lim ek+1 = lim (k + 1)! e lim  k! k→∞ k→∞ ek+1 ak  k→∞ k! k e (k + 1)k! k+1 1 = lim = lim = ∞. k→∞ ek! e k→∞ 1
 
 Since (k + 1)! = (k + 1) · k! and ek+1 = ek · e1 .
 
 By the Ratio Test, the series diverges, as we suspected. „ Recall that in the statement of the Ratio Test, we said that if    ak+1    = 1, lim k→∞  ak 
 
 HISTORICAL NOTES Srinivasa Ramanujan (1887–1920) Indian mathematician whose incredible discoveries about infinite series still amaze mathematicians. Largely self-taught, Ramanujan filled notebooks with conjectures about series, continued fractions and the Riemann-zeta function. Ramanujan rarely gave a proof or even justification of his results. Nevertheless, the famous English mathematician G. H. Hardy said, “They must be true because, if they weren’t true, no one would have had the imagination to invent them.” (See exercise 61.)
 
 then the Ratio Test yields no conclusion. By this, we mean that in such cases, the series may or may not converge and further testing is required.
 
 EXAMPLE 5.6
 
 A Divergent Series for Which the Ratio Test Is Inconclusive
 
 Use the Ratio Test for the harmonic series
 
 ∞ 1  . k=1 k
 
 Solution We have 1    ak+1   = lim k + 1 = lim k = 1. lim  k→∞ k→∞ k + 1 ak  k→∞ 1 k In this case, the Ratio Test yields no conclusion, although we already know that the harmonic series diverges. „
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 EXAMPLE 5.7
 
 A Convergent Series for Which the Ratio Test Is Inconclusive
 
 Use the Ratio Test to test the series
 
 TODAY IN MATHEMATICS Alain Connes (1947– ) A French mathematician who earned a Fields Medal in 1983 for his spectacular results in the classification of operator algebras. As a student, Connes developed a very personal understanding of mathematics. He has explained, “I first began to work in a very small place in the mathematical geography . . . . I had my own system, which was very strange because when the problems the teacher was asking fell into my system, then of course I would have an instant answer, but when they didn’t—and many problems, of course, didn’t fall into my system—then I would be like an idiot and I wouldn’t care.” As Connes’ personal mathematical system expanded, he found more and more “instant answers” to important problems.
 
 ∞ 1  . 2 k=0 k
 
 Solution Here, we have    ak+1  1 k2 k2   = lim = lim = 1. lim  k→∞ k→∞ k 2 + 2k + 1 ak  k→∞ (k + 1)2 1 So again, the Ratio Test yields no conclusion, although we already know that this is a convergent p-series ( p = 2 > 1). „ Carefully examine examples 5.6 and 5.7 and you should recognize that the Ratio Test will be inconclusive for any p-series.
 
 The Root Test We now present one final test for convergence of series.
 
 THEOREM 5.3 (Root Test) Given
 
 ∞  k=1
 
 ak , suppose that lim
 
 k→∞
 
 √ k
 
 |ak | = L. Then,
 
 (i) if L < 1, the series converges absolutely, (ii) if L > 1 (or L = ∞), the series diverges and (iii) if L = 1, there is no conclusion.
 
 Notice how similar the conclusion is to the conclusion of the Ratio Test. The proof is also similar to that of the Ratio Test and we leave this as an exercise.
 
 EXAMPLE 5.8
 
 Using the Root Test
 
 Use the Root Test to determine the convergence or divergence of the series
 
 ∞  k=1
 
 
 
 2k + 4 5k − 1 
 
 k .
 
 Solution In this case, we consider " k  2k + 4 2 k  2k + 4  k lim |ak | = lim  = < 1. = lim k→∞ k→∞ k→∞ 5k − 1 5k − 1  5 By the Root Test, the series is absolutely convergent. „
 
 Summary of Convergence Tests By this point in your study of series, it may seem as if we have thrown at you a dizzying array of different series and tests for convergence or divergence. Just how are you to keep all of these straight? The best suggestion we have is that you work through many problems. We provide a good assortment in the exercise set that follows this section. Some of these require the methods of this section, while others are drawn from the preceding sections (just to keep you thinking about the big picture). For the sake of convenience, we summarize our convergence tests in the table that follows.
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 Test Geometric Series
 
 When to Use
 
 Conclusions
 
 ∞ 
 
 a if |r | < 1; Converges to 1−r diverges if |r | ≥ 1.
 
 ar k
 
 k=0
 
 kth-Term Test Integral Test
 
 ∞ 
 
 ak where f (k) = ak ,
 
 k=1
 
 f is continuous and decreasing and f (x) ≥ 0
 
 Comparison Test
 
 ∞ 1  p k=1 k ∞  k=1
 
 ak and
 
 k=1
 
 bk , where 0 ≤ ak ≤ bk
 
 If
 
 ∞  k=1 ∞  k=1
 
 Alternating Series Test
 
 ∞ 
 
 ∞ 
 
 bk , where k=1 k=1 ak ak , bk > 0 and lim =L>0 k→∞ bk ∞  (−1)k+1 ak where ak > 0 for all k ak and
 
 k=1
 
 Absolute Convergence
 
 Series with some positive and some negative terms (including alternating series)
 
 ∞  k=1
 
 Any series (especially those involving exponentials and/or factorials)
 
 bk converges, then ak diverges, then
 
 ak and
 
 k=1
 
 k=1 ∞ 
 
 k=1
 
 ak converges.
 
 9.3
 
 bk diverges.
 
 bk
 
 9.3
 
 9.4
 
 then the series converges. ∞  If |ak | converges, then
 
 9.5
 
 k→∞
 
 k=1 ∞ 
 
 ak converges absolutely.
 
    ak+1   = L, For lim  k→∞ a 
 
 9.5
 
 k
 
 if L > 1,
 
 Any series (especially those involving exponentials)
 
 ∞ 
 
 ∞ 
 
 9.3
 
 If lim ak = 0 and ak+1 ≤ ak for all k,
 
 if L < 1,
 
 Root Test
 
 9.3
 
 both converge or both diverge.
 
 k=1
 
 Ratio Test
 
 9.2
 
 both converge or both diverge.
 
 If Limit Comparison Test
 
 9.2
 
 1
 
 Converges for p > 1; diverges for p ≤ 1. ∞ 
 
 577
 
 Section
 
 If lim ak = 0, the series diverges. k→∞  ∞ ∞  ak and f (x) d x
 
 All series
 
 k=1
 
 p-series
 
 Absolute Convergence and the Ratio Test
 
 ∞  k=1 ∞  k=1
 
 ak converges absolutely ak diverges,
 
 if L = 1, no conclusion.  For lim k |ak | = L, k→∞
 
 if L < 1, if L > 1,
 
 ∞  k=1 ∞  k=1
 
 9.5
 
 ak converges absolutely ak diverges,
 
 if L = 1, no conclusion.
 
 EXERCISES 9.5
 
 1. Suppose that ak ≥ 0, lim ak = 0, lim bk = 0 and {bk } conk→∞ k→∞ ∞  bk is tains both positive and negative terms. Explain why k=1 ∞  more likely to converge than ak . In light of this, explain
 
    ak+1    = L < 1, which is bigger, 3. In the Ratio Test, if lim  k→∞ ak  |ak+1 | or |ak |? This inequality could also hold if L = 1. Compare the relative sizes of |ak+1 | and |ak | if L = 0.8 versus L = 1. Explain why L = 0.8 would be more likely to correspond to a convergent series than L = 1.
 
 why Theorem 5.1 is true.    ak+1    > 1, which is (eventually) big2. In the Ratio Test, if lim  k→∞ ak  ∞  ger, |ak+1 | or |ak |? Explain why this implies that the series ak
 
 4. In many series of interest, the terms of the series involve powers of k (e.g., k 2 ), exponentials (e.g., 2k ) or factorials (e.g., k!). For which type(s) of terms is the Ratio Test likely to produce a result (i.e., a limit different from 1)? Briefly explain.
 
 WRITING EXERCISES
 
 k=1
 
 diverges.
 
 k=1
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 In exercises 1–40, determine whether the series is absolutely convergent, conditionally convergent or divergent. 1.
 
 ∞ 
 
 3 k!
 
 (−1)k
 
 k=0
 
 3.
 
 ∞ 
 
 2.
 
 (−1)k 2k
 
 9.
 
 k=3
 
 3k k!
 
 ∞ 
 
 k+1
 
 (−1)k
 
 (−1)
 
 k=2 ∞ 
 
 15. 17.
 
 (−1)k
 
 ∞  −2 k=1 ∞ 
 
 k (−1)
 
 21. 23.
 
 ek
 
 27.
 
 18.
 
 24.
 
 k2
 
 26.
 
 k
 
 28.
 
 ln k
 
 31.
 
 ∞  3 k k k=3
 
 32.
 
 (−1)k+1 (−1)k+1
 
 k=1
 
 39.
 
 k! 4k k 10 (2k)!
 
 ∞  (−2)k (k + 1) k=0
 
 5k
 
 ∞  cos(kπ/5) k=1
 
 (−1)k
 
 k!
 
 34.
 
 k k3 + 1
 
 36.
 
 k
 
 38.
 
 ∞  (−1)k+1 √ k k=1 ∞  2k
 
 40.
 
 ∞ 
 
 46.
 
 48.
 
 4k
 
 51.
 
 k 2 e−k
 
 3
 
 50.
 
 (−1)k
 
 k=2
 
 57.
 
 4+k 3 + 2k
 
 (−1)k+1 
 
 k 52.
 
 ∞ 
 
 (−1)k
 
 ∞ 
 
 k 3 e−k
 
 54.
 
 k3
 
 ∞  k=2
 
 cos k k2 √
 
 ∞ 
 
 ek k!
 
 2
 
 (−1)k
 
 k=0
 
 ∞  ln k 2
 
 ∞ 
 
 ∞ 
 
 k=1
 
 
 
 k=0
 
 53.
 
 (−4/5)k
 
 k=1
 
 k=1 ∞ 
 
 ∞  k=1
 
 56. 2
 
 58.
 
 k ln k + 1
 
 4+k 3 + 2k
 
 k2 √ k3 + 1
 
 ∞  cos kπ k k=1 ∞  (−1)k ln(2 + 1/k) k=3
 
 ∞  3k 60. k k=2
 
 62. To show that
 
 3k k 2 4k k!
 
 4k (2k + 1)!
 
 ∞  (−3)k k=1
 
 k −4/5
 
 Approximate the series with only the k = 0 term and show that you get 6 digits of π correct. Approximate the series using the k = 0 and k = 1 terms and show that you get 14 digits of π correct. In general, each term of this remarkable series increases the accuracy by 8 digits. (b) Prove that Ramanujan’s series in part (a) converges.
 
 k ln k
 
 k=0
 
 1 + 1/k k
 
 61. (a) In the 1910s, the Indian mathematician Srinivasa Ramanujan discovered the formula √ ∞ 1 8  (4k)!(1103 + 26,390k) = . π 9801 k=0 (k!)4 3964k
 
 k3
 
 (−1)k
 
 (−1)k
 
 ek (2 + 1/k)k
 
 ............................................................
 
 k2
 
 k=4
 
 k=2
 
 ∞  3k 59. (k!)2 k=1
 
 ∞  (−1)k
 
 ∞ 
 
 ∞ 
 
 ∞ 
 
 ∞  k2 + 5 44. √ k5 + 2 k=0
 
 ∞  k2 + 1
 
 k=2
 
 k 3 e−k
 
 ∞  tan−1 k
 
 ∞ 
 
 49.
 
 55.
 
 (−1)k+1
 
 k!
 
 k=3
 
 k=1
 
 ∞  cos k
 
 k=8
 
 k=6
 
 37.
 
 (−1)
 
 4 2k + 1
 
 ∞ k k  e
 
 k=2
 
 30.
 
 35.
 
 ∞ 
 
 ∞ 
 
 k=0 k+1
 
 k=1
 
 ∞  (−1)k √ k=1 k k
 
 ∞ 
 
 ∞ 
 
 45.
 
 47.
 
 ∞  4 k k=1
 
 k=1
 
 ∞  (−1)k
 
 ∞ 
 
 ∞ 
 
 k=4
 
 29.
 
 33.
 
 ∞ 
 
 ∞ 
 
 42.
 
 k=2
 
 10k k!
 
 k=2
 
 22.
 
 ∞  cos kπ
 
 k=2
 
 43.
 
 k=1
 
 ∞  sin k
 
 k=1
 
 (−1)k
 
 ∞  ek k=1
 
 k 2 3k 2k k=1
 
 ∞  1 − 3k k 14. 4k k=5 12.
 
 20.
 
 ∞  e3k k 3k k=2
 
 k=1
 
 25.
 
 k k+1
 
 ∞  k2 k=7
 
 ∞ 
 
 k=3
 
 √
 
 k=0
 
 19.
 
 10.
 
 16. k+1
 
 41.
 
 k2 + 1 (−1)k+1 6. k k=1
 
 k=4
 
 k 2k + 1
 
 In exercises 41–60, name the method by identifying a test that will determine whether the series converges or diverges.
 
 ∞ 
 
 8.
 
 k2k 3k k=6
 
 k ∞  4k 13. 5k + 1 k=1
 
 11.
 
 6 k!
 
 2 4. (−1)k k 3 k=0
 
 k 5. (−1)k+1 2 k +1 k=1 ∞ 
 
 (−1)k
 
 ∞ 
 
 ∞ 
 
 7.
 
 ∞  k=0
 
 k=0
 
 LT (Late Transcendental)
 
 19:47
 
 k 2 4k (1 + 1/k)
 
 k2
 
 k=1
 
 ∞ k!  converges, use the Ratio Test and the fact k k=1 k
 
 that
 
 lim
 
 k→∞
 
 k+1 k 
 
 k
 
 = lim
 
 k→∞
 
 1+
 
 1 k 
 
 k = e.
 
 ∞ pk  converges. k=1 k ∞ pk  converges. (b) Find all values of p such that 2 k=1 k
 
 63. (a) Find all values of p such that
 
 64. Determine whether
 
 ∞  k=1
 
 k! converges or 1 · 3 · 5 · · · (2k − 1)
 
 diverges.
 
 ............................................................
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 SECTION 9.6
 
 EXPLORATORY EXERCISES 1. One reason that it is important to distinguish absolute from conditional convergence of a series is the rearrangement of series, ∞ (−1)k  to be explored in this exercise. Show that the series 2k k=0 is absolutely convergent and find its sum S. Find the sum S+ of the positive terms of the series. Find the sum S− of the negative terms of the series. Verify that S = S+ + S− . However, you cannot separate the positive and negative terms for condi∞ (−1)k  tionally convergent series. For example, show that k=0 k + 1 converges (conditionally) but that the series of positive terms and the series of negative terms both diverge. Thus, the order of terms matters for conditionally convergent series. Amazingly, for conditionally convergent series, you can reorder the terms so that the partial sums converge to any real number. To ∞ (−1)k  illustrate this, suppose we want to reorder the series k=0 k + 1 so that the partial converge to π2 . Start by pulling out  sums  positive terms 1 + 13 + 15 + · · · such that the partial  is  sum within 0.1 of π2 . Next, take the first negative term − 12 and
 
 9.6
 
 ..
 
 Power Series
 
 579
 
 π positive terms such that the partial  1sum  is within 0.05 of 2 . Then take the next negative term − 4 and positive terms such that the partial sum is within 0.01 of π2 . Argue that you could continue in this fashion to reorder the terms so that the partial sums converge to π2 . (Especially explain why you will never “run out of” positive terms.) Then explain why you cannot do ∞ (−1)k  the same with the absolutely convergent series . 2k k=0
 
 2. In this exercise, you show that the Root Test is more general  than  the Ratio Test. To be precise, show that if  an+1   = r = 1 then lim |an |1/n = r by considering lim  n→∞  an  n→∞     n  an+1   ak+1  1 1/n     lim ln  and lim ln |a | = lim ln n  a . Intern→∞ n→∞ n→∞ n k=1 an  k pret this result in terms of how likely the Ratio Test or Root Test is to give a definite conclusion. Show that the result is not “if and only if ” by finding a sequence for which lim |an |1/n < 1 n→∞    an+1   does not exist. In spite of this, give one reason but lim  n→∞ a  n
 
 why the Ratio Test might be preferable to the Root Test.
 
 POWER SERIES We now expand our discussion of series to the case where the terms of the series are functions of the variable x. Pay close attention, as the primary reason for studying series is that we can use them to represent functions. This opens up numerous possibilities for us, from approximating the values of transcendental functions to calculating derivatives and integrals of such functions, to studying differential equations. As well, defining functions as convergent series produces an explosion of new functions available to us, including many important functions, such as the Bessel functions. We take the first few steps in this section. As a start, consider the series ∞ 
 
 (x − 2)k = 1 + (x − 2) + (x − 2)2 + (x − 2)3 + · · · .
 
 k=0
 
 y
 
 Notice that for each fixed x, this is a geometric series with r = (x − 2), which will converge whenever |r | = |x − 2| < 1 and diverge whenever |r | = |x − 2| ≥ 1. Further, for each x with |x − 2| < 1 (i.e., 1 < x < 3), the series converges to a 1 1 = = . 1−r 1 − (x − 2) 3−x That is, for each x in the interval (1, 3), we have
 
 y  f (x)
 
 3 y  P2 (x) 2
 
 1
 
 ∞ 
 
 y  P1 (x) x 1
 
 2
 
 3
 
 y  P3(x) 1
 
 FIGURE 9.38 y=
 
 1 and the first three partial 3−x ∞  sums of (x − 2)k k=0
 
 k=0
 
 (x − 2)k =
 
 1 . 3−x
 
 For all other values of x, the series diverges. In Figure 9.38, we show a graph of 1 f (x) = , along with the first three partial sums Pn of this series, where 3−x n  (x − 2)k = 1 + (x − 2) + (x − 2)2 + · · · + (x − 2)n , Pn (x) = k=0
 
 on the interval [0, 3]. Notice that as n gets larger, Pn (x) appears to get closer to f (x), for any given x in the interval (1, 3). Further, as n gets larger, Pn (x) tends to stay close to f (x) for a larger range of x-values.
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 Here, we noticed that a series is equivalent to (i.e., it converges to) a known function on a certain interval. Alternatively, imagine what benefits you would derive if for a given function (one that you don’t know much about) you could find an equivalent series representation. This is precisely what we do in section 9.7. For instance, we will show that for all x, ex =
 
 ∞  x2 x3 x4 xk =1+x + + + + ···. k! 2! 3! 4! k=0
 
 (6.1)
 
 As one immediate use of (6.1), suppose that you wanted to calculate e1.234567 . Using (6.1), for any given x, we can compute an approximation to e x , simply by summing the first few terms of the equivalent power series. This is easy to do, since the partial sums of the series are simply polynomials. In general, any series of the form
 
 POWER SERIES ∞ 
 
 bk (x − c)k = b0 + b1 (x − c) + b2 (x − c)2 + b3 (x − c)3 + · · ·
 
 k=0
 
 is called a power series in powers of (x − c). We refer to the constants bk , k = 0, 1, 2, . . . , as the coefficients of the series. The first question is: for what values of x does the series ∞  converge? Saying this another way, the power series bk (x − c)k defines a function of k=0
 
 x and its domain is the set of all x for which the series converges. The primary tool for investigating the convergence or divergence of a power series is the Ratio Test.
 
 EXAMPLE 6.1
 
 Determining Where a Power Series Converges
 
 Determine the values of x for which the power series
 
 ∞ 
 
 k
 
 k=0
 
 3k+1
 
 x k converges.
 
 Solution Using the Ratio Test, we have     k+1 k+1   ak+1   3   = lim  (k + 1)x lim  k→∞ ak  k→∞  3k+2 kx k  = lim
 
 k→∞
 
 |x| (k + 1)|x| k+1 = lim 3k 3 k→∞ k
 
 Since x k+1 = x k · x 1 and 3k+2 = 3k+1 · 31 .
 
 |x| < 1, 3 for |x| < 3 or −3 < x < 3. So, the series converges absolutely for −3 < x < 3 and diverges for |x| > 3 (i.e., for x > 3 or x < −3). Since the Ratio Test gives no conclusion for the endpoints x = ±3, we must test these separately. For x = 3, we have the series ∞ ∞ ∞  k k  k k  k . x = 3 = k+1 k+1 3 3 3 k=0 k=0 k=0 =
 
 k = ∞ = 0, 3 the series diverges by the kth-term test for divergence. The series diverges when x = −3, for the same reason. Thus, the power series converges for all x in the interval (−3, 3) and diverges for all x outside this interval. „ lim
 
 Since
 
 k→∞
 
 Observe that in example 6.1, as well as in our introductory example, the series have ∞  the form bk (x − c)k and there is an interval of the form (c − r, c + r ) on which the k=0
 
 series converges and outside of which the series diverges. (In the case of example 6.1, notice that c = 0.) This interval on which a power series converges is called the interval of
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 convergence. The constant r is called the radius of convergence (i.e., r is half the length of the interval of convergence). As we see in the following result, there is such an interval for every power series.
 
 NOTES In part (iii) of Theorem 6.1, the series may converge at neither, one or both of the endpoints x = c − r and x = c + r . Because the interval of convergence is centered at x = c, we refer to c as the center of the power series.
 
 THEOREM 6.1 Given any power series,
 
 ∞  k=0
 
 bk (x − c)k , there are exactly three possibilities:
 
 (i) The series converges absolutely for all x ∈ (−∞, ∞) and the radius of convergence is r = ∞; (ii) The series converges only for x = c (and diverges for all other values of x) and the radius of convergence is r = 0; or (iii) The series converges absolutely for x ∈ (c − r, c + r ) and diverges for x < c − r and for x > c + r , for some number r with 0 < r < ∞. The proof of the theorem can be found in Appendix A.
 
 EXAMPLE 6.2
 
 Finding the Interval and Radius of Convergence
 
 Determine the interval and radius of convergence for the power series ∞  10k k=0
 
 k!
 
 (x − 1)k .
 
 Solution From the Ratio Test, we have    k+1   ak+1   10 (x − 1)k+1  k!     = lim  lim k k k→∞  ak  k→∞ (k + 1)! 10 (x − 1)  k! Since (x − 1)k+1 = (x − 1)k (x − 1)1 = 10|x − 1| lim k→∞ (k + 1)k! and (k + 1)! = (k + 1)k!. 1 = 10|x − 1| lim = 0 < 1, k→∞ k + 1 for all x. This says that the series converges absolutely for all x. Thus, the interval of convergence for this series is (−∞, ∞) and the radius of convergence is r = ∞. „ The interval of convergence for a power series can be a closed interval, an open interval or a half-open interval, as in example 6.3.
 
 EXAMPLE 6.3
 
 A Half-Open Interval of Convergence
 
 Determine the interval and radius of convergence for the power series
 
 ∞ xk  . k k=1 k4
 
 Solution From the Ratio Test, we have      ak+1   x k+1 k4k     lim = lim  k→∞  ak  k→∞ (k + 1)4k+1 x k  =
 
 k |x| |x| lim = < 1. k→∞ 4 k+1 4
 
 So, we are guaranteed absolute convergence for |x| < 4 and divergence for |x| > 4. It remains only to test the endpoints of the interval: x = ±4. For x = 4, we have ∞ ∞ ∞    xk 4k 1 = = , k k k4 k4 k k=1 k=1 k=1
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 which you will recognize as the harmonic series, which diverges. For x = −4, we have ∞ ∞ ∞    xk (−4)k (−1)k = = , k k k4 k4 k k=1 k=1 k=1
 
 which is the alternating harmonic series, which we know converges conditionally. (See example 5.2.) So, in this case, the interval of convergence is the half-open interval [−4, 4) and the radius of convergence is r = 4. „ Notice that (as stated in Theorem 6.1) every power series
 
 NOTES In example 6.3, the series for the endpoints of the interval of convergence are closely related. One is a positive term series of the ∞  form ak , while the other is the k=1
 
 corresponding alternating series ∞  (−1)k ak . This is a common
 
 ak (x − c)k =
 
 k=0
 
 ∞ 
 
 ak (c − c)k = a0 +
 
 k=0
 
 EXAMPLE 6.4
 
 ∞ 
 
 ak (x − c)k converges at
 
 ak 0k = a0 + 0 = a0 .
 
 k=1
 
 A Power Series That Converges at Only One Point
 
 Determine the radius of convergence for the power series
 
 ∞  k=0
 
 k=1
 
 occurence.
 
 k=0
 
 least for x = c since for x = c, we have the trivial case ∞ 
 
 ∞ 
 
 k!(x − 5)k .
 
 Solution From the Ratio Test, we have      ak+1   (k + 1)!(x − 5)k+1      = lim  lim  k→∞  ak  k→∞ k!(x − 5)k (k + 1)k!|x − 5| k! = lim [(k + 1)|x − 5|] k→∞  0, if x = 5 = . ∞, if x = 5 = lim
 
 k→∞
 
 Thus, this power series converges only for x = 5 and so, its radius of convergence is r = 0. „
 
 Suppose that the power series
 
 ∞  k=0
 
 bk (x − c)k has radius of convergence r > 0. Then the
 
 series converges absolutely for all x in the interval (c − r, c + r ) and so, defines a function f on the interval (c − r, c + r ), f (x) =
 
 ∞ 
 
 bk (x − c)k = b0 + b1 (x − c) + b2 (x − c)2 + b3 (x − c)3 + · · · .
 
 k=0
 
 It turns out that such a function is continuous and differentiable, although the proof is beyond the level of this course. In fact, we differentiate exactly the way you might expect, d [b0 + b1 (x − c) + b2 (x − c)2 + b3 (x − c)3 + · · ·] dx ∞  = b1 + 2b2 (x − c) + 3b3 (x − c)2 + · · · = bk k(x − c)k−1 ,
 
 f  (x) = Differentiating a power series
 
 k=1
 
 where the radius of convergence of the resulting series is also r. Since we find the derivative by differentiating each term in the series, we call this term-by-term differentiation. Likewise, we can integrate a convergent power series term-by-term,
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  f (x) d x =
 
   ∞
 
 k
 
 bk (x − c) d x =
 
 k=0
 
 Integrating a power series
 
 =
 
 ∞  k=0
 
  bk
 
 Power Series
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 (x − c)k d x
 
 k=0 k+1
 
 bk
 
 ∞ 
 
 ..
 
 (x − c) k+1
 
 + K,
 
 where the radius of convergence of the resulting series is again r and where K is a constant of integration. The proof of these two results can be found in a text on advanced calculus. It’s important to recognize that these two results are not obvious. They are not simply an application of the rule that a derivative or integral of a sum is the sum of the derivatives or integrals, respectively, since a series is not a sum, but rather, a limit of a sum. Further, these results are true for power series, but are not true for series in general.
 
 EXAMPLE 6.5
 
 A Convergent Series Whose Series of Derivatives Diverges
 
 Find the interval of convergence of the series derivatives does not converge for any x. Solution Notice that
 
 ∞ sin(k 3 x)  and show that the series of k2 k=1
 
    sin(k 3 x)  1    k2  ≤ k2 ,
 
 for all x,
 
 ∞ 1  is a convergent p-series ( p = 2 > 1), it follows from 2 k=1 k ∞ sin(k 3 x)  converges absolutely, for all x. On the other hand, the Comparison Test that k2 k=0 the series of derivatives (found by differentiating the series term-by-term) is
 
 since |sin(k 3 x)| ≤ 1. Since
 
    ∞ ∞ ∞  d sin(k 3 x) k 3 cos(k 3 x)  = = [k cos(k 3 x)], 2 2 d x k k k=1 k=1 k=1 which diverges for all x, by the kth-term test for divergence, since the terms do not tend to zero as k → ∞, for any x. „ ∞ sin(k 3 x)  is not a power series. (Why not?) The result of example k2 k=1 6.5 (a convergent series whose series of derivatives diverges) cannot occur with any power series with radius of convergence r > 0. In example 6.6, we find that once we have a convergent power series representation for a given function, we can use this to obtain power series representations for any number of other functions, by substitution or by differentiating and integrating the series term-by-term.
 
 Keep in mind that
 
 EXAMPLE 6.6 Use the power series and tan−1 x.
 
 Differentiating and Integrating a Power Series ∞  k=0
 
 (−1)k x k to find power series representations of
 
 1 1 , (1 + x)2 1 + x 2
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 Solution Notice that
 
 ∞  k=0
 
 (−1)k x k =
 
 ∞  k=0
 
 (−x)k is a geometric series with ratio r = −x.
 
 This series converges, then, whenever |r | = |−x| = |x| < 1, to 1 1 a = = . 1−r 1 − (−x) 1+x ∞  1 (−1)k x k . = 1+x k=0
 
 That is, for −1 < x < 1,
 
 Differentiating both sides of (6.2), we get ∞  −1 = (−1)k kx k−1 , (1 + x)2 k=0
 
 (6.2)
 
 for −1 < x < 1.
 
 Multiplying both sides by −1 gives us a new power series representation: ∞  1 = (−1)k+1 kx k−1 , (1 + x)2 k=0 valid for −1 < x < 1. Notice that we can also obtain a new power series from (6.2) by substitution. For instance, if we replace x with x 2 , we get ∞ ∞   1 k 2 k = (−1) (x ) = (−1)k x 2k , 1 + x2 k=0 k=0
 
 (6.3)
 
 valid for −1 < x 2 < 1 (which is equivalent to having x 2 < 1 or −1 < x < 1). Integrating both sides of (6.3) gives us   ∞ ∞   1 (−1)k x 2k+1 k 2k x d x = (−1) d x = + c. 2 1+x 2k + 1 k=0 k=0
 
 (6.4)
 
 You should recognize the integral on the left-hand side of (6.4) as tan−1 x. That is, tan−1 x =
 
 ∞  (−1)k x 2k+1 k=0
 
 2k + 1
 
 + c,
 
 for −1 < x < 1.
 
 (6.5)
 
 Taking x = 0 gives us tan−1 0 =
 
 ∞  (−1)k 02k+1 k=0
 
 2k + 1
 
 + c = c,
 
 so that c = tan−1 0 = 0. Equation (6.5) now gives us a power series representation for tan−1 x, namely: tan−1 x =
 
 ∞  (−1)k x 2k+1 k=0
 
 2k + 1
 
 1 1 1 = x − x3 + x5 − x7 + · · · , 3 5 7
 
 for −1 < x < 1.
 
 In this case, the series also converges at the endpoint x = 1. „ Notice that working as in example 6.6, we can produce power series representations of any number of functions. In section 9.7, we present a systematic method for producing power series representations for a wide range of functions.
 
 BEYOND FORMULAS
 
 x ex can be rewritten as xe−x , many functions can be rewritten as power series. In general, having another alternative for writing a function gives you one more option to consider when trying to solve a problem. Further, power series representations are often easier to work with than other representations and have the advantage of having derivatives and integrals that are easy to compute. You should think of a power series as a different form for writing functions. Just as
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 EXERCISES 9.6 WRITING EXERCISES 1. Power series have the form
 
 ∞  k=0
 
 ak (x − c)k . Explain why the
 
 farther x is from c, the larger the terms of the series are and the less likely the series is to converge. Describe how this general trend relates to the radius of convergence. ∞  2. Applying the Ratio Test to ak (x − c)k requires you to eval k=0    ak+1 (x − c). As x = c increases or decreases, uate lim  k→∞ ak |x − c| increases. If the series has a finite radius of convergence r > 0, what is the value of the limit when |x − c| = r ? Explain how the limit changes when |x − c| < r and |x − c| > r and how this determines the convergence or divergence of the series. ∞ 10k  3. As shown in example 6.2, (x − 1)k converges for all x. k=0 k! If x = 1001, the value of (x − 1)k = 1000k gets very large very fast, as k increases. Explain why, for the series to converge, the value of k! must get large faster than 1000k . To illustrate how fast the factorial grows, compute 50!, 100! and 200! (if your calculator can). √ 4. In a power series representation of x + 1 about c = 0, explain why the radius of convergence cannot be greater than √ 1. (Think about the domain of x + 1.)
 
 In exercises 17 and 18, graph partial sums P6 (x), P9 (x) and P12 (x). Discuss the behavior of the partial sums both inside and outside the radius of convergence. 17. exercise 3
 
 ............................................................ In exercises 19–24, determine the interval of convergence and the function to which the given power series converges. 19.
 
 ∞  (x + 2)k
 
 1.
 
 ∞  2k k=0
 
 3.
 
 ∞  k=0
 
 5.
 
 ∞ 
 
 2.
 
 k k x 4k
 
 k3k
 
 4.
 
 (x − 1)
 
 k
 
 k!(x + 1)k
 
 6.
 
 ∞  (k + 3)2 (2x − 3)k
 
 8.
 
 13.
 
 ∞  4k √ (2x + 1)k k k=1 ∞  k2 k=1
 
 15.
 
 2k
 
 (x + 2)k
 
 ∞  k! k x (2k)! k=3
 
 xk
 
 k=0
 
 ∞  (−1)k+1
 
 k4k
 
 (x + 2)
 
 12.
 
 ∞  (−1)k √ (3x − 1)k k k=1 ∞  k2 k=0
 
 16.
 
 k
 
 ∞  1 (x − 1)2k+1 k k=1 ∞  1 (3x + 2)k 2 k k=4
 
 14.
 
 k!
 
 ∞  (x − 3)k k=0
 
 ∞  22. (3x + 1)k
 
 k=0
 
 k=0
 
 ∞  x k  24. 3 4 k=0
 
 ∞  x k  23. (−1)k 2 k=0
 
 ............................................................ In exercises 25–32, find a power series representation of f (x) about c  0 (refer to example 6.6). Also, determine the radius and interval of convergence, and graph f (x) together with the 3 6   partial sums ak x k and ak x k . k0
 
 2 1−x 3 27. f (x) = 1 + x2 2x 29. f (x) = 1 − x3 2 31. f (x) = 4+x
 
 k0
 
 3 x −1 2 28. f (x) = 1 − x2 3x 30. f (x) = 1 + x2 3 32. f (x) = 6−x 26. f (x) =
 
 ............................................................
 
 ∞  k k x k 2 k=0
 
 10.
 
 k=2
 
 11.
 
 k!
 
 k=1
 
 k=0
 
 9.
 
 ∞  3k k=0
 
 ∞  (−1)k k=1
 
 7.
 
 k!
 
 (x − 2)k
 
 20.
 
 ∞  21. (2x − 1)k
 
 25. f (x) =
 
 In exercises 1–16, determine the radius and interval of convergence.
 
 18. exercise 5
 
 (x + 1)k
 
 ∞  (k!)2 2k+1 x (2k)! k=2
 
 ............................................................
 
 In exercises 33–38, find a power series representation and radius of convergence by integrating or differentiating one of the series from exercises 25–32. 33. f (x) = 3 tan−1 x 2x 35. f (x) = (1 − x 2 )2
 
 34. f (x) = 2 ln(1 − x) 3 36. f (x) = (x − 1)2
 
 37. f (x) = ln(1 + x 2 )
 
 38. f (x) = ln(4 + x)
 
 ............................................................ In exercises 39–42, find the interval of convergence of the (nonpower) series and the corresponding series of derivatives. 39.
 
 ∞  cos(k 3 x)
 
 k2
 
 k=1
 
 41.
 
 ∞  k=0
 
 ekx
 
 40.
 
 ∞  cos(x/k) k=1
 
 42.
 
 ∞ 
 
 k e−2kx
 
 k=0
 
 ............................................................
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 43. For any constants a and b > 0, determine the interval and ∞ (x − a)k  radius of convergence of . bk k=0 44. Prove that if
 
 ∞  k=0
 
 0 < r < ∞, then 45. If
 
 ∞  k=0
 
 ak x k has radius of convergence r, with
 
 ∞ 
 
 k=0
 
 LT (Late Transcendental)
 
 19:47
 
 ak x 2k has radius of convergence
 
 √ r.
 
 term-by-term. (a) f (x) =
 
 ∞  k=0
 
 (−1)k x k ; (b) f (x) =
 
 ∞ √ 
 
 kx k ;
 
 k=0
 
 ∞ 1  x k . Based on the examples in this exercise, k=0 k does integration make it more or less likely that the series will converge at the endpoints?
 
 (c) f (x) =
 
 ak x k has radius of convergence r, with 0 < r < ∞,
 
 determine the radius of convergence of
 
 ∞  k=0
 
 ak (x − c)k for any
 
 constant c. ∞  ak x k has radius of convergence r, with 0 < r < ∞, deter46. If k=0  x k ∞  ak for any constant mine the radius of convergence of b k=0 b = 0. 2x +1 x +1 has the power se= 1−x 2 (1 − x) 1−x ries representation f (x) = 1 + 3x + 5x 2 + 7x 3 + 9x 4 + · · · . 1 and discuss the Find the radius of convergence. Set x = 1000 1,001,000 . interesting decimal representation of 998,001
 
 47. Show that f (x) =
 
 48. Show that the long division algorithm produces 1 = 1 + x + x 2 + x 3 + · · · . Explain why this equation 1−x is not valid for all x.  x 2t 49. Define f (x) = dt. Find a power series for f and 3 0 1−t determine its radius of convergence. Graph f .  x 2 50. Define f (x) = dt. Find a power series for f and 1 + t4 0 determine its radius of convergence. Graph f .  1 1 + x2 51. Evaluate d x by (a) integrating a power series and 4 0 1+x (b) rewriting the integrand as 1 1 + (1 −
 
 √
 
 2x)2
 
 +
 
 1 1 + (1 +
 
 √
 
 2x)2
 
 .
 
 52. Even great mathematicians can make mistakes. Leonx x hard Euler started with the equation + = 0, x −1 1−x x 1 + = 0, found power rewrote it as 1 − 1/x 1−x series representations for each function and concluded that 1 1 · · · + 2 + + 1 + x + x 2 + · · · = 0. Substitute x = 1 to x x show that the conclusion is false, then find the mistake in Euler’s derivation. ∞  53. For 0 < p < 1, evaluate k(k − 1) p k−2 and k=2 ∞ ∞     k k−n k(k − 1)(k − 2) p k−3 . Generalize to for n p k=n k=3 positive integers n. 54. For each series! f (x), compare the intervals of convergence of f (x) and f (x) d x, where the antiderivative is taken
 
 APPLICATIONS 55. A discrete random variable that assumes value k with proba∞  kpk . A genbility pk for k = 1, 2, · · · , has expected value k=1
 
 erating function for the random variable is F(x) = Show that F  (1) equals the expected value.
 
 ∞  k=1
 
 px x k .
 
 56. An electric dipole consists of a charge q at x = 1 and a charge −q at x = −1. The electric field at any x > 1 is given kq kq − , for some constant k. Find a by E(x) = 2 (x − 1) (x + 1)2 power series representation for E(x).
 
 EXPLORATORY EXERCISES 1. Note that the radius of convergence in each of exercises 25–29 is 1. Given that the functions in exercises 25, 26, 28 and 29 are undefined at x = 1, explain why the radius of convergence can’t be larger than 1. The restricted radius in exercise 27 can 2 be understood using complex √ numbers. Show that 1 + x = 0 for x = ±i, where i = −1. In general, a complex number a + b i is associated with the point (a, b). Find the “distance” between the complex numbers 0 and i by finding the distance between the associated points (0, 0) and (0, 1). Discuss how this compares to the radius of convergence. Then use the ideas in this exercise to quickly conjecture the radius of convergence of power series with center c = 0 for the func4 2 2 tions f (x) = , f (x) = and f (x) = . 1 + 4x 4+x 4 + x2 2. Let { f k (x)} be a sequence of functions defined on a set E. The Weierstrass M-test states that if there exist constants ∞  Mk converges, Mk such that | f k (x)| ≤ Mk for each x and then
 
 ∞  k=1 ∞ 
 
 k=1
 
 f k (x) converges (uniformly) for each x in E. Prove
 
 ∞  1 and x 2 e−kx converge (uniformly) for all 2 +x k=1 k=1 x. “Uniformly” in this exercise refers to the rate at which the infinite series converges to its sum. A precise definition can be found in an advanced calculus book. We explore the main idea of the definition in this exercise. Explain why you would expect ∞  1 the convergence of the series to be slowest at x = 0. 2 2 k=1 k + x Now, numerically explore the following question. Defining ∞ n   1 1 and Sn (x) = , is there an intef (x) = 2 2 2 2 k=1 k + x k=1 k + x ger N such that if n > N then | f (x) − Sn (x)| < 0.01 for all x?
 
 that
 
 k2
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 TAYLOR SERIES
 
 Representation of Functions as Power Series In this section, we develop a compelling reason for considering series. They are not merely a mathematical curiosity, but rather, are an essential means for exploring and computing with transcendental functions (e.g., sin x, cos x, ln x, e x , etc.). ∞  Suppose that the power series bk (x − c)k has radius of convergence r > 0. As we’ve k=0
 
 observed, this means that the series converges absolutely to some function f on the interval (c − r, c + r ). We have ∞  bk (x − c)k = b0 + b1 (x − c) + b2 (x − c)2 + b3 (x − c)3 + b4 (x − c)4 + · · · , f (x) = k=0
 
 for each x ∈ (c − r, c + r ). Differentiating term-by-term, we get that ∞  bk k(x − c)k−1 = b1 + 2b2 (x − c) + 3b3 (x − c)2 + 4b4 (x − c)3 + · · · , f  (x) = k=0
 
 again, for each x ∈ (c − r, c + r ). Likewise, we get ∞  bk k(k − 1)(x − c)k−2 = 2b2 + 3 · 2b3 (x − c) + 4 · 3b4 (x − c)2 + · · · f  (x) = k=0
 
 and
 
 
 
 f (x) =
 
 ∞ 
 
 bk k(k − 1)(k − 2)(x − c)k−3 = 3 · 2b3 + 4 · 3 · 2b4 (x − c) + · · ·
 
 k=0
 
 and so on (all valid for c − r < x < c + r ). Notice that if we substitute x = c in each of the above derivatives, all the terms of the series drop out, except one. We get f (c) = b0 , f  (c) = b1 , f  (c) = 2b2 , f  (c) = 3! b3 and so on. Observe that in general, we have f (k) (c) = k! bk .
 
 (7.1)
 
 Solving (7.1) for bk , we have f (k) (c) , for k = 0, 1, 2, . . . . k! ∞  To summarize, we found that if bk (x − c)k is a convergent power series with radius of bk =
 
 k=0
 
 convergence r > 0, then the series converges to some function f that we can write as ∞ ∞   f (k) (c) bk (x − c)k = (x − c)k , for x ∈ (c − r, c + r ). f (x) = k! k=0 k=0 Now, think about this problem from another angle. Instead of starting with a series, suppose that you start with an infinitely differentiable function, f (i.e., f can be differentiated infinitely often). Then, we can construct the series ∞  f (k) (c) (x − c)k , k! k=0
 
 Taylor Series Expansion of f (x) about x = c
 
 called a Taylor series expansion for f. (See the historical note on Brook Taylor in section 6.2.) There are two important questions we need to answer. r Does a series constructed in this way converge and, if so, what is its radius of
 
 convergence?
 
 r If the series converges, it converges to a function. Does it converge to f ?
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 We can answer the first of these questions on a case-by-case basis, usually by applying the Ratio Test. The second question will require further insight.
 
 EXAMPLE 7.1
 
 Constructing a Taylor Series Expansion
 
 Construct the Taylor series expansion for f (x) = e x , about x = 0 (i.e., take c = 0). Solution Here, we have the extremely simple case where f  (x) = e x , f  (x) = e x and so on, f (k) (x) = e x ,
 
 for k = 0, 1, 2, . . . .
 
 This gives us the Taylor series ∞ ∞ ∞   f (k) (0) e0 k  1 k (x − 0)k = x = x . k! k! k! k=0 k=0 k=0
 
 REMARK 7.1
 
 From the Ratio Test, we have   a  |x|k+1 k! k!  k+1  = |x| lim lim   = lim k→∞  ak  k→∞ (k + 1)! |x|k k→∞ (k + 1)k!
 
 The special case of a Taylor series expansion about x = 0 is often called a Maclaurin series. (See the historical note about Colin Maclaurin in section 9.3.) That is, the series ∞ f (k) (0)  x k is the Maclaurin k! k=0 series expansion for f.
 
 1 = |x|(0) = 0 < 1, k→∞ k + 1
 
 = |x| lim
 
 for all x.
 
 ∞ 1  x k converges absolutely for all real numbers x. At this point, k! k=0 though, we do not know the function to which the series converges. (Could it be e x ?) „
 
 So, the Taylor series
 
 Before we present any further examples of Taylor series, let’s see if we can determine the function to which a given Taylor series converges. First, notice that the partial sums of a Taylor series (like those for any power series) are simply polynomials. We define Pn (x) = Taylor polynomial
 
 n  f (k) (c) (x − c)k k! k=0
 
 = f (c) + f  (c)(x − c) +
 
 f  (c) f (n) (c) (x − c)2 + · · · + (x − c)n . 2! n!
 
 f (k) (c) is a constant for each k. We refer k! to Pn as the Taylor polynomial of degree n for f expanded about x = c.
 
 Observe that Pn (x) is a polynomial of degree n, as
 
 EXAMPLE 7.2
 
 Constructing and Graphing Taylor Polynomials
 
 For f (x) = e x , find the Taylor polynomial of degree n expanded about x = 0.
 
 y 8
 
 y
 
 Solution As in example 7.1, we have that f (k) (x) = e x , for all k. So, we have that the nth-degree Taylor polynomial is
 
 ex
 
 6
 
 Pn (x) =
 
 4
 
 =
 
 y  P1 (x) 2
 
 x
 
 2
 
 2 2
 
 FIGURE 9.39a y = e x and y = P1 (x)
 
 4
 
 n n   f (k) (0) e0 k (x − 0)k = x k! k! k=0 k=0 n  x2 1 k x3 xn x =1+x + + + ··· + . k! 2! 3! n! k=0
 
 Since we established in example 7.1 that the Taylor series for f (x) = e x about x = 0 converges for all x, this says that the sequence of partial sums (i.e., the sequence of Taylor polynomials) converges for all x. In an effort to determine the function to which the Taylor polynomials are converging, we have plotted P1 (x), P2 (x), P3 (x) and P4 (x), together with the graph of f (x) = e x in Figures 9.39a–d, respectively. Notice that as n gets larger, the graphs of Pn (x) appear (at least on the interval displayed) to be approaching the graph of f (x) = e x . Since we know that the Taylor series converges and the graphical evidence suggests that the partial sums of the series are approaching f (x) = e x , it is reasonable to conjecture that the series converges to e x .
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 y y  ex
 
 8
 
 6
 
 6
 
 y  ex
 
 y  P4 (x)
 
 y  P2 (x) 4
 
 4
 
 4 y  P3 (x)
 
 2
 
 2
 
 x
 
 2
 
 2
 
 4
 
 2
 
 2
 
 x
 
 2
 
 2
 
 4
 
 2
 
 x
 
 2
 
 2
 
 4
 
 2
 
 FIGURE 9.39b
 
 FIGURE 9.39c
 
 FIGURE 9.39d
 
 y = e x and y = P2 (x)
 
 y = e x and y = P3 (x)
 
 y = e x and y = P4 (x)
 
 This is, in fact, exactly what is happening, as we can prove using Theorems 7.1 and 7.2. „
 
 THEOREM 7.1 (Taylor’s Theorem) Suppose that f has (n + 1) derivatives on the interval (c − r, c + r ), for some r > 0. Then, for x ∈ (c − r, c + r ), f (x) ≈ Pn (x) and the error in using Pn (x) to approximate f (x) is Rn (x) = f (x) − Pn (x) =
 
 f (n+1) (z) (x − c)n+1 , (n + 1)!
 
 (7.2)
 
 for some number z between x and c.
 
 REMARK 7.2 Observe that for n = 0, Taylor’s Theorem simplifies to a very familiar result. We have R0 (x) = f (x) − P0 (x) f  (z) = (x − c)0+1 . (0 + 1)! Since P0 (x) = f (c), we have simply
 
 The error term Rn (x) in (7.2) is often called the remainder term. Note that this term looks very much like the first neglected term of the Taylor series, except that f (n+1) is evaluated at some (unknown) number z between x and c, instead of at c. This remainder term serves two purposes: it enables us to obtain an estimate of the error in using a Taylor polynomial to approximate a given function and, as we’ll see in Theorem 7.2, it gives us the means to prove that a Taylor series for a given function f converges to f. The proof of Taylor’s Theorem is somewhat technical and so we leave it for the end of the section. Note: If we could show that lim Rn (x) = 0,
 
 n→∞
 
 
 
 f (x) − f (c) = f (z)(x − c). Dividing by (x − c), gives us
 
 then we would have that
 
 f (x) − f (c) = f  (z), x −c which is the conclusion of the Mean Value Theorem. In this way, observe that Taylor’s Theorem is a generalization of the Mean Value Theorem.
 
 for all x in (c − r, c + r ),
 
 0 = lim Rn (x) = lim [ f (x) − Pn (x)] = f (x) − lim Pn (x) n→∞
 
 or
 
 n→∞
 
 lim Pn (x) = f (x),
 
 n→∞
 
 n→∞
 
 for all x ∈ (c − r, c + r ).
 
 That is, the sequence of partial sums of the Taylor series (i.e., the sequence of Taylor polynomials) converges to f (x) for each x ∈ (c − r, c + r ). We summarize this in Theorem 7.2.
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 THEOREM 7.2 Suppose that f has derivatives of all orders in the interval (c − r, c + r ), for some r > 0 and lim Rn (x) = 0, for all x in (c − r, c + r ). Then, the Taylor series for f n→∞ expanded about x = c converges to f (x), that is, ∞  f (k) (c) f (x) = (x − c)k , k! k=0 for all x in (c − r, c + r ). We now return to the Taylor series expansion of f (x) = e x about x = 0, constructed in example 7.1 and investigated further in example 7.2 and prove that it converges to e x , as we had suspected.
 
 EXAMPLE 7.3
 
 Proving That a Taylor Series Converges to the Desired Function
 
 Show that the Taylor series for f (x) = e x expanded about x = 0 converges to e x . ∞  1 k x in example 7.1. k! k=0 Here, we have f (k) (x) = e x , for all k = 0, 1, 2, . . . . This gives us the remainder term
 
 Solution We already found the indicated Taylor series,
 
 Rn (x) =
 
 f (n+1) (z) ez (x − 0)n+1 = x n+1 , (n + 1)! (n + 1)!
 
 (7.3)
 
 where z is somewhere between x and 0 (and depends also on the value of n). We first find a bound on the size of e z . Notice that if x > 0, then 0 < z < x and so, ez < ex . If x ≤ 0, then x ≤ z ≤ 0, so that e z ≤ e0 = 1. We define M to be the larger of these two bounds on e z . That is, we let M = max{e x , 1}. Then, for any x and any n, we have e z ≤ M. Together with (7.3), this gives us the error estimate |Rn (x)| =
 
 ez |x|n+1 |x|n+1 ≤ M . (n + 1)! (n + 1)!
 
 (7.4)
 
 To prove that the Taylor series converges to e x , we want to use (7.4) to show that |x|n+1 lim Rn (x) = 0, for all x. However, for any given x, we cannot compute lim n→∞ n→∞ (n + 1)! ∞  |x|n+1 directly. Instead, we use the following indirect approach. We test the series (n + 1)! n=0 using the Ratio Test. We have   n+2  an+1  (n + 1)! 1   = lim |x| = 0 < 1, = |x| lim lim   n+1 n→∞ n→∞ n→∞ an (n + 2)! |x| n+2 ∞ |x|n+1  converges absolutely for all x. By the n=0 (n + 1)! kth-term test for divergence, it then follows that the general term must tend to 0 as
 
 for all x. This says that the series
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 n → ∞, for all x. That is, |x|n+1 =0 n→∞ (n + 1)! lim
 
 and so, from (7.4), lim Rn (x) = 0, for all x. From Theorem 7.2, we now conclude that n→∞
 
 the Taylor series converges to e x for all x. That is, ex =
 
 ∞  x2 x3 x4 1 k x =1+x + + + + ···. k! 2! 3! 4! k=0
 
 (7.5)
 
 „
 
 When constructing a Taylor series expansion, first accurately calculate enough derivatives for you to recognize the general form of the nth derivative. Then, show that Rn (x) → 0, as n → ∞, for all x, to ensure that the series converges to the function you are expanding. One of the reasons for calculating Taylor series is that we can use their partial sums to compute approximate values of a function. M
 
 M 1  k0 k!
 
 5 10 15 20
 
 2.716666667 2.718281801 2.718281828 2.718281828
 
 EXAMPLE 7.4
 
 Using a Taylor Series to Obtain an Approximation of e
 
 Use the Taylor series for e x in (7.5) to obtain an approximation to the number e. Solution We have e = e1 =
 
 ∞ ∞  1 k  1 1 = . k! k! k=0 k=0
 
 We list some partial sums of this series in the accompanying table. From this we get the very accurate approximation e ≈ 2.718281828. „
 
 EXAMPLE 7.5
 
 A Taylor Series Expansion of sin x
 
 Find the Taylor series for f (x) = sin x, expanded about x = converges to sin x for all x.
 
 π 2
 
 and prove that the series
 
 Solution In this case, the Taylor series is   ∞  f (k) π2  π k . x− k! 2 k=0 First, we compute some derivatives and their value at x = π2 . We have   f (x) = sin x f π2 = 1,   f  (x) = cos x f  π2 = 0,   f  (x) = −sin x f  π2 = −1,   f  (x) = −cos x f  π2 = 0,   f (4) (x) = sin x f (4) π2 = 1 and so on. Recognizing that every other term is zero and every other term is ±1, we see that the Taylor series is   ∞  f (k) π2  1 1  1  π k π 2 π 4 π 6 = 1− + − + ··· x− x− x− x− k! 2 2 2 4! 2 6! 2 k=0 ∞  (−1)k  π 2k = . x− (2k)! 2 k=0
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 To test this series for convergence, we consider the remainder term   (n+1)  f (z) π n+1   |Rn (x)| =  x− , (n + 1)! 2
 
 (7.6)
 
 for some z between x and π2 . From our derivative calculation, note that  ± cos z, if n is even . f (n+1) (z) = ± sin z, if n is odd | f (n+1) (z)| ≤ 1,
 
 From this, it follows that
 
 for every n. (Notice that this is true whether n is even or odd.) From (7.6), we now have     (n+1)    f π n+1 π n+1 (z)   1   |Rn (x)| =  x−  x−  ≤ → 0, (n + 1)!   2 (n + 1)!  2 as n → ∞, for every x, as in example 7.3. This says that sin x =
 
 ∞  (−1)k 
 
 (2k)!
 
 k=0
 
 x−
 
 π 2k π 2 π 4 1 1  x− x− =1− + − ···, 2 2 2 4! 2
 
 for all x. In Figures 9.40a–d, we show graphs of f (x) = sin x together with the Taylor polynomials P2 (x), P4 (x), P6 (x) and P8 (x) (the first few partial sums of the series). Notice that the higher the degree of the Taylor polynomial is, the larger the interval is over which the polynomial provides a close approximation to f (x) = sin x. y
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 4
 
 ⫺1
 
 x
 
 ⫺2
 
 6
 
 2
 
 4
 
 ⫺1
 
 y ⫽ sin x
 
 6
 
 y ⫽ sin x
 
 FIGURE 9.40a
 
 FIGURE 9.40b
 
 y = sin x and y = P2 (x)
 
 y = sin x and y = P4 (x)
 
 y
 
 y
 
 1
 
 1 y ⫽ P8 (x) x
 
 ⫺2
 
 2
 
 4
 
 6
 
 x
 
 ⫺2
 
 2
 
 4
 
 6
 
 y ⫽ sin x ⫺1
 
 ⫺1
 
 y ⫽ sin x
 
 y ⫽ P6 (x)
 
 FIGURE 9.40c
 
 FIGURE 9.40d
 
 y = sin x and y = P6 (x)
 
 y = sin x and y = P8 (x)
 
 „
 
 In example 7.6, we illustrate how to use Taylor’s Theorem to estimate the error in using a Taylor polynomial to approximate the value of a function.
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 Estimating the Error in a Taylor Polynomial Approximation
 
 Expand f (x) = ln x in a Taylor series about a convenient point and use a Taylor polynomial of degree 4 to approximate the value of ln(1.1). Then, estimate the error in this approximation. Solution First, note that since ln 1 is known exactly and 1 is close to 1.1 (why would this matter?), we expand f (x) = ln x in a Taylor series about x = 1. We compute an adequate number of derivatives so that the pattern becomes clear. We have f (x) = ln x 
 
 f (1) = 0
 
 −1
 
 f (x) = x
 
 f  (1) = 1
 
 f  (x) = −x −2
 
 f  (1) = −1
 
 f  (x) = 2x −3
 
 f  (1) = 2
 
 f (4) (x) = −3 · 2x −4
 
 f (4) (1) = −3!
 
 f (5) (x) = 4! x −5 .. .
 
 f (5) (1) = 4! .. .
 
 f (k) (x) = (−1)k+1 (k − 1)! x −k
 
 f (k) (1) = (−1)k+1 (k − 1)!
 
 We get the Taylor series ∞  f (k) (1) (x − 1)k k! k=0
 
 (k − 1)! 1 2 = (x − 1) − (x − 1)2 + (x − 1)3 + · · · + (−1)k+1 (x − 1)k + · · · 2 3! k! =
 
 ∞  (−1)k+1 k=1
 
 k
 
 (x − 1)k .
 
 We leave it as an exercise to show that the series converges to f (x) = ln x, for 0 < x < 2. The Taylor polynomial P4 (x) is then P4 (x) =
 
 4  (−1)k+1 k=1
 
 y 2
 
 y ⫽ ln x x 1
 
 2
 
 3 y ⫽ P4 (x)
 
 ⫺2 ⫺4
 
 FIGURE 9.41 y = ln x and y = P4 (x)
 
 k
 
 (x − 1)k
 
 1 1 1 = (x − 1) − (x − 1)2 + (x − 1)3 − (x − 1)4 . 2 3 4 We show a graph of y = ln x and y = P4 (x) in Figure 9.41. Taking x = 1.1 gives us the approximation 1 1 1 ln(1.1) ≈ P4 (1.1) = 0.1 − (0.1)2 + (0.1)3 − (0.1)4 ≈ 0.095308333. 2 3 4 We can use the remainder term to estimate the error in this approximation. We have |Error| = |ln(1.1) − P4 (1.1)| = |R4 (1.1)|   (4+1)  4!|z|−5 f (z) (1.1 − 1)4+1  = (0.1)5 , =  (4 + 1)! 5! where z is between 1 and 1.1. This gives us the following bound on the error: |Error| =
 
 (0.1)5 (0.1)5 < = 0.000002, 5z 5 5(15 )
 
 1 1 < = 1. This says that the approximation z 1 ln(1.1) ≈ 0.095308333 is off by no more than ±0.000002. „
 
 since 1 < z < 1.1 implies that
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 A better question related to example 7.6 is to determine how many terms of the Taylor series are needed in order to guarantee a given accuracy. We use the remainder term to accomplish this in example 7.7.
 
 EXAMPLE 7.7
 
 Finding the Number of Terms Needed for a Given Accuracy
 
 Find the number of terms in the Taylor series for f (x) = ln x expanded about x = 1 that will guarantee an accuracy of at least 1 × 10−10 in the approximation of (a) ln(1.1) and (b) ln(1.5). Solution (a) From our calculations in example 7.6 and (7.2), we have that for some number z between 1 and 1.1,   (n+1)  f (z) n+1   (1.1 − 1)  |Rn (1.1)| =  (n + 1)! (0.1)n+1 (0.1)n+1 n!|z|−n−1 < (0.1)n+1 = . n+1 (n + 1)! (n + 1)z n+1
 
 =
 
 Further, since we want the error to be less than 1 × 10−10 , we require that (0.1)n+1 < 1 × 10−10 . n+1 You can solve this inequality for n by trial and error, to find that n = 9 will guarantee the required accuracy. Notice that larger values of n will also guarantee this accuracy, (0.1)n+1 is a decreasing function of n. We then have the approximation since n+1 9  (−1)k+1 ln(1.1) ≈ P9 (1.1) = (1.1 − 1)k k k=0 |Rn (1.1)| 
 1. By showing that the remainder term Rk (x) tends to zero as k → ∞, we can confirm that the binomial series converges to (1 + x)n for |x| < 1. We state this formally in Theorem 8.1.
 
 THEOREM 8.1 (Binomial Series)
 
 r xk, For any real number r, (1 + x) = k=0 k r
 
 ∞ 
 
 for −1 < x < 1.
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 As seen in the exercises, for some values of the exponent r, the binomial series also converges at one or both of the endpoints x = ±1.
 
 EXAMPLE 8.8
 
 Using the Binomial Series
 
 √ 1 + x and use it to
 
 Using the binomial series, find a Maclaurin series for f (x) = √ approximate 17 accurate to within 0.000001. Solution From the binomial series with r = 12 , we have √
 
 1 + x = (1 + x)1/2 = 
 
 ∞  1/2 k=0
 
 k
 
 xk = 1 +
 
 1 x+ 2
 
 1 2
 
 1 1 3  − 12 2 −2 −2 3 x + 2 x + ··· 2 3!
 
 1 1 3 5 4 1 = 1 + x − x2 + x − x + ···, 2 8 16 128
 
 √ for √ −1 < x < 1. To use this to approximate 17, we first rewrite it in a form involving 1 + x, for −1 < x < 1. Observe that we can do this by writing    √ 17 17 1 17 = 16 · =4 =4 1+ . 16 16 16 1 Since x = 16 is in the interval of convergence, −1 < x < 1, the binomial series gives us    3 4 √ 1 1 1 1 2 1 1 1 1 5 =4 1+ − 17 = 4 1 + + − + ··· . 16 2 16 8 16 16 16 128 16
 
 Since this is an alternating series, the error in using the first n terms to approximate the sum is bounded by the first neglected term. So, if we use only the first three terms of the  1 3 1 ≈ 0.000015 > 0.000001. However, if we use series, the error is bounded by 16 16 the first four terms of the series to approximate the sum, the error is bounded by  1 4 5 ≈ 0.0000006 < 0.000001, as desired. So, we can achieve the desired 128 16 accuracy by summing the first four terms of the series:  3  √ 1 1 2 1 1 1 1 ≈ 4.1231079, − 17 ≈ 4 1 + + 2 16 8 16 16 16 where this approximation is accurate to within the desired accuracy. „
 
 EXERCISES 9.8 WRITING EXERCISES 1. In example 8.2, we showed that an expansion about x = π2 is more accurate for approximating sin 1.234567 than an expansion about x = 0 with the same number of terms. Explain why an expansion about x = 1.2 would be even more efficient, but is not practical. 2. Assuming that you don’t need to rederive the Maclaurin series for cos x, compare the amount of work done in example 8.4 to the work needed to compute a Simpson’s Rule approximation with n = 16. 3. In equation (8.1), we defined the Bessel functions as series. This may seem like a convoluted way of defining a function, but compare the levels of difficulty doing the following with a Bessel function versus sin x: computing f (0), computing f (1.2), evaluating f!(2x), computing f  (x), ! 1 computing f (x) d x and computing 0 f (x) d x.
 
 4. Discuss how you might estimate the error in the approximation of example 8.4.
 
 In exercises 1–6, use an appropriate Taylor series to approximate the given value, accurate to within 10− 11 . 1. sin 1.61 4. cos 3.04
 
 2. sin 6.32 5. e
 
 3. cos 0.34
 
 −0.2
 
 6. e0.4
 
 ............................................................ In exercises 7–12, use a known Taylor series to conjecture the value of the limit. cos x 2 − 1 x→0 x4
 
 7. lim
 
 sin x 2 − x 2 x→0 x6
 
 8. lim
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch09
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 606
 
 CHAPTER 9
 
 ..
 
 T1: OSO
 
 December 17, 2010
 
 19:47
 
 Infinite Series
 
 ln x − (x − 1) 9. lim x→1 (x − 1)2 x e −1 11. lim x→0 x
 
 9-76
 
 tan−1 x − x 10. lim x→0 x3 −2x e −1 12. lim x→0 x
 
 ............................................................ In exercises 13–18, use a known Taylor polynomial with n nonzero terms to estimate the value of the integral.  1  √π sin x 13. cos x 2 d x, n = 4 d x, n = 3 14. √ x −1 − π  1  1 2 e−x d x, n = 5 16. tan−1 x d x, n = 5 15. −1
 
  17.
 
 LT (Late Transcendental)
 
 0
 
 
 
 2
 
 ln x d x, n = 5
 
 18.
 
 1
 
 e
 
 √
 
 x
 
 d x, n = 4
 
 (a) Show that m ≈ m 0 +
 
 m  0
 
 v 2 . (b) Use this approxima2c2 tion to estimate how large v would need to be to increase the mass by 10%. (c) Find the fourth-degree Taylor polynomial expanded about v = 0. Use it to repeat part ( b). mt 1 34. Show that √ ≈ t for small t. c m 2 c2 + t 2 35. The weight (force due to gravity) of an object of mass m and altitude x miles above the surface of the earth is w(x) = mg R 2 , where R is the radius of the earth and g is the accel(R + x)2 eration due to gravity. (a) Show that w(x) ≈ mg(1 − 2x/R). (b) Estimate how large x would need to be to reduce the weight by 10%. (c) Find the second-degree Taylor polynomial expanded about x = 0 for w(x). Use it to repeat part ( b).
 
 20. Find the radius of convergence of J2 (x).
 
 36. (a) Based on your answers to exercise 35, is weight significantly different at a high-altitude location (e.g., 7500 ft) compared to sea level? (b) The radius of the earth is up to 300 miles larger at the equator than it is at the poles. Which would have a larger effect on weight, altitude or latitude?
 
 21. Find the number of terms needed to approximate J2 (x) within 0.04 for x in the interval [0, 10].
 
 In exercises 37– 40, use the Maclaurin series expansion 2 5 tanh x  x − 13 x 3  15 x − ···.
 
 22. Show graphically that the zeros of J1 (x) and J2 (x) alternate on the interval (0, 10].
 
 37. The tangential component of the space shuttle’s velocity during 
 
 g v0 t + tanh−1 , reentry is approximately v(t) = vc tanh vc vc where v0 is the velocity at time 0 and vc is the terminal velocity (see Long and Weiss, The American Mathematical Monthly, 1 v0 1 = , show that v(t) ≈ gt + vc . February 1999). If tanh−1 vc 2 2 Is this estimate of v(t) too large or too small?
 
 ............................................................ 1
 
 0
 
 19. Find the radius of convergence of J1 (x).
 
 ............................................................ In exercises 23–26, use the Binomial Theorem to find the first five terms of the Maclaurin series. √ 1 3 23. f (x) = √ 24. f (x) = 1 + 2x 1−x 6 26. f (x) = (1 + x 2 )4/5 25. f (x) = √ 3 1 + 3x
 
 ............................................................
 
 In exercises 27 and 28, use the Binomial Theorem to approximate the value to within 10− 6 . √ √ √ 2 4 27. (a) 26 (b) 24 28. (a) √ (b) 17 3 9
 
 ............................................................
 
 29. Apply the Binomial Theorem to (x + 4)3 and (1 − 2x)4 . Determine the number of nonzero terms in the binomial expansion for any positive integer n. 30. If n and k are positive integers with n > k, show that n! n = . k k!(n − k)! 1 31. Use exercise 23 to find the Maclaurin series for √ and 1 − x2 use it to find the Maclaurin series for sin−1 x. 32. Use the Binomial Theorem to find the Maclaurin series for (1 + 2x)4/3 and compare this series to that of exercise 24.
 
 APPLICATIONS 33. Einstein’s theory of relativity states that the  mass of an object traveling at velocity v is m(v) = m 0 / 1 − v 2 /c2 , where m 0 is the rest mass of the object and c is the speed of light.
 
 38. Show that in exercise 37, v(t) → vc as t → ∞. Use the approximation in exercise 37 to estimate the time needed to reach 90% of the terminal velocity. 39. The downward velocity of a sky diver of mass m is2 v(t) =  g g 40mg tanh t . Show that v(t) ≈ gt − t 3. 40m 120m 40. The velocity of a water wave of length L in water of depth h √ 2π h gL tanh . Show that v ≈ gh. satisfies the equation v 2 = 2π L
 
 ............................................................
 
 41. The energy density of electromagnetic radiation at wavelength λ from a black body at temperature T (degrees Kelvin) is given by Planck’s law of black body radiation: 8π hc f (λ) = 5 hc/λkT , where h is Planck’s constant, c is λ (e − 1) the speed of light and k is Boltzmann’s constant. To find the wavelength of peak emission, maximize f (λ) by minimizing g(λ) = λ5 (ehc/λkT − 1). Use a Taylor polynomial for e x with n = 7 to expand the expression in parentheses and find the critical number of the resulting function. (Hint: Use hck ≈ 0.014.) 0.002898 . Wien’s law is Compare this to Wien’s law: λmax = T accurate for small λ. Discuss the flaw in our use of Maclaurin series. 42. Use a Taylor polynomial for e x to expand the denominator in 8π kT . State Planck’s law of exercise 41 and show that f (λ) ≈ λ4 whether this approximation is better for small or large wavelengths λ. This is known in physics as the Rayleigh-Jeans law.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch09
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 17, 2010
 
 LT (Late Transcendental)
 
 19:47
 
 9-77
 
 SECTION 9.9
 
 43. The power of a reflecting telescope is proportional to the surface of the parabolic reflector, where  area S 3/2 8π 2 d2 S= + 1 − 1 . Here, d is the diameter c 3 16c2 d2 . of the parabolic reflector, which has depth k with c = 4k 2
 
 3/2 2 d d Expand the term +1 and show that if is 16c2 16c2 2 πd small, then S ≈ . 4 44. A disk of radius a has a charge of constant density σ . Point P lies at a distance r directly above the disk.√The electrical potential at point P is given by V = 2πσ ( r 2 + a 2 − r ). πa 2 σ Show that for large r, V ≈ . r
 
 EXPLORATORY EXERCISES 1. The Bessel functions and Legendre polynomials are examples of the so-called special functions. For nonnegative integers n, the Legendre polynomials are defined by
 
 9.9
 
 y  P4 (x)
 
 1
 
 q
 
 1
 
 [n/2]  k=0
 
 Fourier Series
 
 607
 
 (−1)k (2n − 2k)! n−2k x . (n − k)!k!(n − 2k)!
 
 Here, [n/2] is the greatest integer less than or equal to n/2 (for example, [1/2] = 0 and [2/2] = 1). Show that P0 (x) = 1, P1 (x) = x and P2 (x) = 32 x 2 − 12 . Show that for these three functions, 
 
 1 −1
 
 Pm (x)Pn (x) d x = 0,
 
 for m = n.
 
 This fact, which is true for all Legendre polynomials, is called the orthogonality condition. Orthogonal functions are commonly used to provide simple representations of complicated functions. 2. Suppose that p is an approximation of π with | p − π | < 0.001. Explain why p has two digits of accuracy and has a decimal expansion that starts p = 3.14 . . . . Use Taylor’s Theorem to show that p + sin p has six digits of accuracy. In general, if p has n digits of accuracy, show that p + sin p has 3n digits of accuracy. Compare this to the accuracy of p − tan p.
 
 FOURIER SERIES
 
 y
 
 q
 
 Pn (x) = 2−n
 
 ..
 
 p
 
 x w
 
 y  sin x
 
 FIGURE 9.44 y = sin x and y = P4 (x)
 
 Many phenomena we encounter in the world around us are periodic in nature. That is, they repeat themselves over and over again. For instance, light, sound, radio waves and xrays are all periodic. For such phenomena, Taylor polynomial approximations have inherent shortcomings. Recall that as x gets farther away from c (the point about which you expanded), the difference between the function and a given Taylor polynomial grows. Such behavior is illustrated in Figure 9.44 for the case of f (x) = sin x expanded about x = π2 . Because Taylor polynomials provide an accurate approximation only in the vicinity of c, we say that they are accurate locally. In many situations, notably in communications, we need to find an approximation to a given periodic function that is valid globally (i.e., for all x). For this reason, we construct a different type of series expansion for periodic functions, one where each of the terms in the expansion is periodic. Recall that we say that a function f is periodic of period T > 0 if f (x + T ) = f (x), for all x in the domain of f. The most familiar periodic functions are sin x and cos x, which are both periodic of period 2π. Further, sin(2x), cos(2x), sin(3x), cos(3x) and so on are all periodic of period 2π . In fact, sin(kx) and cos(kx),
 
 for k = 1, 2, 3, . . .
 
 are all periodic of period 2π, as follows. For any integer k, let f (x) = sin(kx). We then have f (x + 2π ) = sin[k(x + 2π )] = sin(kx + 2kπ ) = sin(kx) = f (x). Likewise, you can show that cos(kx) has period 2π . So, if you wanted to expand a periodic function of period 2π in a series, you might consider a series each of whose terms has period 2π , for instance,
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 FOURIER SERIES ∞ a0  + [ak cos(kx) + bk sin(kx)], 2 k=1
 
 called a Fourier series. Notice that if the series converges, it will converge to a periodic function of period 2π, since every term in the series has period 2π. The coefficients of the series, a0 , a1 , a2 , . . . and b1 , b2 , . . . , are called the Fourier coefficients.  a You  may have 0 noticed the unusual way in which we wrote the leading term of the series . We did this 2 in order to simplify the formulas for computing these coefficients, as we’ll see later. There are a number of important questions we must address. r What functions can be expanded in a Fourier series? r How do we compute the Fourier coefficients? r Does the Fourier series converge? If so, to what function does the series converge?
 
 We begin our investigation much as we did with power series. Suppose that a given Fourier series converges on the interval [−π, π ]. It then represents a function f on that interval, f (x) =
 
 ∞ a0  [ak cos(kx) + bk sin(kx)], + 2 k=1
 
 (9.1)
 
 where f must be periodic outside of [−π, π ]. Although some of the details of the proof are beyond the level of this course, we want to give you some idea of how the Fourier coefficients are computed. If we integrate both sides of equation (9.1) with respect to x on the interval [−π, π ], we get 
 
 π −π
 
  f (x) d x =
 
 HISTORICAL NOTES Jean Baptiste Joseph Fourier (1768 –1830) French mathematician who invented Fourier series. Fourier was heavily involved in French politics, becoming a member of the Revolutionary Committee, serving as scientific advisor to Napoleon and establishing educational facilities in Egypt. Fourier held numerous offices, including secretary of the Cairo Institute and Prefect of Grenoble. Fourier introduced his trigonometric series as an essential technique for developing his highly original and revolutionary theory of heat.
 
 −π
 
  =
 
 π
 
 π
 
 −π
 
 a0 dx + 2
 
 
 
 π
 
 ∞ 
 
 −π k=1
 
 [ak cos(kx) + bk sin(kx)] d x
 
   π  π ∞   a0 ak cos(kx) d x + bk sin(kx) d x , dx + 2 −π −π k=1
 
 (9.2)
 
 assuming we can interchange the order of integration and summation. [In general, the order may not be interchanged (this is beyond the level of this course), but for many Fourier series, doing so is permissible.] Observe that for every k = 1, 2, 3, . . . , we have 
 
 π
 
 −π
 
 π  1 1 sin(kx) = [sin(kπ ) − sin(−kπ )] = 0 k k −π
 
 π  1 1 sin(kx) d x = − cos(kx) = − [cos(kπ ) − cos(−kπ)] = 0. k k −π −π
 
  and
 
 cos(kx) d x =
 
 π
 
 This reduces equation (9.2) to simply 
 
 π
 
 −π
 
  f (x) d x =
 
 π
 
 −π
 
 a0 d x = a0 π. 2
 
 Solving this for a0 , we have a0 =
 
 1 π
 
 
 
 π
 
 f (x) d x.
 
 (9.3)
 
 −π
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 Similarly, if we multiply both sides of equation (9.1) by cos(nx) (where n is an integer, n ≥ 1) and then integrate with respect to x on the interval [−π, π ], we get 
 
 π
 
 f (x) cos(nx) d x
 
 −π
 
  =
 
 =
 
 π
 
 a0 cos(nx) d x −π 2  π ∞ + [ak cos(kx) cos(nx) + bk sin(kx) cos(nx)] d x
 
 a0 2
 
 
 
 −π k=1
 
 π
 
 cos(nx) d x
 
 −π
 
  ∞   + ak k=1
 
 
 
 π
 
 cos(kx) cos(nx) d x + bk
 
 −π
 
 π −π
 
  sin(kx) cos(nx) d x , (9.4)
 
 again assuming we can interchange the order of integration and summation. Next, recall that 
 
 π
 
 −π
 
 cos(nx) d x = 0,
 
 for all n = 1, 2, . . . .
 
 It’s a straightforward, yet lengthy exercise to show that 
 
 π
 
 −π
 
 sin(kx) cos(nx) d x = 0, 
 
 for all n = 1, 2, . . . and for all k = 1, 2, . . . 
 
 π
 
 and that −π
 
 cos(kx) cos(nx) d x =
 
 0, π,
 
 if n = k . if n = k
 
 Notice that this says that every term in the series in equation (9.4) except one (the term corresponding to k = n) is zero and equation (9.4) reduces to simply 
 
 π
 
 −π
 
 Fourier coefficients
 
 f (x) cos(nx) d x = an π.
 
 This gives us (after substituting k for n)  1 π ak = f (x) cos(kx) d x, π −π
 
 for k = 1, 2, 3, . . . .
 
 (9.5)
 
 Similarly, multiplying both sides of equation (9.1) by sin(nx) and integrating from −π to π leads us to  1 π f (x) sin(kx) d x, for k = 1, 2, 3, . . . . (9.6) bk = π −π Equations (9.3), (9.5) and (9.6) are called the Euler-Fourier formulas. Notice that equation (9.3) is the same as (9.5) with k = 0. (This was the reason we chose the leading term of the a0 series to be , instead of simply a0 .) 2 To summarize what we’ve done so far, we have observed that if a Fourier series converges on the interval [−π, π ], then it converges to a function f where the Fourier coefficients satisfy the Euler-Fourier formulas (9.3), (9.5) and (9.6). Certainly, given many functions f, we can compute the coefficients in (9.3), (9.5) and (9.6) and write down a Fourier series. But, will the series converge and if it does, to what function will it converge? We’ll answer these questions shortly. For the moment, we simply compute a Fourier series to see what we can observe.
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 Finding a Fourier Series Expansion
 
 Find the Fourier series corresponding to the square-wave function  0, if −π < x ≤ 0 f (x) = , 1, if 0 < x ≤ π
 
 TODAY IN MATHEMATICS Ingrid Daubechies (1954– ) A Belgian physicist and mathematician who pioneered the use of wavelets, which extend the ideas of Fourier series. In a talk on the relationship between algorithms and analysis, she explained that her wavelet research was of a type “stimulated by the requirements of engineering design rather than natural science problems, but equally interesting and possibly far-reaching.” To meet the needs of an efficient image compression algorithm, she created the first continuous wavelet corresponding to a fast algorithm. The Daubechies wavelets are now the most commonly used wavelets in applications and were instrumental in the explosion of wavelet applications in areas as diverse as FBI fingerprinting, magnetic resonance imaging (MRI) and digital storage formats such as JPEG-2000.
 
 where f is assumed to be periodic outside of the interval [−π, π ]. (See the graph in Figure 9.45.) y 1
 
 0.5
 
 2p
 
 p
 
 p
 
 x 2p
 
 FIGURE 9.45 Square-wave function
 
 Solution Even though a0 satisfies the same formula as ak for k ≥ 1, we must always compute a0 separately from the rest of the ak ’s. From equation (9.3), we get    1 π 1 0 1 π π a0 = f (x) d x = 0 dx + 1 d x = 0 + = 1. π −π π −π π 0 π From (9.5), we also have that for k ≥ 1,    1 π 1 0 1 π f (x) cos(kx) d x = (0) cos(kx) d x + (1) cos(kx) d x ak = π −π π −π π 0 π  1 1 sin(kx) = [sin(kπ ) − sin(0)] = 0. = πk πk 0
 
 Finally, from (9.6), we have    1 π 1 0 1 π bk = f (x) sin(kx) d x = (0) sin(kx) d x + (1) sin(kx) d x π −π π −π π 0 π  1 1 1 cos(kx) = − [cos(kπ ) − cos(0)] = − [(−1)k − 1] =− πk π k π k 0 ⎧ if k is even ⎨ 0, = . ⎩ 2 , if k is odd πk Notice that we can write the even- and odd-indexed coefficients separately as b2k = 0, 2 for k = 1, 2, . . . and b2k−1 = , for k = 1, 2, . . . . We then have the Fourier (2k − 1)π series ∞ ∞ ∞ 1  1  a0  [ak cos(kx) + bk sin(kx)] = + bk sin(kx) = + b2k−1 sin[(2k − 1)x] + 2 2 k=1 2 k=1 k=1 =
 
 ∞ 1  2 + sin[(2k − 1)x] 2 k=1 (2k − 1)π
 
 =
 
 2 2 2 1 + sin x + sin(3x) + sin(5x) + · · · . 2 π 3π 5π
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch09
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 17, 2010
 
 LT (Late Transcendental)
 
 19:47
 
 9-81
 
 ..
 
 SECTION 9.9
 
 Fourier Series
 
 611
 
 Unfortunately, none of our existing convergence tests apply to this series. Instead, we consider the graphs of the first few partial sums of the series defined by n 2 1  sin[(2k − 1)x]. Fn (x) = + 2 k=1 (2k − 1)π In Figures 9.46a–d, we graph a number of these partial sums. y
 
 2p
 
 y
 
 1
 
 1
 
 0.5
 
 0.5
 
 p
 
 p
 
 x 2p
 
 2p
 
 p
 
 p
 
 FIGURE 9.46a
 
 FIGURE 9.46b
 
 y = F4 (x) and y = f (x)
 
 y = F8 (x) and y = f (x)
 
 y
 
 2p
 
 y
 
 1
 
 1
 
 0.5
 
 0.5
 
 p
 
 x 2p
 
 p
 
 x 2p
 
 2p
 
 p
 
 p
 
 FIGURE 9.46c
 
 FIGURE 9.46d
 
 y = F20 (x) and y = f (x)
 
 y = F50 (x) and y = f (x)
 
 x 2p
 
 Notice that as n gets larger and larger, the graph of Fn (x) appears to be approaching the graph of the square-wave function f (x) shown in red and seen in Figure 9.45. Based on this, we might conjecture that the Fourier series converges to the function f (x). As it turns out, this is not quite correct. We’ll soon see that the series converges to f (x) everywhere, except at points of discontinuity. „ Next, we give an example of constructing a Fourier series for another common waveform.
 
 EXAMPLE 9.2
 
 A Fourier Series Expansion for the Triangular-Wave Function
 
 Find the Fourier series expansion of f (x) = |x|, for −π ≤ x ≤ π , where f is assumed to be periodic, of period 2π , outside of the interval [−π, π ]. Solution In this case, f is the triangular-wave function graphed in Figure 9.47 (on the following page). From the Euler-Fourier formulas, we have    1 π 1 0 1 π a0 = |x|d x = −x d x + x dx π −π π −π π 0   1 x 2 π π π 1 x 2 0 + = + = π. =−   π 2 −π π 2 0 2 2 Similarly, for each k ≥ 1, we get    1 π 1 0 1 π ak = |x| cos(kx) d x = (−x) cos(kx) d x + x cos(kx) d x. π −π π −π π 0
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 y 3
 
 2
 
 4p 3p 2p p
 
 p
 
 x 2p
 
 3p
 
 4p
 
 FIGURE 9.47 Triangular-wave function
 
 Both integrals require the same integration by parts. We let u=x du = d x so that
 
  1 π x cos(kx) d x π 0 −π  0  π  0  π 1 1 x 1 1 x sin(kx) sin(kx) − + sin(kx) d x + sin(kx) d x =− π k π k −π π k πk 0 −π 0 0 π       1 π π 1 1 1  cos(kx) + cos(kx) sin(π k) − 0 + = − 0 + sin(−π k) − 2 2 π k πk π k πk −π 0
 
 ak = −
 
 1 π
 
 
 
 dv = cos(kx) d x 1 v = sin(kx) k
 
 0
 
 x cos(kx) d x +
 
 1 1 [cos 0 − cos(−kπ )] + 0 + [cos(kπ ) − cos 0] Since sin π k = 0 and sin(−π k) = 0. π k2 π k2 ⎧ if k is even ⎨0, 2 −4 . Since cos(kπ ) = 1 when k is even, and = [cos(kπ ) − 1] = cos(kπ) = −1 when k is odd. ⎩ 2 , if k is odd π k2 πk = 0−
 
 Writing the even- and odd-indexed coefficients separately, we have a2k = 0, for −4 k = 1, 2, . . . and a2k−1 = , for k = 1, 2, . . . . We leave it as an exercise to π (2k − 1)2 show that bk = 0,
 
 for all k.
 
 This gives us the Fourier series ∞ ∞ ∞ a0  π  π  [ak cos(kx) + bk sin(kx)] = + ak cos(kx) = + a2k−1 cos[(2k − 1)x] + 2 2 k=1 2 k=1 k=1
 
 =
 
 ∞ π  4 − cos[(2k − 1)x] 2 k=1 π (2k − 1)2
 
 =
 
 4 4 4 π − cos x − cos(3x) − cos(5x) − · · · . 2 π 9π 25π
 
 You can show that this series converges absolutely for all x, by using the Comparison Test, since     4 4  ≤ cos(2k − 1)x |ak | =   π (2k − 1)2 π (2k − 1)2
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 ∞ 
 
 4 converges. (Hint: Compare this last series to the 2 k=1 π (2k − 1) ∞ 1  convergent p-series , using the Limit Comparison Test.) To get an idea of the 2 k=1 k function to which the series converges, we plot several of the partial sums of the series, and the series
 
 Fn (x) =
 
 n 4 π  cos[(2k − 1)x]. − 2 π (2k − 1)2 k=1
 
 y
 
 y
 
 3
 
 3
 
 2
 
 2
 
 4p 3p 2p p
 
 p
 
 x 2p
 
 3p
 
 4p
 
 4p 3p 2p p
 
 p
 
 x 2p
 
 FIGURE 9.48a
 
 FIGURE 9.48b
 
 y = F1 (x) and y = f (x)
 
 y = F2 (x) and y = f (x)
 
 y
 
 4p 3p 2p p
 
 3p
 
 4p
 
 3p
 
 4p
 
 y
 
 3
 
 3
 
 2
 
 2
 
 p
 
 x 2p
 
 3p
 
 4p
 
 4p 3p 2p p
 
 p
 
 x 2p
 
 FIGURE 9.48c
 
 FIGURE 9.48d
 
 y = F4 (x) and y = f (x)
 
 y = F8 (x) and y = f (x)
 
 See if you can conjecture the sum of the series by looking at Figures 9.48a–d. Notice how quickly the partial sums of the series appear to converge to the triangular-wave function f (shown in red; also see Figure 9.47). We’ll see later that the Fourier series converges to f (x) for all x. There’s something further to note here: the accuracy of the approximation is fairly uniform. That is, the difference between a given partial sum and f (x) is roughly the same for each x. Take care to distinguish this behavior from that of Taylor polynomial approximations, where the farther you get away from the point about which you’ve expanded, the worse the approximation tends to get. „
 
 Functions of Period Other Than 2π For a function f that is periodic of period T = 2π , we want to expand f in a series of simple functions of period T. First, define l = T2 and notice that
 
 
 
 kπ x kπ x and sin cos l l
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch09
 
 614
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 9
 
 ..
 
 T1: OSO
 
 December 17, 2010
 
 LT (Late Transcendental)
 
 19:47
 
 Infinite Series
 
 9-84
 
 are periodic of period T = 2l, for each k = 1, 2, . . . . The Fourier series expansion of f of period 2l is then 
 
  ∞  a0  kπ x kπ x ak cos + + bk sin . 2 l l k=1 We leave it as an exercise to show that the Fourier coefficients in this case are given by the Euler-Fourier formulas: 
 
  1 l kπ x f (x) cos d x, for k = 0, 1, 2, . . . (9.7) ak = l −l l 1 bk = l
 
 and
 
 
 
 l
 
 −l
 
 
 
 kπ x f (x) sin l 
 
 d x, for k = 1, 2, 3, . . . .
 
 (9.8)
 
 Notice that (9.3), (9.5) and (9.6) are equivalent to (9.7) and (9.8) with l = π.
 
 EXAMPLE 9.3
 
 A Fourier Series Expansion for a Square-Wave Function
 
 Find a Fourier series expansion for the function  −2, if −1 < x ≤ 0 f (x) = , 2, if 0 < x ≤ 1 where f is defined so that it is periodic of period 2 outside of the interval [−1, 1]. Solution The graph of f is the square wave seen in Figure 9.49. From the Euler-Fourier formulas (9.7) and (9.8) with l = 1, we have   0  1 1 1 a0 = f (x) d x = (−2) d x + 2 d x = 0. 1 −1 −1 0 Likewise, we get ak =
 
 1 1
 
 
 
 
 
 1
 
 f (x) cos −1
 
 kπ x 1 
 
 d x = 0,
 
 for k = 1, 2, 3, . . . .
 
 y 2 1 3
 
 2
 
 x
 
 1
 
 1
 
 2
 
 3
 
 1 2
 
 FIGURE 9.49 Square wave
 
 Finally, we have 
 
  1   0 1 1 kπ x f (x) sin (−2) sin(kπ x) d x + 2 sin(kπ x) d x dx = bk = 1 −1 1 −1 0 0 1   2 4 2 cos(kπ x) − cos(kπ x) = [cos 0 − cos(kπ )] = kπ kπ kπ −1 0 ⎧ if k is even ⎨0, 4 Since cos(kπ ) = 1 when k is even, = [1 − cos(kπ )] = . and cos(kπ) = −1 when k is odd. 8 ⎩ , if k is odd kπ kπ
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 This gives us the Fourier series ∞ ∞ ∞   a0  + [ak cos(kπ x) + bk sin(kπ x)] = bk sin(kπ x) = b2k−1 sin[(2k − 1)π x] 2 k=1 k=1 k=1
 
 =
 
 ∞  k=1
 
 8 sin[(2k − 1)π x]. (2k − 1)π Since b2k = 0 and b2k−1 =
 
 8 . (2k − 1)π
 
 Although we as yet have no tools for determining the convergence or divergence of this series, we graph a few of the partial sums of the series, Fn (x) =
 
 n  k=1
 
 8 sin[(2k − 1)π x] (2k − 1)π
 
 in Figures 9.50a–d. From the graphs, it appears that the series is converging to the square-wave function f, except at the points of discontinuity, x = 0, ±1, ±2, ±3, . . . . At those points, the series appears to converge to 0. You can easily verify this by observing that the terms of the series are 8 sin[(2k − 1)π x] = 0, (2k − 1)π
 
 for integer values of x.
 
 Since each term in the series is zero, the series converges to 0 at all integer values of x. You might think of this as follows: at the points where f is discontinuous, the series converges to the average of the two function values on either side of the discontinuity. As we will see, this is typical of the convergence of Fourier series.
 
 y
 
 3
 
 2
 
 y
 
 2
 
 2
 
 1
 
 1 x
 
 1
 
 1
 
 2
 
 3
 
 3
 
 2
 
 x
 
 1
 
 1
 
 1
 
 2
 
 3
 
 2
 
 FIGURE 9.50a
 
 FIGURE 9.50b
 
 y = F4 (x) and y = f (x)
 
 y = F8 (x) and y = f (x)
 
 y
 
 2
 
 3
 
 1 2
 
 3
 
 2
 
 y
 
 2
 
 2
 
 1
 
 1 x
 
 1
 
 1 1
 
 2
 
 3
 
 3
 
 2
 
 x
 
 1
 
 1 1
 
 2
 
 FIGURE 9.50c y = F20 (x) and y = f (x)
 
 2
 
 FIGURE 9.50d y = F50 (x) and y = f (x)
 
 „
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 We now state the following major result on the convergence of Fourier series.
 
 THEOREM 9.1 (Fourier Convergence Theorem) Suppose that f is periodic of period 2l and that f and f  are continuous on the interval [−l, l], except for at most a finite number of jump discontinuities. Then, f has a convergent Fourier series expansion. Further, the series converges to f (x), when f is continuous at x and to   1 lim f (t) + lim− f (t) t→x 2 t→x + at any points x where f is discontinuous. The proof of the theorem is beyond the level of this text and can be found in texts on advanced calculus or Fourier analysis.
 
 REMARK 9.1 The Fourier Convergence Theorem says that a Fourier series may converge to a discontinuous function, even though every term in the series is continuous (and differentiable) for all x.
 
 EXAMPLE 9.4
 
 Proving Convergence of a Fourier Series
 
 Use the Fourier Convergence Theorem to prove that the Fourier series expansion of period 2π , ∞ π  4 − cos[(2k − 1)x], 2 (2k − 1)2 π k=1 derived in example 9.2, for f (x) = |x|, for −π ≤ x ≤ π and periodic outside of [−π, π ], converges to f (x) everywhere. Solution First, note that f is continuous everywhere. (See Figure 9.47.) We also have that since  −x, if −π ≤ x < 0 f (x) = |x| = x, if 0 ≤ x < π and is periodic outside [−π, π ], then  −1,  f (x) = 1,
 
 −π < x < 0 . 0<x 1, then 18. If r > 1, then
 
 ∞ 8  p k=1 k ∞ 
 
 ar k
 
 ∞  k=1
 
 37.
 
 .
 
 k=1
 
 . .
 
 41. .
 
 43.
 
 4
 
 k=0
 
 .
 
 45. 47.
 
 ∞  3 22. (−1)k k 4 k=0
 
 In exercises 23 and 24, estimate the sum of the series to within 0.01. ∞ ∞   k 3 23. 24. (−1)k 4 (−1)k+1 k + 1 k! k=0 k=0
 
 ............................................................ In exercises 25–44, determine whether the series converges or diverges. 25.
 
 k=0
 
 2k k+3
 
 ∞  4 27. (−1)k √ k +1 k=0
 
 29.
 
 ∞  k=1
 
 31.
 
 ∞  k=1
 
 3k −7/8
 
 26.
 
 ∞  4k 33. (−1)k k! k=1
 
 
 
 ∞  1 (−1)k ln 1 + 35. k k=1
 
 ∞ 
 
 (−1)k
 
 k=0
 
 28.
 
 ∞  k=0
 
 30.
 
 ∞ 
 
 2k k+3
 
 4 √ k+1 2k −8/7
 
 k=1
 
 √
 
 k k3 + 1
 
 k=1
 
 k2
 
 ∞ 
 
 k
 
 32.
 
 42.
 
 ∞  k=1
 
 4 (k!)2
 
 ∞  (−1)k k=1
 
 .
 
 ............................................................
 
 ∞ 
 
 k=2
 
 4 k ln k
 
 44.
 
 ∞  k=1
 
 √
 
 1
 
 k ln k + 1 k2 + 4 k 3 + 3k + 1
 
 In exercises 45–48, determine whether the series converges absolutely, converges conditionally or diverges.
 
 .
 
 In exercises 19–22, find the sum of the convergent series. k ∞ ∞   1 4 19. 4 20. 2 k(k + 2) k=0 k=1 21.
 
 ∞ 
 
 ............................................................
 
 k=1
 
 −k
 
 38.
 
 ∞  k 40. k 3 k=1
 
 ∞  e1/k
 
 k=1
 
 .
 
 ak
 
 2 (k + 3)2
 
 ∞  k! 39. k 3 k=1
 
 ............................................................
 
 ∞ 
 
 ∞ 
 
 ∞  k=1
 
 k
 
 √ k3 + 1
 
 ∞  2k 34. (−1)k k k=1 ∞  cos kπ 36. √ k k=1
 
 k2
 
 k +1
 
 ∞  sin k k=1
 
 k 3/2
 
 46.
 
 ∞  (−1)k k=1
 
 3 k+1
 
 ∞  48. (−1)k+1 k=1
 
 3 ln k + 1
 
 ............................................................ In exercises 49 and 50, find all values of p for which the series converges. 49.
 
 ∞  k=1
 
 2 (3 + k) p
 
 50.
 
 ∞ 
 
 ekp
 
 k=1
 
 ............................................................ In exercises 51 and 52, determine the number of terms necessary to estimate the sum of the series to within 10− 6 . ∞ ∞   3 2k (−1)k 2 52. (−1)k 51. k k! k=1 k=1
 
 ............................................................ In exercises 53–56, find a power series representation for the function. Find the radius of convergence. 1 4+x 3 55. 3 + x2 53.
 
 2 6−x 2 56. 1 + 4x 2
 
 54.
 
 ............................................................
 
 In exercises 57 and 58, use the series from exercises 53 and 54 to find a power series and its radius of convergence. 57. ln(4 + x)
 
 58. ln(6 − x)
 
 ............................................................ In exercises 59–66, find the interval of convergence. ∞ ∞   (−1)k 2x k 60. (−1)k (2x)k 59. k=0
 
 ∞  2 61. (−1)k x k k k=1
 
 k=0
 
 ∞  −3  x k 62. √ k 2 k=1
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 Review Exercises ∞  4 (x − 2)k k! k=0 ∞  65. 3k (x − 2)k
 
 63.
 
 k=0
 
 64. 66.
 
 ∞  k=0 ∞  k=0
 
 k 2 (x + 3)k k (x + 1)k 4k
 
 ............................................................ In exercises 67 and 68, derive the Taylor series of f (x) about the center x  c. 1 67. f (x) = sin x, c = 0 68. f (x) = , c = 1 x
 
 ............................................................
 
 In exercises 69 and 70, find the Taylor polynomial P4 (x). Graph f (x) and P4 (x). 1 69. f (x) = ln x, c = 1 70. f (x) = √ , c = 1 x
 
 ............................................................ In exercises 71 and 72, use the Taylor polynomials from exercises 69 and 70 to estimate the given values. Determine the order of the Taylor polynomial needed to estimate the value to within 10− 8 . 71. ln 1.2
 
 1 72. √ 1.1
 
 ............................................................ In exercises 73 and 74, use a known Taylor series to find a Taylor series of the function and find its radius of convergence. 73. e−3x
 
 2
 
 74. sin 4x
 
 ............................................................ In exercises 75 and 76, use the first five nonzero terms of a known Taylor series to estimate the value of the integral.  1  2 2 75. tan−1 x d x 76. e−3x d x 0
 
 83. Suppose you and your friend take turns tossing a coin. The first one to get a head wins. Obviously, the person who goes first has an advantage, but how much of an advantage is it? If you go first, the probability that you win on your first toss is 12 , the probability that you win on your second toss is 18 , 1 the probability that you win on your third toss is 32 and so on. Sum a geometric series to find the probability that you win. 84. In a game similar to that of exercise 83, the first one to roll a 4 on a six-sided die wins. Is this game more fair than the previous game? The probabilities of winning on the first, second 25 625 and third roll are 16 , 216 and 7776 , respectively. Sum a geometric series to find the probability that you win. 85. Recall the Fibonacci sequence defined by a0 = 1, a1 = 1, a2 = 2 and an+1 √ = an + an−1 . Prove the following 1+ 5 an+1 . (This number, known to the = fact: lim n→∞ an 2 ancient Greeks, is called the golden ratio.) (Hint: Start with an+1 an+1 = an + an−1 and divide by an . If r = lim , argue n→∞ an 1 an−1 = and then solve the equation r = 1 + r1 .) that lim n→∞ an r 86. The Fibonacci sequence can be visualized with the following construction. Start with two side-by-side squares of side 1 (Figure A). Above them, draw a square (Figure B), which will have side 2. To the left of that, draw a square (Figure C), which will have side 3. Continue to spiral around, drawing squares that have sides given by the Fibonacci sequence. For each bounding rectangle in Figures A–C, compute the ratio of the sides of the rectangle. (Hint: Start with 21 and then 32 .) Find the limit of the ratios as the construction process continues. The Greeks proclaimed this to be the most “pleasing” of all rectangles, building the Parthenon and other important buildings with these proportions. (See The Divine Proportion by H. E. Huntley.)
 
 0
 
 ............................................................ In exercises 77 and 78, derive the Fourier series of the function. 77. f (x) = x, −2 ≤ x ≤ 2  0, if −π < x ≤ 0 78. f (x) = 1, if 0 < x ≤ π
 
 ............................................................ In exercises 79–82, graph at least three periods of the function to which the Fourier series converges. 79. f (x) = x 2 , −1 ≤ x ≤ 1 80. f (x) = 2x, −2 ≤ x ≤ 2  −1, if −1 < x ≤ 0 81. f (x) = 1, if 0 < x ≤ 1  0, if −2 < x ≤ 0 82. f (x) = x, if 0 < x ≤ 2
 
 ............................................................
 
 FIGURE A
 
 FIGURE B
 
 FIGURE C
 
 87. Another type of sequence studied by mathematicians is the 1 continued fraction. Numerically explore the sequence 1 + , 1 1 1 ,1 + and so on. Show that the limit L 1+ 1 + 11 1 + 1+1 1 1 1 satisfies the equation L = 1 + . Show that the limit equals L the golden ratio! Viscount Brouncker, a seventeenth-century 12 English mathematician, showed that the sequence 1 + , 2 12 4 12 ,1 + and so on, converges to . (See 1+ 2 2 π 2+ 3 2+ 3 2 2
 
 2+ 52
 
 A History of Pi by Petr Beckmann.) Explore this sequence numerically.
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 Review Exercises 1 = c1 + c2 x + c3 x 2 + · · ·, 1 − x − x2 show that the constants ci are the Fibonacci numbers. Sub1 to find the interesting decimal representation stitute x = 1000 1,000,000 . for 998,999
 
  x − 1 1 2 1 3 1 4 x + 3 x + 4 x + · · · . (e) 2   x   ∞ x k d x, evaluate the Identify the series in brackets as
 
 88. For the power series
 
 rewrite the series as x +
 
 89. If 0 < r < 12 , show that
 
 series and then integrate term-by-term. (f) Replace the term in brackets in part (d) with its value obtained in part (e). (g) The next case is for −1 < x < 0. Use the technique in parts (c)–(f) to find the sum. (h) Evaluate the sum at x = −1 using the fact that the alternating harmonic series sums to ln 2. (Used by permission of the Virginia Tech Mathematics Contest. Solution suggested by Gregory Minton.)
 
 1 + 2r + 4r 2 + · · · + (2r )n + · · · =
 
 1 . Replace r with 1 − 2r
 
 1 and discuss what’s interesting about the decimal repre1000 500 . sentation of 499
 
 EXPLORATORY EXERCISES ∞ 
 
 xk as completely k=1 k(k + 1) as possible. Start by finding the interval of convergence. Find the sum for the special cases (a) x = 0 and (b) x = 1. For 0 < x < 1, do the following: (c) Rewrite the series using the 1 . (d) Because the series partial fractions expansion of k(k + 1) converges absolutely, it is legal to rearrange terms. Do so and
 
 1. The challenge here is to determine
 
 k=1
 
 ∞ 1  π2 . Here, = 2 6 k=1 k you will use a version of Vi`eta’s formula to give an alternative derivation. Start by using a Maclaurin series for sin x to derive a √ sin x series for f (x) = √ . Then find the zeros of f (x). Vi`eta’s x formula states that the sum of the reciprocals of the zeros of f (x) equals the negative of the coefficient of the linear term in the Maclaurin series of f (x) divided by the constant term. Take this equation and multiply by π 2 to get the desired formula. Use the same method with a different function to show that ∞  π2 1 . = 2 8 k=1 (2k − 1)
 
 2. You have used Fourier series to show that
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 10
 
 You are all familiar with sonic booms, those loud crashes of noise caused by aircraft flying faster than the speed of sound. You may have even heard a sonic boom, but you have probably never seen one. The remarkable photograph here shows water vapor outlining the surface of a shock wave created by an F-18 jet flying supersonically. (Note that there is also a small cone of water vapor trailing the back of the cockpit.) You may be surprised at the apparently conical shape, but a mathematical analysis verifies that the shape of the shock waves is indeed conical. (You will have an opportunity to explore this in the exercises in section 10.1.) To visualize how sound waves propagate, imagine an exploding firecracker. If you think of this in two dimensions, you’ll recognize that the sound waves propagate in a series of ever-expanding concentric circles that reach everyone standing a given distance away from the firecracker at the same time. In this chapter, we extend the concepts of calculus to curves described by parametric equations and polar coordinates. For instance, to describe the motion of an object such as an airplane in two dimensions, we would need to describe the object’s position (x, y) as a function of the parameter t (time). That is, we write the position in the form (x, y) = (x(t), y(t)), where x(t) and y(t) are functions to which our existing techniques of calculus can be applied. The equations x = x(t) and y = y(t) are called parametric equations. Additionally, we’ll explore how to use polar coordinates to represent curves, not as a set of points (x, y), but rather, by specifying the points by the distance from the origin to the point, together with an angle corresponding to the direction from the origin to the point. Polar coordinates are especially convenient for describing circles, such as those that occur in propagating sound waves. These alternative descriptions of curves bring us needed flexibility for attacking many problems. Often, even very complicated looking curves have a simple description in terms of parametric equations or polar coordinates.
 
 10.1 PLANE CURVES AND PARAMETRIC EQUATIONS We often find it convenient to describe the location of a point (x, y) in the plane in terms of a parameter. For instance, for a moving object, we would naturally give its location in terms of time. In this way, we not only specify the path the object follows, but we also know when it passes through each point. Given any pair of functions x(t) and y(t) defined on the same domain D, the equations x = x(t),
 
 y = y(t) 625
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 are called parametric equations. Notice that for each choice of t, the parametric equations specify a point (x, y) = (x(t), y(t)) in the xy-plane. The collection of all such points is called the graph of the parametric equations. In the case where x(t) and y(t) are continuous functions and D is an interval of the real line, the graph is a curve in the xy-plane, referred to as a plane curve. The choice of the letter t to denote the independent variable (called the parameter) should make you think of time, which is often what the parameter represents. In fact, you might recall that in section 5.5, we used a pair of equations of this type to describe twodimensional projectile motion. In general, a parameter can be any quantity that is convenient for describing the relationship between x and y. In example 1.1, we simplify our discussion by eliminating the parameter.
 
 EXAMPLE 1.1
 
 Graphing a Plane Curve
 
 Sketch the plane curve defined by the parametric equations x = 6 − t 2 , y = t/2, for −2 ≤ t ≤ 4.
 
 t −2 −1 0 1 2 3 4
 
 x
 
 Solution In the accompanying table, we list a number of values of the parameter t and the corresponding values of x and y. We have plotted these points and connected them with a smooth curve in Figure 10.1. You might also notice that we can easily eliminate the parameter here, by solving for t in terms of y. We have t = 2y, so that x = 6 − 4y 2 . The graph of this last equation is a parabola opening to the left. However, the plane curve we’re looking for is the portion of this parabola corresponding to −2 ≤ t ≤ 4. From the table, notice that this corresponds to −1 ≤ y ≤ 2, so that the plane curve is the portion of the parabola indicated in Figure 10.1.
 
 y −1 − 12 0
 
 2 5 6 5 2 −3 −10
 
 1 2
 
 y
 
 1
 
 (10, 2)
 
 3 2
 
 (3, 32)
 
 2
 
 2
 
 (2, 1) 1
 
 (5, Q) (6, 0) x
 
 10 8 6 4 2
 
 2
 
 1
 
 (2, 1)
 
 4
 
 (5, Q)
 
 FIGURE 10.1 x = 6 − t 2, y =
 
 t , −2 ≤ t ≤ 4 2
 
 „
 
 You probably noticed the small arrows drawn on top of the plane curve in Figure 10.1. These indicate the orientation of the curve (i.e., the direction of increasing t). If t represents time and the curve represents the path of an object, the orientation indicates the direction followed by the object as it traverses the path, as in example 1.2.
 
 y t0 60
 
 EXAMPLE 1.2
 
 t1
 
 The Path of a Projectile
 
 Find the path of a projectile thrown horizontally with initial speed of 20 ft/s from a height of 64 feet.
 
 40 t  1.5 20
 
 20
 
 t2 x 40
 
 FIGURE 10.2 Path of projectile
 
 Solution Following our discussion in section 5.5, the path is defined by the parametric equations x = 20t,
 
 y = 64 − 16t 2 ,
 
 for 0 ≤ t ≤ 2,
 
 where t represents time (in seconds). This describes the plane curve shown in Figure 10.2. Note that in this case, the orientation indicated in the graph gives the direction of motion. If we eliminate the parameter, as in example 1.1, the corresponding x-y equation
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  x2  describes the path followed by the projectile. However, the y = 64 − 16 20 2 parametric equations provide us with additional information, as they also tell us when the object is located at a given point and indicate the direction of motion. „ Graphing calculators and computer algebra systems sketch a plane curve by plotting points corresponding to a large number of values of the parameter t and then connecting the plotted points with a curve. The appearance of the resulting graph depends greatly on the graphing window used and also on the particular choice of t-values. This can be seen in example 1.3.
 
 EXAMPLE 1.3 y
 
 Parametric Equations Involving Sines and Cosines
 
 Sketch the plane curve defined by the parametric equations x = 2 cos t,
 
 4 x
 
 4
 
 4 4
 
 FIGURE 10.3a x = 2 cos t, y = 2 sin t
 
 y = 2 sin t,
 
 for (a) 0 ≤ t ≤ 2π and (b) 0 ≤ t ≤ π.
 
 (1.1)
 
 Solution (a) The default graph produced by most graphing calculators looks something like the curve shown in Figure 10.3a (where we have added arrows indicating the orientation). We can improve this sketch by noticing that since x = 2 cos t, x ranges between −2 and 2. Similarly, y ranges between −2 and 2. Changing the graphing window to −2.1 ≤ x ≤ 2.1 and −2.1 ≤ y ≤ 2.1 produces the curve shown in Figure 10.3b. The curve looks like an ellipse, but with some thought we can identify it as a circle. Rather than eliminate the parameter by solving for t in terms of either x or y, instead notice from (1.1) that x 2 + y 2 = 4 cos2 t + 4 sin2 t = 4(cos2 t + sin2 t) = 4.
 
 y 2
 
 x
 
 2
 
 2
 
 2
 
 So, the plane curve lies on the circle of radius 2 centered at the origin. It’s not hard to see that this is the entire circle, traversed counterclockwise. [Simply plot some points, or better yet, recognize that t corresponds to the angle measured from the positive x-axis to the line segment joining (x, y) to the origin, noting that t ranges from 0 to 2π .] A “square” graphing window (one with the same scale on the x- and y-axes, though not necessarily the same x and y ranges) gives us the circle seen in Figure 10.3c. (b) Since we’ve identified t as the angle as measured from the positive x-axis, limiting the domain to 0 ≤ t ≤ π will give the top half of the circle, as shown in Figure 10.3d. y
 
 FIGURE 10.3b
 
 y
 
 2
 
 x = 2 cos t, y = 2 sin t
 
 2 x
 
 2
 
 2
 
 2
 
 REMARK 1.1 To sketch a parametric graph on a CAS, you may need to write the equations in vector format. For instance, in the case of example 1.3, instead of entering x = 2 cos t and y = 2 sin t, you would enter the ordered pair of functions (2 cos t, 2 sin t).
 
 x
 
 2
 
 2
 
 FIGURE 10.3c
 
 FIGURE 10.3d
 
 A circle
 
 Top semicircle
 
 „
 
 Simple modifications to the parametric equations in example 1.3 will produce a variety of circles and ellipses. We explore this in example 1.4 and the exercises.
 
 EXAMPLE 1.4
 
 More Circles and Ellipses Defined by Parametric Equations
 
 Identify the plane curves (a) x = 2 sin t, y = 3 cos t, (b) x = 2 + 4 cos t, y = 3 + 4 sin t and (c) x = 3 cos 2t, y = 3 sin 2t, all for 0 ≤ t ≤ 2π .
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 Solution A computer-generated sketch of (a) is shown in Figure 10.4a. Observe that this is not a circle, since the parametric equations produce x-values between −2 and 2 and y-values between −3 and 3. To verify that this is an ellipse, observe that
 
 REMARK 1.2 Look carefully at the plane curves in examples 1.3 and 1.4 until you can identify the roles of each of the constants in the equations x = a + b cos ct, y(t) = d + e sin ct. These interpretations are important in applications.
 
 x2 y2 4 sin2 t 9 cos2 t + = + = sin2 t + cos2 t = 1. 4 9 4 9 A computer-generated sketch of (b) is shown in Figure 10.4b. You should verify that this is the circle (x − 2)2 + (y − 3)2 = 16, by eliminating the parameter. Finally, a computer sketch of (c) is shown in Figure 10.4c. You should verify that this is the circle x 2 + y 2 = 9, but what is the role of the 2 in the argument of cosine and sine? If you sketched this on a calculator, you may have noticed that the circle was completed long before the calculator finished graphing. Because of the 2, a complete circle corresponds to 0 ≤ 2t ≤ 2π or 0 ≤ t ≤ π . With the domain 0 ≤ t ≤ 2π , the circle is traced out twice. You might say that the factor of 2 in the argument doubles the speed with which the curve is traced.
 
 y
 
 y
 
 y
 
 3
 
 3
 
 4 x
 
 2
 
 2
 
 FIGURE 10.4a
 
 3
 
 x
 
 2
 
 3
 
 x
 
 3
 
 2
 
 2
 
 6 3
 
 FIGURE 10.4b
 
 x = 2 sin t, y = 3 cos t
 
 FIGURE 10.4c
 
 x = 2 + 4 cos t, y = 3 + 4 sin t
 
 x = 3 cos 2t, y = 3 sin 2t
 
 „
 
 REMARK 1.3 There are infinitely many choices of parameters that produce a given curve. For instance, you can verify that x = −2 + 3t,
 
 y = −3 + 5t,
 
 for 1 ≤ t ≤ 2 and 1 + 5t , 3 for 1 ≤ t ≤ 4
 
 x = t,
 
 y=
 
 both produce the line segment from example 1.5. We say that each of these pairs of parametric equations is a different parameterization of the curve.
 
 In example 1.5, we see how to find parametric equations for a line segment.
 
 EXAMPLE 1.5
 
 Parametric Equations for a Line Segment
 
 Find parametric equations for the line segment joining the points (1, 2) and (4, 7). Solution For a line segment, notice that the parametric equations can be chosen to be linear functions. That is, x = a + bt,
 
 y = c + dt,
 
 for some constants a, b, c and d. (Eliminate the parameter t to see why this generates a line.) The simplest way to choose these constants is to have t = 0 correspond to the starting point (1, 2). Note that if t = 0, the equations reduce to x = a and y = c. To start our segment at x = 1 and y = 2, we set a = 1 and c = 2. Taking t = 1 to correspond to the endpoint (4, 7), we have a + b = 4 and c + d = 7. Since a = 1 and c = 2, we get b = 3 and d = 5, so that x = 1 + 3t,
 
 y = 2 + 5t,
 
 for 0 ≤ t ≤ 1
 
 is a pair of parametric equations describing the line segment. „ In general, for parametric equations of the form x = a + bt, y = c + dt, notice that you can always choose a and c to be the x- and y-coordinates, respectively, of the starting point (since x = a, y = c corresponds to t = 0). In this case, b is the difference in x-coordinates (endpoint minus starting point) and d is the difference in y-coordinates. With these choices, the line segment is always sketched out for 0 ≤ t ≤ 1.
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 EXAMPLE 1.6
 
 10
 
 629
 
 Parametric Equations from an x -y Equation
 
 Find parametric equations for the portion of the parabola y = x 2 from (−1, 1) to (3, 9).
 
 5 4
 
 Plane Curves and Parametric Equations
 
 As we illustrate in example 1.6, every equation of the form y = f (x) can be simply expressed using parametric equations.
 
 y
 
 6
 
 ..
 
 x
 
 2
 
 2
 
 4
 
 Solution Any equation of the form y = f (x) can be converted to parametric form simply by defining t = x. Here, this gives us y = x 2 = t 2 , so that
 
 5
 
 x = t,
 
 y = t 2,
 
 for −1 ≤ t ≤ 3,
 
 is a parametric representation of the curve. „
 
 FIGURE 10.5a y = (x + 1) − 2 2
 
 Besides indicating an orientation, parametric representations of curves often also carry with them a built-in restriction on the portion of the curve included, as we see in example 1.7.
 
 y 20 15
 
 EXAMPLE 1.7
 
 10
 
 Sketch the plane curves (a) x = t − 1, y = t 2 − 2 and (b) x = t 2 − 1, y = t 4 − 2.
 
 5 6
 
 4
 
 x
 
 2
 
 2
 
 4
 
 5
 
 FIGURE 10.5b x = t 2 − 1, y = t 4 − 2 y 4 2
 
 4
 
 x
 
 2
 
 Parametric Representations of a Curve with a Subtle Difference
 
 2
 
 4
 
 Solution Since there is no restriction placed on t, we can assume that t can be any real number. Eliminating the parameter in (a), we get t = x + 1, so that the parametric equations in (a) correspond to the parabola y = (x + 1)2 − 2, shown in Figure 10.5a. Notice that the graph includes the entire parabola, since t and hence, x = t − 1 can be any real number. (If your calculator sketch doesn’t show both sides of the parabola, adjust the range of t-values in the plot.) The importance of this check is shown by (b). When we eliminate the parameter, we get t 2 = x + 1 and so, y = (x + 1)2 − 2. This gives the same parabola as in (a). However, the initial computer sketch of the parametric equations shown in Figure 10.5b shows only the right half of the parabola. To verify that this is correct, note that since x = t 2 − 1, we have that x ≥ −1 for every real number t. Therefore, the curve is only the right half of the parabola y = (x + 1)2 − 2, as shown. Note that we do not indicate an orientation here, since the curve is traversed in one direction for t > 0 and the opposite direction for t < 0. „ Many plane curves described parametrically are unlike anything you’ve seen so far in your study of calculus. Many of these are difficult to draw by hand, but can be easily plotted with a graphing calculator or CAS.
 
 2 4
 
 EXAMPLE 1.8
 
 FIGURE 10.6a
 
 Sketch the plane curves (a) x = t 2 − 2, y = t 3 − t and (b) x = t 3 − t, y = t 4 − 5t 2 + 4.
 
 x = t 2 − 2, y = t 3 − t y 6 4 2
 
 8
 
 4
 
 x 4
 
 Some Unusual Plane Curves
 
 8
 
 Solution A sketch of (a) is shown in Figure 10.6a. From the vertical line test, this is not the graph of any function. Further, converting to an x-y equation here is messy and not particularly helpful. (Try this to see why.) However, note that x = t 2 − 2 ≥ −2 for all t and y = t 3 − t has no maximum or minimum. (Think about why.) A computer sketch of (b) is shown in Figure 10.6b. Again, this is not a familiar graph. To get an idea of the scope of the graph, note that x = t 3 − t has no maximum or 4 2 minimum. To find the minimum of y = t − 5t + 4, note that critical numbers are at t = 0 and t = ±
 
 5 2
 
 with corresponding function values 4 and − 94 , respectively. You
 
 should conclude that y ≥ − 94 , as indicated in Figure 10.6b. „ FIGURE 10.6b x = t 3 − t, y = t 4 − 5t 2 + 4
 
 You should now have some idea of the flexibility of parametric equations. Quite significantly, a large number of applications translate simply into parametric equations.
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 Bear in mind that parametric equations communicate more information than do the corresponding x-y equations. We illustrate this with example 1.9. y
 
 EXAMPLE 1.9
 
 100
 
 Intercepting a Missile in Flight
 
 Suppose that a missile is fired toward your location from 500 miles away and follows a flight path given by the parametric equations
 
 80
 
 x = 100t,
 
 60
 
 y = 80t − 16t 2 ,
 
 for 0 ≤ t ≤ 5.
 
 Two minutes later, you fire an interceptor missile from your location following the flight path x = 500 − 200(t − 2), y = 80(t − 2) − 16(t − 2)2 , for 2 ≤ t ≤ 7.
 
 40 20 x 100 200 300 400 500
 
 Determine whether the interceptor missile hits its target. Solution In Figure 10.7a, we have plotted the flight paths for both missiles simultaneously. The two paths clearly intersect, but this does not necessarily mean that the two missiles collide. For that to happen, they need to be at the same point at the same time. To determine whether there are any values of t for which both paths are simultaneously passing through the same point, we set the two x-values equal:
 
 FIGURE 10.7a Missile flight paths
 
 y
 
 100t = 500 − 200(t − 2)
 
 100
 
 and obtain one solution: t = 3. Note that this simply says that the two missiles have the same x-coordinate when t = 3. Unfortunately, the y-coordinates are not the same here, since when t = 3, we have
 
 80 60
 
 80t − 16t 2 = 96
 
 40 20 x 100 200 300 400 500
 
 FIGURE 10.7b Missile flight paths
 
 but
 
 80(t − 2) − 16(t − 2)2 = 64.
 
 You can see this graphically by plotting the two paths simultaneously for 0 ≤ t ≤ 3 only, as we have done in Figure 10.7b. From the graph, you can clearly see that the two missiles pass one another without colliding. So, by the time the interceptor missile intersects the flight path of the incoming missile, it is long gone! Another very nice way to observe this behavior is to plot the two sets of parametric equations on your graphing calculator in “simultaneous plot” mode. With this, you can animate the flight paths and watch the missiles pass by one another. „
 
 BEYOND FORMULAS When thinking of parametric equations, it is often helpful to think of t as representing time and the graph as representing the path of a moving particle. However, it is important to realize that the parameter can be anything. For example, in equations of circles and ellipses, the parameter may represent the angle as you rotate around the oval. Allowing the parameter to change from problem to problem gives us incredible flexibility to describe the relationship between x and y in the most convenient way possible.
 
 EXERCISES 10.1 WRITING EXERCISES 1. Interpret in words the roles of each of the constants in the x = a1 + b1 cos(ct) . parametric equations y = a2 + b2 sin(ct) 2. An algorithm was given in example 1.5 for finding parametric equations of a line segment. Discuss the advantages that this method has over the other methods presented in remark 1.3.
 
 3. As indicated in remark 1.3, a given curve can be described by numerous sets of parametric equations. Explain why several different equations can all be correct. (Hint: Emphasize the fact that t is a dummy variable.) 4. In example 1.9, you saw that missiles don’t collide even though their paths intersect. If you wanted to determine the intersection point of the graphs, explain why you would need to solve for values s and t (possibly different) such
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 that 100t = 500 − 200(s − 2) and 80t − 16t 2 = 80(s − 2) − 16(s − 2)2 .
 
 ..
 
 Plane Curves and Parametric Equations
 
 31. h = 10 m, v = 2 m/s,
 
 (a) θ = 0◦
 
 (b) θ = 8◦ down
 
 32. h = 40 m, v = 8 m/s,
 
 (a) θ = 0◦
 
 (b) θ = 6◦ up
 
 631
 
 ............................................................ In exercises 1–12, sketch the plane curve defined by the given parametric equations and find an x-y equation for the curve.   x = 2 cos t x = 1 + 2 cos t 1. 2. y = 3 sin t y = −2 + 2 sin t   x = 4 + 3t x = −1 + 2t 4. 3. y = 2 − 4t y = 3t   x =1+t x =2−t 5. 6. y = t2 + 2 y = t2 + 1   x = t2 − 1 x = t2 − 1 8. 7. y = 2t y = t2 + 1   −1 x = tan−1 t x = sin t √ 10. 9. y = sin t y = 4/ t + 1 √   x = et x = ln t 11. 12. y = e−2t y = 1/t
 
 ............................................................ In exercises 13–20, use a graphing calculator to sketch the plane curves defined by the parametric equations.   x = t 3 − 2t x = t 3 − 2t 14. 13. 2 y =t −3 y = t 2 − 3t   x = cos 2t x = cos 2t 16. 15. y = sin πt y = sin 7t   x = 3 cos 2t + sin 5t x = 3 cos 2t + sin 6t 17. 18. y = 3 sin 2t + cos 5t y = 3 sin 2t + cos 6t √ √   2 x = (2 − t/√t + 1) cos 32t x = 8t cos 4t/√ t 2 + 1 19. 20. y = (1 + t/ t 2 + 1) sin 32t y = 8t sin 4t/ t 2 + 1
 
 ............................................................ In exercises 21– 28, find parametric equations describing the given curve. 21. The line segment from (0, 1) to (3, 4) 22. The line segment from (3, 1) to (1, 3) 23. The line segment from (−2, 4) to (6, 1) 24. The line segment from (4, −2) to (2, −1) 25. The portion of the parabola y = x 2 + 1 from (1, 2) to (2, 5) 26. The portion of the parabola y = 2 − x 2 from (2, −2) to (0, 2) 27. The circle of radius 3 centered at (2, 1), counterclockwise 28. The circle of radius 5 centered at (−1, 3), counterclockwise
 
 ............................................................ In exercises 29–32, find parametric equations for the path of a projectile launched from height h with initial speed v at angle θ from the horizontal. 29. h = 16 , v = 12 ft/s, 
 
 30. h = 100 , v = 24 ft/s,
 
 (a) θ = 0◦ ◦
 
 (a) θ = 0
 
 (b) θ = 6◦ up ◦
 
 (b) θ = 4 down
 
 33. Rework example 1.9 with the interceptor missile following the flight path x = 500 − 500(t − 2) and y = 208(t − 2) − 16(t − 2)2 . 34. Rework example 1.9 with the interceptor missile following the flight path x = 500 − 100t and y = 80t − 16t 2 . 35. In example 1.9 and exercise 33, explain why the 2 in the term t − 2 represents the time delay between the launches of the two missiles. For the equations in example 1.9, find a value of the time delay such that the two missiles do collide. 36. Explain why the missile path in exercise 34 must produce a collision (compare the y-equations) but is unrealistic. In exercises 37–40, find all points of intersection of the two curves.   x =t x =1+s 37. and 2 y =t −1 y =4−s  38.  39.  40.
 
 
 
 x = t2 y =t +1
 
 and
 
 x =t +3 y = t2
 
 and
 
 x = t2 + 3 y = t3 + t
 
 and
 
  
 
 x =2+s y =1−s x =1+s y =2−s x =2+s y =1−s
 
 ............................................................ 
 
 x = cos 2t , y = sin kt where k is an integer compared to when k is an √ √ irrational number. (Hint: Try k = 3, k = 3, k = 5, k = 5 and other values.)  x = cos 3t for k = 1, k = 2, 42. Compare the graphs of y = sin kt k = 3, k = 4 and k = 5, and describe the role that k plays in the graph.  x = cos t − 12 cos kt 43. Compare the graphs of for k = 2, y = sin t − 12 sin kt 41. Conjecture the difference between the graphs of
 
 k = 3, k = 4 and k = 5, and describe the role that k plays in the graph. 44. Describe the role that r plays in the graph of  x = r cos t and then describe how to sketch the graph of y = r sin t  x = t cos t . y = t sin t   x = cos t x = cos 2t . Use and 45. Compare the graphs of y = sin 2t y = sin t the identities cos 2t = cos2 t − sin2 t and sin 2t = 2 cos t sin t to find x-y equations for each graph.
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 46. Determine parametric equations for the curves defined by x 2n + y 2n = r 2n for integers n. [Hint: Start with n = 1, x 2 + y 2 = r 2 , then think of the general equation as (x n )2 + (y n )2 = r 2n .] Sketch the graphs for n = 1, n = 2 and n = 3, and predict what the curve will look like for large values of n. In exercises 47–52, match the parametric equations with the corresponding plane curve displayed in Figures A–F. Give reasons for your choices.   x = t2 − 1 x =t −1 47. 48. 4 y=t y = t3   x = t2 − 1 x = t2 − 1 50. 49. y = sin t y = sin 2t   x = cos 3t x = 3 cos t 51. 52. y = sin 2t y = 2 sin t
 
 8 4
 
 3
 
 x
 
 1
 
 1 4 8
 
 FIGURE D
 
 y
 
 y
 
 1
 
 1 x
 
 0.5
 
 1
 
 20
 
 30
 
 x
 
 0.5
 
 0.5
 
 1
 
 1
 
 0.5
 
 FIGURE E
 
 1 y
 
 FIGURE A 3
 
 y 1
 
 1 3 x 20
 
 2 1 1
 
 x 1
 
 2
 
 3
 
 40
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 1
 
 FIGURE F
 
 FIGURE B y
 
 APPLICATIONS
 
 16
 
 Exercises 53 and 54 explore the sound barrier problem discussed in the chapter introduction. Define 1 unit to be the distance traveled by sound in 1 second.
 
 12 8 4
 
 1
 
 x 1
 
 2
 
 FIGURE C
 
 3
 
 53. (a) Suppose a sound wave is emitted from the origin at time 0. After t seconds (t > 0), explain why the position in units of the sound wave is modeled by x = t cos θ and y = t sin θ , where the dummy parameter θ has range 0 ≤ θ ≤ 2π . (b) Find parametric equations for the position at time t seconds (t > 0) of a sound wave emitted at time c seconds from the point (a, b).
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 (c) Suppose that a jet has speed 0.8 unit per second (i.e., Mach 0.8) with position function x(t) = 0.8t and y(t) = 0. To model the position at time t = 5 seconds of various sound waves emitted by the jet, do the following on one set of axes. (1) Graph the position after 5 seconds of the sound wave emitted from (0, 0); (2) graph the position after 4 seconds of the sound wave emitted from (0.8, 0); (3) graph the position after 3 seconds of the sound wave emitted from (1.6, 0); (4) graph the position after 2 seconds of the sound wave emitted from (2.4, 0); (5) graph the position after 1 second of the sound wave emitted from (3.2, 0); (6) mark the position of the jet at time t = 5. (d) Repeat part (c) for a jet with speed 1.0 unit per second (Mach 1). The sound waves that intersect at the jet’s location are the “sound barrier” that must be broken. (e) Repeat part (c) for a jet with speed 1.4 units per second (Mach 1.4). (f) In part (e), the sound waves intersect each other. The intersections form the “shock wave” that we hear as a sonic boom. Theoretically, the angle θ between the shock wave and the x-axis satisfies the equation sin θ = m1 , where m is the Mach speed of the jet. Show that for m = 1.4, the theoretical shock wave is formed by √ √ the lines x(t) = 7 − 0.96t, y(t) = t and x(t) = 7 − 0.96t, y(t) = −t. Superimpose these lines onto the graph of part (e). (g) In part (f), the shock wave of a jet at Mach 1.4 is modeled by two lines. Argue that in three dimensions, the shock wave has circular cross sections. Describe the three-dimensional figure formed by revolving the lines in part (f) about the x-axis. 54. If a pebble is dropped into water, a wave spreads out in an expanding circle. Let v be the speed of the propagation of the wave. If a boat moves through this water with speed 1.4v, argue that the boat’s wake will be described by the graphs of part (f) of exercise 53. Graph the wake of a boat with speed 1.6v.
 
 ..
 
 Plane Curves and Parametric Equations
 
 633
 
 (b) Let s(t) be the distance from the object to the origin at time s(t) t. Then L(t) = gives the amount of time it takes for c light emitted by the object at time t to reach the origin. 1 v 2 t − Dv cos θ . Show that L  (t) = c s(t) (c) An observer stands at the origin and tracks the horizontal movement of the object. Light received at time T was emitted by the object at time t, where T = t + L(t). Similarly, light received at time T + T was emitted at time t + dt, where typically dt = T . The apparent x-coordinate of the object at time T is xa (T ) = x(t). The apparent horizontal speed of the object at time T as measured by the observer xa (T + T ) − xa (T ) is h(T ) = lim . Tracing back to T T →0 time t, show that h(t) = lim
 
 dt→0
 
 x(t + dt) − x(t) v sin θ v sin θ =  = . T T (t) 1 + L  (t)
 
 cv sin θ . c − v cos θ (e) Show that for a constant speed v, the maximum apparent horizontal speed h(0) occurs when the object moves at an v angle with cos θ = . Find this speed in terms of v and c 1 . γ =  1 − v 2 /c2
 
 (d) Show that h(0) =
 
 (f) Show that as v approaches c, the apparent horizontal speed can exceed c, causing the observer to measure an object moving faster than the speed of light! As v approaches c, show that the angle producing the maximum apparent horizontal speed decreases to 0. Discuss why this is paradoxical. v (g) If > 1, show that h(0) has no maximum. c 56. Let r E and r M model the paths of Earth  and Mars, rex = cos 2π t and spectively, around the Sun, where r E = y = sin 2πt  x = 1.5 cos πt . According to this model, how do the rM = y = 1.5 sin πt radii and periods of the orbits compare? How accurate is this? The orbit of Mars relative to Earth is modeled by r M − r E . Graph this and identify the retrograde motion of Mars as seen from Earth.
 
 EXPLORATORY EXERCISES
 
 ............................................................ Exercise 55 shows that a celestial object can incorrectly appear to be moving faster than the speed of light 55. (a) A bright object is at position (0, D) at time 0, where D is a very large positive number. The object moves toward the positive x-axis with constant speed v < c at an angle θ from the vertical. Find parametric equations for the position of the object at time t.
 
 1. Many carnivals have a version of the double Ferris wheel. A large central arm rotates clockwise. At each end of the central arm is a Ferris wheel that rotates clockwise around the arm. Assume that the central arm has length 200 feet and rotates about its center. Also assume that the wheels have radius 40 feet and rotate at the same speed as the central arm. Find parametric equations for the position of a rider and graph the rider’s path. Adjust the speed of rotation of the wheels to improve the ride.
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 200 feet left of the Ferris wheel with the muzzle 10 feet above ground. (a) The performer is launched 35 seconds after the wheel starts turning with an initial velocity of 100 ft/s at an angle of π5 above the horizontal. Carefully explain why parametric equations for the human cannonball are  x = (100 cos π5 )(t − 35) − 200 (t ≥ 35). y = −16(t − 35)2 + (100 sin π5 )(t − 35) + 10
 
 2. The Flying Zucchini Circus Troupe has a human cannonball act, shooting a performer from a cannon into a specially padded seat of a turning Ferris wheel. The Ferris wheel has a radius of 40 feet and rotates counterclockwise at one revolution per minute. The special seat starts at ground level. Carefully explain why parametric equations for the  π x = 40 cos( 30 t − π2 ) seat are . The cannon is located π t − π2 ) y = 40 + 40 sin( 30
 
 Determine whether the act is safe or the Flying Zucchini comes down squash. (b) Rework part (a) with initial velocity 135 ft/s, launch angle 30◦ and a 27-second delay. How close does the Flying Zucchini get to the special seat? Given that a Ferris wheel seat actually has height, width and depth, do you think that this is close enough? (c) Repeat with initial velocity 75 ft/s, launch angle 47◦ and 47.25-second delay; (d) initial velocity 118 ft/s, launch angle 35◦ and 28-second delay. (e) Develop criteria for a safe and exciting human cannonball act. Consider each of the following: Should the launch velocity be large or small? Should the seat be high or low when the cannonball lands? Should the human have a positive or negative vertical velocity at landing? How close (vertically and horizontally) does the human need to get to the center of the seat?
 
 10.2 CALCULUS AND PARAMETRIC EQUATIONS
 
 REMARK 2.1 Be careful how you interpret equation (2.1). The primes on the right side of the equation refer to derivatives with respect to the parameter t. We recommend that you (at least initially) use the Leibniz notation, which also gives you a simple way to accurately remember the chain rule.
 
 Our initial aim in this section is to find a way to determine the slopes of tangent lines to curves that are defined parametrically. First, recall that for a differentiable function y = f (x), the slope of the tangent line at the point x = a is given by f  (a). Written in Leibniz dy notation, the slope is (a). In the case of a curve defined parametrically, both x and y are dx functions of the parameter t. Notice that if x = x(t) and y = y(t) both have derivatives that are continuous at t = c, the chain rule gives us dy d x dy = . dt d x dt As long as
 
 dx (c) = 0, we then have dt dy (c) y  (c) dy =  , (a) = dt dx dx x (c) (c) dt
 
 (2.1)
 
 where a = x(c). In the case where x  (c) = y  (c) = 0, we define dy dy y  (t) (a) = lim dt = lim  , t→c d x t→c x (t) dx dt provided the limit exists.
 
 CONFIRMING PAGES
 
 (2.2)
 
 P1: OSO/OVY MHDQ256-Ch10
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 21, 2010
 
 LT (Late Transcendental)
 
 21:17
 
 10-11
 
 SECTION 10.2
 
 ..
 
 Calculus and Parametric Equations
 
 635
 
 We can use (2.1) to calculate second (as well as higher order) derivatives. Notice that dy if we replace y by , we get dx  d dy  d dy d2 y dt d x = = . (2.3) 2 dx dx dx dx dt
 
 CAUTION Look carefully at (2.3) and convince yourself that d2 y 2 d2 y = dt2 . dx2 d x dt 2 Equating these two expressions is a common error. You should be careful to avoid this trap.
 
 The Scrambler is a popular carnival ride consisting of two sets of rotating arms. (See Figure 10.8a.) If the inner arms have length 2 and rotate counterclockwise, we can describe the location (xi , yi ) of the end of one of the inner arms by the parametric equations xi = 2 cos t, yi = 2 sin t. At the end of each inner arm, a set of outer arms rotate clockwise at roughly twice the speed. If the outer arms have length 1, parametric equations describing the outer arm rotation are xo = sin 2t, yo = cos 2t. Here, the reversal of sine and cosine terms indicates that the rotation is clockwise and the factor of 2 inside the sine and cosine terms indicates that the speed of the rotation is double that of the inner arms. The position of a person riding the Scrambler is the sum of the two component motions; that is, x = 2 cos t + sin 2t,
 
 y = 2 sin t + cos 2t.
 
 The graph of these parametric equations is shown in Figure 10.8b. FIGURE 10.8a The Scrambler
 
 EXAMPLE 2.1
 
 Slopes of Tangent Lines to a Parametric Curve
 
 Find the slope of the tangent line to the Scrambler path described by x = 2 cos t + sin 2t, y = 2 sin t + cos 2t at (a) t = 0 and (b) the point (0, −3).
 
 y
 
 Solution (a) First, note that
 
 3
 
 dx = −2 sin t + 2 cos 2t dt x
 
 3
 
 3
 
 dy = 2 cos t − 2 sin 2t. dt
 
 From (2.1), the slope of the tangent line at t = 0 is then dy 
 
 (0) 2 cos 0 − 2 sin 0 dy 
 
 dt = = = 1. dx d x t=0 −2 sin 0 + 2 cos 0 (0) dt
 
 3
 
 FIGURE 10.8b
 
 (b) To determine the slope at the point (0, −3), we must first determine a value of t that corresponds to the point. In this case, notice that t = 3π/2 gives x = 0 and y = −3. Here, we have   d x 3π dy 3π = =0 dt 2 dt 2
 
 Path of a Scrambler rider y 3
 
 x
 
 3
 
 3
 
 dy . Since the limit has the dx 0 indeterminate form 0 , we use l’Hˆopital’s Rule, to get and consequently, we must use (2.2) to compute
 
 t0
 
 dy dx 3
 
 and
 
 tw
 
 FIGURE 10.9 Tangent lines to the Scrambler path
 
 
 
 3π 2
 
 = lim
 
 t→3π/2
 
 2 cos t − 2 sin 2t −2 sin t − 4 cos 2t = lim , t→3π/2 −2 cos t − 4 sin 2t −2 sin t + 2 cos 2t
 
 which does not exist, since the limit in the numerator is 6 and the limit in the denominator is 0. This says that the slope of the tangent line at t = 3π/2 is undefined. In Figure 10.9, we have drawn in the tangent lines at t = 0 and 3π/2. Notice that the tangent line at the point (0, −3) is vertical. „ Finding slopes of tangent lines can help us identify many points of interest.
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 10-12
 
 Finding Vertical and Horizontal Tangent Lines
 
 Identify all points at which the plane curve x = cos 2t, y = sin 3t has a horizontal or vertical tangent line. y
 
 Solution The sketch of the curve shown in Figure 10.10 suggests that there are two locations (the top and bottom of the bow) with horizontal tangent lines and one point (the far right edge of the bow) with a vertical tangent line. Recall that horizontal tangent dy y  (t) dy = 0. From (2.1), we then have =  = 0, which can occur lines occur where dx dx x (t) only when
 
 1
 
 x
 
 1
 
 0 = y  (t) = 3 cos 3t,
 
 1
 
 1
 
 FIGURE 10.10 x = cos 2t, y = sin 3t
 
 provided that x  (t) = −2 sin 2t = 0 for the same value of t. Since cos θ = 0 only when θ is an odd multiple of π2 , we have that y  (t) = 3 cos 3t = 0, only when , 5π , . . . and so, t = π6 , 3π , 5π , . . . . The corresponding points on the curve 3t = π2 , 3π 2 2 6 6 are then    π  π  π π 1 x ,y = cos , sin = ,1 , 6 6 3 2 2     3π 3π 3π x ,y = cos π, sin = (−1, −1), 6 6 2      7π 7π 7π 7π 1 x ,y = cos , sin = , −1 6 6 3 2 2     9π 9π 9π and x ,y = cos 3π, sin = (−1, 1). 6 6 2 and t = 11π reproduce the first and third points, respectively, and Note that t = 5π 6 6 1 so on. The points ( 2 , 1) and ( 12 , −1) are on the top and bottom of the bow, respectively, where there clearly are horizontal tangents. The points (−1, −1) and (−1, 1) should not seem quite right, though. These points are on the extreme ends of the bow and certainly don’t look like they have vertical or horizontal tangents. In fact, they don’t. Notice that at both t = π2 and t = 3π , we have x  (t) = y  (t) = 0 and so, the slope must be 2 computed as a limit using (2.2). We leave it as an exercise to show that the slopes at t = π2 and t = 3π are 94 and − 94 , respectively. 2 To find points where there is a vertical tangent, we need to see where x  (t) = 0 but  y (t) = 0. Setting 0 = x  (t) = −2 sin 2t, we get sin 2t = 0, which occurs if 2t = 0, π, 2π, . . . or t = 0, π2 , π, . . . . The corresponding points are (x(0), y(0)) = (cos 0, sin 0) = (1, 0), (x(π ), y(π )) = (cos 2π, sin 3π ) = (1, 0) and the points corresponding to t = π2 and t = 3π , which we have already discussed 2 (where y  (t) = 0, also). Since y  (t) = 3 cos 3t = 0, for t = 0 or t = π , there is a vertical tangent line only at the point (1, 0). „ Theorem 2.1 generalizes what we observed in example 2.2.
 
 THEOREM 2.1 Suppose that x  (t) and y  (t) are continuous. Then for the curve defined by the parametric equations x = x(t) and y = y(t), (i) if y  (c) = 0 and x  (c) = 0, there is a horizontal tangent line at the point (x(c), y(c)); (ii) if x  (c) = 0 and y  (c) = 0, there is a vertical tangent line at the point (x(c), y(c)).
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 PROOF The proof depends on the calculation of derivatives for parametric curves and is left as an exercise.
 
 兹[x'(t)]2  [y'(t)]2
 
 y'(t)
 
 x'(t)
 
 FIGURE 10.11 Horizontal and vertical components of velocity and speed
 
 An interesting question about the Scrambler is whether or not the rider ever comes to a complete stop. To answer this question, we need to be able to compute velocities. Recall that if the position of an object moving along a straight line is given by the differentiable function f (t), the object’s velocity is given by f  (t). The situation with parametric equations is completely analogous. If the position is given by (x(t), y(t)), for differentiable functions x(t) and y(t), then the horizontal component of velocity is given by x  (t) and the vertical component of velocity is given by y  (t). (See Figure 10.11.) We define the speed to be  [x  (t)]2 + [y  (t)]2 . From this, note that the speed is 0 if and only if x  (t) = y  (t) = 0. In this event, there is no horizontal or vertical motion.
 
 EXAMPLE 2.3
 
 Velocity of the Scrambler
 
 For the path of the Scrambler x = 2 cos t + sin 2t, y = 2 sin t + cos 2t, find the horizontal and vertical components of velocity and speed at times t = 0 and t = π2 , and indicate the direction of motion. Also determine all times at which the speed is zero. dx = −2 sin t + 2 cos 2t and Solution Here, the horizontal component of velocity is dt dy = 2 cos t − 2 sin 2t. At t = 0, the horizontal and vertical the vertical component is dt √ √ components of velocity both equal 2 and the speed is 4 + 4 = 8. The rider is located at the point (x(0), y(0)) = (2, 1) and is moving to the right [since x  (0) > 0] and up [since y  (0) > 0]. At t = π2 , the velocity has components −4 (horizontal) and 0 √ (vertical) and the speed is 16 + 0 = 4.At this time, the rider is located at the point (0, 1) and is moving to the left [since x  π2 < 0]. In general, the speed s(t) of the rider at time t is given by
 
  2  2  dx dy s(t) = + = (−2 sin t + 2 cos 2t)2 + (2 cos t − 2 sin 2t)2 dt dt  = 4 sin2 t − 8 sin t cos 2t + 4 cos2 2t + 4 cos2 t − 8 cos t sin 2t + 4 sin2 2t √ = 8 − 8 sin t cos 2t − 8 cos t sin 2t √ = 8 − 8 sin 3t, using the identities sin2 t + cos2 t = 1, cos2 2t + sin2 2t = 1 and sin t cos 2t + sin 2t cos t = sin 3t. So, the speed is 0 whenever sin 3t = 1. This occurs when 3t = π2 , 5π , 9π , . . . , or t = π , 5π , 9π , . . . . The corresponding points   π   π2 2  3 √ 3   6 5π 6 6 5π   3 √ 3  on the curve are x 6 , y 6 = 2 3, 2 , x 6 , y 6 = − 2 3, 2 and   9π   9π  x 6 , y 6 = (0, −3). You can easily verify that these points are the three tips of the path seen in Figure 10.8b.„ We just showed that riders in the Scrambler of Figure 10.8b actually come to a brief stop at the outside of each loop. As you will explore in the exercises, for similar Scrambler paths, the riders slow down but have a positive speed at the outside of each loop. This is true of the Scrambler at most carnivals, for which a more complicated path makes up for the lack of stopping. Note that any curve that begins and ends at the same point will enclose an area. Finding the area enclosed by such a curve is a straightforward extension of our original development of integration. Recall that for a continuous function f defined on [a, b], where f (x) ≥ 0 on
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 [a, b], the area under the curve y = f (x) for a ≤ x ≤ b is given by  b  b A= f (x) d x = y d x. a
 
 a
 
 Now, suppose that this same curve is described parametrically by x = x(t) and y = y(t), where the curve is traversed exactly once for c ≤ t ≤ d. We can then compute the area by making the substitution x = x(t). It then follows that d x = x  (t) dt and so, the area is given by  A=
 
 b
 
 a
 
  y dx =    y(t) x (t) dt
 
 d
 
 y(t)x  (t) dt,
 
 c
 
 where you should notice that we have also changed the limits of integration to match the new variable of integration. We generalize this result in Theorem 2.2.
 
 THEOREM 2.2 (Area Enclosed by a Curve Defined Parametrically) Suppose that the parametric equations x = x(t) and y = y(t), with c ≤ t ≤ d, describe a curve that is traced out clockwise exactly once and where the curve does not intersect itself, except that the initial and terminal points are the same [i.e., x(c) = x(d) and y(c) = y(d)]. Then the enclosed area is given by  d  d A= y(t)x  (t) dt = − x(t)y  (t) dt. (2.4) c
 
 c
 
 If the curve is traced out counterclockwise, then the enclosed area is given by  d  d y(t)x  (t) dt = x(t)y  (t) dt. A=− c
 
 (2.5)
 
 c
 
 PROOF This result is a special case of Green’s Theorem, which we will develop in section 15.4. The new area formulas given in Theorem 2.2 turn out to be quite useful, as we illustrate in example 2.4.
 
 EXAMPLE 2.4
 
 Finding the Area Enclosed by a Curve
 
 Find the area enclosed by the path of the Scrambler x = 2 cos t + sin 2t, y = 2 sin t + cos 2t. Solution Notice that the curve is traced out counterclockwise once for 0 ≤ t ≤ 2π . From (2.5), the area is then  2π  2π  A= x(t)y (t) dt = (2 cos t + sin 2t)(2 cos t − 2 sin 2t) dt 
 
 0
 
 0 2π
 
 =
 
 (4 cos2 t − 2 cos t sin 2t − 2 sin2 2t) dt = 2π,
 
 0
 
 where we evaluated the integral using a CAS. „ In example 2.5, we use Theorem 2.2 to derive a formula for the area enclosed by an ellipse. Pay particular attention to how much easier this is to do with parametric equations than it is to do with the original x-y equation.
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 Finding the Area Enclosed by an Ellipse
 
 x2 y2 + = 1 (for constants a, b > 0). a2 b2 Solution  One way to compute the area is to solve the equation for y to obtain x2 y = ±b 1 − 2 and then integrate: a     a  x2 x2 A= b 1 − 2 − −b 1 − 2 d x. a a −a
 
 Find the area enclosed by the ellipse
 
 You can evaluate this integral by trigonometric substitution or by using a CAS, but a simpler, more elegant way to compute the area is to use parametric equations. Notice that the ellipse is described parametrically by x = a cos t, y = b sin t, for 0 ≤ t ≤ 2π. The ellipse is then traced out counterclockwise exactly once for 0 ≤ t ≤ 2π, so that the area is given by (2.5) to be  2π  2π  2π y(t)x  (t) dt = − (b sin t)(−a sin t) dt = ab sin2 t dt = abπ, A=− 0
 
 0
 
 0
 
 where this last integral can be evaluated by using the half-angle formula: 1 (1 − cos 2t). 2 We leave the details of this calculation as an exercise. „ sin2 t =
 
 BEYOND FORMULAS Many of the formulas in this section are not new, but are simply modifications of the well-established rules for differentiation and integration. If you think of them this way, they are not complicated memorization exercises, but instead are old standards expressed in a slightly different way.
 
 EXERCISES 10.2 WRITING EXERCISES 1. In the derivation of parametric equations for the Scrambler, weused the fact that reversing the sine and cosine functions x = sin t causes the circle to be traced out clockwise. to y = cos t Explain why this is so by starting at t = 0 and following the graph as t increases to 2π. 2. Explain why Theorem 2.1 makes sense. (Hint: If y  (c) = 0, what does that say about the change in y-coordinates on the graph? Why do you also need x  (c) = 0 to guarantee a horizontal tangent?) 3. Imagine an object with position given by x(t) and y(t). If a right triangle has a horizontal leg of length x  (t) and a vertical leg of length y  (t), what would the length of the hypotenuse represent? Explain why this makes sense. d 4. Explain why the sign (±) of c y(t)x  (t) dt in Theorem 2.2 is different for curves traced out clockwise and counterclockwise.
 
 In exercises 1–6, find the slopes of the tangent lines to the given curves at the indicated points.  x = t2 − 2 (a) t = −1 (b) t = 1 (c) (−2, 0) 1. y = t3 − t  x = t3 − t (a) t = −1 (b) t = 1 (c) (0, 4) 2. y = t 4 − 5t 2 + 4  x = 2 cos t (a) t = π4 (b) t = π2 (c) (0, 3) 3. y = 3 sin t  √ x = cos 2t (a) t = π4 (b) t = π2 (c) 22 , 1 4. y = sin 4t  x = t cos t (a) t = 0 (b) t = π2 (c) (π, 0) 5. y = t sin t  √ x = t2 + 1 (a) t = −π (b) t = π (c) (0, 0) 6. y = sin t
 
 ............................................................
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 In exercises 7 and 8, sketch the graph and find the slope of the curve at the given point.  x = t2 − 2 at (−1, 0) 7. y = t3 − t  x = t3 − t 8. at (0, 0) y = t 4 − 5t 2 + 4
 
 ............................................................ In exercises 9–14, identify all points at which the curve has (a) a horizontal tangent and (b) a vertical tangent.   x = cos 2t x = cos 2t 10. 9. y = sin 7t y = sin 4t   x = t2 − 1 x = t2 − 1 11. 12. y = t 4 − 4t y = t 4 − 4t 2   x = 2 cos 2t + sin t x = 2 cos t + sin 2t 14. 13. y = 2 sin 2t + cos t y = 2 sin t + cos 2t
 
 ............................................................ In exercises 15–20, parametric equations for the position of an object are given. Find the object’s velocity and speed at the given times and describe its motion.  x = 2 cos t 15. (a) t = 0 (b) t = π2 y = 3 sin t  x = 2 sin 2t 16. (a) t = 0 (b) t = π2 y = 3 cos 2t  x = 20t 17. (a) t = 0 (b) t = 2 y = 30 − 2t − 16t 2  x = 40t + 5 (a) t = 0 (b) t = 2 18. y = 20 + 3t − 16t 2  x = 2 cos 2t + sin 5t 19. (a) t = 0 (b) t = π2 y = 2 sin 2t + cos 5t  x = 3 cos t + sin 3t 20. (a) t = 0 (b) t = π2 y = 3 sin t + cos 3t
 
 ............................................................ In exercises 21–28, find the area enclosed by the given curve.   x = 3 cos t x = 6 cos t 21. 22. y = 2 sin t y = 2 sin t   x = 12 cos t − 14 cos 2t x = 2 cos 2t + cos 4t 23. 24. y = 2 sin 2t + sin 4t y = 12 sin t − 14 sin 2t  π 3π x = cos t , 25. ≤t ≤ y = sin 2t 2 2  π π x = t sin t 26. , − ≤t ≤ y = t cos t 2 2  3 x = t − 4t , −2 ≤ t ≤ 2 27. y = t2 − 3  x = t 3 − 4t 28. , −2 ≤ t ≤ 2 y = t4 − 1
 
 ............................................................
 
 10-16
 
 In exercises 29 and 30, find the speed and acceleration of the object each time it crosses the x-axis.   x = 6 cos t + 6 cos3 t x = 2 cos2 t + 2 cos t − 1 30. 29. y = 2(1 − cos t) sin t y = 6 sin t − 6 sin3 t
 
 ............................................................ 31. Suppose that x = 2 cos t and y = 2 sin t. Compare d2 y
 
 and
 
 dt 2 d2 x dt 2
 
 d2 y √ ( 3) dx2
 
 (π/6) and show that they are not equal. (π/6)
 
 32. For x = at 2 and y = bx 2 for nonzero constants a and b, determine whether there are any values of t such that d2 y (x(t)) = dx2
 
 d2 y dt 2 d2 x dt 2
 
 (t) . (t)
 
 33. Suppose you are standing at the origin watching an object that has position (x(t), y(t)) at time t. Show that,  from your y(t)  perspective, the object is moving clockwise if 0. and is moving counterclockwise if x(t) 34. In the Ptolemaic model of planetary motion, the earth was at the center of the solar system and the sun and planets orbited the earth. Circular orbits, which were preferred for aesthetic reasons, could not account for the actual motion of the planets as viewed from the earth. Ptolemy modified the circles into epicycloids, which are circles on circles similar to the Scrambler of example 2.1. Suppose that a planet’s motion is  x = 10 cos 16πt + 20 cos 4πt . Using the result of given by y = 10 sin 16πt + 20 sin 4πt exercise 33, find the intervals in which the planet rotates clockwise and the intervals in which the planet rotates counterclockwise. 35. Find parametric equations for the path traced out by a specific point on a circle of radius r rolling from left to right at a constant speed v > r . Assume that the point starts at (r, r ) at time t = 0. (Hint: First, find parametric equations for the center of the circle. Then, add on parametric equations for the point going around the center of the circle.) Find the minimum and maximum speeds of the point and the locations where each occurs. Graph the curve for v = 3 and r = 2. This curve is called a cycloid. 36. Find parametric equations for the path traced out by a specific point inside the circle as the circle rolls from left to right. (Hint: If r is the radius of the circle, let d < r be the distance from the point to the center.) Find the minimum and maximum speeds of the point and the locations where each occurs. Graph the curve for v = 3, r = 2 and d = 1. This curve is called a trochoid. 37. A hypocycloid is the path traced out by a point on a smaller circle of radius b that is rolling inside a larger circle of radius a > b. Find parametric equations for the hypocycloid and graph it for a = 5 and b = 3. Find an equation in terms of the parameter t for the slope of the tangent line to the hypocycloid and determine one point at which the tangent line is vertical. What interesting simplification occurs if a = 2b?
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 43. Find parametric equations for a Scrambler that is the same as in example 2.1 except that the outer arms rotate three times as fast as the inner arms. Sketch a graph of its motion and determine its minimum and maximum speeds. 44. Find parametric equations for a Scrambler that is the same as in example 2.1 except that the inner arms have length 3. Sketch a graph of its motion and determine its minimum and maximum speeds. Figure for exercise 37
 
 Figure for exercise 38
 
 38. An epicycloid is the path traced out by a point on a smaller circle of radius b that is rolling outside a larger circle of radius a > b. Find parametric equations for the epicycloid and graph it for a = 8 and b = 5. Find an equation in terms of the parameter t for the slope of the tangent line to the epicycloid and determine one point at which the slope is vertical. What interesting simplification occurs if a = 2b?
 
 APPLICATIONS
 
 
 
 x = sin 4t . Show that y = −cos 4t its speed is constant. Show that, at any time t, the tangent line is perpendicular to a line connecting the origin and the object.
 
 39. Suppose an object follows the path
 
 40. A Ferris wheel has height 100 feet and completes one revolution in 3 minutes at a constant speed. Compute the speed of a rider in the Ferris wheel. 41. A  modification of the Scrambler in example 2.1 is x = 2 cos 3t + sin 5t . In example 2.1, the ratio of the speed y = 2 sin 3t + cos 5t of the outer arms to the speed of the inner arms is 2-to-1. What is the ratio in this version of the Scrambler? Sketch a graph showing the motion of this new Scrambler. 42. Compute the speed of the Scrambler in exercise 41. Using trigonometric identities as in example 2.3, show that the speed is at a minimum when sin 8t = 1 but that the speed is never zero. Show that the minimum speed is reached at the outer points of the path.
 
 EXPLORATORY EXERCISES 1. By varying the speed of the outer  arms, the Scrambler of examx = 2 cos t + sin kt for some ple 2.1 can be generalized to y = 2 sin t + cos kt positive constant k. Show that the minimum speed for any such Scrambler is reached at the outside of a loop. Show that the only value of k that actually produces a speed of 0 is k = 2. By varying the lengths of the arms, you can further generalize  x = r cos t + sin kt for positive constants the Scrambler to y = r sin t + cos kt r > 1 and k. Sketch the paths for several such Scramblers and determine the relationship between r and k needed to produce a speed of 0. Find the “best” Scrambler as judged by complexity of path and variation in passenger speed. 2. B´ezier curves are essential in almost all areas of modern engineering design. (For instance, B´ezier curves were used for sketching many of the figures for this book.) One version of a B´ezier curve starts with control points at (a, ya ), (b, yb ), (c, yc ) and (d, yd ). The B´ezier curve passes through the points (a, ya ) and (d, yd ). The tangent line at x = a passes through (b, yb ) and the tangent line at x = d passes through (c, yc ). Show that these criteria are met, for 0 ≤ t ≤ 1, with ⎧ x = (a + b − c − d)t 3 + (2d − 2b + c − a)t 2 ⎪ ⎪ ⎪ ⎨ + (b − a)t + a 3 2 ⎪ y = (y a + yb − yc − yd )t + (2yd − 2yb + yc − ya )t ⎪ ⎪ ⎩ + (yb − ya )t + ya Use this formula to find and graph the B´ezier curve with control points (0, 0), (1, 2), (2, 3) and (3, 0). Explore the effect of moving the middle control points, for example, moving them up to (1, 3) and (2, 4), respectively.
 
 10.3 ARC LENGTH AND SURFACE AREA IN PARAMETRIC EQUATIONS In this section, we investigate arc length and surface area for curves defined parametrically. Along the way, we explore one of the most famous and interesting curves in mathematics. Let C be the curve defined by the parametric equations x = x(t) and y = y(t), for a ≤ t ≤ b (see Figure 10.12a), where x, x  , y and y  are continuous on the interval [a, b]. We further assume that the curve does not intersect itself, except possibly at a finite number
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 of points. Our goal is to compute the length of the curve (the arc length). Once again, we begin by constructing an approximation and then improve the approximation. First, we divide the t-interval [a, b] into n subintervals of equal length, t:
 
 y
 
 a = t0 < t1 < t2 < · · · < tn = b, (x(b), y(b)) (x(a), y(a)) x
 
 b−a where ti − ti−1 = t = , for each i = 1, 2, 3, . . . , n. For each subinterval [ti−1 , ti ], n we approximate the arc length si of the portion of the curve joining the point (x(ti−1 ), y(ti−1 )) to the point (x(ti ), y(ti )) with the length of the line segment joining these points, as shown in Figure 10.12b for the case where n = 4. We have si ≈ d{(x(ti−1 ), y(ti−1 )), (x(ti ), y(ti ))}  = [x(ti ) − x(ti−1 )]2 + [y(ti ) − y(ti−1 )]2 .
 
 FIGURE 10.12a The plane curve C
 
 Recall that from the Mean Value Theorem (see section 2.8 and make sure you know why we can apply it here), we have that
 
 y
 
 x(ti ) − x(ti−1 ) = x  (ci )(ti − ti−1 ) = x  (ci ) t y(ti ) − y(ti−1 ) = y  (di )(ti − ti−1 ) = y  (di ) t,
 
 and
 
 x
 
 FIGURE 10.12b Approximate arc length
 
 where ci and di are some points in the interval (ti−1 , ti ). This gives us  si ≈ [x(ti ) − x(ti−1 )]2 + [y(ti ) − y(ti−1 )]2  = [x  (ci ) t]2 + [y  (di ) t]2  = [x  (ci )]2 + [y  (di )]2 t. Notice that if t is small, then ci and di are close together. So, we can make the further approximation  si ≈ [x  (ci )]2 + [y  (ci )]2 t, for each i = 1, 2, . . . , n. The total arc length is then approximately s≈
 
 n  
 
 [x  (ci )]2 + [y  (ci )]2 t.
 
 i=1
 
 Taking the limit as n → ∞ then gives us the exact arc length, which you should recognize as an integral:  b n    2  2 s = lim [x (ci )] + [y (ci )] t = [x  (t)]2 + [y  (t)]2 dt. n→∞
 
 i=1
 
 a
 
 We summarize this discussion in Theorem 3.1.
 
 THEOREM 3.1 (Arc Length for a Curve Defined Parametrically) For the curve defined parametrically by x = x(t), y = y(t), a ≤ t ≤ b, if x  and y  are continuous on [a, b] and the curve does not intersect itself (except possibly at a finite number of points), then the arc length s of the curve is given by
 
  b  b  2  2 dx dy s= [x  (t)]2 + [y  (t)]2 dt = + dt. (3.1) dt dt a a
 
 In example 3.1, we illustrate the use of (3.1) to find the arc length of the Scrambler curve from example 2.1.
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 Finding the Arc Length of a Plane Curve
 
 Find the arc length of the Scrambler curve x = 2 cos t + sin 2t, y = 2 sin t + cos 2t, for 0 ≤ t ≤ 2π . Also, find the average speed of the Scrambler over this interval. x
 
 3
 
 3
 
 3
 
 Solution The curve is shown in Figure 10.13. First, note that x, x  , y and y  are all continuous on the interval [0, 2π ]. From (3.1), we then have
 
  2π   b  2  2 dx dy + dt = (−2 sin t + 2 cos 2t)2 + (2 cos t − 2 sin 2t)2 dt s= dt dt a 0  2π  = 4 sin2 t − 8 sin t cos 2t + 4 cos2 2t + 4 cos2 t − 8 cos t sin 2t + 4 sin2 2t dt 0
 
 
 
 FIGURE 10.13 x = 2 cos t + sin 2t, y = 2 sin t + cos 2t, 0 ≤ t ≤ 2π
 
 =
 
 2π
 
 √
 
 
 
 2π
 
 8 − 8 sin t cos 2t − 8 cos t sin 2t dt =
 
 0
 
 √ 8 − 8 sin 3t dt ≈ 16,
 
 0
 
 since sin t + cos t = 1, cos 2t + sin 2t = 1 and sin t cos 2t + sin 2t cos t = sin 3t and where we have approximated the last integral numerically. To find the average speed over the given interval, we simply divide the arc length (i.e., the distance traveled), by the total time, 2π , to obtain 2
 
 2
 
 2
 
 2
 
 save ≈
 
 16 ≈ 2.5. 2π „
 
 We want to emphasize that Theorem 3.1 allows the curve to intersect itself at a finite number of points, but not to intersect itself over an entire interval of values of the parameter t. To see why this requirement is needed, notice that the parametric equations x = cos t, y = sin t, for 0 ≤ t ≤ 4π , describe the circle of radius 1 centered at the origin. However, the circle is traversed twice as t ranges from 0 to 4π. If you were to apply (3.1) to this curve, you’d obtain
 
  4π  2  2  4π  dx dy + dt = (− sin t)2 + cos2 t dt = 4π, dt dt 0 0 which corresponds to twice the arc length (circumference) of the circle. As you can see, if a curve intersects itself over an entire interval of values of t, the arc length of such a portion of the curve is counted twice by (3.1).
 
 y 1
 
 EXAMPLE 3.2
 
 Finding the Arc Length of a Complicated Plane Curve
 
 Find the arc length of the plane curve x = cos 5t, y = sin 7t, for 0 ≤ t ≤ 2π. x
 
 1
 
 1
 
 1
 
 FIGURE 10.14 A Lissajous curve
 
 Solution This unusual curve (an example of a Lissajous curve) is sketched in Figure 10.14. We leave it as an exercise to verify that the hypotheses of Theorem 3.1 are met. From (3.1), we then have that
 
  2π   2π  2  2 dx dy + dt = (−5 sin 5t)2 + (7 cos 7t)2 dt ≈ 36.5, s= dt dt 0 0 where we have approximated the integral numerically. This is a long curve to be confined within the rectangle −1 ≤ x ≤ 1, −1 ≤ y ≤ 1! „ The arc length formula (3.1) should seem familiar to you. Parametric equations for a curve y = f (x) are x = t, y = f (t) and from (3.1), the arc length of this curve for a ≤ x ≤ b is then
 
  b  2  2  b dx dy s= + dt = 1 + [ f  (t)]2 dt, dt dt a a which is the arc length formula derived in section 5.4. Thus, the formula developed in section 5.4 is a special case of (3.1).
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 Observe that the speed of the Scrambler calculated in example 2.3 and the length of the Scrambler curve found in example 3.1 both depend on the same  2  2 dx dy quantity: + . Observe that if the parameter t represents time, then dt dt
 
   2 dx 2 dy + represents speed and from Theorem 3.1, the arc length (i.e., the disdt dt tance traveled) is the integral of the speed with respect to time. Arc length is a key ingredient in a famous problem called the brachistochrone problem. We state this problem in the context of a ski slope consisting of a tilted plane, where a skier wishes to get from a point A at the top of the slope to a point B down the slope (but not directly beneath A) in the least time possible. (See Figure 10.15.) Suppose the path taken by the skier is given by the parametric equations x = x(u) and y = y(u), 0 ≤ u ≤ 1, where x and y determine the position of the skier in the plane of the ski slope. (For simplicity, we orient the positive y-axis so that it points down. Also, we name the parameter u since u will, in general, not represent time.) To derive a formula for the time required to get from point A to point B, start with the familiar formula distance = rate · time. As seen in the derivation of  the arc length formula (3.1), for a small section of the curve, the distance is approximately [x  (u)]2 + [y  (u)]2 du. The rate is harder to identify since we aren’t given position as a function of time. For simplicity, we assume that the only effect of friction is to keep the skier on the path and that y(t) ≥ 0. In this case, using the √ principle of conservation of energy, it can be shown that y(u) the skier’s speed is given by for some constant k ≥ 0. Putting the pieces together, k the total time from point A to point B is given by  1  [x (u)]2 + [y  (u)]2 k du. (3.2) Time = y(u) 0 Your first thought might be that the shortest path from point A to point B is along a straight line. If you’re thinking of short in terms of distance, you’re right, of course. However, if you think of short in terms of time (how most skiers would think of it), this is not true. In example 3.3, we show that the fastest path from point A to point B is, in fact, not along a straight line, by exhibiting a faster path.
 
 EXAMPLE 3.3
 
 Skiing a Curved Path That Is Faster Than Skiing a Straight Line
 
 If point A in our skiing example is (0, 0) and point B is (π, 2), show that skiing along the cycloid defined by x = π u − sin πu,
 
 y = 1 − cos π u
 
 is faster than skiing along the line segment connecting the points. Explain the result in physical terms. Solution First, note that the line segment connecting the points is given by x = πu, y = 2u, for 0 ≤ u ≤ 1. Further, both curves meet the endpoint requirements that (x(0), y(0)) = (0, 0) and (x(1), y(1)) = (π, 2). For the cycloid, we have from (3.2) that  1  [x (u)]2 + [y  (u)]2 k du Time = y(u) 0
 
  1 (π − π cos π u)2 + (π sin π u)2 du =k 1 − cos π u 0  √  1 1 − cos π u = k 2π du 1 − cos π u 0 √ = k 2π.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch10
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 21, 2010
 
 10-21
 
 LT (Late Transcendental)
 
 21:17
 
 SECTION 10.3
 
 1
 
 2
 
 3
 
 x
 
 1
 
 2
 
 3 y
 
 FIGURE 10.16 Two skiing paths
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 Similarly, for the line segment, we have that  1  [x (u)]2 + [y  (u)]2 Time = k du y(u) 0  1 2 π + 22 du =k 2u 0 √  = k 2 π 2 + 4. √ Notice that the cycloid route is faster since π < π 2 + 4. The two paths are shown in Figure 10.16. Observe that the cycloid is very steep at the beginning, which would allow a skier to go faster following the cycloid than following the straight line. As it turns out, the greater speed of the cycloid more than compensates for the longer distance of its path. „ We will ask you to construct some skiing paths of your own in the exercises. However, it has been proved that the cycloid is the plane curve with the shortest time (which is what the Greek root words for brachistochrone mean). In addition, we will give you an opportunity to discover another remarkable property of the cycloid, relating to another famous problem, the tautochrone problem. Both problems have an interesting history focused on brothers Jacob and Johann Bernoulli, who solved the problem in 1697 (along with Newton, Leibniz and l’Hˆopital) and argued incessantly about who deserved credit. Much as we did in section 5.4, we can use our arc length formula to find a formula for the surface area of a surface of revolution. Recall that if the curve y = f (x) for c ≤ x ≤ d is revolved about the x-axis (see Figure 10.17), the surface area is given by  d  Surface Area = 2π | f (x)| 1 + [ f  (x)]2 d x.       c
 
 Jacob Bernoulli (1654–1705) and Johann Bernoulli (1667–1748) Swiss mathematicians who were instrumental in the development of the calculus. Jacob was the first of several generations of Bernoullis to make important contributions to mathematics. He was active in probability, series and the calculus of variations and introduced the term “integral.” Johann followed his brother into mathematics while also earning a doctorate in medicine. Johann first stated l’Hˆ opital’s Rule, one of many results over which he fought bitterly (usually with his brother, but, after Jacob’s death, also with his own son Daniel) to receive credit. Both brothers were sensitive, irritable, egotistical ( Johann had his tombstone inscribed, “The Archimedes of his age”) and quick to criticize others. Their competitive spirit accelerated the development of calculus.
 
 radius
 
 arc length
 
 Let C be the curve defined by the parametric equations x = x(t) and y = y(t) with a ≤ t ≤ b, where x, x  , y and y  are continuous and where the curve does not intersect itself for a ≤ t ≤ b. We leave it as an exercise to derive the corresponding formula for parametric equations:  b  Surface Area = 2π |y(t)| [x  (t)]2 + [y  (t)]2 dt.       a radius
 
 arc length
 
 More generally, we have that if the curve is revolved about the line y = c, the surface area is given by  b  Surface Area = 2π |y(t) − c| [x  (t)]2 + [y  (t)]2 dt. (3.3)       a radius
 
 y
 
 arc length
 
 Likewise, if we revolve the curve about the line x = d, the surface area is given by  b  Surface Area = 2π|x(t) − d| [x  (t)]2 + [y  (t)]2 dt.       a
 
 y  f (x)
 
 radius
 
 c
 
 d
 
 Circular cross sections
 
 FIGURE 10.17
 
 645
 
 x
 
 (3.4)
 
 arc length
 
 Look carefully at what all of the surface area formulas have in common. That is, in each case, the surface area is given by
 
 SURFACE AREA  Surface Area =
 
 b
 
 2π (radius)(arc length) dt. a
 
 Surface of revolution
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 Look carefully at the graph of the curve and the axis about which you are revolving, to see how to fill in the blanks in (3.5). As we observed in section 5.4, it is very important that you draw a picture here.
 
 y
 
 EXAMPLE 3.4
 
 3
 
 Finding Surface Area with Parametric Equations
 
 Find the surface area of the surface formed by revolving the half-ellipse y2 x2 + = 1, y ≥ 0, about the x-axis. (See Figure 10.18.) 9 4
 
 x
 
 3
 
 3
 
 FIGURE  10.18 y=2
 
 1 − x2 9
 
  Solution It would truly be a mess to set up the integral for y = f (x) = 2 1 − x 2 /9. (Think about this!) Instead, notice that you can represent the curve by the parametric equations x = 3 cos t, y = 2 sin t, for 0 ≤ t ≤ π . From (3.3), the surface area is then given by  π  2π (2 sin t) (−3 sin t)2 + (2 cos t)2 dt Surface Area =       0 radius
 
 
 
 π
 
 = 4π
 
 arc length
 
  sin t 9 sin2 t + 4 cos2 t dt
 
 0
 
 √ √ 9 5 sin−1 ( 5/3) + 10 ≈ 67.7, = 4π 5 where we used a CAS to evaluate the integral. „
 
 y
 
 EXAMPLE 3.5
 
 Revolving About a Line Other Than a Coordinate Axis
 
 Find the surface area of the surface formed by revolving the curve x = sin 2t, y = cos 3t, for 0 ≤ t ≤ π/3, about the line x = 2.
 
 1
 
 x 1
 
 2
 
 1
 
 Solution A sketch of the curve is shown in Figure 10.19. Since the x-values on the curve are all less than 2, the radius of the solid of revolution is 2 − x = 2 − sin 2t and so, from (3.4), the surface area is given by  π/3  2π (2 − sin 2t) [2 cos 2t]2 + [−3 sin 3t]2 dt ≈ 20.1, Surface Area =       0 radius
 
 FIGURE 10.19
 
 arc length
 
 where we have approximated the value of the integral numerically. „
 
 x = sin 2t, y = cos 3t
 
 In example 3.6, we model a physical process with parametric equations. Since the modeling process is itself of great importance, be sure that you understand all of the steps. Also, see if you can find an alternative approach to this problem. y
 
 EXAMPLE 3.6
 
 Arc Length for a Falling Ladder
 
 An 8-foot-tall ladder stands vertically against a wall. The bottom of the ladder is pulled along the floor, with the top remaining in contact with the wall, until the ladder rests flat on the floor. Find the distance traveled by the midpoint of the ladder. x
 
 FIGURE 10.20 Ladder sliding down a wall
 
 Solution We first find parametric equations for the position of the midpoint of the ladder. We orient the x- and y-axes as shown in Figure 10.20. Let x denote the distance from the wall to the bottom of the ladder and let y denote the distance from the floor to the top of the ladder. Since the ladder √ is 8 feet long, observe that x 2 + y 2 = 64. Defining the parameter t = x, we have y = 64 − t 2 . The midpoint
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 and so, parametric equations for the midpoint are
 
 x(t) = 12 t √ . y(t) = 12 64 − t 2
 
 When the ladder stands vertically against the wall, we have x = 0 and when it lies flat on the floor, x = 4. So, 0 ≤ t ≤ 8. From (3.1), the arc length is then given by
 
 2  8   8  2  1 1 1 −t t2 dt + dt = 1+ s= √ 2 2 64 − t 2 4 64 − t 2 0 0  8   8 1 64 1 1 = dt = dt. 64 − t 2 1 − (t/8)2 0 2 0 2 1 t Substituting u = gives us du = dt or dt = 8 du. For the limits of integration, note 8 8 that when t = 0, u = 0 and when t = 8, u = 1. The arc length is then  8  1 
 
 u=1 1 1 1 1 −1 
 
 s= dt = 8 du = 4 sin u 
 
 u=0 1 − (t/8)2 1 − u2 0 2 0 2 π − 0 = 2π. =4 2 Since this is a rare arc length integral that can be evaluated exactly, you might be suspicious that there is an easier way to find the arc length. We explore this in the exercises. „
 
 EXERCISES 10.3 WRITING EXERCISES 1. In the derivation preceding Theorem 3.1, we justified the equation g(ti ) − g(ti−1 ) = g  (ci ) t. Thinking of g(t) as position and g  (t) as velocity, explain why this makes sense. 2. The curve in example 3.2 was a long curve contained within a small rectangle. What would you guess would be the maximum length for a curve contained in such a rectangle? Briefly explain. 3. In example 3.3, we noted that the steeper initial slope of the cycloid would allow the skier to build up more speed than the straight-line path. The cycloid takes this idea to the limit by having a vertical tangent line at the origin. Explain why, despite the vertical tangent line, it is still physically possible for the skier to stay on this slope. (Hint: How do the two dimensions of the path relate to the three dimensions of the ski slope?) 4. The tautochrone problem discussed in exploratory exercise 2 involves starting on the same curve at two different places and comparing the times required to reach the end. For the cycloid, compare the speed of a skier starting at the origin versus one starting halfway to the bottom. Explain why it is not clear whether starting halfway down would get you to the bottom faster.
 
 In exercises 1–8, find the arc length of each curve; compute one exactly and approximate the other numerically.   x = 2 cos t x = 1 − 2 cos t 1. (a) (b) y = 4 sin t y = 2 + 2 sin t  x = t3 − 4 2. (a) , −2 ≤ t ≤ 2 y = t2 − 3  x = t 3 − 4t , −2 ≤ t ≤ 2 (b) y = t 2 − 3t   x = cos 4t x = cos 7t 3. (a) (b) y = sin 4t y = sin 11t  x = t cos t 4. (a) , −1 ≤ t ≤ 1 y = t sin t  x = t 2 cos t , −1 ≤ t ≤ 1 (b) y = t 2 sin t  x = sin t cos t , 0 ≤ t ≤ π/2 5. (a) y = sin2 t  x = sin 4t cos t (b) , 0 ≤ t ≤ π/2 y = sin 4t sin t  x = sin t 6. (a) ,0 ≤ t ≤ π y = sin π t  x = sin t (b) ,0 ≤ t ≤ π y = π sin t
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 x = e2t + e−2t ,0 ≤ t ≤ 4 y = 4t x = e2t ,0 ≤ t ≤ 4 y = t2 x = 4t √ ,1 ≤ t ≤ 2 y = t2 + 4
 
 10-24
 
 21. The figure shown here is called Cornu’sspiral. It is det fined by the parametric equations x = 0 cos π s 2 ds and t 2 y = 0 sin π s ds. Each of these integrals is important in the study of Fresnel diffraction. Find the arc length of the spiral for (a) −2π ≤ t ≤ 2π and (b) general a ≤ t ≤ b. Use this result to discuss the rate at which the spiraling occurs. y
 
 x = 36t + 2 ,1 ≤ t ≤ 2 y = t 3 + 3/t
 
 In exercises 9–12, (a) show that the curve starts at the origin at t  0 and reaches the point (π, 2) at t  1. (b) Use the time formula (3.2) to determine how long it would take a skier to take the given path. (c) Find the slope at the origin and the arc length for the curve in the indicated exercise.   x = πt x = πt √ √ 9. 10. y=2 t y=24t   x = πt − 0.6 sin πt x = − 12 π(cos π t − 1) 12. 11. 7 y = 2t + 0.4 sin πt y = 2t + 10 sin πt
 
 ............................................................ In exercises 13–18, compute the surface area of the surface obtained by revolving the given curve about the indicated axis.  x = t2 − 1 , −2 ≤ t ≤ 0 (a) about the x-axis 13. y = t 3 − 4t (b) about x = −1  x = t2 − 1 ,0 ≤ t ≤ 2 (a) about the x-axis 14. y = t 3 − 4t (b) about x = 3  x = t 3 − 4t ,0 ≤ t ≤ 2 (a) about the y-axis 15. y = t2 − 3 (b) about y = 2  x =√ 4t ,1 ≤ t ≤ 2 (a) about the x-axis 16. y = t2 + 4 (b) about x = 4  π x = 2t ,0 ≤ t ≤ 17. (a) about the y-axis y = 2 cos t 2 (b) about y = 3  x = ln t 18. ,1 ≤ t ≤ 2 (a) about the x-axis y = e−t (b) about y-axis
 
 APPLICATIONS 19. An 8-foot-tall ladder stands vertically against a wall. The top of the ladder is pulled directly away from the wall, with the bottom remaining in contact with the wall, until the ladder rests on the floor. Find parametric equations for the position of the midpoint of the ladder. Find the distance traveled by the midpoint of the ladder. 20. The answer in exercise 19 equals the circumference of a quarter-circle of radius 4. Discuss whether this is a coincidence or not. Compare this value to the arc length in example 3.6. Discuss whether or not this is a coincidence.
 
 0.4 0.2 0.4
 
 x
 
 0.2
 
 0.2
 
 0.4
 
 0.2 0.4
 
 22. A cycloid is the curve traced out by a point on a circle as the circle rolls along the x-axis. Suppose the circle has radius 4, the point we are following starts at (0, 8) and the circle rolls from left to right. Find parametric equations for the cycloid and find the arc length as the circle completes one rotation.
 
 EXPLORATORY EXERCISES 1. For the brachistochrone problem, two criteria for the fastest curve are: (1) steep slope at the origin and (2) concave down (note in Figure 10.16 that the positive y-axis points downward). Explain why these criteria make sense. Identify other reasonable criteria. Then find parametric equations for a curve (different from the cycloid or those of exercises 9–12) that meet all the criteria. Use the formula of example 3.3 to find out how fast your curve is. You can’t beat the cycloid, but get as close as you can! 2. The tautochrone problem is another surprising problem that was studied and solved by the same seventeenth-century mathematicians as the brachistochrone problem. (See Journey Through Genius by William Dunham for a description of this interesting piece of history, featuring the brilliant yet combative Bernoulli brothers.) Recall that the cycloid √ of example 3.3 runs from (0, 0) to (π, 2). It takes the skier k 2π = π/g seconds to ski the path. How long would it take the skier starting partway down the path, for instance, at (π/2 − 1, 1)? Find the slope of the cycloid at this point and compare it to the slope at (0, 0). Explain why the skier would build up less speed starting at this new point. Graph the speed function for the cycloid with 0 ≤ u ≤ 1 and explain why the farther down the slope you start, the less speed you’ll have. To see how speed and distance balance, use the time formula √  π 1 1 − cos π u T = du √ g a cos πa − cos π u for the time it takes to ski the cycloid starting at the point (πa − sin πa, 1 − cos πa), 0 < a < 1. What is the remarkable property that the cycloid has?
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 10.4 POLAR COORDINATES
 
 y x
 
 (x, y)
 
 y
 
 x
 
 0
 
 FIGURE 10.21
 
 The familiar x-y coordinate system is often referred to as a system of rectangular coordinates, because a point is described in terms of its horizontal and vertical distances from the origin. (See Figure 10.21.) An alternative description of a point in the x y-plane consists of specifying the distance r from the point to the origin and an angle θ (in radians) measured from the positive x-axis counterclockwise to the ray connecting the point and the origin. (See Figure 10.22.) We describe the point by the ordered pair (r, θ ) and refer to r and θ as polar coordinates for the point. For convenience, we allow r to be negative, with the understanding that in this case, the point is in the opposite direction from that indicated by the angle θ .
 
 EXAMPLE 4.1
 
 Rectangular coordinates
 
 Plotting Points in Polar Coordinates
 
 Plot the points with the indicated polar coordinates (r, θ ) and determine the corresponding rectangular coordinates (x, y) for: (a) (2, 0), (b) (3, π2 ), (c) (−3, π2 ) and (d) (2, π ).
 
 y (r, u ) r
 
 u
 
 x
 
 FIGURE 10.22 Polar coordinates
 
 Solution (a) Notice that the angle θ = 0 locates the point on the positive x-axis. At a distance of r = 2 units from the origin, this corresponds to the point (2, 0) in rectangular coordinates. (See Figure 10.23a.) (b) The angle θ = π2 locates points on the positive y-axis. At a distance of r = 3 units from the origin, this corresponds to the point (0, 3) in rectangular coordinates. (See Figure 10.23b.) (c) The angle is the same as in (b), but a negative value of r indicates that the point is located 3 units in the opposite direction, at the point (0, −3) in rectangular coordinates. (See Figure 10.23b.) (d) The angle θ = π corresponds to the negative x-axis. The distance of r = 2 units from the origin gives us the point (−2, 0) in rectangular coordinates. (See Figure 10.23c.)
 
 y
 
 y
 
 y
 
 (3, q) 3 q
 
 (2, 0)
 
 x
 
 p
 
 (2, p)
 
 x
 
 2
 
 x 2
 
 3
 
 (3, q) FIGURE 10.23c
 
 FIGURE 10.23b
 
 FIGURE 10.23a
 
 
 
  π π The points 3, and −3, 2 2 in polar coordinates
 
 The point (2, 0) in polar coordinates
 
 The point (2, π ) in polar coordinates
 
 „
 
 EXAMPLE 4.2
 
 Converting from Rectangular to Polar Coordinates
 
 Find a polar coordinate representation of the rectangular point (1, 1). Solution From Figure 10.24a (on the following page), notice that the point lies on the line y = x, which makes an angle of π4 with the positive x-axis. From the distance
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 √ √ 2 2 formula, √ π we get that r = 1 + 1 = 2. This says that we can write the point as ( 2, 4 ) in polar coordinates. Referring to Figure 10.24b, notice that we can specify the √ . (Think about same point by using a negative value of r, r = − 2, with the angle 5π 4 π = + 2π corresponds to the this some.) Notice further, that the angle 9π 4 4 y
 
 y
 
 y
 
 1
 
 1
 
 1 兹2
 
 兹2 d
 
 兹2
 
 h
 
 x
 
 x
 
 x
 
 1
 
 1
 
 1 ,  d  2p
 
 FIGURE 10.24a
 
 FIGURE 10.24b
 
 FIGURE 10.24c
 
 Polar coordinates for the point (1, 1)
 
 An alternative polar representation of (1, 1)
 
 Another polar representation of the point (1, 1)
 
 same √ ray shown in Figure √ 10.24a. (See Figure 10.24c.) In fact, all of the polar points ( 2, π4 + 2nπ ) and (− 2, 5π + 2nπ ) for any integer n correspond to the same point in 4 the xy-plane. „ y
 
 (r, u )
 
 r
 
 Referring to Figure 10.25, notice that it is a simple matter to find the rectangular coordinates (x, y) of a point specified in polar coordinates as (r, θ ). From the usual definitions for sin θ and cos θ , we get y  r sin u
 
 u
 
 x
 
 x = r cos θ
 
 FIGURE 10.25
 
 y = r sin θ.
 
 (4.1)
 
 From equations (4.1), notice that for a point (x, y) in the plane,
 
 x  r cos u
 
 Converting from polar to rectangular coordinates
 
 and
 
 x 2 + y 2 = r 2 cos2 θ + r 2 sin2 θ = r 2 (cos2 θ + sin2 θ) = r 2 and for x = 0,
 
 r sin θ sin θ y = = = tan θ. x r cos θ cos θ
 
 That is, every polar coordinate representation (r, θ ) of the point (x, y), where x = 0 must satisfy
 
 REMARK 4.1 As we see in example 4.2, each point (x, y) in the plane has infinitely many polar coordinate representations. For a given angle θ, the angles θ ± 2π, θ ± 4π and so on, all correspond to the same ray. For convenience, we use the notation θ + 2nπ (for any integer n) to represent all of these possible angles.
 
 r 2 = x 2 + y2
 
 and
 
 tan θ =
 
 y . x
 
 (4.2)
 
 Notice that since there’s more than one choice of r and θ, we cannot actually solve equations (4.2) to produce   formulas for r and θ . In particular, while you might be tempted to write θ = tan−1 xy , this is not the only possible choice. Remember that for (r, θ ) to be a polar representation of the point (x, y), θ can be any angle for which tan θ = xy , while     tan−1 xy gives you an angle θ in the interval − π2 , π2 . Finding polar coordinates for a given point is typically a process involving some graphing and some thought.
 
 EXAMPLE 4.3
 
 Converting from Rectangular to Polar Coordinates
 
 Find all polar coordinate representations for the rectangular points (a) (2, 3) and (b) (−3, 1). Solution (a) With x = 2 and y = 3, we have from (4.2) that r 2 = x 2 + y 2 = 22 + 32 = 13,
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 √ so that r = ± 13. Also,
 
 REMARK 4.2 Notice that for any point (x, y) specified in rectangular coordinates (x = 0), we can always write the point in polar coordinates using either   of the −1 y polar angles tan or x  tan−1 xy + π. You can determine which  angle corresponds to r = x 2 + y 2 and  which corresponds to r = − x 2 + y 2 by looking at the quadrant in which the point lies.
 
 3 y = . x 2   One angle is then θ = tan−1 32 ≈ 0.98 radian. To determine which choice of r corresponds to this angle, note that (2, 3) is located in the first quadrant. (See Figure 10.26a.) Since 0.98 radian also√ puts you inthe first quadrant, this angle corresponds to the positive value of r, so that 13, tan−1 32 is one polar representation of the point. The negative choice of r corresponds to an angle one half-circle (i.e., away √  π radians)  (see Figure 10.26b), so that another representation is − 13, tan−1 32 + π . Every other polar representation is found by adding multiples of 2π to the two angles used above. Thatis,every polar √ √  representation of the point (2, 3) must have the form 13, tan−1 32 + 2nπ or − 13, tan−1 32 + π + 2nπ , for some integer choice of n. tan θ =
 
 y y (2, 3)
 
 (2, 3)
 
 兹13 u  tan1 2  p
 
 (3)
 
 3 u
 
 3 tan1 2
 
 ( )
 
 u  tan1 2
 
 (3)
 
 x
 
 x 2
 
 FIGURE 10.26a
 
 FIGURE 10.26b
 
 The point (2, 3)
 
 Negative value of r
 
 (b) For the point (−3, 1), we have x = −3 and y = 1. From (4.2), we have
 
 y
 
 r 2 = x 2 + y 2 = (−3)2 + 12 = 10,
 
 √ so that r = ± 10. Further, (3, 1)
 
 u  tan1 W  p
 
 ( )
 
 x u  tan1 W
 
 ( )
 
 FIGURE 10.27 The point (−3, 1)
 
 1 y = , x −3   so that the most obvious choice for the polar angle is θ = tan−1 − 13 ≈ −0.32, which lies in the fourth quadrant. Since the point (−3, 1) is in the second quadrant, this choice of the angle corresponds to the negative value of r.(See Figure 10.27.) The positive value of r then corresponds to the angle θ = tan−1 − 13 + π . Observe that all polar     √ coordinate representations must then be of the form − 10, tan−1 − 13 + 2nπ or √    10, tan−1 − 13 + π + 2nπ , for some integer choice of n. „ tan θ =
 
 The conversion from polar coordinates to rectangular coordinates is completely straightforward, as seen in example 4.4.
 
 EXAMPLE 4.4
 
 Converting from Polar to Rectangular Coordinates
 
   Find the rectangular coordinates for the polar points (a) 3, π6 and (b) (−2, 3).
 
 Solution For (a), we have from (4.1) that
 
 √ π 3 3 x = r cos θ = 3 cos = 6 2 y = r sin θ = 3 sin
 
 and The rectangular point is then
 
  3√3 2
 
 3 π = . 6 2
 
  , 32 . For (b), we have
 
 x = r cos θ = −2 cos 3 ≈ 1.98
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 y
 
 y = r sin θ = −2 sin 3 ≈ −0.28.
 
 and
 
 2
 
 10-28
 
 The rectangular point is then (−2 cos 3, −2 sin 3), which is located at approximately (1.98, −0.28). „ r2 x
 
 2
 
 2
 
 2
 
 The graph of a polar equation r = f (θ ) is the set of all points (x, y) for which x = r cos θ, y = r sin θ and r = f (θ ). In other words, the graph of a polar equation is a graph in the xy-plane of all those points whose polar coordinates satisfy the given equation. We begin by sketching two very simple (and familiar) graphs. The key to drawing the graph of a polar equation is to always keep in mind what the polar coordinates represent.
 
 EXAMPLE 4.5
 
 Some Simple Graphs in Polar Coordinates
 
 Sketch the graphs of (a) r = 2 and (b) θ = π/3.  Solution For (a), notice that 2 = r = x 2 + y 2 and so, we want all points whose distance from the origin is 2 (with any polar angle θ ). Of course, this is the definition of a circle of radius 2 with center at the origin. (See Figure 10.28a.) For (b), notice that θ = π/3 specifies all points with a polar angle of π/3 from the positive x-axis (at any distance r from √ the origin). Including negative values for r, this defines a line with slope tan π/3 = 3. (See Figure 10.28b.) „
 
 FIGURE 10.28a The circle r = 2 y
 
 u x
 
 It turns out that many familiar curves have simple polar equations.
 
 EXAMPLE 4.6
 
 Find the polar equation(s) corresponding to the hyperbola x 2 − y 2 = 9. (See Figure 10.29.)
 
 FIGURE 10.28b The line θ =
 
 Converting an Equation from Rectangular to Polar Coordinates
 
 π 3
 
 Solution From (4.1), we have
 
 y
 
 9 = x 2 − y 2 = r 2 cos2 θ − r 2 sin2 θ = r 2 (cos2 θ − sin2 θ ) = r 2 cos 2θ.
 
 6 4
 
 Solving for r, we get
 
 2 6 4 2 2
 
 2
 
 4
 
 6
 
 so that
 
 4
 
 9 = 9 sec 2θ, cos 2θ √ r = ±3 sec 2θ.
 
 r2 =
 
 x
 
 Notice that in order to keep sec 2θ > 0, we can restrict 2θ to lie in the interval − π2 < 2θ < π2 , so that − π4 < θ < π4 . Observe that with this range of values of θ , the √ hyperbola is drawn exactly once, √ where r = 3 sec 2θ corresponds to the right branch of the hyperbola and r = −3 sec 2θ corresponds to the left branch. „
 
 6
 
 FIGURE 10.29 x 2 − y2 = 9 y
 
 EXAMPLE 4.7
 
 A Surprisingly Simple Polar Graph
 
 Sketch the graph of the polar equation r = sin θ.
 
 1
 
 x q
 
 p
 
 w
 
 2p
 
 1
 
 FIGURE 10.30a y = sin x plotted in rectangular coordinates
 
 Solution For reference, we first sketch a graph of the sine function in rectangular coordinates on the interval [0, 2π ]. (See Figure 10.30a.) Notice that on the interval 0 ≤ θ ≤ π2 , sin θ increases from 0 to its maximum value of 1. This corresponds to a polar arc in the first quadrant from the origin (r = 0) to 1 unit up on the y-axis. Then, on the interval π2 ≤ θ ≤ π, sin θ decreases from 1 to 0, corresponding to an arc in the second quadrant, from 1 unit up on the y-axis back to the origin. Next, on the interval π ≤ θ ≤ 3π , sin θ decreases from 0 to its minimum value of −1. Since the values of r 2 are negative, remember that this means that the points are plotted in the opposite quadrant (i.e., the first quadrant), tracing out the same curve in the first quadrant as we’ve already drawn for 0 ≤ θ ≤ π2 . Likewise, taking θ in the interval
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 ≤ θ ≤ 2π retraces the portion of the curve in the second quadrant. Since sin θ is periodic of period 2π , taking further values of θ simply retraces portions of the curve that we have already drawn. A sketch of the polar graph is shown in Figure 10.30b. We now verify that this curve is actually a circle. Multiplying the polar equation through by r, we get 3π 2
 
 y 1
 
 x
 
 1
 
 r 2 = r sin θ.
 
 1
 
 From (4.1) and (4.2) we have that y = r sin θ and r 2 = x 2 + y 2 , which gives us the rectangular equation
 
 FIGURE 10.30b The circle r = sin θ
 
 x 2 + y2 = y 0 = x 2 + y 2 − y.
 
 or Completing the square, we get
 
 
 
 1 0=x + y −y+ 4 2
 
 and adding y 20
 
 1 4
 
 
 
 to both sides, we get  2  1 1 2 2 =x + y− . 2 2
 
 This is the rectangular equation for the circle of radius which is what we see in Figure 10.30b. „ x
 
 20
 
 20
 
 1 4
 
 −
 
 2
 
 1 2
 
   centered at the point 0, 12 ,
 
 The graphs of many polar equations are not the graphs of any functions of the form y = f (x), as in example 4.8.
 
 EXAMPLE 4.8
 
 An Archimedian Spiral
 
 Sketch the graph of the polar equation r = θ , for θ ≥ 0.
 
 20
 
 Solution Notice that here, as θ increases, so too does r. That is, as the polar angle increases, the distance from the origin also increases accordingly. This produces the spiral (an example of an Archimedian spiral) seen in Figure 10.31. „
 
 FIGURE 10.31 The spiral r = θ, θ ≥ 0
 
 The graphs shown in examples 4.9, 4.10 and 4.11 are all in the general class known as lima¸cons. This class of graphs is defined by r = a ± b sin θ or r = a ± b cos θ, for positive constants a and b. If a = b, the graphs are called cardioids.
 
 EXAMPLE 4.9 y
 
 A Limac¸on
 
 Sketch the graph of the polar equation r = 3 + 2 cos θ.
 
 5 4 3 2 1 x q
 
 p
 
 w
 
 Solution We begin by sketching the graph of y = 3 + 2 cos x in rectangular coordinates on the interval [0, 2π ], to use as a reference. (See Figure 10.32.) Notice that in this case, we have r = 3 + 2 cos θ > 0 for all values of θ. Further, the maximum value of r is 5 (corresponding to when cos θ = 1 at θ = 0, 2π , etc.) and the minimum value of r is 1 (corresponding to when cos θ = −1 at θ = π, 3π , etc.). In this case, the polar graph is traced out with 0 ≤ θ ≤ 2π . We summarize the intervals of increase and decrease for r in the following table.
 
 2p
 
 FIGURE 10.32 y = 3 + 2 cos x in rectangular coordinates
 
 Interval  π 0, 2 π  ,π 2  3π  π, 2   3π , 2π 2
 
 cos θ
 
 r  3  2 cos θ
 
 Decreases from 1 to 0
 
 Decreases from 5 to 3
 
 Decreases from 0 to −1
 
 Decreases from 3 to 1
 
 Increases from −1 to 0
 
 Increases from 1 to 3
 
 Increases from 0 to 1
 
 Increases from 3 to 5
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 In Figures 10.33a–10.33d, we show how the sketch progresses through each interval indicated in the table, with the completed figure (called a lima¸con) shown in Figure 10.33d. y
 
 y
 
 y
 
 y
 
 3
 
 3
 
 3
 
 3
 
 2
 
 2
 
 2
 
 2
 
 1
 
 1
 
 1
 
 1
 
 x
 
 1 1
 
 1
 
 2
 
 3
 
 4
 
 1 1
 
 5
 
 x 1
 
 2
 
 3
 
 4
 
 x
 
 5
 
 1
 
 1
 
 2
 
 3
 
 4
 
 5
 
 x
 
 2
 
 2
 
 2
 
 2
 
 3
 
 3
 
 3
 
 3
 
 FIGURE 10.33a 0≤θ ≤
 
 FIGURE 10.33c
 
 FIGURE 10.33b
 
 π 2
 
 0≤θ ≤
 
 0≤θ ≤π
 
 1
 
 1
 
 2
 
 3
 
 4
 
 5
 
 FIGURE 10.33d
 
 3π 2
 
 0 ≤ θ ≤ 2π
 
 „
 
 EXAMPLE 4.10
 
 The Graph of a Cardioid
 
 Sketch the graph of the polar equation r = 2 − 2 sin θ . y
 
 Solution As we have done several times now, we first sketch a graph of y = 2 − 2 sin x in rectangular coordinates, on the interval [0, 2π ], as in Figure 10.34. We summarize the intervals of increase and decrease in the following table.
 
 4 3 2 1 x q
 
 p
 
 w
 
 2p
 
 FIGURE 10.34
 
 Interval  π 0, 2 π  ,π 2  3π  π, 2   3π , 2π 2
 
 sin θ
 
 r  2 − 2 sin θ
 
 Increases from 0 to 1
 
 Decreases from 2 to 0
 
 Decreases from 1 to 0
 
 Increases from 0 to 2
 
 Decreases from 0 to −1
 
 Increases from 2 to 4
 
 Increases from −1 to 0
 
 Decreases from 4 to 2
 
 y = 2 − 2 sin x in rectangular coordinates
 
 Again, we sketch the graph in stages, corresponding to each of the intervals indicated in the table, as seen in Figures 10.35a–10.35d. y
 
 y
 
 1 3 2 1 1
 
 1 x 1
 
 2
 
 3
 
 3 2 1 1
 
 2
 
 2
 
 3
 
 3
 
 4
 
 4
 
 5
 
 5
 
 FIGURE 10.35a 0≤θ ≤
 
 π 2
 
 x 1
 
 2
 
 3
 
 FIGURE 10.35b 0≤θ ≤π
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 y
 
 1
 
 1 x
 
 3 2 1 1
 
 1
 
 2
 
 3 2 1 1
 
 3
 
 2
 
 2
 
 3
 
 3
 
 4
 
 4
 
 5
 
 5
 
 FIGURE 10.35c 0≤θ ≤
 
 x 1
 
 2
 
 3
 
 FIGURE 10.35d 0 ≤ θ ≤ 2π
 
 3π 2
 
 The completed graph appears in Figure 10.35d and is sketched out for 0 ≤ θ ≤ 2π . You can see why this figure is called a cardioid (“heartlike”). „
 
 EXAMPLE 4.11
 
 The Graph of a Limac¸on with a Loop
 
 Sketch the graph of the polar equation r = 1 − 2 sin θ . Solution We again begin by sketching a graph of y = 1 − 2 sin x in rectangular coordinates, as in Figure 10.36. We summarize the intervals of increase and decrease in the following table.
 
 y 3 2 1 x q
 
 p
 
 w
 
 2p
 
 1
 
 Interval  π 0, 2 π  ,π 2  3π  π, 2   3π , 2π 2
 
 sin θ
 
 r  1 − 2 sin θ
 
 Increases from 0 to 1
 
 Decreases from 1 to −1
 
 Decreases from 1 to 0
 
 Increases from −1 to 1
 
 Decreases from 0 to −1
 
 Increases from 1 to 3
 
 Increases from −1 to 0
 
 Decreases from 3 to 1
 
 FIGURE 10.36 y = 1 − 2 sin x in rectangular coordinates
 
 Notice that since r assumes both positive and negative values in this case, we need to exercise a bit more caution, as negative values for r cause us to draw that portion of the graph in the opposite quadrant. Observe that r = 0 when 1 − 2 sin θ = 0, that is, when sin θ = 12 . This will occur when θ = π6 and when θ = 5π . For this reason, we expand 6 the above table, to include more intervals and where we also indicate the quadrant where the graph is to be drawn, as follows: Interval  π 0, 6 π π  , 6 2  π 5π  , 6 2  5π  ,π 6  3π  π, 2   3π , 2π 2
 
 sin θ
 
 r  1 − 2 sin θ
 
 Quadrant
 
 Decreases from 1 to 0
 
 First
 
 Decreases from 0 to −1
 
 Third
 
 Increases from −1 to 0
 
 Fourth
 
 Increases from 0 to 1
 
 Second
 
 Decreases from 0 to −1
 
 Increases from 1 to 3
 
 Third
 
 Increases from −1 to 0
 
 Decreases from 3 to 1
 
 Fourth
 
 Increases from 0 to Increases from
 
 1 2
 
 to 1
 
 Decreases from 1 to Decreases from
 
 1 2
 
 1 2
 
 1 2
 
 to 0
 
 We sketch the graph in stages in Figures 10.37a–10.37f (on the following page), corresponding to each of the intervals indicated in the table.
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 y
 
 y
 
 1
 
 2
 
 y
 
 1 x
 
 1
 
 1
 
 2
 
 2
 
 1 x
 
 1
 
 1
 
 2
 
 2
 
 x
 
 1
 
 1
 
 1
 
 1
 
 1
 
 2
 
 2
 
 2
 
 3
 
 3
 
 3
 
 FIGURE 10.37a 0≤θ ≤
 
 FIGURE 10.37b
 
 π 6
 
 0≤θ ≤
 
 y
 
 0≤θ ≤
 
 x 1
 
 2
 
 2
 
 1 x
 
 1
 
 1
 
 2
 
 2
 
 x
 
 1
 
 1
 
 1
 
 1
 
 1
 
 2
 
 2
 
 2
 
 3
 
 3
 
 3
 
 FIGURE 10.37d
 
 0≤θ ≤
 
 2
 
 FIGURE 10.37f
 
 FIGURE 10.37e
 
 0≤θ ≤π
 
 5π 6
 
 y
 
 1
 
 1
 
 2
 
 FIGURE 10.37c
 
 π 2
 
 y
 
 1
 
 2
 
 10-32
 
 0 ≤ θ ≤ 2π
 
 3π 2
 
 The completed graph appears in Figure 10.37f and is sketched out for 0 ≤ θ ≤ 2π . You should observe from this the importance of determining where r = 0, as well as where r is increasing and decreasing. „ y
 
 EXAMPLE 4.12
 
 A Four-Leaf Rose
 
 Sketch the graph of the polar equation r = sin 2θ .
 
 1
 
 x q
 
 p
 
 w
 
 2p
 
 1
 
 FIGURE 10.38 y = sin 2x in rectangular coordinates
 
 Solution As usual, we will first draw a graph of y = sin 2x in rectangular coordinates on the interval [0, 2π ], as seen in Figure 10.38. Notice that the period of sin 2θ is only π. We summarize the intervals on which the function is increasing and decreasing in the following table. Interval  π 0, 4 π π  , 4 2  π 3π  , 4 2  3π  ,π 4  5π  π, 4  5π 3π  , 2 4  3π 7π  , 4 2   7π , 2π 4
 
 r  sin 2θ
 
 Quadrant
 
 Increases from 0 to 1
 
 First
 
 Decreases from 1 to 0
 
 First
 
 Decreases from 0 to −1
 
 Fourth
 
 Increases from −1 to 0
 
 Fourth
 
 Increases from 0 to 1
 
 Third
 
 Decreases from 1 to 0
 
 Third
 
 Decreases from 0 to −1
 
 Second
 
 Increases from −1 to 0
 
 Second
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 We sketch the graph in stages in Figures 10.39a–10.39h, corresponding to the intervals indicated in the table, where we have also indicated the lines y = ±x, as a guide. This is an interesting curve known as a four-leaf rose. Notice again the significance of the points corresponding to r = 0, or sin 2θ = 0. Also, notice that r reaches a maximum of 1 when 2θ = π2 , 5π , . . . or θ = π4 , 5π , . . . and r reaches a minimum of −1 2 4 3π 7π 3π 7π when 2θ = 2 , 2 , . . . or θ = 4 , 4 , . . . . Again, you must keep in mind that when r is negative, we draw the graph in the opposite quadrant. y
 
 y
 
 1
 
 y
 
 1
 
 1
 
 1
 
 x
 
 1
 
 1
 
 1
 
 1
 
 x
 
 1
 
 1
 
 1
 
 FIGURE 10.39a 0≤θ ≤
 
 1
 
 FIGURE 10.39b
 
 π 4
 
 0≤θ ≤
 
 y
 
 FIGURE 10.39c
 
 π 2
 
 0≤θ ≤
 
 y
 
 1
 
 1
 
 x
 
 1
 
 1
 
 1
 
 1
 
 x
 
 1
 
 1
 
 1
 
 0≤θ ≤
 
 0≤θ ≤π
 
 FIGURE 10.39f 0≤θ ≤
 
 5π 4
 
 y
 
 3π 2
 
 y
 
 1
 
 1
 
 1
 
 1
 
 1
 
 x
 
 1
 
 1
 
 x
 
 1
 
 FIGURE 10.39g 0≤θ ≤
 
 x
 
 1
 
 FIGURE 10.39e
 
 FIGURE 10.39d
 
 3π 4
 
 y
 
 1
 
 1
 
 x
 
 7π 4
 
 FIGURE 10.39h 0 ≤ θ ≤ 2π
 
 „
 
 Note that in example 4.12, even though the period of the function sin 2θ is π , it took θ -values ranging from 0 to 2π to sketch the entire curve r = sin 2θ . By contrast, the period of the function sin θ is 2π , but the circle r = sin θ in example 4.7 was completed with 0 ≤ θ ≤ π . To determine the range of values of θ that produces a graph, you need to carefully identify important points as we did in example 4.12. The Trace feature found on graphing calculators can be very helpful for getting an idea of the θ-range, but remember that such Trace values are only approximate. You will explore a variety of other interesting graphs in the exercises.
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 BEYOND FORMULAS The graphics in Figures 10.35, 10.37 and 10.39 provide a good visual model of how to think of polar graphs. Most polar graphs r = f (θ ) can be sketched as a sequence of connected arcs, where the arcs start and stop at places where r = 0 or where a new quadrant is entered. By breaking the larger graph into small arcs, you can use the properties of f to determine where each arc starts and stops.
 
 EXERCISES 10.4 WRITING EXERCISES 1. Suppose a point has polar representation (r, θ ). Explain why another polar representation of the same point is (−r, θ + π). 2. After working with rectangular coordinates for so long, the idea of polar representations may seem slightly awkward. However, polar representations are entirely natural in many settings. For instance, if you were on a ship at sea and another ship was approaching you, explain whether you would use a polar representation (distance and bearing) or a rectangular representation (distance east-west and distance north-south). 3. In example 4.7, the graph (a circle) of r = sin θ is completely traced out with 0 ≤ θ ≤ π. Explain why graphing r = sin θ with π ≤ θ ≤ 2π would produce the same full circle. 4. Two possible advantages of introducing a new coordinate system are making previous problems easier to solve and allowing new problems to be solved. Give two examples of graphs for which the polar equation is simpler than the rectangular equation. Give two examples of polar graphs for which you have not seen a rectangular equation.
 
 In exercises 19–26, sketch the graph of the polar equation and find a corresponding x-y equation. √ 19. r = 4 20. r = 3 21. θ = π/6 22. θ = 3π/4
 
 23. r = cos θ
 
 25. r = 3 sin θ
 
 26. r = 2 sin θ
 
 24. r = 2 cos θ
 
 ............................................................ In exercises 27–40, sketch the graph and identify all values of θ where r  0 and a range of values of θ that produces one copy of the graph. 27. r = cos 2θ
 
 28. r = cos 3θ
 
 29. r = sin 3θ
 
 30. r = sin 2θ
 
 31. r = 3 + 2 sin θ
 
 32. r = 2 − 2 cos θ
 
 33. r = 2 − 4 sin θ
 
 34. r = 2 + 4 cos θ
 
 35. r = 2 + 2 sin θ
 
 36. r = 3 − 6 cos θ
 
 37. r = 14 θ
 
 38. r = eθ/4
 
 39. r = 2 cos(θ − π/4)
 
 40. r = 2 sin(3θ − π )
 
 ............................................................ In exercises 1–6, plot the given polar points (r, θ) and find their rectangular representation. 1. (2, 0)   4. −3, 3π 2
 
 2. (2, π ) 5. (3, −π )
 
 3. (−2, π )   6. 5, − π2
 
 ............................................................ In exercises 7–12, find all polar coordinate representations of the given rectangular point. 7. (2, −2) 10. (2, −1)
 
 8. (−1, 1) 11. (3, 4)
 
 9. (0, 3) √ 12. (−2, − 5)
 
 ............................................................ In exercises 13–18, find rectangular coordinates for the given polar point.     13. 2, − π3 14. −1, π3 15. (0, 3)  π  π 17. 4, 10 18. (−3, 1) 16. 3, 8
 
 ............................................................
 
 In exercises 41–50, sketch the graph and identify all values of θ where r  0. 41. r = cos θ + sin θ 43. r = tan−1 2θ
 
 42. r = cos θ + sin 2θ √ 44. r = θ/ θ 2 + 1
 
 45. r = 2 + 4 cos 3θ
 
 46. r = 2 − 4 sin 4θ
 
 2 1 + sin θ 2 49. r = 1 + cos θ
 
 48. r =
 
 47. r =
 
 3 1 − sin θ 3 50. r = 1 − cos θ
 
 ............................................................ In exercises 51–56, find a polar equation corresponding to the given rectangular equation. 51. y 2 − x 2 = 4
 
 52. x 2 + y 2 = 9
 
 53. x 2 + y 2 = 16
 
 54. x 2 + y 2 = x
 
 55. y = 3
 
 56. x = 2
 
 ............................................................
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 In exercises 57–62, sketch the graph for several different values of a and describe the effects of changing a. 57. r = a cos θ
 
 58. r = a sin θ
 
 59. r = cos(aθ )
 
 60. r = sin(aθ)
 
 61. r = 1 + a cos θ
 
 62. r = 1 + a sin θ
 
 ............................................................
 
 ..
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 659
 
 APPLICATIONS 69. To make a putt, a golfer tries to control distance and direction. Suppose a putter is d feet from the hole, which has radius  h = 16 . (a) Show that the path of the ball will intersect the hole if the angle A in the figure satisfies −sin−1 (h/d) < A < sin−1 (h/d).
 
 63. Graph r = 4 cos θ sin2 θ and explain why there is no curve to the left of the y-axis. 64. Graph r = θ cos θ for −2π ≤ θ ≤ 2π. Explain why this is called the Garfield curve. (0, 0) (r, A)
 
 A
 
 (d, 0)
 
 c 2005 Paws, Inc. Reprinted with permission GARFIELD  of UNIVERSAL PRESS SYNDICATE. All rights reserved. 65. Sketch the graph of r = cos 11 θ first for 0 ≤ θ ≤ π, then 12 for 0 ≤ θ ≤ 2π, then for 0 ≤ θ ≤ 3π, . . . , and finally for 0 ≤ θ ≤ 24π. Discuss any patterns that you find and predict what will happen for larger domains. 66. Sketch the graph of r = cos πθ first for 0 ≤ θ ≤ 1, then for 0 ≤ θ ≤ 2, then for 0 ≤ θ ≤ 3, . . . and finally for 0 ≤ θ ≤ 20. Discuss any patterns that you find and predict what will happen for larger domains. In exercises 67 and 68, use the graph of y  f (x) to sketch a graph of r  f (θ). 67.
 
 y
 
 2 1
 
 q
 
 p
 
 x w
 
 2p
 
 1
 
 68.
 
 (b) The ball must reach the front of the hole. In rectangu2 2 2 lar coordinates, the hole has equation (x − d) + y = h , so the left side of the hole is x = d − h 2 − y 2 . Show that  this converts in polar coordinates to r = d cos θ − d 2 cos2 θ − (d 2 − h 2 ). (Hint: Substitute for x and y, isolate the square root term, square both sides, combine r 2 terms and use the quadratic formula.) (c) The ball will not go in the hole if it is hit too hard. Suppose that the putt would go r = d + c feet if it did not go in the hole (c > 0). For a putt hit toward the center of the hole, define b to be the largest value of c such that the putt goes in (i.e., if the ball is hit more than b feet past the hole, it is hit too hard). Experimental evidence (see Dave Pelz’s Putt Like the Pros) shows that angles A, the  at other ! "2  A distance r must be less than d + b 1 − . sin−1 (h/d) The results of parts (a)–(c) define limits for the angle A and distance r of a successful putt. Identify the functions r1 (A) and r2 (A) such that r1 (A) < r < r2 (A) and constants A1 and A2 such that A1 < A < A2 . (d) Take the general result of part (c) and apply it to a putt of d = 15 feet with a value of b = 4 feet. Visualize this by graphing the region  15 cos θ − 225 cos2 θ − (225 − 1/36)  ! "2  θ < r < 15 + 4 1 − sin−1 (1/90) with − sin−1 (1/90) < θ < sin−1 (1/90). A good choice of graphing windows is 13.8 ≤ x ≤ 19 and −0.5 ≤ y ≤ 0.5.
 
 y 1
 
 x q
 
 1
 
 p
 
 w
 
 2p
 
 EXPLORATORY EXERCISES 1. In this exercise, you will explore the roles of the constants a, b and c in the graph of r = a f (bθ + c). To start, sketch r = sin θ followed by r = 2 sin θ and r = 3 sin θ . What does the constant a affect? Then sketch r = sin(θ + π/2) and
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 r = sin(θ − π/4). What does the constant c affect? Now for the tough one. Sketch r = sin 2θ and r = sin 3θ. What does the constant b seem to affect? Test all of your hypotheses on the base function r = 1 + 2 cos θ and several functions of your choice.
 
 10-36
 
 Fibonacci sequence and the musical scale, can be found in H. E. Huntley’s The Divine Proportion.
 
 2. The polar curve r = aebθ is an equiangular curve. Sketch the dr = br . A somewhat complicated curve and then show that dθ dr = r cot α, where α is the geometric argument shows that dθ angle between the tangent line and the line connecting the point on the curve to the origin. Comparing equations, conclude that the angle α is constant (hence “equiangular”). To illustrate this property, compute α for the points at θ = 0 and θ = π for r = eθ . This type of spiral shows up often in nature, including shellfish (shown here is an ammonite fossil from about 350 million years ago) and the florets of the common daisy. Other examples, including the connection to sunflowers, the
 
 10.5 CALCULUS AND POLAR COORDINATES Having introduced polar coordinates and looked at a variety of polar graphs, our next step is to extend the techniques of calculus to the case of polar coordinates. In this section, we focus on tangent lines, area and arc length. Surface area and other applications will be examined in the exercises. Notice that you can think of the graph of the polar equation r = f (θ ) as the graph of the parametric equations x = f (t) cos t, y(t) = f (t) sin t (where we have used the parameter t = θ ), since from (4.2)
 
 and
 
 x = r cos θ = f (θ ) cos θ
 
 (5.1)
 
 y = r sin θ = f (θ ) sin θ.
 
 (5.2)
 
 In view of this, we can now take any results already derived for parametric equations and extend these to the special case of polar coordinates. In section 10.2, we showed that the slope of the tangent line at the point corresponding to θ = a is given [from (2.1)] to be dy 
 
 (a) dy 
 
 dθ , = 
 
 dx d x θ =a (a) dθ as long as
 
 dx (a) dθ
 
 (5.3)
 
 = 0. From the product rule, (5.1) and (5.2), we have dy = f  (θ) sin θ + f (θ) cos θ dθ
 
 and
 
 dx = f  (θ) cos θ − f (θ ) sin θ. dθ
 
 Putting these together with (5.3), we get 
 
 f  (a) sin a + f (a) cos a dy 
 
 , =  
 
 d x θ =a f (a) cos a − f (a) sin a as long as the denominator is nonzero.
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 Calculus and Polar Coordinates
 
 Finding the Slope of the Tangent Line to a Three-Leaf Rose
 
 Find the slope of the tangent line to the three-leaf rose r = sin 3θ at θ =
 
 0.5
 
 661
 
 π . 4
 
 Solution A sketch of the curve is shown in Figure 10.40a. From (4.1), we have 1
 
 x
 
 0.5
 
 0.5
 
 y = r sin θ = sin 3θ sin θ
 
 1
 
 x = r cos θ = sin 3θ cos θ.
 
 and Using (5.3), we have
 
 1
 
 dy dy (3 cos 3θ) sin θ + sin 3θ (cos θ) dθ = . = dx dx (3 cos 3θ) cos θ − sin 3θ (sin θ ) dθ π Taking θ = 4 gives us  3π π 3π  π 3 1 
 
 3 cos sin + sin cos − + dy 
 
 4 4 4 4 2 2 = 1. = = 3 1 3π π 3π  π d x θ =π/4 2 − − 3 cos cos − sin sin 2 2 4 4 4 4
 
 FIGURE 10.40a Three-leaf rose
 
 y 1
 
 x
 
 0.5
 
 1
 
 0.5
 
 1
 
 0.5
 
 In Figure 10.40b, we show the section of r = sin 3θ for 0 ≤ θ ≤ tangent line at θ = π4 . „
 
 π , 3
 
 along with the
 
 For polar graphs, it’s important to find places where r has reached a maximum or minimum, but these may or may not correspond to a horizontal tangent line. We explore this idea further in example 5.2.
 
 1
 
 FIGURE 10.40b The tangent line at θ =
 
 π 4
 
 EXAMPLE 5.2
 
 Polar Graphs and Horizontal Tangent Lines
 
 For the three-leaf rose r = sin 3θ , find the locations of all horizontal tangent lines. Also, at the three points where |r | is a maximum, show that the tangent line is perpendicular to the line segment connecting the point to the origin. Solution From (5.3) and (5.4), we have dy dy f  (θ) sin θ + f (θ) cos θ dθ = . =  dx dx f (θ) cos θ − f (θ ) sin θ dθ Here, f (θ ) = sin 3θ and so, to have y
 
 0=
 
 3 2 1
 
 1
 
 d
 
 q
 
 f
 
 p
 
 2 3
 
 FIGURE 10.41a y = 3 cos 3x sin x + sin 3x cos x
 
 x
 
 dy = 0, we must have dx
 
 dy = 3 cos 3θ sin θ + sin 3θ cos θ. dθ
 
 From the graph of f (x) = 3 cos 3x sin x + sin 3x cos x with 0 ≤ x ≤ π (in Figure 10.41a), observe that there appear to be five solutions. Three of the solutions can be found exactly: θ = 0, θ = π2 and θ = π . You can find the remaining two numerically: θ ≈ 0.659 and θ ≈ 2.48. (You can also use trig identities to arrive at sin2 θ = 38 .) The corresponding points on the curve r = sin 3θ (specified in rectangular coordinates) are (0, 0), (0.73, 0.56), (0, −1), (−0.73, 0.56) and (0, 0). The point (0, −1) lies at the bottom of a leaf. This is the familiar situation of a horizontal tangent line at a local (and in fact, absolute) minimum. The tangent lines at these points are shown in Figure 10.41b (on the following page). Note that these points correspond to points where the y-coordinate is a maximum. However, the tips of the leaves represent the extreme points of most interest. Notice that the tips are where |r | is a maximum. For r = sin 3θ, this
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 y
 
 1
 
 y
 
 1
 
 1
 
 0.5
 
 0.5 x
 
 0.5
 
 0.5
 
 1
 
 1
 
 x
 
 0.5
 
 1
 
 0.5
 
 1
 
 1
 
 FIGURE 10.41b
 
 FIGURE 10.41c
 
 Horizontal tangent lines
 
 The tangent line at the tip of a leaf
 
 occurs when sin 3θ = ±1, that is, where 3θ = π2 , 3π , 5π , . . . , or θ = π6 , π2 , 5π ,.... 2 2 6 From (5.4), the slope of the tangent line to the curve at θ = π6 is given by  √ π 3π  π 3π 3 
 
 sin + sin cos 3 cos 0+ √ dy 
 
 6 6 6 6 2 = = = − 3.  
 
 1 3π π 3π π d x θ =π/6 0− 3 cos cos − sin sin 2 6 6 6 6 The rectangular point corresponding to θ = 
 
 π π 1 cos , 1 sin 6 6
 
 π 6
 
 
 
 is given by √  3 1 = , . 2 2
 
 The slope of the line segment joining this point to the origin is then √13 , making this line segment perpendicular to the tangent line, since the product of the slopes is −1. √ This is illustrated in Figure 10.41c. Similarly, the slope of the tangent line at θ = 5π is 3, 6 which again makes thetangent line at that point perpendicular to the line segment from √ 3 1 the origin to the point − 2 , 2 . Finally, we have already shown that the slope of the tangent line at θ = π2 is 0 and a horizontal tangent line is perpendicular to the vertical line from the origin to the point (0, −1). „
 
 y
 
 r
 
 u x
 
 Next, for polar curves like the three-leaf rose seen in Figure 10.40a, we would like to compute the area enclosed by the curve. Since such a graph is not the graph of a function of the form y = f (x), we cannot use the usual area formulas developed in Chapter 5. While we can convert our area formulas for parametric equations (from Theorem 2.2) into polar coordinates, a simpler approach uses the following geometric argument. Observe that a sector of a circle of  radius r and central angle θ , measured in radians θ (see Figure 10.42) contains a fraction of the area of the entire circle. So, the area of 2π the sector is given by A = πr 2
 
 θ 1 = r 2 θ. 2π 2
 
 FIGURE 10.42 Circular sector
 
 Now, consider the area enclosed by the polar curve defined by the equation r = f (θ ) and the rays θ = a and θ = b (see Figure 10.43a), where f is continuous and positive on the interval a ≤ θ ≤ b. As we did when we defined the definite integral, we begin by partitioning the
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 y ub
 
 ub u  ui u  ui1 Ai
 
 ua
 
 ua r  f(u)
 
 r  f (u) x
 
 x
 
 FIGURE 10.43a
 
 FIGURE 10.43b
 
 Area of a polar region
 
 Approximating the area of a polar region
 
 θ -interval into n equal pieces: a = θ0 < θ1 < θ2 < · · · < θn = b. b−a . (Does this look The width of each of these subintervals is then θ = θi − θi−1 = n familiar?) On each subinterval [θi−1 , θi ] (i = 1, 2, . . . , n), we approximate the curve with the circular arc r = f (θi ). (See Figure 10.43b.) The area Ai enclosed by the curve on this subinterval is then approximately the same as the area of the circular sector of radius f (θi ) and central angle θ : 1 1 Ai ≈ r 2 θ = [ f (θi )]2 θ. 2 2 The total area A enclosed by the curve is then approximately the same as the sum of the areas of all such circular sectors: A≈
 
 n  i=1
 
 Ai =
 
 n  1 i=1
 
 2
 
 [ f (θi )]2 θ.
 
 As we have done numerous times now, we can improve the approximation by making n larger. Taking the limit as n → ∞ gives us a definite integral: A = lim
 
 n→∞
 
 Area in polar coordinates
 
 n  1 i=1
 
 2
 
  [ f (θi )]2 θ =
 
 a
 
 b
 
 1 [ f (θ )]2 dθ. 2
 
 (5.5)
 
 y 1
 
 EXAMPLE 5.3
 
 Find the area of one leaf of the rose r = sin 3θ .
 
 0.5
 
 1
 
 x
 
 0.5
 
 The Area of One Leaf of a Three-Leaf Rose
 
 0.5
 
 0.5 1
 
 FIGURE 10.44 One leaf of r = sin 3θ
 
 1
 
 Solution Notice that one leaf of the rose is traced out with 0 ≤ θ ≤ π3 . (See Figure 10.44.) From (5.5), the area is given by   π/3 1 1 π/3 2 (sin 3θ )2 dθ = sin 3θ dθ A= 2 2 0 0  π/3  
 
 1 π 1 1 π/3 (1 − cos 6θ ) dθ = θ − sin 6θ 
 
 = , = 4 0 4 6 12 0 where we have used the half-angle formula sin2 α = 12 (1 − cos 2α) to simplify the integrand. „ Often, the most challenging part of finding the area of a polar region is determining the limits of integration.
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 y
 
 EXAMPLE 5.4 1 x
 
 3 2 1 1
 
 1
 
 2
 
 3
 
 2 3 4 5
 
 FIGURE 10.45 r = 2 − 3 sin θ
 
 The Area of the Inner Loop of a Limac¸on
 
 Find the area of the inner loop of the lima¸con r = 2 − 3 sin θ. Solution A sketch of the lima¸con is shown in Figure 10.45. Starting at θ = 0, the curve starts at the point (2, 0), passes through the origin, traces out the inner loop, passes back through the origin and finally traces out the outer loop. Thus, the inner loop is formed by θ -values between the first and second occurrences of r = 0 with θ > 0.   Solving r = 0, we get sin θ = 23 . The two smallest positive solutions are θ = sin−1 23   and θ = π − sin−1 23 . Numerically, these are approximately equal to θ = 0.73 and θ = 2.41. From (5.5), the area is approximately   2.41 1 1 2.41 (2 − 3 sin θ )2 dθ = (4 − 12 sin θ + 9 sin2 θ ) dθ A≈ 2 2 0.73 0.73 "  2.41 ! 9 1 4 − 12 sin θ + (1 − cos 2θ ) dθ ≈ 0.44, = 2 0.73 2 where we have used the half-angle formula sin2 θ = 12 (1 − cos 2θ ) to simplify the integrand. „ When finding the area lying between two polar graphs, we use the familiar device of subtracting one area from another. Although the calculations in example 5.5 aren’t too messy, finding the points of intersection of two polar curves often provides the greatest challenge.
 
 y ui
 
 4 3
 
 EXAMPLE 5.5
 
 1 x 1
 
 1
 
 3
 
 4
 
 FIGURE 10.46a r = 3 + 2 cos θ and r = 2
 
 y 4 3 2 1 x 1
 
 1
 
 2
 
 3
 
 4
 
 2 uo
 
 3 4
 
 FIGURE 10.46b 2π 3
 
 ≤θ ≤
 
 4π 3
 
 5
 
 Find the area inside the lima¸con r = 3 + 2 cos θ and outside the circle r = 2. Solution We show a sketch of the two curves in Figure 10.46a. Notice that the limits of integration correspond to the values of θ where the two curves intersect. So, we must first solve the equation 3 + 2 cos θ = 2. Notice that since cos θ is periodic, there are infinitely many solutions of this equation. Consequently, it is essential to consult the graph to determine which solutions you need. In this case, we want the least negative and the smallest positive solutions. (Look carefully at Figure 10.46b, where we have shaded the area between the graphs corresponding to θ between 2π and 4π , the first two 3 3 positive solutions. This portion of the graphs corresponds to the area outside the lima¸con and inside the circle!) With 3 + 2 cos θ = 2, we have cos θ = − 12 , which and θ = 2π . From (5.5), the area enclosed by the portion of the occurs at θ = − 2π 3 3 lima¸con on this interval is given by √  2π/3 33 3 + 44π 1 2 (3 + 2 cos θ) dθ = . 6 −2π/3 2
 
 3 u i 4
 
 ui
 
 Finding the Area Between Two Polar Graphs
 
 Similarly, the area enclosed by the circle on this interval is given by  2π/3 1 2 8π (2) dθ = . 3 −2π/3 2 The area inside the lima¸con and outside the circle is then given by  2π/3  2π/3 1 1 2 (3 + 2 cos θ )2 dθ − (2) dθ A= −2π/3 2 −2π/3 2 √ √ 8π 33 3 + 28π 33 3 + 44π − = ≈ 24.2. = 6 3 6 Here, we have left the (routine) details of the integrations to you. „ In cases where r takes on both positive and negative values, finding the intersection points of two curves is more complicated.
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 y
 
 EXAMPLE 5.6
 
 2
 
 Find all intersections of the lima¸con r = 1 − 2 cos θ and the circle r = 2 sin θ .
 
 1
 
 3
 
 2
 
 x
 
 1
 
 1 1 2
 
 FIGURE 10.47a r = 1 − 2 cos θ and r = 2 sin θ y 3 2 1 x d
 
 q
 
 Finding Intersections of Polar Curves Where r Can Be Negative
 
 f
 
 p
 
 1
 
 Solution We show a sketch of the two curves in Figure 10.47a. Notice from the sketch that there are three intersections of the two curves. Since r = 2 sin θ is completely traced with 0 ≤ θ ≤ π , you might reasonably expect to find three solutions of the equation 1 − 2 cos θ = 2 sin θ on the interval 0 ≤ θ ≤ π. However, if we draw a rectangular plot of the two curves y = 1 − 2 cos x and y = 2 sin x, on the interval 0 ≤ x ≤ π (see Figure 10.47b), we can clearly see that there is only one solution in this range, at approximately θ ≈ 1.99. (Use Newton’s method or your calculator’s solver to obtain an accurate approximation.) The corresponding rectangular point is (r cos θ, r sin θ) ≈ (−0.74, 1.67). Looking at Figure 10.47a, observe that there is another intersection located below this point. From a rectangular plot of the two curves corresponding to an expanded range of values of θ, (see Figure 10.47c). Notice that there is a second solution of the equation 1 − 2 cos θ = 2 sin θ, near θ = 5.86, which corresponds to the point (−0.74, 0.34). Note that this point is on the inner loop of r = 1 − 2 cos θ and corresponds to a negative value of r. Finally, there appears to be a third intersection at or near the origin. Notice that this does not arise from any solution of the equation 1 − 2 cos θ = 2 sin θ . This is because, while both curves pass through the origin (You should verify this!), they each do so for different values of θ. (Keep in mind that the origin corresponds to the point (0, θ ), in polar coordinates, for any angle θ.) Notice that 1 − 2 cos θ = 0 for θ = π3 and 2 sin θ = 0 for θ = 0. So, although the curves intersect at the origin, they each pass through the origin for different values of θ. „
 
 FIGURE 10.47b
 
 REMARK 5.1
 
 Rectangular plot: y = 1 − 2 cos x, y = 2 sin x, 0≤x ≤π
 
 To find points of intersection of two polar curves r = f (θ ) and r = g(θ ), you must keep in mind that points have more than one representation in polar coordinates. In particular, this says that points of intersection need not correspond to solutions of f (θ ) = g(θ).
 
 y 3 2 1 q
 
 p
 
 x w
 
 In example 5.7, we see an application that is far simpler to set up in polar coordinates than in rectangular coordinates.
 
 2p
 
 1
 
 EXAMPLE 5.7
 
 2
 
 A cylindrical oil tank with a radius of 2 feet is lying on its side. A measuring stick shows that the oil is 1.8 feet deep. (See Figure 10.48a.) What percentage of a full tank is left? FIGURE 10.47c
 
 Rectangular plot: y = 1 − 2 cos x, y = 2 sin x, 0 ≤ x ≤ 2π
 
 1.8 4
 
 FIGURE 10.48a A cylindrical oil tank
 
 Finding the Volume of a Partially Filled Cylinder
 
 Solution Notice that since we wish to find the percentage of oil remaining in the tank, the length of the tank has no bearing on this problem. (Think about this some.) We need only consider a cross section of the tank, which we represent as a circle of radius 2 centered at the origin. The proportion of oil remaining is given by the area of that portion of the circle lying beneath the line y = −0.2, divided by the total area of the circle. The area of the circle is 4π , so we need only find the area of the shaded region in Figure 10.48b (on the following page). Computing this area in rectangular coordinates is a mess (try it!), but it is straightforward in polar coordinates. First, notice that the line y = −0.2 corresponds to r sin θ = −0.2 or r = −0.2 csc θ . The area beneath the line and inside the circle is then given by (5.5) as  Area =
 
 θ2
 
 θ1
 
 1 2 (2) dθ − 2
 
 
 
 θ2 θ1
 
 1 (−0.2 csc θ )2 dθ, 2
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 where θ1 and θ2 are the appropriate intersections of r = 2 and r = −0.2 csc θ. Using Newton’s method, the first two positive solutions of 2 = −0.2 csc θ are θ1 ≈ 3.242 and θ2 ≈ 6.183. The area is then
 
 y 2
 
 
 
 x
 
 2
 
 LT (Late Transcendental)
 
 21:17
 
 Area =
 
 2 2
 
 θ2
 
 θ1
 
 1 2 (2) dθ − 2
 
 
 
 θ2 θ1
 
 1 (−0.2 csc θ )2 dθ 2 
 
 θ = (2θ + 0.02 cot θ) θ21 ≈ 5.485.
 
 FIGURE 10.48b
 
 The fraction of oil remaining in the tank is then approximately 5.485/4π ≈ 0.43648 or about 43.6% of the total capacity of the tank. „
 
 Cross section of tank
 
 We close this section with a brief discussion of arc length for polar curves. Recall that from (3.1), the arc length of a curve defined parametrically by x = x(t), y = y(t), for a ≤ t ≤ b, is given by  s=
 
 b 
 
 
 
 a
 
 dx dt
 
 
 
 2 +
 
 dy dt
 
 2 dt.
 
 (5.6)
 
 Once again thinking of a polar curve as a parametric representation (where the parameter is θ), we have that for the polar curve r = f (θ ), x = r cos θ = f (θ ) cos θ
 
 and
 
 y = r sin θ = f (θ) sin θ.
 
 This gives us 
 
 dx dθ
 
 
 
 2 +
 
 dy dθ
 
 2
 
 = [ f  (θ ) cos θ − f (θ ) sin θ]2 + [ f  (θ ) sin θ + f (θ ) cos θ ]2 = [ f  (θ )]2 (cos2 θ + sin2 θ) + f  (θ ) f (θ )(−2 cos θ sin θ + 2 sin θ cos θ ) + [ f (θ )]2 (cos2 θ + sin2 θ ) = [ f  (θ )]2 + [ f (θ)]2 .
 
 From (5.6), the arc length is then  s=
 
 Arc length in polar coordinates
 
 y
 
 EXAMPLE 5.8
 
 
 
 [ f  (θ )]2 + [ f (θ )]2 dθ.
 
 (5.7)
 
 Arc Length of a Polar Curve
 
 3
 
 Find the arc length of the cardioid r = 2 − 2 cos θ .
 
 2
 
 Solution A sketch of the cardioid is shown in Figure 10.49. First, notice that the curve is traced out with 0 ≤ θ ≤ 2π . From (5.7), the arc length is given by  2π   b  2 2 [ f (θ )] + [ f (θ)] dθ = (2 sin θ)2 + (2 − 2 cos θ)2 dθ s=
 
 1 5 4
 
 a
 
 b
 
 3 2 1 1 2 3
 
 FIGURE 10.49 r = 2 − 2 cos θ
 
 x 1
 
 a
 
  =
 
 0
 
 0 2π
 
 
 
 
 
 2π
 
 4 sin2 θ + 4 − 8 cos θ + 4 cos2 θ dθ =
 
 √
 
 8 − 8 cos θ dθ = 16,
 
 0
 
 where we leave the details of the integration as an exercise. (Hint: Use the half-angle formula sin2 x = 12 (1 − cos 2x) to simplify the integrand. Be careful: remember that √ x 2 = |x|!) „
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 EXERCISES 10.5 20. Outer loop of r = 2 + 3 sin 3θ
 
 WRITING EXERCISES 1. Explain why the tangent line is perpendicular to the radius line at any point at which r is a local maximum. (See example 5.2.) In particular, if the tangent and radius are not perpendicular at (r, θ ), explain why r is not a local maximum.
 
 21. Inside of r = 3 + 2 sin θ and outside of r = 2
 
 2. In example 5.5, explain why integrating from 2π to 4π would 3 3 give the area shown in Figure 10.46b and not the desired area.
 
 24. Inside of r = 2 sin 2θ and outside r = 1
 
 3. Referring to example 5.6, explain why intersections can occur in each of the cases f (θ ) = g(θ), f (θ) = −g(θ + π) and f (θ1 ) = g(θ2 ) = 0. 4. In example 5.7, explain why the length of the tank doesn’t matter. If the problem were to compute the amount of oil left, would the length matter?
 
 22. Inside of r = 2 and outside of r = 2 − 2 sin θ 23. Inside of r = 2 and outside of both loops of r = 1 + 2 sin θ
 
 25. Inside of both r = 1 + cos θ and r = 1 26. Inside of both r = 1 + sin θ and r = 1 + cos θ
 
 ............................................................ In exercises 27–30, find the area of the indicated region formed by r  1, r  2 cos θ and r  2 sin θ. (Suggested by Tim Pennings.) 27. A1
 
 28. A2
 
 In exercises 1–6, find the slope of the tangent line to the polar curve at the given point. 1. r = sin 3θ at
 
 (a) θ =
 
 π 3
 
 (b) θ =
 
 π 2
 
 2. r = cos 2θ at
 
 (a) θ = 0
 
 (b) θ =
 
 π 4
 
 3. r = 3 sin θ at
 
 (a) θ = 0
 
 (b) θ =
 
 π 2
 
 4. r = sin 4θ at
 
 (a) θ =
 
 π 4
 
 (b) θ =
 
 π 16
 
 5. r = e2θ at
 
 (a) θ = 0
 
 (b) θ = 1
 
 6. r = ln θ at
 
 (a) θ = e
 
 (b) θ = 4
 
 29. A3
 
 30. A4
 
 y 1 A2
 
 A3 A1
 
 A4 x 1
 
 ............................................................
 
 ............................................................
 
 In exercises 7–10, (a) find all points at which |r | is a maximum and show that the tangent line is perpendicular to the radius connecting the point to the origin. (b) Find all points at which there is a horizontal tangent and determine the concavity of the curve at each point.
 
 In exercises 31–34, find all points at which the two curves intersect.
 
 7. r = sin 3θ 9. r = 2 − 4 sin 2θ
 
 8. r = cos 4θ 10. r = 2 + 4 sin 2θ
 
 ............................................................ In exercises 11–26, find the area of the indicated region. 11. One leaf of r = cos 3θ 12. One leaf of r = sin 4θ 13. Bounded by r = 2 cos θ 14. Bounded by r = 2 − 2 cos θ 15. Small loop of r = 1 + 2 sin 2θ 16. Large loop of r = 1 + 2 sin 2θ 17. Inner loop of r = 3 − 4 sin θ 18. Inner loop of r = 1 − 3 cos θ 19. Inner loop of r = 2 + 3 sin 3θ
 
 31. r = 1 − 2 sin θ and r = 2 cos θ 32. r = 1 + 3 cos θ and r = −2 + 5 sin θ 33. r = 1 + sin θ and r = 1 + cos θ √ 34. r = 1 + 3 sin θ and r = 1 + cos θ
 
 ............................................................ In exercises 35–40, find the arc length of the given curve. 35. r = 2 − 2 sin θ
 
 36. r = 3 − 3 cos θ
 
 37. r = sin 3θ
 
 38. r = 2 cos 3θ
 
 39. r = 1 + 2 sin 2θ
 
 40. r = 2 + 3 sin 3θ
 
 ............................................................ 41. Repeat example 5.7 for the case where the oil stick shows a depth of (a) 1.4 (b) 2.4. 42. Repeat example 5.7 for the case where the oil stick shows a depth of (a) 1.0 (b) 2.6. 43. The problem of finding the slope of r = sin 3θ at the point (0, 0) is not a well-defined problem.
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 (a) To see what we mean, show that the curve passes through the origin at θ = 0, θ = π3 and θ = 2π3 , and find the slopes at these angles. (b) For each of the three slopes, illustrate with a sketch of r = sin 3θ for θ -values near the given values (e.g., − π6 ≤ θ ≤ π6 to see the slope at θ = 0). 44. Find and illustrate all slopes of r = 2 − 3 sin θ at the origin. 45. If the polar curve r = f (θ ), a ≤ θ ≤ b, has length L, show that r = c f (θ ), a ≤ θ ≤ b, has length |c|L for any constant c. 46. If the polar curve r = f (θ ), a ≤ θ ≤ b, encloses area A, show that for any constant c, r = c f (θ ), a ≤ θ ≤ b, encloses area c2 A. 47. A logarithmic spiral is the graph of r = aebθ for positive constants a and b. The accompanying figure shows the case where a = 2 and b = 14 with θ ≤ 1. Although the graph never reaches the origin, the limit of the arc length from θ = d to a given point with θ = c, as d decreases to −∞, exists. Show that this total √ b2 + 1 R, where R is the distance from the arc length equals b starting point to the origin. y 2 1.5 1 0.5 0.5 0 0.5
 
 x 0.5
 
 LT (Late Transcendental)
 
 1
 
 1.5
 
 2
 
 1
 
 48. For the logarithmic spiral of exercise 47, if the starting point P is on the x-axis, show that the total arc length to the origin equals the distance from P to the y-axis along the tangent line to the curve at P.
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 EXPLORATORY EXERCISES 1. In this exercise, you will discover a remarkable property about the area underneath the graph of y = x1 . First, show that a polar representation of this curve is r 2 = sin θ1cos θ . We will find the area bounded by y = x1 , y = mx and y = 2mx for x > 0, where m is a positive constant. Sketch graphs for m = 1 (the area bounded by y = x1 , y = x and y = 2x) and m = 2 (the area bounded by y = x1 , y = 2x and y = 4x). Which area looks larger? To find out, you should integrate. Explain why this would be a very difficult integration in rectangular coordinates. Then convert all curves to polar coordinates and compute the polar area. You should discover that the area equals 12 ln 2 for any value of m. (Are you surprised?) 2. In the study of biological oscillations (e.g., the beating of heart cells), an important mathematical term is limit cycle. A simple example of a limit cycle is produced by the polar coordr dinates initial value problem = ar (1 − r ), r (0) = r0 and dt dθ = 2π, θ(0) = θ0 . Here, a is a positive constant. In section dt 8.2, we showed that the solution of the initial value problem dr = ar (1 − r ), r (0) = r0 is dt r0 r (t) = r0 − (r0 − 1)e−at and it is not hard to show that the solution of the initial value dθ = 2π, θ(0) = θ0 is θ(t) = 2π t + θ0 . In rectanproblem dt gular coordinates, the solution of the combined initial value problem has parametric equations x(t) = r (t) cos θ (t) and y(t) = r (t) sin θ(t). Graph the solution in the cases (a) a = 1, r0 = 12 , θ0 = 0; (b) a = 1, r0 = 32 , θ0 = 0; (c) your choice of a > 0, your choice of r0 with 0 < r0 < 1, your choice of θ0 ; (d) your choice of a > 0, your choice of r0 with r0 > 1, your choice of θ0 . As t increases, what is the limiting behavior of the solution? Explain what is meant by saying that this system has a limit cycle of r = 1.
 
 10.6 CONIC SECTIONS Among the most important curves you will encounter are the conic sections, which we explore here. The conic sections include parabolas, ellipses and hyperbolas, which are undoubtedly already familiar to you. In this section, we focus on geometric properties that are most easily determined in rectangular coordinates. We visualize each conic section as the intersection of a plane with a right circular cone. (See Figures 10.50a–10.50c.) Depending on the orientation of the plane, the resulting curve can be a parabola, an ellipse or a hyperbola.
 
 Parabolas We define a parabola (see Figure 10.51) to be the set of all points that are equidistant from a fixed point (called the focus) and a line (called the directrix). A special point on the
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 FIGURE 10.50c Hyperbola
 
 parabola is the vertex, the midpoint of the perpendicular line segment from the focus to the directrix. A parabola whose directrix is a horizontal line has a simple rectangular equation.
 
 Vertex Directrix
 
 EXAMPLE 6.1
 
 FIGURE 10.51
 
 Finding the Equation of a Parabola
 
 Find an equation of the parabola with focus at the point (0, 2) whose directrix is the line y = −2.
 
 Parabola
 
 Solution By definition, any point (x, y) on the parabola must be equidistant from the focus and the directrix. (See Figure  10.52.) From the distance formula, the distance from (x, y) to the focus is given by x 2 + (y − 2)2 and the distance to the directrix is |y − (−2)|. Setting these equal and squaring both sides, we get
 
 y
 
 x 2 + (y − 2)2 = (y + 2)2 . (0, 2)
 
 Expanding this out and simplifying, we get (x, y)
 
 y  2
 
 x
 
 x 2 + y 2 − 4y + 4 = y 2 + 4y + 4 1 y = x 2. 8 „
 
 or
 
 In general, the following relationship holds.
 
 FIGURE 10.52 The parabola with focus at (0, 2) and directrix y = −2
 
 THEOREM 6.1 1 The parabola with vertex at the point (b, c), focus at (b, c + 4a ) and directrix given by 1 the line y = c − 4a is described by the equation y = a(x − b)2 + c.
 
 PROOF
 
 (b, c  4a1 ) 1 4a (b, c)
 
 1 4a
 
 yc 1 4a
 
 FIGURE 10.53 Parabola
 
 1 1 Given the focus (b, c + 4a ) and directrix y = c − 4a , the vertex is the midpoint (b, c). (See Figure 10.53.) For any point (x, y) on the parabola, its distance to the focus is given  1 2 by (x − b)2 + (y − c − 4a ) , while its distance to the directrix is given by |y − c + Setting these equal and squaring as in example 6.1, we have   1 2 1 2 (x − b)2 + y − c − = y−c+ . 4a 4a
 
 1 |. 4a
 
 Expanding this out and simplifying, we get the more familiar form of the equation: y = a(x − b)2 + c, as desired.
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 We simply reverse the roles of x and y to obtain the following result, whose proof is left as an exercise.
 
 2 1 5 4 3
 
 T1: OSO
 
 December 21, 2010
 
 THEOREM 6.2 1 The parabola with vertex at the point (c, b), focus at (c + 4a , b) and directrix given by 1 the line x = c − 4a is described by the equation x = a(y − b)2 + c.
 
 x
 
 2 1 1 2
 
 We illustrate Theorem 6.2 in example 6.2.
 
 FIGURE 10.54 Parabola with focus at (− 52 , 0) and directrix x = − 32 y
 
 8
 
 (3, 4) (3, 2)
 
 2
 
 2
 
 4
 
 x 6
 
 8
 
 A Parabola Opening to the Left
 
 For the parabola 4x + 2y 2 + 8 = 0, find the vertex, focus and directrix. Solution Solving for x, we have x = − 12 y 2 − 2. The vertex is then at (−2, 0). The 1 = − 12 . focus and directrix are shifted left and right, respectively from the vertex by 4a 1 5 1 This puts the focus at (−2 − 2 , 0) = (− 2 , 0) and the directrix at x = −2 − (− 2 ) = − 32 . We show a sketch of the parabola in Figure 10.54. „
 
 y6
 
 4
 
 EXAMPLE 6.2
 
 10
 
 EXAMPLE 6.3
 
 Finding the Equation of a Parabola
 
 Find an equation relating all points that are equidistant from the point (3, 2) and the line y = 6.
 
 4
 
 FIGURE 10.55 Parabola with focus at (3, 2) and directrix y = 6
 
 Solution Referring to Figure 10.55, notice that the vertex must be at the point (3, 4) (i.e., the midpoint of the perpendicular line segment connecting the focus to the directrix) and the parabola opens down. From the vertex, the focus is shifted vertically 1 1 by 4a = −2 units, so that a = (−2)4 = − 18 . An equation is then 1 y = − (x − 3)2 + 4. 8 „
 
 b
 
 Focus
 
 A a
 
 FIGURE 10.56 Reflection of rays
 
 You see parabolas nearly every day. A very useful property of parabolas is their reflective property. This can be seen as follows. For the parabola x = ay 2 indicated in Figure 10.56, draw a horizontal line that intersects the parabola at the point A. Then, one can show that the acute angle α between the horizontal line and the tangent line at A is the same as the acute angle β between the tangent line and the line segment joining A to the focus. You may already have recognized that light rays are reflected from a surface in exactly the same fashion (since the angle of incidence must equal the angle of reflection). In Figure 10.56, we indicate a number of rays (you can think of them as light rays, although they could represent other forms of energy) traveling horizontally until they strike the parabola. As indicated, all rays striking the parabola are reflected through the focus of the parabola. Due to this reflective property, satellite dishes are usually built with a parabolic shape and have a microphone located at the focus to receive all signals. (See Figure 10.57.) This reflective property works in both directions. That is, energy emitted from the focus will reflect off the parabola and travel in parallel rays. For this reason, flashlights utilize parabolic reflectors to direct their light in a beam of parallel rays.
 
 Focus
 
 EXAMPLE 6.4
 
 Design of a Flashlight
 
 A parabolic reflector for a flashlight has the shape x = 2y 2 . Where should the lightbulb be located?
 
 FIGURE 10.57 The reflective property
 
 Solution Based on the reflective property of parabolas, the lightbulb should be located at the focus of the parabola. The vertex is at (0, 0) and the focus is shifted to 1 the right from the vertex 4a = 18 units, so the lightbulb should be located at the point 1  ,0 . „ 8
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 Ellipses Focus
 
 We define an ellipse to be the set of all points for which the sum of the distances to two fixed points (called foci, the plural of focus) is constant. This definition is illustrated in Figure 10.58a. We define the center of an ellipse to be the midpoint of the line segment connecting the foci. The familiar equation of an ellipse can be derived from this definition. For convenience, we assume that the foci lie at the points (c, 0) and (−c, 0), for some positive constant c (i.e., they lie on the x-axis, at the same distance from theorigin). For any point (x, y) on the ellipse, the distancefrom (x, y) to the focus (c, 0) is (x − c)2 + y 2 and the distance to the focus (−c, 0) is (x + c)2 + y 2 . The sum of these distances must equal a constant that we’ll call k. We then have
 
 Focus
 
 FIGURE 10.58a Definition of ellipse
 
   (x − c)2 + y 2 + (x + c)2 + y 2 = k. Subtracting the first square root from both sides and then squaring, we get   2  2 (x + c)2 + y 2 = k − (x − c)2 + y 2
 
 or
 
  x 2 + 2cx + c2 + y 2 = k 2 − 2k (x − c)2 + y 2 + x 2 − 2cx + c2 + y 2 .
 
 Now, solving for the remaining term with the radical and squaring gives us 
 
 so that
 
 or
 
  2 2k (x − c)2 + y 2 = (k 2 − 4cx)2 ,
 
 4k 2 x 2 − 8k 2 cx + 4k 2 c2 + 4k 2 y 2 = k 4 − 8k 2 cx + 16c2 x 2 (4k 2 − 16c2 )x 2 + 4k 2 y 2 = k 4 − 4k 2 c2 .
 
 Setting k = 2a, we obtain (16a 2 − 16c2 )x 2 + 16a 2 y 2 = 16a 4 − 16a 2 c2 . Notice that since 2a is the sum of the distances from (x, y) to (c, 0) and from (x, y) to (−c, 0) and the distance from (c, 0) to (−c, 0) is 2c, we must have 2a > 2c, so that a > c > 0. Dividing both sides of the equation by 16 and defining b2 = a 2 − c2 , we get b2 x 2 + a 2 y 2 = a 2 b2 . Finally, dividing by a 2 b2 leaves us with the familiar equation
 
 y (0, b) (c, 0)
 
 (c, 0)
 
 x (a, 0)
 
 (a, 0) (0, b)
 
 FIGURE 10.58b Ellipse with foci at (c, 0) and (−c, 0)
 
 y2 x2 + = 1. a2 b2 In this equation, notice that x can assume values from −a to a and y can assume values from −b to b. The points (a, 0) and (−a, 0) are called the vertices of the ellipse. (See Figure 10.58b.) Since a > b, we call the line segment joining the vertices the major axis and we call the line segment joining the points (0, b) and (0, −b) the minor axis. Notice that the length of the major axis is 2a and the length of the minor axis is 2b.
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 We state the general case in Theorem 6.3.
 
 THEOREM 6.3 The equation (y − y0 )2 (x − x0 )2 + =1 a2 b2
 
 (6.1)
 
 with a > b > 0 describes an ellipse with foci at (x0 − c, y0 ) and (x0 + c, y0 ), where √ c = a 2 − b2 . The center of the ellipse is at the point (x0 , y0 ) and the vertices are located at (x0 ± a, y0 ) on the major axis. The endpoints of the minor axis are located at (x0 , y0 ± b). The equation (y − y0 )2 (x − x0 )2 + =1 2 b a2
 
 (6.2)
 
 with√ a > b > 0 describes an ellipse with foci at (x0 , y0 − c) and (x0 , y0 + c) where c = a 2 − b2 . The center of the ellipse is at the point (x0 , y0 ) and the vertices are located at (x0 , y0 ± a) on the major axis. The endpoints of the minor axis are located at (x0 ± b, y0 ). y
 
 In example 6.5, we use Theorem 6.3 to identify the features of an ellipse.
 
 4 2 x
 
 2
 
 4
 
 EXAMPLE 6.5
 
 Identifying the Features of an Ellipse
 
 6
 
 (x − 2)2 (y + 1)2 + = 1. 4 25
 
 2
 
 Identify the center, foci and vertices of the ellipse
 
 4
 
 2 2 Solution From (6.2), the √ center is at (2, −1). The values of a and b are 25 and 4, respectively, so that c = 21. Since the major axis is parallel to the y-axis, √ the foci are √ shifted c units above and below the center, at (2, −1 − 21) and (2, −1 + 21). Notice that in this case, the vertices are the intersections of the ellipse with the line x = 2. With x = 2, we have (y + 1)2 = 25, so that y = −1 ± 5 and the vertices are (2, −6) and (2, 4). Finally, the endpoints of the minor axis are found by setting y = −1. We have (x − 2)2 = 4, so that x = 2 ± 2 and these endpoints are (0, −1) and (4, −1). The ellipse is sketched in Figure 10.59. „
 
 6
 
 FIGURE 10.59
 
 (x − 2)2 (y + 1)2 + =1 4 25
 
 EXAMPLE 6.6
 
 Finding an Equation of an Ellipse
 
 Find an equation of the ellipse with foci at (2, 3) and (2, 5) and vertices (2, 2) and (2, 6).
 
 Focus
 
 Focus a A
 
 a
 
 FIGURE 10.60 The reflective property of ellipses
 
 Solution Here, the center is the midpoint of the foci, (2, 4). You can now see that the foci are shifted c = 1 unit from the center. The vertices are shifted a = 2 units from the center. From c2 = a 2 − b2 , we get b2 = 4 − 1 = 3. Notice that the major axis is parallel to the y-axis, so that a 2 = 4 is the divisor of the y-term. From (6.2), the ellipse has the equation (y − 4)2 (x − 2)2 + = 1. 3 4 „ Much like parabolas, ellipses have some useful reflective properties. As illustrated in Figure 10.60, a line segment joining one focus to a point A on the ellipse makes the same
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 acute angle with the tangent line at A as does the line segment joining the other focus to A. Again, this is the same way in which light and sound reflect off a surface, so that a ray originating at one focus will always reflect off the ellipse toward the other focus. A surprising application of this principle is found in the so-called “whispering gallery” of the U.S. Senate. The ceiling of this room is elliptical, so that by standing at one focus you can hear everything said on the other side of the room at the other focus. (You probably never imagined how much of a role mathematics could play in political intrigue.)
 
 EXAMPLE 6.7
 
 A Medical Application of the Reflective Property of Ellipses
 
 A medical procedure called shockwave lithotripsy is used to break up kidney stones that are too large or irregular to be passed. In this procedure, shockwaves emanating from a transducer located at one focus are bounced off of an elliptical reflector to the kidney stone located at the other focus. Suppose that the reflector is described by the y2 x2 + = 1 (in units of inches). Where should the transducer be placed? equation 112 48 Solution In this case,  √ c = a 2 − b2 = 112 − 48 = 8, so that the foci are 16 inches apart. Since the transducer must be located at one focus, it should be placed 16 inches away from the kidney stone and aligned so that the line segment from the kidney stone to the transducer lies along the major axis of the elliptical reflector. „
 
 Hyperbolas
 
 (x, y)
 
 Focus
 
 We define a hyperbola to be the set of all points such that the difference of the distances between two fixed points (called the foci) is a constant, as illustrated in Figure 10.61. Notice that it is nearly identical to the definition of the ellipse, except that we subtract the distances instead of add them. The familiar equation of the hyperbola can be derived from the definition. The derivation is almost identical to that of the ellipse, except that the quantity a 2 − c2 is now negative. We leave the details of the derivation of this as an exercise. An equation of the hyperbola with foci at (±c, 0) and parameter 2a (equal to the difference of the distances) is
 
 Focus
 
 FIGURE 10.61 Definition of hyperbola y
 
 c
 
 y2 x2 − 2 = 1, 2 a b
 
 y  bx a
 
 y   bx a
 
 a
 
 a
 
 c
 
 x
 
 where b2 = c2 − a 2 . For the hyperbola
 
 x2 y2 b2 2 2 − = 1, notice that y = x − b2 , so that a2 b2 a2
 
  2 b2 b b2 y2 lim 2 = lim − . = x→±∞ x x→±∞ a 2 x2 a2 FIGURE 10.62 Hyperbola, shown with its asymptotes
 
 y2 b2 y b b → 2 , so that → ± and so, y = ± x are the (slant) asymp2 x a x a a totes, as shown in Figure 10.62. That is, as x → ±∞,
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 We state the general case in Theorem 6.4.
 
 THEOREM 6.4 The equation (y − y0 )2 (x − x0 )2 − =1 (6.3) a2 b2 describes √ a hyperbola with foci at the points (x0 − c, y0 ) and (x0 + c, y0 ), where c = a 2 + b2 . The center of the hyperbola is at the point (x0 , y0 ) and the vertices b are located at (x0 ± a, y0 ). The asymptotes are y = ± (x − x0 ) + y0 . a The equation (x − x0 )2 (y − y0 )2 − =1 (6.4) 2 a b2 describes √ a hyperbola with foci at the points (x0 , y0 − c) and (x0 , y0 + c), where c = a 2 + b2 . The center of the hyperbola is at the point (x0 , y0 ) and the vertices a are located at (x0 , y0 ± a). The asymptotes are y = ± (x − x0 ) + y0 . b
 
 y 8
 
 In example 6.8, we use Theorem 6.4 to identify the features of a hyperbola.
 
 x
 
 8
 
 EXAMPLE 6.8
 
 8
 
 For the hyperbola asymptotes.
 
 (y − 1)2 (x + 1)2 − = 1, find the center, vertices, foci and 9 16
 
 Solution Notice that from (6.4), the center is at (−1, 1). Setting x = −1, we find that the vertices are shifted vertically by a = 3 units √from the center, √ to (−1, −2) and (−1, 4). The foci are shifted vertically by c = a 2 + b2 = 25 = 5 units from the center, to (−1, −4) and (−1, 6). The asymptotes are y = ± 34 (x + 1) + 1. A sketch of the hyperbola is shown in Figure 10.63. „
 
 8
 
 FIGURE 10.63
 
 (x + 1)2 (y − 1)2 − =1 9 16
 
 EXAMPLE 6.9
 
 Finding the Equation of a Hyperbola
 
 Find an equation of the hyperbola with center at (−2, 0), vertices at (−4, 0) and (0, 0) and foci at (−5, 0) and (1, 0).
 
 y 6
 
 x
 
 6
 
 Identifying the Features of a Hyperbola
 
 Solution Notice that since the center, vertices and foci all lie on the x-axis, the hyperbola must have an equation of the form of (6.3). Here, the vertices are shifted a = 2 units from the center and the foci are shifted c = 3 units from the center. Then, we have b2 = c2 − a 2 = 5. Following (6.3), we have the equation y2 (x + 2)2 − = 1. 4 5 „
 
 4
 
 6
 
 FIGURE 10.64 The reflective property of hyperbolas
 
 Much like parabolas and ellipses, hyperbolas have a reflective property that is useful in applications. It can be shown that a ray directed toward one focus will reflect off the hyperbola toward the other focus, as illustrated in Figure 10.64.
 
 EXAMPLE 6.10
 
 An Application to Hyperbolic Mirrors
 
 A hyperbolic mirror is constructed in the shape of the top half of the hyperbola x2 = 1. Toward what point will light rays following the paths y = kx (y + 2)2 − 3 reflect (where k is a constant)?
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 √ √ Solution For the given hyperbola, we have c = a 2 + b2 = 1 + 3 = 2. Notice that the center is at (0, −2) and the foci are at (0, 0) and (0, −4). Since rays of the form y = kx will pass through the focus at (0, 0), they will be reflected toward the focus at (0, −4). „ A clever use of parabolic and hyperbolic mirrors in telescope design is illustrated in Figure 10.65, where a parabolic mirror to the left and a hyperbolic mirror to the right are arranged so that they have a common focus at the point F. The vertex of the parabola is located at the other focus of the hyperbola, at the point E, where there is an opening for the eye or a camera. Notice that light entering the telescope from the right (and passing around the hyperbolic mirror) will reflect off the parabola directly toward its focus at F. Since F is also a focus of the hyperbola, the light will reflect off the hyperbola toward its other focus at E. In combination, the mirrors focus all incoming light at the point E.
 
 E
 
 F
 
 Hyperbola
 
 Parabola
 
 FIGURE 10.65 A combination of parabolic and hyperbolic mirrors
 
 EXERCISES 10.6 WRITING EXERCISES 1. Each fixed point referred to in the definitions of the conic sections is called a focus. Use the reflective properties of the conic sections to explain why this is an appropriate name. 2. A hyperbola looks somewhat like a pair of parabolas facing opposite directions. Discuss the differences between a parabola and one half of a hyperbola (recall that hyperbolas have asymptotes). 3. Carefully explain why in example 6.6 (or for any other ellipse) the sum of the distances from a point on the ellipse to the two foci equals 2a. 4. Imagine playing a game of pool on an elliptical pool table with a single hole located at one focus. If a ball rests near the other focus, which is clearly marked, describe an easy way to hit the ball into the hole.
 
 In exercises 1–12, find an equation for the indicated conic section.
 
 3. Parabola with focus (3, 0) and directrix x = 1 4. Parabola with focus (2, 0) and directrix x = −2 5. Ellipse with foci (0, 1) and (0, 5) and vertices (0, −1) and (0, 7) 6. Ellipse with foci (1, 2) and (1, 4) and vertices (1, 1) and (1, 5) 7. Ellipse with foci (2, 1) and (6, 1) and vertices (0, 1) and (8, 1) 8. Ellipse with foci (3, 2) and (5, 2) and vertices (2, 2) and (6, 2) 9. Hyperbola with foci (0, 0) and (4, 0) and vertices (1, 0) and (3, 0) 10. Hyperbola with foci (−2, 2) and (6, 2) and vertices (0, 2) and (4, 2) 11. Hyperbola with foci (2, 2) and (2, 6) and vertices (2, 3) and (2, 5)
 
 1. Parabola with focus (0, −1) and directrix y = 1
 
 12. Hyperbola with foci (0, −2) and (0, 4) and vertices (0, 0) and (0, 2)
 
 2. Parabola with focus (1, 2) and directrix y = −2
 
 ............................................................
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 In exercises 13–24, identify the conic section and find each vertex, focus and directrix. 13. y = 2(x + 1)2 − 1 14. y = −2(x + 2)2 − 1 (x − 1)2 (y − 2)2 15. + =1 4 9 16.
 
 (x + 2)2 y2 + =1 16 4
 
 17.
 
 (x − 1)2 y2 − =1 9 4
 
 18.
 
 (x + 1)2 (y − 3)2 − =1 4 4
 
 19.
 
 (y + 1)2 (x + 2)2 − =1 16 4
 
 y2 (x + 2)2 20. − =1 4 9 21. (x − 2)2 + 9y 2 = 9
 
 10-52
 
 y2 x2 + = 1, 36. In example 6.7, if the shape of the reflector is 44 125 how far from the kidney stone should the transducer be placed? 37. If a hyperbolic mirror is in the shape of the top half of x2 (y + 4)2 − = 1, to which point will light rays following 15 the path y = cx (y < 0) reflect? 38. If a hyperbolic mirror is in the shape of the bottom half of x2 = 1, to which point will light rays following (y − 3)2 − 8 the path y = cx (y > 0) reflect? 39. If a hyperbolic mirror is in the shape of the right half of x2 − y 2 = 1, to which point will light rays following the path 3 y = c(x − 2) reflect? 40. If a hyperbolic mirror is in the shape of the left half of x2 − y 2 = 1, to which point will light rays following the path 8 y = c(x + 3) reflect?
 
 22. 4x 2 + (y + 1)2 = 16 23. (x + 1)2 − 4(y − 2) = 16 24. 4(x + 2) − (y − 1)2 = −4
 
 ............................................................ In exercises 25–30, graph the conic section and find an equation. 25. All points equidistant from the point (2, 1) and the line y = −3 26. All points equidistant from the point (−1, 0) and the line y=4 27. All points such that the sum of the distances to the points (0, 2) and (4, 2) equals 8 28. All points such that the sum of the distances to the points (3, 1) and (−1, 1) equals 6 29. All points such that the difference of the distances to the points (0, 4) and (0, −2) equals 4 30. All points such that the difference of the distances to the points (2, 2) and (6, 2) equals 2
 
 ............................................................ 31. A parabolic flashlight reflector has the shape x = 4y 2 . Where should the lightbulb be placed? 32. A parabolic flashlight reflector has the shape x = 12 y 2 . Where should the lightbulb be placed? 33. A parabolic satellite dish has the shape y = 2x 2 . Where should the microphone be placed? 34. A parabolic satellite dish has the shape y = 4x 2 . Where should the microphone be placed? x2 y2 35. In example 6.7, if the shape of the reflector is + = 1, 124 24 how far from the kidney stone should the transducer be placed?
 
 APPLICATIONS y2 x2 + = 1, where 41. If the ceiling of a room has the shape 400 100 should you place the desks so that you can sit at one desk and hear everything said at the other desk? x2 y2 + = 1, where 900 100 should you place two desks so that you can sit at one desk and hear everything said at the other desk?
 
 42. If the ceiling of a room has the shape
 
 43. A spectator at the 2000 Summer Olympic Games throws an object. After 2 seconds, the object is 28 meters from the spectator. After 4 seconds, the object is 48 meters from the spectator. If the object’s distance from the spectator is a quadratic function of time, find an equation for the position of the object. Sketch a graph of the path. What is the object? 44. Halley’s comet follows an elliptical path with a = 17.79 Au (astronomical units) and b = 4.53 (Au). Compute the distance the comet travels in one orbit. Given that Halley’s comet completes an orbit in approximately 76 years, what is the average speed of the comet?
 
 EXPLORATORY EXERCISES 1. All of the equations of conic sections that we have seen so far have been of the form Ax 2 + C y 2 + Dx + E y + F = 0. In this exercise, you will classify the conic sections for different values of the constants. First, assume that A > 0 and C > 0. Which conic section will you get? Next, try A > 0 and C < 0. Which conic section is it this time? How about A < 0 and C > 0? A < 0 and C < 0? Finally, suppose that either A or C (not both) equals 0; which conic section is it? In all
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 several examples with B 2 − 4AC = 0 (e.g., B = 2, A = 1 and C = 1). Which conic section results? Now, make up several examples with B 2 − 4AC < 0 (e.g., B = 1, A = 1 and C = 1). Which conic section do you get? Finally, make up several examples with B 2 − 4AC > 0 (e.g., B = 4, A = 1 and C = 1). Which conic section is this?
 
 cases, the values of the constants D, E and F do not affect the classification. Explain what effect these constants have. 2. In this exercise, you will generalize the results of exercise 1 by exploring the equation Ax 2 + Bx y + C y 2 + Dx + E y + F = 0. (In exercise 1, the coefficient of xy was 0.) You will need to have software that will graph such equations. Make up
 
 10.7 CONIC SECTIONS IN POLAR COORDINATES An alternative definition of the conic sections utilizes an important quantity called eccentricity and is especially convenient for studying conic sections in polar coordinates. We introduce this concept in this section and review some options for parametric representations of conic sections. For a fixed point P (the focus) and a fixed line l not containing P (the directrix), consider the set of all points whose distance to the focus is a constant multiple of their distance to the directrix. The constant multiple e > 0 is called the eccentricity. Note that if e = 1, this is the usual definition of a parabola. For other values of e, we get the other conic sections, as we see in Theorem 7.1.
 
 THEOREM 7.1 The set of all points whose distance to the focus is the product of the eccentricity e and the distance to the directrix is (i) an ellipse if 0 < e < 1, (ii) a parabola if e = 1 or (iii) a hyperbola if e > 1.
 
 PROOF We can simplify the algebra greatly by assuming that the focus is located at the origin and the directrix is the line x = d > 0. (We illustrate this in Figure 10.66 for the case of a parabola.) For any point (x, y) on the curve, observe that the distance to the focus is given  by x 2 + y 2 and the distance to the directrix is d − x. We then have  x 2 + y 2 = e(d − x). (7.1)
 
 y
 
 (x, y)
 
 d
 
 x
 
 Squaring both sides gives us x 2 + y 2 = e2 (d 2 − 2d x + x 2 ). Gathering together the like terms, we get x 2 (1 − e2 ) + 2de2 x + y 2 = e2 d 2 .
 
 FIGURE 10.66 Focus and directrix
 
 (7.2)
 
 Note that (7.2) has the form of the equation of a conic section. In particular, if e = 1, (7.2) becomes 2d x + y 2 = d 2 , which is the equation of a parabola. If 0 < e < 1, notice that (1 − e2 ) > 0 and so, (7.2) is the equation of an ellipse (with center shifted to the left by the x-term). Finally, if e > 1, then (1 − e2 ) < 0 and so, (7.2) is the equation of a hyperbola.
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 Notice that the original form of the defining equation (7.1) of these conic sections  includes the term x 2 + y2 , which should make you think of polar coordinates. Recall that in polar coordinates, r = x 2 + y 2 and x = r cos θ . Equation (7.1) now becomes r = e(d − r cos θ ). Solving for r, we have r=
 
 ed , e cos θ + 1
 
 which is the polar form of an equation for the conic sections with focus and directrix oriented as in Figure 10.66. As you will show in the exercises, different orientations of the focus and directrix can produce different forms of the polar equation. We summarize the possibilities in Theorem 7.2.
 
 THEOREM 7.2 The conic section with eccentricity e > 0, focus at (0, 0) and the indicated directrix has the polar equation ed , if the directrix is the line x = d > 0, e cos θ + 1 ed , if the directrix is the line x = d < 0, (ii) r = e cos θ − 1 ed , if the directrix is the line y = d > 0 or (iii) r = e sin θ + 1 ed , if the directrix is the line y = d < 0. (iv) r = e sin θ − 1 (i) r =
 
 Notice that we proved part (i) above. The remaining parts are derived in similar fashion and are left as exercises. In example 7.1, we illustrate how the eccentricity affects the graph of a conic section.
 
 EXAMPLE 7.1
 
 The Effect of Various Eccentricities
 
 Find polar equations of the conic sections with focus (0, 0), directrix x = 4 and eccentricities (a) e = 0.4, (b) e = 0.8, (c) e = 1, (d) e = 1.2 and (e) e = 2. Solution By Theorem 7.1, observe that (a) and (b) are ellipses, (c) is a parabola and (d) and (e) are hyperbolas. By Theorem 7.2, all have polar equations of the form 4e 1.6 3.2 r= . The graphs of the ellipses r = and r = e cos θ + 1 0.4 cos θ + 1 0.8 cos θ + 1 are shown in Figure 10.67a. Note that the ellipse with the smaller eccentricity is much more nearly circular than the ellipse with the larger eccentricity. Further, the ellipse with e = 0.8 opens up much farther to the left. In fact, as the value of e approaches 1, the ellipse will open up farther to the left, approaching the parabola with e = 1, 4 r= , also shown in Figure 10.67a. For values of e > 1, the graph is a cos θ + 1 hyperbola, opening up to the right and left. For instance, with e = 1.2 and e = 2, we 4.8 8 have the hyperbolas r = and r = (shown in Figure 10.67b), 1.2 cos θ + 1 2 cos θ + 1 where we also indicate the parabola with e = 1. Notice how the second hyperbola approaches its asymptotes much more rapidly than the first.
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 y e1
 
 10
 
 y
 
 16
 
 12
 
 15
 
 e  0.4
 
 e  0.8 8
 
 4
 
 e2
 
 10
 
 x 4
 
 e  1.2
 
 5 10
 
 x 20
 
 30
 
 40
 
 5 10 15
 
 10
 
 FIGURE 10.67a
 
 FIGURE 10.67b
 
 e = 0.4, e = 0.8 and e = 1.0
 
 e = 1.0, e = 1.2 and e = 2.0
 
 „
 
 EXAMPLE 7.2
 
 The Effect of Various Directrixes
 
 Find polar equations of the conic sections with focus (0, 0), eccentricity e = 0.5 and directrix given by (a) y = 2, (b) y = −3 and (c) x = −2. Solution First, note that with an eccentricity of e = 0.5, each of these conic sections 1 is an ellipse. From Theorem 7.2, we know that (a) has the form r = .A 0.5 sin θ + 1 sketch is shown in Figure 10.68a. −1.5 For (b), we have r = and show a sketch in Figure 10.68b. For (c), the 0.5 sin θ − 1 −1 . directrix is parallel to the x-axis and so, from Theorem 7.2, we have r = 0.5 cos θ − 1 A sketch is shown in Figure 10.68c.
 
 y
 
 y
 
 3
 
 1 3 2
 
 1 1
 
 x 1
 
 2
 
 3
 
 3 2
 
 y
 
 3
 
 3
 
 2
 
 2
 
 1
 
 1
 
 1 1
 
 x 1
 
 2
 
 2 3
 
 3
 
 3
 
 3
 
 1 1
 
 x 1
 
 2
 
 3
 
 2 3
 
 FIGURE 10.68a
 
 FIGURE 10.68b
 
 FIGURE 10.68c
 
 Directrix: y = 2
 
 Directrix: y = −3
 
 Directrix: x = −2
 
 „
 
 The results of Theorem 7.2 apply only to conic sections with a focus at the origin. Recall that in rectangular coordinates, it’s easy to translate the center of a conic section. Unfortunately, this is not true in polar coordinates. In example 7.3, we see how to write some conic sections parametrically.
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 EXAMPLE 7.3
 
 Parametric Equations for Some Conic Sections
 
 1 x
 
 2 1 1
 
 1
 
 2
 
 3
 
 4
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 Find parametric equations of the conic sections (a)
 
 (x − 1)2 (y + 2)2 + = 1 and 4 9
 
 (y − 3)2 (x + 2)2 − = 1. 9 16 Solution Notice that the curve in (a) is an ellipse with center at (1, −2) and major axis parallel to the y-axis. Parametric equations for the ellipse are  x = 2 cos t + 1 with 0 ≤ t ≤ 2π. y = 3 sin t − 2 (b)
 
 2 3
 
 5
 
 FIGURE 10.69a
 
 We show a sketch in Figure 10.69a. You should recognize that the curve in (b) is a hyperbola. It is convenient to use hyperbolic functions in its parametric representation. The parameters are a 2 = 9 (a = 3) and b2 = 16 (b = 4) and the center is (−2, 3). Parametric equations are  x = 3 cosh t − 2 , y = 4 sinh t + 3
 
 (x − 1)2 (y + 2)2 + =1 4 9 y 15 10 5 x
 
 10
 
 5
 
 10
 
 5 10
 
 FIGURE 10.69b
 
 (x + 2)2 (y − 3)2 − =1 9 16
 
 for the right half of the hyperbola and  x = −3 cosh t − 2 , y = 4 sinh t + 3 for the left half. We leave it as an exercise to verify that this is a correct parameterization. We sketch the hyperbola in Figure 10.69b. „ In 1543, the astronomer Copernicus shocked the world with the publication of his theory that the Earth and the other planets revolve in circular orbits about the Sun. This stood in sharp contrast to the age-old belief that the Sun and other planets revolved around the Earth. By the early part of the seventeenth century, Johannes Kepler had analyzed 20 years worth of painstaking observations of the known planets made by Tycho Brahe (before the invention of the telescope). He concluded that, in fact, each planet moves in an elliptical orbit, with the Sun located at one focus. About 100 years later, Isaac Newton used his newly created calculus to show that Kepler’s conclusions follow directly from Newton’s universal law of gravitation. Although we must delay a more complete presentation of Kepler’s laws until Chapter 12, we are now in a position to illustrate one of these. Kepler’s second law states that, measuring from the Sun to a planet, equal areas are swept out in equal times. As we see in example 7.4, this implies that planets speed up and slow down as they orbit the Sun.
 
 EXAMPLE 7.4
 
 Kepler’s Second Law of Planetary Motion
 
 2 with the Sun sin θ + 2 located at the origin (one of the foci), as illustrated in Figure 10.70a. Show that roughly to θ = 5.224895. equal areas are swept out from θ = 0 to θ = π and from θ = 3π 2 Then, find the corresponding arc lengths and compare the average speeds of the planet on these arcs. Suppose that a planet’s orbit follows the elliptical path r =
 
 Solution First, note that the area swept out by the planet from θ = 0 to θ = π is the 2 area bounded by the polar graphs r = f (θ ) = , θ = 0 and θ = π. (See sin θ + 2 Figure 10.70b.) From (5.5), this is given by 2    1 π 2 1 π A= [ f (θ)]2 dθ = dθ ≈ 0.9455994. 2 0 2 0 sin θ + 2
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 x
 
 Sun
 
 Sun
 
 Planet Planet
 
 FIGURE 10.70a
 
 FIGURE 10.70b
 
 Elliptical orbit
 
 Area swept out by the orbit from θ = 0 to θ = π
 
 FIGURE 10.70c Area swept out by the orbit from θ = 3π to θ = 5.224895 2
 
 Similarly, the area swept out from θ = 3π to θ = 5.224895 (see Figure 10.70c) is 2 given by  2  1 5.224895 2 A= dθ ≈ 0.9455995. 2 3π/2 sin θ + 2 From (5.7), the arc length of the portion of the curve on the interval from θ = 0 to θ = π is given by  π [ f  (θ)]2 + [ f (θ )]2 dθ s1 = 0  π 4 cos2 θ 4 + dθ ≈ 2.53, = 4 (sin θ + 2) (sin θ + 2)2 0 while the arc length of the portion of the curve on the interval from θ = 3π to 2 θ = 5.224895 is given by  5.224895 4 cos2 θ 4 + dθ ≈ 1.02. s2 = 4 (sin θ + 2) (sin θ + 2)2 3π/2 Since these arcs are traversed in the same time, this says that the average speed on the portion of the orbit from θ = 0 to θ = π is roughly two-and-a-half times the average to θ = 5.224895. „ speed on the portion of the orbit from θ = 3π 2
 
 EXERCISES 10.7 WRITING EXERCISES
 
 3. Directrix x = 2, e = 1
 
 1. Based on Theorem 7.1, we might say that parabolas are the rarest of the conic sections, since they occur only for e = 1 exactly. Referring to Figure 10.50, explain why it takes a fairly precise cut of the cone to produce a parabola.
 
 4. Directrix x = 2, e = 2
 
 2. Describe how the ellipses in Figure 10.67a “open up” into a parabola as e increases to e = 1. What happens as e decreases to e = 0?
 
 7. Directrix y = 2, e = 1
 
 In exercises 1–16, find polar equations for and graph the conic section with focus (0, 0) and the given directrix and eccentricity.
 
 5. Directrix y = 2, e = 0.6 6. Directrix y = 2, e = 1.2 8. Directrix y = 2, e = 2 9. Directrix x = −2, e = 0.4 10. Directrix x = −2, e = 1 11. Directrix x = −2, e = 2
 
 1. Directrix x = 2, e = 0.6
 
 12. Directrix x = −2, e = 4
 
 2. Directrix x = 2, e = 1.2
 
 13. Directrix y = −2, e = 0.4
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 14. Directrix y = −2, e = 0.9 16. Directrix y = −2, e = 1.1
 
 ............................................................
 
 19. r = 20. r = 21. r = 22. r =
 
 4 2 cos(θ − π/6) + 1 4 4 sin(θ − π/6) + 1 −6 sin(θ − π/4) − 2 −4 cos(θ − π/4) − 4 −3 2 cos(θ + π/4) − 2 3 2 cos(θ + π/4) + 2
 
 r=
 
 1.82 × 1014 343 cos(θ − 0.77) + 40,000
 
 and Pluto’s orbit is given by r=
 
 5.52 × 1013 , 2481 cos(θ − 3.91) + 10,000
 
 show that Pluto is sometimes closer and sometimes farther from the Sun than Neptune. Based on these equations, will the planets ever collide?
 
 ............................................................ In exercises 23–28, find parametric equations of the conic sections. (y − 1)2 (x + 1)2 + =1 9 4 2 2 y (x + 1) − =1 25. 16 9 x2 +y=1 27. 4
 
 (x − 2)2 (y + 1)2 − =1 9 16 2 x 26. + y2 = 1 4 y2 28. x − =1 4
 
 24.
 
 23.
 
 ............................................................ 29. Repeat example 7.4 with 0 ≤ θ ≤ 30. Repeat example 7.4 with
 
 1. Earth’s orbit is approximately elliptical with the Sun at one focus, a minor axis of length 93 million miles and eccentricity e = 0.017. Find a polar equation for Earth’s orbit. 2. If Neptune’s orbit is given by
 
 In exercises 17–22, graph and interpret the conic section.
 
 18. r =
 
 10-58
 
 EXPLORATORY EXERCISES
 
 15. Directrix y = −2, e = 1
 
 17. r =
 
 LT (Late Transcendental)
 
 21:17
 
 π 2
 
 π 2
 
 and
 
 3π 2
 
 3. Vision has proved to be one of the biggest challenges for building functional robots. Robot vision either can be designed to mimic human vision or can follow a different design. Two possibilities are analyzed here. In the diagram to the left, a camera follows an object directly from left to right. If the camera is at the origin, the object moves with speed 1 m/s and the line of motion is at y = c, find an expression for θ  as a function of the position of the object. In the diagram to the right, the camera looks down into a curved mirror and indirectly views 1 − sin θ . the object. Assume that the mirror has equation r = 2 cos2 θ Show that the mirror is parabolic and find its focus and directrix. With x = r cos θ, find an expression for θ  as a function of the position of the object. Compare values of θ  at x = 0 and other x-values. If a large value of θ  causes the image to blur, which camera system is better? Does the distance y = c affect your preference?
 
 ≤ θ ≤ 4.953.
 
 ≤ θ ≤ π and 4.471 ≤ θ ≤
 
 (x, y)
 
 3π . 2
 
 31. Prove Theorem 7.2 (ii).
 
 (x, y)
 
 32. Prove Theorem 7.2 (iii). 33. Prove Theorem 7.2 (iv).
 
 θ
 
 θ
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined in this chapter. For each term, (1) give a precise definition, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Parametric equations Velocity Focus
 
 Polar coordinates Slope in parametric equations Slope in polar coordinates Area in parametric equations Area in polar coordinates
 
 Arc length Surface area Parabola Ellipse Hyperbola
 
 Vertex Directrix Eccentricity Kepler’s laws
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 Review Exercises y
 
 TRUE OR FALSE 3
 
 State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to make a new statement that is true.
 
 2
 
 1. For a given curve, there is exactly one set of parametric equations that describes it. 2. In parametric equations, circles are always sketched counterclockwise.
 
 1
 
 8
 
 x
 
 4
 
 4
 
 8
 
 1
 
 3. In parametric equations, the derivative equals slope and velocity.
 
 FIGURE A
 
 4. If a point has polar coordinates (r, θ ), then it also has polar coordinates (−r, θ + π).
 
 y
 
 5. If f is periodic with fundamental period 2π , then one copy of r = f (θ ) is traced out with 0 ≤ θ ≤ 2π.
 
 1
 
 6. In polar coordinates, you can describe circles but not lines. 7. To find all intersections of polar curves r = f (θ ) and r = g(θ), solve f (θ ) = g(θ ).
 
 1
 
 1
 
 x
 
 8. The focus, vertex and directrix of a parabola all lie on the same line. 1
 
 9. The equation of any conic section can be written in the form ed r= . e cos θ + 1 In exercises 1–4, sketch the plane curve defined by the parametric equations and find a corresponding x-y equation for the curve.   x =2−t x = −1 + 3 cos t 2. 1. y = 1 + 3t y = 2 + 3 sin t   2 x =t +1 x = cos t 3. 4. y = cos2 t − 1 y = t4
 
 FIGURE B y 8 4 x
 
 1
 
 1
 
 3
 
 4
 
 ............................................................
 
 8
 
 In exercises 5–8, sketch the plane curves defined by the parametric equations.   x = cos 2t x = cos 6t 6. 5. y = sin 2t y = sin 6t   x = cos 2t cos t x = cos 2t cos 3t 8. 7. y = cos 2t sin 3t y = cos 2t sin t
 
 FIGURE C y 1 0.5
 
 ............................................................
 
 In exercises 9–12, match the parametric equations with the corresponding plane curve.   x = t2 − 1 x = t3 9. 10. 3 y = t2 − 1 y=t   x = cos 2t cos t x = cos(t + cos t) 12. 11. y = cos(t + sin t) y = cos 2t sin t
 
 2
 
 1
 
 x
 
 0.5
 
 0.5
 
 1
 
 0.5 1
 
 FIGURE D
 
 ............................................................
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 Review Exercises In exercises 13 and 14, find parametric equations for the given curve.
 
 In exercises 29 and 30, sketch the graph of the polar equation and find a corresponding x-y equation.
 
 13. The line segment from (2, 1) to (4, 7)
 
 29. r = 3 cos θ
 
 14. The portion of the parabola y = x + 1 from (1, 2) to (3, 10)
 
 ............................................................
 
 ............................................................
 
 In exercises 31–38, sketch the graph and identify all values of θ where r  0 and a range of values of θ that produces one copy of the graph.
 
 2
 
 In exercises 15 and 16, find the slopes of the curves at the points (a) t  0, (b) t  1 and (c) (2, 3).   x = t2 − 2 x = t 3 − 3t 16. 15. 2 y =t −t +1 y =t +2
 
 30. r = 2 sec θ
 
 31. r = 2 sin θ
 
 32. r = 2 − 2 sin θ
 
 33. r = 2 − 3 sin θ
 
 34. r = cos 3θ + sin 2θ
 
 ............................................................
 
 35. r = 4 sin 2θ
 
 36. r = ecos θ − 2 cos 4θ
 
 In exercises 17 and 18, parametric equations for the position of an object are given. Find the object’s velocity and speed at time t  0 and describe its motion.   x = t 3 − 3t x = t 3 − 3t 17. 18. y = t 2 + 2t y = t2 + 2
 
 37. r =
 
 In exercises 39 and 40, find a polar equation corresponding to the rectangular equation.
 
 ............................................................
 
 39. x 2 + y 2 = 9
 
 In exercises 19–22, find the area enclosed by the curve.  x = 3 sin t 19. y = 2 cos t  x = 4 sin 3t 20. y = 3 cos 3t  x = cos 2t , −1 ≤ t ≤ 1 21. y = sin π t  x = t2 − 1 22. , −1 ≤ t ≤ 1 y = t3 − t
 
 ............................................................ In exercises 23–26, find the arc length of the curve (approximate numerically, if needed).  x = cos 2t , −1 ≤ t ≤ 1 23. y = sin πt  x = t2 − 1 24. , −1 ≤ t ≤ 1 y = t 3 − 4t  x = cos 4t 25. y = sin 5t  x = sin 10t 26. , −π ≤ t ≤ π y = t2 − 1
 
 ............................................................ In exercises 27 and 28, compute the surface area of the surface obtained by revolving the curve about the indicated axis.  x = t 3 − 4t 27. , −1 ≤ t ≤ 1, about the x-axis y = t 4 − 4t  x = t 3 − 4t , −1 ≤ t ≤ 1, about y = 2 28. y = t 4 − 4t
 
 ............................................................
 
 2
 
 2 1 + 2 sin θ
 
 38. r =
 
 2 1 + 2 cos θ
 
 ............................................................
 
 40. (x − 3)2 + y 2 = 9
 
 ............................................................ In exercises 41 and 42, find the slope of the tangent line to the polar curve at the given point. 41. r = cos 3θ at θ =
 
 π 6
 
 42. r = 1 − sin θ at θ = 0
 
 ............................................................ In exercises 43–48, find the area of the indicated region. 43. One leaf of r = sin 5θ 44. One leaf of r = cos 2θ 45. Inner loop of r = 1 − 2 sin θ 46. Bounded by r = 3 sin θ 47. Inside of r = 1 + sin θ and outside of r = 1 + cos θ 48. Inside of r = 1 + cos θ and outside of r = 1 + sin θ
 
 ............................................................ In exercises 49 and 50, find the arc length of the curve. 49. r = 3 − 4 sin θ
 
 50. r = sin 4θ
 
 ............................................................ In exercises 51–53, find an equation for the conic section. 51. Parabola with focus (1, 2) and directrix y = 0 52. Ellipse with foci (2, 1) and (2, 3) and vertices (2, 0) and (2, 4) 53. Hyperbola with foci (2, 0) and (2, 4) and vertices (2, 1) and (2, 3)
 
 ............................................................ In exercises 54–58, identify the conic section and find each vertex, focus and directrix. 54. y = 3(x − 2)2 + 1 55.
 
 (y − 3)2 (x + 1)2 + =1 9 25
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 Review Exercises 56.
 
 63. Directrix y = 2, e = 1.4
 
 x2 (y + 2)2 − =1 9 4
 
 64. Directrix x = 1, e = 2
 
 57. (x − 1)2 + y = 4
 
 ............................................................
 
 58. (x − 1)2 + 4y 2 = 4
 
 In exercises 65 and 66, find parametric equations for the conic sections.
 
 ............................................................ 59. A parabolic satellite dish has the shape y = the microphone be placed?
 
 1 2 x . Where should 2
 
 60. If a hyperbolic mirror is in the shape of the top half of x2 (y + 2)2 − = 1, to which point will light rays following 3 the path y = cx (y < 0) reflect? In exercises 61–64, find a polar equation and graph the conic section with focus (0, 0) and the given directrix and eccentricity. 61. Directrix x = 3, e = 0.8 62. Directrix y = 3, e = 1
 
 (x + 1)2 (y − 3)2 + =1 9 25 2 2 (y + 2) x − =1 66. 9 4 65.
 
 EXPLORATORY EXERCISE 1. Sketch several polar graphs of the form r = 1 + a cos θ and r = 1 + a sin θ using some constants a that are positive and some that are negative, greater than 1, equal to 1 and less than 1 (for example, a = −2, a = −1, a = −1/2, a = 1/2, a = 1 and a = 2). Discuss all patterns you find.
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 Auto racing at all levels has become a highly technological competition. Formula One race cars are engineered with large wings on the back and with undersides shaped like upside-down airplane wings, to use the air flow to help hold the cars to the track even at speeds up to 200 mph. The engineering of stock cars is less obvious to the untrained eye, but is no less important. Stock car racers are challenged by, among other things, intricate rules that severely limit the extent to which the cars can be modified. Nevertheless, at the Bristol Motor Speedway, the track is an oval only 0.533 mile in length and racers regularly exceed 120 miles per hour, completing a lap in just over 15 seconds. These speeds would be unsafe if the track were not specially designed for high-speed racing. In particular, the Bristol track is steeply banked, with a 16-degree bank on straightaways and a spectacular 36-degree bank in the corners. As you will see in the exercises in section 11.3, the banking of a road changes the role of gravity. In effect, part of the weight of the car is diverted into a force that helps a car make its turn safely. In this chapter, we introduce vectors and develop the calculations needed to resolve vectors into components. This is a fundamental tool for engineers designing race cars and racetracks. This chapter represents a crossroads from the primarily twodimensional world of first-year calculus to the three-dimensional world of many important scientific and engineering problems. The rest of the calculus we develop in this book builds directly on the basic ideas developed here.
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 11.1 VECTORS IN THE PLANE
 
 Q (terminal point)
 
 PQ
 
 P (initial point)
 
 FIGURE 11.1 Directed line segment
 
 To describe the velocity of a moving object, we must specify both its speed and the direction in which it’s moving. Acceleration and force also have both a size (e.g., speed) and a direction. We represent such a quantity graphically as a directed line segment, that is, a line segment with a specific direction (indicated by an arrow). We denote the directed line segment extending from the point P (the initial point) to − → − → the point Q (the terminal point) by PQ. (See Figure 11.1.) We refer to the length of PQ − → as its magnitude, denoted PQ. Mathematically, we consider all directed line segments with the same magnitude and direction to be equivalent, regardless of the location of their initial point and we use the term vector to describe any quantity that has both a magnitude and a direction. We should emphasize that the location of the initial point is not relevant; − → only the magnitude and direction matter. In other words, if PQ is the directed line segment from the initial point P to the terminal point Q, then the corresponding vector v represents − → PQ as well as every other directed line segment having the same magnitude and direction − → as PQ. In Figure 11.2, we indicate three vectors that are all considered to be equivalent, even though their initial points are different. In this case, we write a = b = c.
 
 y b
 
 a c x
 
 FIGURE 11.2 Equivalent vectors
 
 It is often helpful to think of vectors as representing some specific physical quantity. − → For instance, when you see the vector PQ, you might imagine moving an object from the initial point P to the terminal point Q. In this case, the magnitude of the vector would represent the distance the object is moved and the direction of the vector would point from the starting position to the final position. In this text, we usually denote vectors by boldface characters such as a, b and c, as seen in Figure 11.2. Since you will not be able to write in boldface, you should use the − → arrow notation (e.g., a ). When discussing vectors, we refer to real numbers as scalars. It is very important that you begin now to carefully distinguish between vector and scalar quantities. This will save you immense frustration both now and as you progress through the remainder of this text. Look carefully at the three vectors shown in Figure 11.3a. If you think of the vector −→ AB as representing the displacement of a particle from the point A to the point B, notice −→ that the end result of displacing the particle from A to B (corresponding to the vector AB), −→ followed by displacing the particle from B to C (corresponding to the vector BC) is the −→ same as displacing the particle directly from A to C, which corresponds to the vector AC −→ −→ −→ (called the resultant vector). We call AC the sum of AB and BC and write −→ −→ −→ AC = AB + BC. To add two vectors, we locate the initial point of one at the terminal point of the other and complete the parallelogram, as indicated in Figure 11.3b. The vector lying along the diagonal, with initial point at A and terminal point at C is the sum −→ −→ −→ AC = AB + AD. C
 
 C D
 
 →
 
 AC
 
 →
 
 AD
 
 →
 
 BC A
 
 →
 
 B
 
 AB
 
 A
 
 →
 
 AC
 
 →
 
 BC
 
 →
 
 B
 
 AB
 
 FIGURE 11.3a
 
 FIGURE 11.3b
 
 Resultant vector
 
 Sum of two vectors
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 A second basic arithmetic operation for vectors is scalar multiplication. If we multiply a vector u by a scalar (a real number) c > 0, the resulting vector will have the same direction as u, but will have magnitude cu. On the other hand, multiplying a vector u by a scalar c < 0 will result in a vector with opposite direction from u and magnitude |c|u. (See Figure 11.4.) y a1  a2 u
 
 A(a1, a2)
 
 3u Qu
 
 2u
 
 a
 
 O
 
 FIGURE 11.4 Scalar multiplication
 
 a2 
 
 a
 
 x
 
 a1
 
 FIGURE 11.5
 
 Position vector a = a1 , a2 
 
 Since the location of the initial point is irrelevant, we typically draw vectors with their initial point located at the origin. Such a vector is called a position vector. Notice that the terminal point of a position vector will completely determine the vector, so that specifying the terminal point will also specify the vector. For the position vector a with initial point at the origin and terminal point at the point A(a1 , a2 ) (see Figure 11.5), we denote the vector by − → a = OA = a1 , a2 . We call a1 and a2 the components of the vector a; a1 is the first component and a2 is the second component. Be careful to distinguish between the point (a1 , a2 ) and the position vector a1 , a2 . Note from Figure 11.5 that the magnitude of the position vector a follows C(a1  b1, a2  b2) directly from the Pythagorean Theorem. We have
 
 y
 
 A(a1, a2)
 
 O
 
  a = a12 + a22 . B(b1, b2) x
 
 FIGURE 11.6 Adding position vectors
 
 Magnitude of a vector
 
 (1.1)
 
 Notice that it follows from the definition that for two position vectors a = a1 , a2  and b = b1 , b2 , a = b if and only if their terminal points are the same, that is if a1 = b1 and a2 = b2 . In other words, two position vectors are equal only when their corresponding components are equal. − → − → To add two position vectors, OA = a1 , a2  and OB = b1 , b2 , we draw the position vectors in Figure 11.6 and complete the parallelogram, as before. From Figure 11.6, we have − → − → −→ OA + OB = OC. Writing down the position vectors in their component form, we take this as our definition of vector addition: a1 , a2  + b1 , b2  = a1 + b1 , a2 + b2 .
 
 Vector addition
 
 (1.2)
 
 So, to add two vectors, we simply add the corresponding components. For this reason, we say that addition of vectors is done componentwise. Similarly, we define subtraction of vectors componentwise, so that a1 , a2  − b1 , b2  = a1 − b1 , a2 − b2 .
 
 Vector subtraction
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 We give a geometric interpretation of subtraction later in this section. Recall that if we multiply a vector a by a scalar c, the result is a vector in the same direction as a (for c > 0) or the opposite direction as a (for c < 0), in each case with magnitude |c|a. We indicate the case of a position vector a = a1 , a2  and scalar multiple c > 1 in Figure 11.7a and for 0 < c < 1 in Figure 11.7b. The situation for c < 0 is illustrated in Figures 11.7c and 11.7d. For the case where c > 0, notice that a vector in the same direction as a, but with magnitude |c|a, is the position vector ca1 , ca2 , since  (ca1 )2 + (ca2 )2 = c2 a12 + c2 a22  = |c| a12 + a22 = |c|a.
 
 x
 
 O
 
 
 
 ca1 , ca2  = FIGURE 11.7a
 
 Scalar multiplication (c > 1) y
 
 y
 
 y A(a1, a2)
 
 A(a1, a2)
 
 A(a1, a2) x
 
 O
 
 O
 
 x
 
 C(ca1, ca2) C(ca1, ca2)
 
 x
 
 O
 
 C(ca1, ca2)
 
 FIGURE 11.7b
 
 FIGURE 11.7c
 
 FIGURE 11.7d
 
 Scalar multiplication (0 < c < 1)
 
 Scalar multiplication (c < −1)
 
 Scalar multiplication (−1 < c < 0)
 
 Similarly, if c < 0, you can show that ca1 , ca2  is a vector in the opposite direction from a, with magnitude |c|a. For this reason, we define scalar multiplication of position vectors by ca1 , a2  = ca1 , ca2 ,
 
 Scalar multiplication
 
 (1.4)
 
 for any scalar c. Further, notice that this says that ca = |c|a.
 
 EXAMPLE 1.1
 
 (1.5)
 
 Vector Arithmetic
 
 For vectors a = 2, 1 and b = 3, −2, compute (a) a + b, (b) 2a, (c) 2a + 3b, (d) 2a − 3b and (e) 2a − 3b. Solution (a) From (1.2), we have a + b = 2, 1 + 3, −2 = 2 + 3, 1 − 2 = 5, −1. (b) From (1.4), we have 2a = 22, 1 = 2 · 2, 2 · 1 = 4, 2. (c) From (1.2) and (1.4), we have 2a + 3b = 22, 1 + 33, −2 = 4, 2 + 9, −6 = 13, −4.
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 (d) From (1.3) and (1.4), we have 2a − 3b = 22, 1 − 33, −2 = 4, 2 − 9, −6 = −5, 8. (e) Finally, from (1.1), we have 2a − 3b = −5, 8 =
 
 √ √ 25 + 64 = 89. „
 
 Observe that if we multiply any vector (with any direction) by the scalar c = 0, we get a vector with zero length, the zero vector: 0 = 0, 0. Further, notice that this is the only vector with zero length. (Why is that?) The zero vector also has no particular direction. Finally, we define the additive inverse −a of a vector a in the expected way: −a = −a1 , a2  = (−1)a1 , a2  = −a1 , −a2 . Notice that this says that the vector −a is a vector with the opposite direction as a and since −a = (−1)a1 , a2  = |−1|a = a, −a has the same length as a.
 
 DEFINITION 1.1 Two vectors having the same or opposite direction are called parallel. The zero vector is considered parallel to every vector. It then follows that two (nonzero) position vectors a and b are parallel if and only if b = ca, for some scalar c. In this event, we say that b is a scalar multiple of a.
 
 EXAMPLE 1.2
 
 Determining When Two Vectors Are Parallel
 
 Determine whether the given pair of vectors is parallel: (a) a = 2, 3 and b = 4, 5, (b) a = 2, 3 and b = −4, −6. Solution (a) Notice that from (1.4), we have that if b = ca, then 4, 5 = c2, 3 = 2c, 3c. For this to hold, the corresponding components of the two vectors must be equal. That is, 4 = 2c (so that c = 2) and 5 = 3c (so that c = 5/3). This is a contradiction and so, a and b are not parallel. (b) Again, from (1.4), we have −4, −6 = c2, 3 = 2c, 3c. In this case, we have −4 = 2c (so that c = −2) and −6 = 3c (which again leads us to c = −2). This says that −2a = −4, −6 = b and so, 2, 3 and −4, 6 are parallel. „ We denote the set of all position vectors in two-dimensional space by V2 = {x, y|x, y ∈ R}. You can easily show that the rules of algebra given in Theorem 1.1 hold for vectors in V2 .
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 THEOREM 1.1 For any vectors a, b and c in V2 , and any scalars d and e in R, the following hold: (i) (ii) (iii) (iv) (v) (vi) (vii) (viii)
 
 y
 
 a
 
 a+b=b+a (commutativity) a + (b + c) = (a + b) + c (associativity) a+0=a (zero vector) a + (−a) = 0 (additive inverse) d(a + b) = da + db (distributive law) (d + e) a = da + ea (distributive law) (1) a = a (multiplication by 1) and (0) a = 0 (multiplication by 0).
 
 PROOF
 
 ab
 
 We prove the first of these and leave the rest as exercises. By definition, a + b = a1 , a2  + b1 , b2  = a1 + b1 , a2 + b2 
 
 b O
 
 Notice that using the commutativity and associativity of vector addition, we have
 
 FIGURE 11.8 b + (a − b) = a
 
 b + (a − b) = (a − b) + b = a + (−b + b) = a + 0 = a. From our graphical interpretation of vector addition, we get Figure 11.8. Notice that this now gives us a geometric interpretation of vector subtraction. For any two points A(x 1 , y1 ) and B(x2 , y2 ), observe from Figure 11.9 that the vector −→ AB corresponds to the position vector x2 − x1 , y2 − y1 .
 
 y B(x2 , y2)
 
 y2
 
 →
 
 y2  y1
 
 AB y1
 
 EXAMPLE 1.3
 
 A(x1 , y1)
 
 Finding a Position Vector
 
 Find the vector with (a) initial point at A(2, 3) and terminal point at B(3, −1) and (b) initial point at B and terminal point at A.
 
 x2  x1 x1
 
 Since addition of real numbers is commutative.
 
 = b1 + a1 , b2 + a2  = b + a.
 
 x
 
 x2
 
 x
 
 Solution (a) We show this graphically in Figure 11.10a. Notice that −→ AB = 3 − 2, −1 − 3 = 1, −4.
 
 FIGURE 11.9 Vector from A to B
 
 y
 
 y 4
 
 4
 
 A(2, 3)
 
 A(2, 3) 1, 4
 
 2
 
 →
 
 2
 
 →
 
 BA
 
 AB
 
 x
 
 2
 
 2
 
 x
 
 2
 
 2
 
 B(3, 1) 2
 
 1, 4
 
 4
 
 FIGURE 11.10a −→ AB = 1, −4
 
 B(3, 1) 2
 
 4
 
 FIGURE 11.10b − → BA = −1, 4
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 (b) Similarly, the vector with initial point at B(3, −1) and terminal point at A(2, 3) is given by −→ B A = 2 − 3, 3 − (−1) = 2 − 3, 3 + 1 = −1, 4. We indicate this graphically in Figure 11.10b. „ We often find it convenient to write vectors in terms of some standard vectors. We define the standard basis vectors i and j by i = 1, 0
 
 y
 
 j = 0, 1.
 
 (See Figure 11.11.) Notice that i = j = 1. Any vector a with a = 1 is called a unit vector. So, i and j are unit vectors. Finally, we say that i and j form a basis for V2 , since we can write any vector a ∈ V2 uniquely in terms of i and j, as follows:
 
 1 j i O
 
 and
 
 1
 
 FIGURE 11.11 Standard basis
 
 a = a1 , a2  = a1 i + a2 j.
 
 x
 
 We call a1 and a2 the horizontal and vertical components of a, respectively. As we see in Theorem 1.2, for any nonzero vector, we can always find a unit vector with the same direction.
 
 THEOREM 1.2 (Unit Vector) For any nonzero position vector a = a1 , a2 , a unit vector having the same direction as a is given by 1 a. u= a The process of dividing a nonzero vector by its magnitude is sometimes called normalization. (A vector’s magnitude is sometimes called its norm.) As we’ll see, some problems are simplified by using normalized vectors.
 
 PROOF First, notice that since a = 0, a > 0 and so, u is a positive scalar multiple of a. This says 1 that u and a have the same direction. To see that u is a unit vector, notice that since is a a positive scalar, we have from (1.5) that    1  1  a = a = 1. u =   a a
 
 EXAMPLE 1.4
 
 Finding a Unit Vector
 
 Find a unit vector in the same direction as a = 3, −4. Solution First, note that a = 3, −4 =
 
  √ 32 + (−4)2 = 25 = 5.
 
 A unit vector in the same direction as a is then   1 1 3 4 u= a = 3, −4 = , − . a 5 5 5 „ It is often convenient to write a vector explicitly in terms of its magnitude and direction. For instance, in example 1.4, we found that the magnitude of a = 3, −4 is a = 5,
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 while its direction is indicated by the unit vector  35 , − 45 . Notice that we can now write a = 5 35 , − 45 . Graphically, we can represent a as a position vector. (See Figure 11.12.) Notice also that if θ is the angle between the positive x-axis and a, then
 
 x
 
 u
 
 a = 5cos θ, sin θ ,   where θ = tan−1 − 43 ≈ −0.93. This representation is called the polar form of the vector a. Note that this corresponds to writing the rectangular point (3, −4) as the polar point (r, θ ), where r = a. We close this section with two applications of vector arithmetic. Whenever two or more forces are acting on an object, the net force acting on the object (often referred to as the resultant force) is simply the sum of all of the force vectors. That is, the net effect of two or more forces acting on an object is the same as a single force (given by the sum) applied to the object.
 
 储a储
 
 a
 
 ⫺4
 
 FIGURE 11.12 Polar form of a vector
 
 EXAMPLE 1.5
 
 Finding the Net Force Acting on a Sky Diver
 
 At a certain point during a jump, there are two principal forces acting on a sky diver: gravity exerting a force of 180 pounds straight down and air resistance exerting a force of 180 pounds up and 30 pounds to the right. What is the net force acting on the sky diver?
 
 g+r
 
 Solution We write the gravity force vector as g = 0, −180 and the air resistance force vector as r = 30, 180. The net force on the sky diver is the sum of the two forces, g + r = 30, 0. We illustrate the forces in Figure 11.13. Notice that at this point, the vertical forces are balanced, producing a “free-fall” vertically, so that the sky diver is neither accelerating nor decelerating vertically. The net force is purely horizontal, combating the horizontal motion of the sky diver after jumping from the plane. „
 
 r g
 
 When flying an airplane, the effect of the velocity of the air can be quite significant. For instance, if a plane flies at 200 mph (its airspeed) and the air in which the plane is moving is itself moving at 35 mph in the same direction (i.e., there is a 35 mph tailwind), then the effective speed of the plane is 235 mph. Conversely, if the same 35 mph wind is moving in exactly the opposite direction (i.e., there is a 35 mph headwind), then the plane’s effective speed is only 165 mph. If the wind is blowing in a direction that’s not parallel to the plane’s direction of travel, we need to add the velocity vectors for the airplane and the wind to get the effective velocity. We illustrate this in example 1.6.
 
 FIGURE 11.13 Forces on a sky diver
 
 EXAMPLE 1.6
 
 Steering an Aircraft in a Headwind and a Crosswind
 
 An airplane has an airspeed of 400 mph. Suppose that the wind velocity is given by the vector w = 20, 30. In what direction should the airplane head in order to fly due west (i.e., in the direction of the unit vector −i = −1, 0)? Solution We illustrate the velocity vectors for the airplane and the wind in Figure 11.14. We let the airplane’s velocity vector be v = x, y. The effective velocity of the plane is then v + w, which we set equal to c, 0, for some negative constant c. Since v
 
 w v⫹w
 
 FIGURE 11.14 Forces on an airplane
 
 v + w = x + 20, y + 30 = c, 0, we must have x + 20 = c and y + 30 = 0, so that y = −30. Further, since the plane’s  √ airspeed is 400 mph, we must have 400 = v = x 2 + y 2 = x 2 + 900. Squaring √ this gives us x 2 + 900 = 160,000, so that x = − 159,100. (We take the negative square root so that the plane √ heads westward.) Consequently, the plane should head in the direction of v = − √ 159,100, −30, which points left and down, or southwest, at an angle of tan−1 (30/ 159,100) ≈ 4◦ below due west. „
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 BEYOND FORMULAS It is important to understand vectors in both symbolic and graphical terms. Much of the notation introduced in this section is used to simplify calculations. However, the visualization of vectors as directed line segments is often the key to solving a problem. For example, notice in example 1.6 that Figure 11.14 leads directly to an equation, which is more easily solved than the corresponding trigonometric problem suggested by Figure 11.14. What are some of the ways in which symbolic and graphical representations reinforce each other in one-variable calculus?
 
 EXERCISES 11.1 WRITING EXERCISES 1. Discuss whether each of the following is a vector or a scalar quantity: force, area, height, temperature, wind velocity. 2. Some athletes are blessed with “good acceleration.” In calculus, we define acceleration as the rate of change of velocity. Keeping in mind that the velocity vector has magnitude (i.e., speed) and direction, discuss why the ability to accelerate rapidly is beneficial. 3. The location at which a vector is drawn is irrelevant. Using the example of a velocity vector, explain why we want to focus on the magnitude of the vector and its direction, but not on the location at which it is drawn. 4. Describe the changes that occur when a vector is multiplied by a scalar c = 0. In your discussion, consider both positive and negative scalars, discuss changes both in the components of the vector and in its graphical representation, and consider the specific case of a velocity vector.
 
 In exercises 1 and 2, sketch the vectors 2a, − b, a  b and 2a − b. y
 
 y
 
 2.
 
 1.
 
 b b
 
 x
 
 a
 
 a x
 
 ............................................................ In exercises 3–6, compute a  b, a − 2b, 3a and 5b − 2a.
 
 In exercises 9–14, determine whether the vectors a and b are parallel. 9. a = 2, 1, b = −4, −2
 
 10. a = 1, −2, b = 2, 1
 
 11. a = −2, 3, b = 4, 6
 
 12. a = 1, −2, b = −4, 8
 
 13. a = i + 2j, b = 3i + 6j
 
 14. a = −2i + j, b = 4i + 2j
 
 ............................................................ In exercises 15–18, find the vector with initial point A and terminal point B. 15. A = (2, 3), B = (5, 4)
 
 16. A = (4, 3), B = (1, 0)
 
 17. A = (−1, 2), B = (1, −1)
 
 18. A = (1, 1), B = (−2, 4)
 
 ............................................................ In exercises 19–24, (a) find a unit vector in the same direction as the given vector and (b) write the given vector in polar form. 19. 4, −3
 
 20. 3, 6
 
 21. 2i − 4j
 
 22. 4i
 
 23. from (2, 1) to (5, 2)
 
 24. from (5, −1) to (2, 3)
 
 ............................................................ In exercises 25–30, find a vector with the given magnitude in the same direction as the given vector. 25. magnitude 3, v = 3i + 4j
 
 26. magnitude 4, v = 2i − j
 
 27. magnitude 29, v = 2, 5
 
 28. magnitude 10, v = 3, 1
 
 29. magnitude 4, v = 3, 0
 
 30. magnitude 5, v = 0, −2
 
 ............................................................ In exercises 31–34, find the vector with the given polar form. π π 31. r = 4, θ = 32. r = 2, θ = 4 3 √ √ 2π 5π 33. r = 2, θ = 34. r = 3, θ = 3 3
 
 3. a = 2, 4, b = 3, −1
 
 4. a = 3, −2, b = 2, 0
 
 ............................................................
 
 5. a = i + 2j, b = j − 3i
 
 6. a = −2i + j, b = 3i
 
 In exercises 35–38, sketch a, b and c with initial points at the origin. Sketch a parallelogram with diagonal c and sides parallel to a and b to write c in the form c1 a  c2 b.
 
 ............................................................ 7. For exercise 3, illustrate a + b and a − b graphically.
 
 35. a = 2, 1, b = 1, 3, c = 7, 11
 
 8. For exercise 4, illustrate a + b and a − b graphically.
 
 36. a = 1, 2, b = −1, 2, c = 1, 10
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch11
 
 696
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 11
 
 ..
 
 T1: OSO
 
 December 22, 2010
 
 LT (Late Transcendental)
 
 20:10
 
 Vectors and the Geometry of Space
 
 11-10
 
 37. a = 1, 2, b = −3, 1, c = 8, 2 38. a = 1, 2, b = −3, −1, c = −9, −8
 
 ............................................................
 
 A
 
 B
 
 39. If vector a has magnitude a = 3 and vector b has magnitude b = 4, what is the largest possible magnitude for the vector a + b? What is the smallest possible magnitude for the vector a + b? What will be the magnitude of a + b if a and b are perpendicular? 40. Use vectors to show that the points (1, 2), (3, 1), (4, 3) and (2, 4) form a parallelogram. 41. Prove the associativity property of Theorem 1.1. 42. Prove the distributive laws of Theorem 1.1. 43. (a) For vectors a = 2, 3 and b = 1, 4, compare a + b and a + b. Repeat this comparison for two other choices of a and b. Use the sketch in Figure 11.6 to explain why a + b ≤ a + b for any vectors a and b. (b) To prove that a + b ≤ a + b for a = a1 , a2  and b = b1 , b2 , start by showing that 2a1 a2 b1 b2 ≤ a12 b22 + a22 b12 . [Hint: Compute (a1 b2 − a2 b1 )2 .] Then, show   that a1 b1 + a2 b2 ≤ a12 + a22 b12 + b22 . Finally, compute a + b2 − (a + b)2 and use the previous inequality to show that this is less than or equal to 0. (c) Use the geometric interpretation of Figure 11.6 to conjecture the circumstances under which a + b = a + b. 44. Use a geometric interpretation to determine circumstances in which a + b2 = a2 + b2 . Determine all circumstances in which a + b2 < a2 + b2 ; a + b2 > a2 + b2 .
 
 APPLICATIONS 45. Suppose that there are two forces acting on a sky diver: gravity at 150 pounds down and air resistance at 140 pounds up and 20 pounds to the right. What is the net force acting on the sky diver? 46. Suppose that there are two forces acting on a sky diver: gravity at 200 pounds down and air resistance at 220 pounds up and 40 pounds to the right. What is the net force acting on the sky diver? 47. Suppose that there are two forces acting on a sky diver: gravity at 200 pounds down and air resistance. If the net force is 10 pounds down and 30 pounds to the left, what is the force of air resistance acting on the sky diver? 48. Suppose that there are two forces acting on a sky diver: gravity at 180 pounds down and air resistance. If the net force is 20 pounds down and 20 pounds to the left, what is the force of air resistance acting on the sky diver? 49. In the accompanying figure, two ropes are attached to a large crate. Suppose that rope A exerts a force of −164, 115 pounds on the crate and rope B exerts a force of 177, 177 pounds on the crate. If the crate weighs 275 pounds, what is the net force acting on the crate? Based on your answer, which way will the crate move?
 
 50. Repeat exercise 49 with forces of −131, 92 pounds from rope A and 92, 92 from rope B. 51. The thrust of an airplane’s engines produces a speed of 300 mph in still air. The wind velocity is given by 30, −20. In what direction should the airplane head to fly due west? Give your answer as an angle from due west. 52. The thrust of an airplane’s engines produces a speed of 600 mph in still air. The wind velocity is given by −30, 60. In what direction should the airplane head to fly due north? Give your answer as an angle from due north. 53. The thrust of an airplane’s engines produces a speed of 400 mph in still air. The wind velocity is given by −20, 30. In what direction should the airplane head to fly due south? Give your answer as an angle from due south. 54. The thrust of an airplane’s engines produces a speed of 300 mph in still air. The wind velocity is given by 50, 0. In what direction should the airplane head to fly due east? Give your answer as an angle from due east. 55. A paperboy is riding at 10 ft/s on a bicycle and tosses a paper over his left shoulder at 25 ft/s. If the porch is 50 ft off the road, how far up the street should the paperboy release the paper to hit the porch? 56. A papergirl is riding at 12 ft/s on a bicycle and tosses a paper over her left shoulder at 48 ft/s. If the porch is 40 ft off the road, how far up the street should the papergirl release the paper to hit the porch? 57. (a) A person is paddling a kayak in a river with a current of 1 ft/s. The kayaker is aimed at the far shore, perpendicular to the current. The kayak’s speed in still water would be 4 ft/s. Find the kayak’s actual speed and the angle between the kayak’s direction and the far shore. (b) Find the angle from the near shore at which the kayaker must paddle to go straight across the river. How does this angle compare to the angle found in part (a)? 58. (a) The water from a fire hose exerts a force of 200 pounds on the person holding the hose. The nozzle of the hose weighs 20 pounds. What force is required to hold the hose horizontal? At what angle to the horizontal is this force applied? (b) Repeat with the hose at a 45◦ angle to the horizontal.
 
 EXPLORATORY EXERCISES 1. The figure shows a foot striking the ground, exerting a force of F pounds at an angle of θ from the vertical. The force is resolved into vertical and horizontal components Fv and
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 Fh , respectively. The friction force between floor and foot is F f , where F f  = μFv  for a positive constant μ known as the coefficient of friction. Explain why the foot will slip if Fh  > F f  and show that this happens if and only if
 
 697
 
 tan θ > μ. Compare the angles θ at which slipping occurs for coefficients μ = 0.6, μ = 0.4 and μ = 0.2. 2. The vectors i and j are not the only basis vectors that can be used. In fact, any two nonzero and nonparallel vectors can be used as basis vectors for two-dimensional space. To see this, define a = 1, 1 and b = 1, −1. To write the vector 5, 1 in terms of these vectors, we want constants c1 and c2 such that 5, 1 = c1 a + c2 b. Show that this requires that c1 + c2 = 5 and c1 − c2 = 1, and then solve for c1 and c2 . Show that any vector x, y can be represented uniquely in terms of a and b. Determine as completely as possible the set of all vectors v such that a and v form a basis.
 
 u
 
 Fv u
 
 Vectors in Space
 
 F
 
 Fh
 
 11.2 VECTORS IN SPACE We now extend several ideas from the two-dimensional Euclidean space, R2 , to the three-dimensional Euclidean space, R3 . We specify each point in three dimensions by an ordered triple (a, b, c), where the coordinates a, b and c represent the (signed) distance from the origin along each of three coordinates axes (x, y and z), as indicated in Figure 11.15a. This orientation of the axes is an example of a right-handed coordinate system. That is, if you align the fingers of your right hand along the positive x-axis and then curl them toward the positive y-axis, your thumb will point in the direction of the positive z-axis. (See Figure 11.15b.)
 
 HISTORICAL NOTES William Rowan Hamilton (1805–1865) Irish mathematician who first defined and developed the theory of vectors. Hamilton was an outstanding student who was appointed Professor of Astronomy at Trinity College while still an undergraduate. After publishing several papers in the field of optics, Hamilton developed an innovative and highly influential approach to dynamics. He then became obsessed with the development of his theory of “quaternions,” in which he also defined vectors. Hamilton thought that quaternions would revolutionize mathematical physics, but vectors have proved to be his most important contribution to mathematics.
 
 z
 
 z
 
 4 2 4 2 4 x
 
 2 2
 
 O 2
 
 4
 
 2 4
 
 y y
 
 4 x
 
 FIGURE 11.15a
 
 FIGURE 11.15b
 
 Coordinate axes in R3
 
 Right-handed system
 
 To locate the point (a, b, c) ∈ R3 , where a, b and c are all positive, first move along the x-axis a distance of a units from the origin. This will put you at the point (a, 0, 0). Continuing from this point, move parallel to the y-axis a distance of b units from (a, 0, 0). This leaves you at the point (a, b, 0). Finally, continuing from this point and moving c units parallel to the z-axis leaves you at the point (a, b, c). (See Figure 11.16.)
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 z (0, 0, c) (a, 0, c) (0, b, c) (a, b, c)
 
 O
 
 (a, 0, 0) x
 
 (0, b, 0) (a, b, 0)
 
 y
 
 FIGURE 11.16 Locating the point (a, b, c)
 
 EXAMPLE 2.1
 
 Plotting Points in Three Dimensions
 
 Plot the points (1, 2, 3), (3, −2, 4) and (−1, 3, −2). Solution Working as indicated above, we see the points plotted in Figures 11.17a, 11.17b and 11.17c, respectively. z
 
 (3, 2, 4)
 
 z 2
 
 z
 
 4
 
 2
 
 2
 
 x
 
 2
 
 O 2
 
 2
 
 2
 
 O 2
 
 2
 
 (1, 2, 3)
 
 2
 
 x
 
 2
 
 2
 
 x
 
 2
 
 O
 
 y
 
 2 (1, 3, 2)
 
 y
 
 y
 
 FIGURE 11.17a
 
 FIGURE 11.17b
 
 FIGURE 11.17c
 
 The point (1, 2, 3)
 
 The point (3, −2, 4)
 
 The point (−1, 3, −2)
 
 „
 
 Recall that in R2 , the coordinate axes divide the xy-plane into four quadrants. In a similar fashion, the three coordinate planes in R3 (the xy-plane, the yz-plane and the xz-plane) divide space into eight octants. (See Figure 11.18 on the following page.) The first octant is the one with x > 0, y > 0 and z > 0. We do not usually distinguish among the other seven octants. We can compute the distance between two points in R3 by thinking of this as essentially a two-dimensional problem. For any two points P1 (x1 , y1 , z 1 ) and P2 (x2 , y2 , z 2 ) in R3 , first locate the point P3 (x2 , y2 , z 1 ) and observe that the three points are the vertices of a right triangle, with the right angle at the point P3 . (See Figure 11.19.) The Pythagorean Theorem then says that the distance between P1 and P2 , denoted d{P1 , P2 }, satisfies d{P1 , P2 }2 = d{P1 , P3 }2 + d{P2 , P3 }2 . Notice that P2 lies directly above P3 (or below, if z 2 < z 1 ), so that d{P2 , P3 } = d{(x2 , y2 , z 2 ), (x2 , y2 , z 1 )} = |z 2 − z 1 |.
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 z z P2(x2, y2, z2) xz-plane
 
 x
 
 yz-plane
 
 O P1(x1, y1, z1)
 
 y
 
 x
 
 xy-plane y
 
 P3(x2, y2, z1)
 
 FIGURE 11.18
 
 FIGURE 11.19
 
 The coordinate planes
 
 Distance in R3
 
 Since P1 and P3 both lie in the plane z = z 1 , we can ignore the third coordinates of these points (since they’re the same!) and use the usual two-dimensional distance formula: d{P1 , P3 } = d{(x1 , y1 , z 1 ), (x2 , y2 , z 1 )} =
 
  (x2 − x1 )2 + (y2 − y1 )2 .
 
 From (2.1), we now have d{P1 , P2 }2 = d{P1 , P3 }2 + d{P2 , P3 }2 
 
 2 = (x2 − x1 )2 + (y2 − y1 )2 + |z 2 − z 1 |2 = (x2 − x1 )2 + (y2 − y1 )2 + (z 2 − z 1 )2 . Taking the square root of both sides gives us the distance formula for R3 : Distance in R3
 
 d{(x1 , y1 , z 1 ), (x2 , y2 , z 2 )} =
 
 
 
 (x2 − x1 )2 + (y2 − y1 )2 + (z 2 − z 1 )2 ,
 
 (2.2)
 
 which is a straightforward generalization of the familiar formula for the distance between two points in the plane.
 
 EXAMPLE 2.2
 
 Computing Distance in R3
 
 Find the distance between the points (1, −3, 5) and (5, 2, −3). Solution From (2.2), we have
 
  (5 − 1)2 + [2 − (−3)]2 + (−3 − 5)2  √ = 42 + 52 + (−8)2 = 105. „
 
 d{(1, −3, 5), (5, 2, −3)} =
 
 Vectors in R3 As in two dimensions, vectors in three-dimensional space have both direction and magnitude. We again visualize vectors as directed line segments joining two points. A vector v is represented by any directed line segment with the appropriate magnitude and direction. The position vector a with terminal point at A(a1 , a2 , a3 ) (and initial point at the origin) is denoted by a1 , a2 , a3  and is shown in Figure 11.20a (on the following page). We denote the set of all three-dimensional position vectors by V3 = {x, y, z | x, y, z ∈ R}.
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 The magnitude of the position vector a = a1 , a2 , a3  follows directly from the distance formula (2.2). We have a = a1 , a2 , a3  =
 
 Magnitude of a vector
 
  a12 + a22 + a32 .
 
 (2.3)
 
 Note from Figure 11.20b that the vector with initial point at P(a1 , a2 , a3 ) and terminal point at Q(b1 , b2 , b3 ) corresponds to the position vector − → PQ = b1 − a1 , b2 − a2 , b3 − a3 . We define vector addition in V3 just as we did in V2 , by drawing a parallelogram, as in Figure 11.20c. z z Q(b1, b2, b3)
 
 z P(a1, a2, a3)
 
 A(a1, a2, a3)
 
  b3  a3
 
 a  a1, a2, a3
 
 y
 
 b
 
 (a1, b2, a3)
 
 A(a1, a2, a3)
 
 O
 
 ab
 
 a
 
  b2  a2  O x
 
 O
 
  b1  a1 (b1, b2, a3)
 
 B(b1, b2, b3)
 
 y
 
 y
 
 x
 
 x
 
 FIGURE 11.20a
 
 FIGURE 11.20b
 
 FIGURE 11.20c
 
 Position vector in R3
 
 Vector from P to Q
 
 Vector addition
 
 Notice that for vectors a = a1 , a2 , a3  and b = b1 , b2 , b3 , we have Vector addition
 
 a + b = a1 , a2 , a3  + b1 , b2 , b3  = a1 + b1 , a2 + b2 , a3 + b3 . That is, as in V2 , addition of vectors in V3 is done componentwise. Similarly, subtraction is done componentwise:
 
 Vector subtraction
 
 a − b = a1 , a2 , a3  − b1 , b2 , b3  = a1 − b1 , a2 − b2 , a3 − b3 . Again as in V2 , for any scalar c ∈ R, ca is a vector in the same direction as a when c > 0 and the opposite direction as a when c < 0. We have
 
 Scalar multiplication
 
 ca = ca1 , a2 , a3  = ca1 , ca2 , ca3 . Further, it’s easy to show using (2.3), that ca = |c|a. We define the zero vector 0 to be the vector in V3 of length 0: 0 = 0, 0, 0. As in two dimensions, the zero vector has no particular direction. As we did in V2 , we define the additive inverse of a vector a ∈ V3 to be −a = −a1 , a2 , a3  = −a1 , −a2 , −a3 .
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 The rules of algebra established for vectors in V2 hold verbatim in V3 , as seen in Theorem 2.1.
 
 THEOREM 2.1 For any vectors a, b and c in V3 , and any scalars d and e in R, the following hold: (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) z
 
 k
 
 x
 
 (commutativity) (associativity) (zero vector) (additive inverse) (distributive law) (distributive law) (multiplication by 1) and (multiplication by 0).
 
 We leave the proof of Theorem 2.1 as an exercise. The standard basis in V3 consists of three unit vectors, each lying along one of the three coordinate axes. We define these as a straightforward generalization of the standard basis for V2 by
 
 1
 
 i
 
 a+b=b+a a + (b + c) = (a + b) + c a+0=a a + (−a) = 0 d(a + b) = da + db (d + e) a = da + ea (1) a = a (0) a = 0
 
 i = 1, 0, 0, O
 
 j = 0, 1, 0
 
 and
 
 k = 0, 0, 1,
 
 j
 
 1
 
 1 y
 
 FIGURE 11.21
 
 as depicted in Figure 11.21. As in V2 , these basis vectors are unit vectors, since i = j = k = 1. Also as in V2 , it is sometimes convenient to write position vectors in V3 in terms of the standard basis. This is easily accomplished, as for any a ∈ V3 , we can write
 
 Standard basis for V3
 
 a = a1 , a2 , a3  = a1 i + a2 j + a3 k. If you’re getting that d´ej`a vu feeling that you’ve done all of this before, you’re not imagining it. Vectors in V3 follow all of the same rules as vectors in V2 . As a final note, observe that for any a = a1 , a2 , a3  = 0, a unit vector in the same direction as a is given by u=
 
 Unit vector
 
 1 a. a
 
 (2.4)
 
 The proof of this result is identical to the proof of the corresponding result for vectors in V2 , found in Theorem 1.2. Once again, it is often convenient to normalize a vector (i.e., produce a vector in the same direction, but with length 1).
 
 EXAMPLE 2.3
 
 Finding a Unit Vector
 
 Find a unit vector in the same direction as 1, −2, 3 and write 1, −2, 3 as the product of its magnitude and a unit vector. Solution First, we find the magnitude of the vector:  √ 1, −2, 3 = 12 + (−2)2 + 32 = 14. From (2.4), we have that a unit vector having the same direction as 1, −2, 3 is given by   1 1 −2 3 . u = √ 1, −2, 3 = √ , √ , √ 14 14 14 14   √ 1 −2 3 . 1, −2, 3 = 14 √ , √ , √ Further, 14 14 14 „
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch11
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 702
 
 CHAPTER 11
 
 ..
 
 T1: OSO
 
 December 22, 2010
 
 LT (Late Transcendental)
 
 20:10
 
 Vectors and the Geometry of Space
 
 z
 
 11-16
 
 Of course, going from two dimensions to three dimensions gives us a much richer geometry, with more interesting examples. For instance, we define a sphere to be the set of all points whose distance from a fixed point (the center) is constant.
 
 c
 
 EXAMPLE 2.4
 
 r
 
 Finding the Equation of a Sphere
 
 Find the equation of the sphere of radius r centered at the point (a, b, c). Solution The sphere consists of all points (x, y, z) whose distance from (a, b, c) is r, as illustrated in Figure 11.22. This says that  (x − a)2 + (y − b)2 + (z − c)2 = d{(x, y, z), (a, b, c)} = r.
 
 O b
 
 a
 
 y
 
 Squaring both sides gives us
 
 x
 
 (x − a)2 + (y − b)2 + (z − c)2 = r 2 , FIGURE 11.22 Sphere of radius r centered at (a, b, c)
 
 the standard form of the equation of a sphere. „ You will occasionally need to recognize when a given equation represents a common geometric shape, as in example 2.5.
 
 EXAMPLE 2.5
 
 Finding the Center and Radius of a Sphere
 
 Find the geometric shape described by the equation: 0 = x 2 + y 2 + z 2 − 4x + 8y − 10z + 36. Solution Completing the squares in each variable, we have 0 = (x 2 − 4x + 4) − 4 + (y 2 + 8y + 16) − 16 + (z 2 − 10z + 25) − 25 + 36 = (x − 2)2 + (y + 4)2 + (z − 5)2 − 9. Adding 9 to both sides gives us 32 = (x − 2)2 + (y + 4)2 + (z − 5)2 , which is the equation of a sphere of radius 3 centered at the point (2, −4, 5). „
 
 EXERCISES 11.2 WRITING EXERCISES 1. Visualize the circle x 2 + y 2 = 1 in the x y-plane. With threedimensional axes oriented as in Figure 11.15a, describe how to sketch this circle in the plane z = 0. Then, describe how to sketch the parabola y = x 2 in the plane z = 0. In general, explain how to translate a two-dimensional curve into a threedimensional sketch. 2. It is difficult, if not impossible, for most people to visualize what points in four dimensions would look like. Nevertheless, it is easy to generalize the distance formula to four dimensions. Describe what the distance formula looks like in general dimension n, for n ≥ 4. 3. It is very important to be able to quickly and accurately visualize three-dimensional relationships. In three dimensions, describe all lines that are perpendicular to the unit vector i. Describe all lines that are perpendicular to i and that pass through the origin. In three dimensions, describe all planes
 
 that are perpendicular to the unit vector i. Describe all planes that are perpendicular to i and that contain the origin. 4. Explain why the distance from the point (x, y, z) to the x yplane is |z|. Identify the distance from (x, y, z) to the yz-plane; the x z-plane. In exercises 1 and 2, plot the indicated points. 1. (a) (2, 1, 5)
 
 (b) (3, 1, −2)
 
 (c) (−1, 2, −4)
 
 2. (a) (−2, 1, 2)
 
 (b) (2, −3, −1)
 
 (c) (3, −2, 2)
 
 ............................................................ In exercises 3–6, find the distance between the given points. 3. (2, 1, 2), (5, 5, 2)
 
 4. (1, 2, 0), (7, 10, 0)
 
 5. (−1, 0, 2), (1, 2, 3)
 
 6. (3, 1, 0), (1, 3, −4)
 
 ............................................................
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 7. a = 2, 1, −2, b = 1, 3, 0
 
 In exercises 33–36, sketch a graph in xyz-space and identify the plane as parallel to the xy-plane, xz-plane or yz-plane and sketch a graph.
 
 8. a = −1, 0, 2, b = 4, 3, 2
 
 33. y = 4
 
 34. x = −2
 
 9. a = 3i − j + 4k, b = 5i + j
 
 35. z = −1
 
 36. z = 3
 
 10. a = i − 4j − 2k, b = i − 3j + 4k
 
 ............................................................
 
 ............................................................
 
 In exercises 37–40, give an xyz equation (e.g., z  0) for the indicated figure.
 
 In exercises 11–16, (a) find two unit vectors parallel to the given vector and (b) write the given vector as the product of its magnitude and a unit vector. 11. 3, 1, 2
 
 12. 2, −4, 6
 
 13. 2i − j + 2k
 
 14. 4i − 2j + 4k
 
 15. From (1, 2, 3) to (3, 2, 1)
 
 16. From (1, 4, 1) to (3, 2, 2)
 
 In exercises 17–20, find a vector with the given magnitude and in the same direction as the given vector. 17. Magnitude 6, v = 2, 2, −1 18. Magnitude 10, v = 3, 0, −4 19. Magnitude 4, v = 2i − j + 3k 20. Magnitude 3, v = 3i + 3j − k
 
 ............................................................ In exercises 21–24, find an equation of the sphere with radius r and center (a, b, c). 21. r = 2, (a, b, c) = (3, 1, 4)
 
 ............................................................ In exercises 25–30, identify the geometric shape described by the given equation. 25. (x − 1) + y + (z + 2) = 4 2
 
 27. x 2 − 2x + y 2 + z 2 − 4z = 0
 
 30. x 2 − 2x + y 2 + z 2 + 4z + 4 = 0
 
 ............................................................ In exercises 31 and 32, sketch the third axis to make xyz a right-handed system. y
 
 32.
 
 41. (a) Prove the commutative property of Theorem 2.1. (b) Prove the associative property of Theorem 2.1. 42. (a) Prove the distributive properties of Theorem 2.1. (b) Prove the multiplicative properties of Theorem 2.1. − → −→ 43. Find the displacement vectors PQ and Q R and determine whether the points P = (2, 3, 1), Q = (4, 2, 2) and R = (8, 0, 4) are colinear (on the same line). − → −→ 44. Find the displacement vectors PQ and Q R and determine whether the points P = (2, 3, 1), Q = (0, 4, 2) and R = (4, 1, 4) are colinear (on the same line). 45. Use vectors to determine whether the points (0, 1, 1), (2, 4, 2) and (3, 1, 4) form an equilateral triangle. 46. Use vectors to determine whether the points (2, 1, 0), (4, 1, 2) and (4, 3, 0) form an equilateral triangle.
 
 48. Use vectors and the Pythagorean Theorem to determine whether the points (1, −2, 1), (4, 3, 2) and (7, 1, 3) form a right triangle. 49. Use vectors to determine whether the points (2, 1, 0), (5, −1, 2), (0, 3, 3) and (3, 1, 5) form a square.
 
 In exercises 51–58, you are asked to work with vectors of dimension higher than three. Use rules analogous to those introduced for two and three dimensions.
 
 7 2
 
 29. (x + 1)2 + (y − 2)2 + z 2 = 0
 
 31.
 
 40. x-axis
 
 50. Use vectors to determine whether the points (1, −2, 1), (−2, −1, 2), (2, 0, 2) and (−1, 1, 3) form a square.
 
 26. x 2 + (y − 1)2 + (z − 4)2 = 2 28. x 2 + x + y 2 − y + z 2 =
 
 39. yz-plane
 
 47. Use vectors and the Pythagorean Theorem to determine whether the points (3, 1, −2), (1, 0, 1) and (4, 2, −1) form a right triangle.
 
 22. r = 3, (a, b, c) = (2, 0, 1) √ 23. r = 5, (a, b, c) = (π, 1, −3) √ 24. r = 7, (a, b, c) = (1, 3, 4)
 
 2
 
 38. xy-plane
 
 ............................................................
 
 ............................................................
 
 2
 
 37. xz-plane
 
 51. 2, 3, 1, 5 + 21, −2, 3, 1 52. 23, −2, 1, 0 − 2, 1, −2, 1 53. 3, −2, 4, 1, 0, 2 − 31, 2, −2, 0, 3, 1 54. 2, 1, 3, −2, 4, 1, 0, 2 + 23, 1, 1, 2, −2, 0, 3, 1
 
 z
 
 55. a for a = 3, 1, −2, 4, 1 56. a for a = 1, 0, −3, −2, 4, 1 57. a + b for a = 1, −2, 4, 1 and b = −1, 4, 2, −4 x
 
 x
 
 ............................................................
 
 58. a − 2b for a = 2, 1, −2, 4, 1 and b = 3, −1, 4, 2, −4
 
 ............................................................
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 59. (a) Take four unit circles and place them tangent to the x- and y-axes as shown. Find the radius of the inscribed circle (shown in the accompanying figure in red). y 2 1 0 2
 
 1
 
 x 0
 
 LT (Late Transcendental)
 
 1
 
 2
 
 1 2
 
 (b) Extend to three dimensions by finding the radius of the sphere inscribed by eight unit spheres that are tangent to the coordinate planes. (c) Generalize the results to n dimensions. Show that for n ≥ 10, the inscribed hypersphere is actually not contained in the “box” −2 ≤ x ≤ 2, −2 ≤ y ≤ 2 and so on, that contains all of the individual hyperspheres. 60. Let r = x, y, z and r0 = x0 , y0 , z 0  be such that ||r − r0 || = 2. Describe the set of points (x, y, z).
 
 11-18
 
 must this rope exert on the crate? Find the tension (magnitude of force) in each rope. 62. For the crate in exercise 61, suppose that the crate weighs only 300 pounds and the goal is to move the crate up and to the right with a constant force of 0, 30, 20 pounds. If a third rope is added to accomplish this, what force must the rope exert on the crate? Find the tension in each rope. 63. The thrust of an airplane’s engine produces a speed of 600 mph in still air. The plane is aimed in the direction of 2, 2, 1 and the wind velocity is 10, −20, 0 mph. Find the velocity vector of the plane with respect to the ground and find the speed. 64. The thrust of an airplane’s engine produces a speed of 700 mph in still air. The plane is aimed in the direction of 6, −3, 2 but its velocity with respect to the ground is 580, −330, 160 mph. Find the wind velocity. −→ 65. Given O = (0, 0), A = (2, 1) and B = (4, 5), graph O A, −→ 1 −→ −→ 1 −→ −→ 3 −→ −→ −→ O A + AB, O A + AB, O A + AB and O A + AB and 4 2 4 explain how these vectors could be used to animate the movement of a virtual object. 66. A unit cube has vertex (0, 0, 0) and sides parallel to 1, 1, 0, 1, −1, 0 and 0, 0, 1 such that if (x, y, z) is inside the cube then x ≥ 0 and z ≥ 0. Explain why the process of exercise 65 (applied to each vertex) would not be used to animate the rotation of the cube 45◦ about the z-axis.
 
 APPLICATIONS 61. In the accompanying figure, two ropes are attached to a 500-pound crate. Rope A exerts a force of 10, −130, 200 pounds on the crate, and rope B exerts a force of −20, 180, 160 pounds on the crate. If no further ropes are added, find the net force on the crate and the direction it will move. If a third rope C is added to balance the crate, what force
 
 A
 
 B
 
 EXPLORATORY EXERCISES 1. Find an equation describing all points equidistant from A = (0, 1, 0) and B = (2, 4, 4) and sketch a graph. Based on your graph, describe the relationship between the displacement −→ vector AB = 2, 3, 4 and your graph. Simplify your equation for the three-dimensional surface until 2, 3 and 4 appear as coefficients of x, y and z. Use what you have learned to quickly write down an equation for the set of all points equidistant from A = (0, 1, 0) and C = (5, 2, 3). 2. In this exercise, you will try to identify the threedimensional surface defined by the equation a(x − 1) + b(y − 2) + c(z − 3) = 0 for nonzero constants a, b and c. First, show that (1, 2, 3) is one point on the surface. Then, show that any point that is equidistant from the points (1 + a, 2 + b, 3 + c) and (1 − a, 2 − b, 3 − c) is on the surface. Use this geometric fact to identify the surface. Determine the relationship between a, b, c and the surface.
 
 11.3 THE DOT PRODUCT In sections 11.1 and 11.2, we defined vectors in R2 and R3 and examined many of the properties of vectors, including how to add and subtract two vectors. It turns out that two different kinds of products involving vectors have proved to be useful: the dot product
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 (or scalar product) and the cross product (or vector product). We introduce the first of these two products in this section.
 
 DEFINITION 3.1 The dot product of two vectors a = a1 , a2 , a3  and b = b1 , b2 , b3  in V3 is defined by a · b = a1 , a2 , a3  · b1 , b2 , b3  = a1 b1 + a2 b2 + a3 b3 .
 
 (3.1)
 
 Likewise, the dot product of two vectors in V2 is defined by a · b = a1 , a2  · b1 , b2  = a1 b1 + a2 b2 . Be sure to notice that the dot product of two vectors is a scalar (i.e., a number, not a vector). For this reason, the dot product is also called the scalar product.
 
 EXAMPLE 3.1
 
 Computing a Dot Product in R3
 
 Compute the dot product a · b for a = 1, 2, 3 and b = 5, −3, 4. Solution We have a · b = 1, 2, 3 · 5, −3, 4 = (1)(5) + (2)(−3) + (3)(4) = 11. „ Certainly, dot products are very simple to compute, whether a vector is written in component form or written in terms of the standard basis vectors, as in example 3.2.
 
 EXAMPLE 3.2
 
 Computing a Dot Product in R2
 
 Find the dot product of the two vectors a = 2i − 5j and b = 3i + 6j. Solution We have a · b = (2)(3) + (−5)(6) = 6 − 30 = −24. „ The dot product in V2 or V3 satisfies the following simple properties.
 
 REMARK 3.1 Since vectors in V2 can be thought of as special cases of vectors in V3 (where the third component is zero), all of the results we prove for vectors in V3 hold equally for vectors in V2 .
 
 THEOREM 3.1 For vectors a, b and c and any scalar d, the following hold: (i) (ii) (iii) (iv) (v)
 
 a·b=b·a a · (b + c) = a · b + a · c (da) · b = d(a · b) = a · (db) 0 · a = 0 and a · a = a2 .
 
 (commutativity) (distributive law)
 
 PROOF We prove (i) and (v) for a, b ∈ V3 . The remaining parts are left as exercises. (i) For a = a1 , a2 , a3  and b = b1 , b2 , b3 , we have from (3.1) that a · b = a1 , a2 , a3  · b1 , b2 , b3  = a1 b1 + a2 b2 + a3 b3 = b1 a1 + b2 a2 + b3 a3 = b · a, since multiplication of real numbers is commutative. (v) For a = a1 , a2 , a3 , we have a · a = a1 , a2 , a3  · a1 , a2 , a3  = a12 + a22 + a32 = a2 . Notice that properties (i)–(iv) of Theorem 3.1 are also properties of multiplication of real numbers. This is why we use the word product in dot product. However, there are some
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 properties of multiplication of real numbers not shared by the dot product. For instance, we will see that a · b = 0 does not imply that either a = 0 or b = 0. For two nonzero vectors a and b in V3 , we define the angle θ (0 ≤ θ ≤ π) between the vectors to be the smaller angle between a and b, formed by placing their initial points at the same point, as illustrated in Figure 11.23a. Notice that if a and b have the same direction, then θ = 0. If a and b have opposite directions, then θ = π . We say that a and b are orthogonal (or perpendicular) if θ = π2 . We consider the zero vector 0 to be orthogonal to every vector. The general case is stated in Theorem 3.2.
 
 FIGURE 11.23a The angle between two vectors
 
 THEOREM 3.2 Let θ be the angle between nonzero vectors a and b. Then, a · b = ab cos θ.
 
 (3.2)
 
 PROOF We must prove the theorem for three separate cases. (i) If a and b have the same direction, then b = ca, for some scalar c > 0 and the angle between a and b is θ = 0. This says that a · b = a · (ca) = ca · a = ca2 . Further, ab cos θ = a|c|a cos 0 = ca2 = a · b, since for c > 0, we have |c| = c. a  b
 
 a
 
 u
 
 b
 
 (ii) If a and b have the opposite direction, the proof is nearly identical to case (i) above and we leave the details as an exercise. (iii) If a and b are not parallel, then we have that 0 < θ < π, as shown in Figure 11.23b. Recall that the Law of Cosines allows us to relate the lengths of the sides of triangles like the one in Figure 11.23b. We have a − b2 = a2 + b2 − 2ab cos θ.
 
 FIGURE 11.23b
 
 (3.3)
 
 The angle between two vectors
 
 Now, observe that a − b2 = a1 − b1 , a2 − b2 , a3 − b3 2 = (a1 − b1 )2 + (a2 − b2 )2 + (a3 − b3 )2       = a12 − 2a1 b1 + b12 + a22 − 2a2 b2 + b22 + a32 − 2a3 b3 + b32     = a12 + a22 + a32 + b12 + b22 + b32 − 2(a1 b1 + a2 b2 + a3 b3 ) = a2 + b2 − 2a · b
 
 (3.4)
 
 Equating the right-hand sides of (3.3) and (3.4), we get (3.2), as desired. We can use (3.2) to find the angle between two vectors, as in example 3.3.
 
 EXAMPLE 3.3
 
 Finding the Angle Between Two Vectors
 
 Find the angle between the vectors a = 2, 1, −3 and b = 1, 5, 6. Solution From (3.2), we have cos θ =
 
 −11 a·b =√ √ . ab 14 62
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 −11 ≈ 1.953 (radians) √ √ It follows that θ = cos 14 62 (or about 112◦ ), since 0 ≤ θ ≤ π and the inverse cosine function returns an angle in this range. „ −1
 
 
 
 The following result is an immediate and important consequence of Theorem 3.2.
 
 COROLLARY 3.1 Two vectors a and b are orthogonal if and only if a · b = 0.
 
 PROOF First, observe that if either a or b is the zero vector, then a · b = 0 and a and b are orthogonal, as the zero vector is considered orthogonal to every vector. If a and b are nonzero vectors and if θ is the angle between a and b, we have from Theorem 3.2 that ab cos θ = a · b = 0 if and only if cos θ = 0 (since neither a nor b is the zero vector). This occurs if and only if θ = π2 , which is equivalent to having a and b orthogonal and so, the result follows.
 
 EXAMPLE 3.4
 
 Determining Whether Two Vectors Are Orthogonal
 
 Determine whether the following pairs of vectors are orthogonal: (a) a = 1, 3, −5 and b = 2, 3, 10 and (b) a = 4, 2, −1 and b = 2, 3, 14. Solution For (a), we have: a · b = 2 + 9 − 50 = −39 = 0, so that a and b are not orthogonal. For (b), we have a · b = 8 + 6 − 14 = 0, so that a and b are orthogonal, in this case. „ The following two results provide us with some powerful tools for comparing the magnitudes of vectors.
 
 THEOREM 3.3 (Cauchy-Schwartz Inequality) For any vectors a and b, |a · b| ≤ ab.
 
 (3.5)
 
 PROOF If either a or b is the zero vector, notice that (3.5) simply says that 0 ≤ 0, which is certainly true. On the other hand, if neither a nor b is the zero vector, we have from (3.2) that |a · b| = ab| cos θ| ≤ ab, since |cos θ | ≤ 1 for all values of θ . One benefit of the Cauchy-Schwartz Inequality is that it allows us to prove the following very useful result. If you were going to learn only one inequality in your lifetime, this is probably the one you would want to learn.
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 THEOREM 3.4 (The Triangle Inequality) a⫹b
 
 For any vectors a and b, b
 
 a
 
 FIGURE 11.24
 
 a + b ≤ a + b.
 
 (3.6)
 
 Before we prove the theorem, consider the triangle formed by the vectors a, b and a + b, shown in Figure 11.24. Notice that the Triangle Inequality says that the length of the vector a + b never exceeds the sum of the individual lengths of a and b.
 
 The Triangle Inequality
 
 PROOF From Theorem 3.1 (i), (ii) and (v), we have a + b2 = (a + b) · (a + b) = a · a + a · b + b · a + b · b = a2 + 2a · b + b2 . From the Cauchy-Schwartz Inequality (3.5), we have a · b ≤ |a · b| ≤ ab and so, we have a + b2 = a2 + 2a · b + b2 ≤ a2 + 2ab + b2 = (a + b)2 . Taking square roots gives us (3.6).
 
 Components and Projections
 
 TODAY IN MATHEMATICS Lene Hau (1959– ) A Danish mathematician and physicist known for her experiments to slow down and stop light. Although neither of her parents had a background in science or mathematics, she says that as a student, “I loved mathematics. I would rather do mathematics than go to the movies in those days. But after awhile, I discovered quantum mechanics and I’ve been hooked ever since.” Hau credits a culture of scientific achievement with her success. “I was lucky to be a Dane. Denmark has a long scientific tradition that included the great Niels Bohr. . . . In Denmark, physics is widely respected by laymen as well as scientists and laymen contribute to physics.”
 
 Think about the case where a vector represents a force. Often, it’s impractical to exert a force in the direction you’d like. For instance, in pulling a child’s wagon, we exert a force in the direction determined by the position of the handle, instead of in the direction of motion. (See Figure 11.25.) An important question is whether there is a force of smaller magnitude that can be exerted in a different direction and still produce the same effect on the wagon. Notice that it is the horizontal portion of the force that most directly contributes to the motion of the wagon. (The vertical portion of the force only acts to reduce friction.) We now consider how to compute such a component of a force.
 
 Force
 
 u Direction of motion
 
 FIGURE 11.25 Pulling a wagon
 
 For any two nonzero position vectors a and b, let θ be the angle between the vectors. If we drop a perpendicular line segment from the terminal point of a to the line containing the vector b, then from elementary trigonometry, the base of the triangle (in the case where 0 < θ < π2 ) has length given by a cos θ. (See Figure 11.26a.)
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 63. A car makes a turn on a banked road. If the road is banked at 10◦ , show that a vector parallel to the road is cos 10◦ , sin 10◦ . (a) If the car has weight 2000 pounds, find the component of the weight vector along the road vector. This component of weight provides a force that helps the car turn. Compute the ratio of the component of weight along the road to the component of weight into the road. Discuss why it might be dangerous if this ratio is very small or very large.
 
 59. In a methane molecule (CH4 ), a carbon atom is surrounded by four hydrogen atoms. Assume that the hydrogen atoms are at (0,  1 0,1 0), (1, 1, 0), (1, 0, 1) and (0, 1, 1) and the carbon atom is at 1 . Compute the bond angle, the angle from hydrogen , , 2 2 2 atom to carbon atom to hydrogen atom. 60. Suppose that a beam of an oil rig is installed in a direction parallel to 10, 1, 5. (a) If a wave exerts a force of 0, −200, 0 newtons, find the component of this force along the beam. (b) Repeat with a force of 13, −190, −61 newtons. The forces in parts (a) and (b) have nearly identical magnitudes. Explain why the force components are different. 61. In the diagram, a crate of weight w pounds is placed on a ramp inclined at angle θ above the horizontal. The vector v along the ramp is given by v = cos θ, sin θ  and the normal vector by n = −sin θ, cos θ. (a) Show that v and n are perpendicular. Find the component of w = 0, −w along v and the component of w along n. n
 
 v
 
 u w
 
 (b) If the coefficient of static friction between the crate and ramp equals μs , the crate will slide down the ramp if the component of w along v is greater than the product of μs and the component of w along n. Show that this occurs if the angle θ is steep enough that θ > tan−1 μs . 62. A weight of 500 pounds is supported by two ropes that exert forces of a = −100, 200 pounds and b = 100, 300 pounds. Find the angles α, β and θ between the ropes. a
 
 b a
 
 u
 
 b
 
 (b) Repeat part (a) for a 2500-pound car on a 15◦ bank. 64. The racetrack at Bristol, Tennessee, is famous for its short length and its steeply banked curves. The track is an oval of length 0.533 mile and the corners are banked at 36◦ . Circular motion at a constant speed v requires a centripetal force of mv 2 F= , where r is the radius of the circle and m is the mass r of the car. For a track banked at angle A, the weight of the car provides a centripetal force of mg sin A, where g is the gravv2 itational constant. Setting the two equal gives = g sin A. r Assuming that the Bristol track is circular (it’s not really) and using g = 32 ft/s2 , find the speed supported by the Bristol bank. Cars actually complete laps at over 120 mph. Discuss where the additional force for this higher speed might come from. 65. Suppose a small business sells three products. In a given month, if 3000 units of product A are sold, 2000 units of product B are sold and 4000 units of product C are sold, then the sales vector for that month is defined by s = 3000, 2000, 4000. If the prices of products A, B and C are $20, $15 and $25, respectively, then the price vector is defined by p = 20, 15, 25. Compute s · p and discuss how it relates to monthly revenue. 66. Suppose that in a particular county, ice cream sales (in thousands of gallons) for a year is given by the vector s = 3, 5, 12, 40, 60, 100, 120, 160, 110, 50, 10, 2. That is, 3000 gallons were sold in January, 5000 gallons were sold in February, and so on. In the same county, suppose that murders for the year are given by the vector m = 2, 0, 1, 6, 4, 8, 10, 13, 8, 2, 0, 6. Show that the average monthly ice cream sales is s¯ = 56,000 gallons and that the average monthly number
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 of murders is m = 5. Compute the vectors a and b, where the components of a equal the components of s with the mean 56 subtracted (so that a = −53, −51, −44, . . .) and the components of b equal the components of m with the mean 5 subtracted. The correlation between ice cream sales and murders is defined as a·b ρ= . Often, a positive correlation is incorrectly ab interpreted as meaning that a “causes” b. (In fact, correlation should never be used to infer a cause-and-effect relationship.) Explain why such a conclusion would be invalid in this case.
 
 EXPLORATORY EXERCISES 1. This exercise develops a basic principle used in computer graphics. In the drawing, an artist traces the image of an object onto a pane of glass. Explain why the trace will be distorted unless the artist keeps the pane of glass perpendicular to the line of sight. The trace is thus a projection of the object onto the pane of glass. To make this precise, suppose that the artist is at the point (100, 0, 0) and the point P1 = (2, 1, 3) is part of the object being traced. Find the projection p1 of the position vector 2, 1, 3 along the artist’s position vector 100, 0, 0. Then find the vector q1 such that 2, 1, 3 = p1 + q1 . Which of the vectors p1 and q1 does the artist actually see and which one is hidden? Repeat this with the point P2 = (−2, 1, 3) and find vectors p2 and q2 such that −2, 1, 3 = p2 + q2 . The artist would plot both points P1 and P2 at the same point on the pane of glass. Identify which of the vectors p1 , q1 , p2 and q2 correspond to this point. From the artist’s perspective, one of the points P1 or P2 is hidden behind the other. Identify which point is hidden and explain how the information in the vectors p1 , q1 , p2 and q2 can be used to determine which point is hidden.
 
 11-28
 
 2. Take a cube and spin it around a diagonal.
 
 If you spin it rapidly, you will see a curved outline appear in the middle. (See the figure below.) How does a cube become curved? This exercise answers that question. Suppose that the cube is a unit cube with 0 ≤ x ≤ 1, 0 ≤ y ≤ 1 and 0 ≤ z ≤ 1, and we rotate about the diagonal from (0, 0, 0) to (1, 1, 1). Spinning the cube, we see the combination of points on the cube at their maximum distance from the diagonal. The points on the edge of the cube have the maximum distance. If (x, y, z) is a point on an edge of the cube, define h to be the component of the vector x, y, z along the diagonal 1, 1, 1. The distance d from (x, y, z) to the diagonal is then d = x, y, z2 − h 2 , as in the diagram below. The curve is produced by the edge from (0, 0, 1) to (0, 1, 1). Parametric equations for this segment are x = 0, y = t and z = 1, for 0 ≤ t ≤ 1. For the vector 0, t, 1, compute h and then d. Graph d(t). You should see a curve similar to the middle of the outline shown below. Show that this curve is actually part of a hyperbola. Then find the outline created by other sides of the cube. Which ones produce curves and which produce straight lines? y 0.8 0.6 0.4 0.2 x 0
 
 0.25
 
 0.5
 
 0.75
 
 1
 
 1.25
 
 1.5
 
 z
 
 1, 1, 1 h
 
 d
 
 x, y, z y
 
 x
 
 11.4 THE CROSS PRODUCT In this section, we define a second type of product of vectors, the cross product or vector product, which has many important applications, from physics and engineering mechanics to space travel. We first need a few definitions.
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch11
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 22, 2010
 
 LT (Late Transcendental)
 
 20:10
 
 11-29
 
 SECTION 11.4
 
 ..
 
 The Cross Product
 
 715
 
 DEFINITION 4.1 The determinant of a 2 × 2 matrix of real numbers is defined by      a1 a2    = a1 b2 − a2 b1 .  b1 b 2    
 
 (4.1)
 
 2 × 2 matrix
 
 EXAMPLE 4.1
 
 Computing a 2 × 2 Determinant
 
  1 Evaluate the determinant  3
 
  2  . 4
 
 Solution From (4.1), we have   1 2    3 4  = (1)(4) − (2)(3) = −2.
 
 „
 
 DEFINITION 4.2 The determinant of a 3 × 3 matrix of real numbers is defined as a combination of three 2 × 2 determinants, as follows:          a 1 a2 a3   b2 b3   b1 b3   b1 b2         . − a2  + a3  (4.2)  b1 b2 b3  = a1  c2 c3  c1 c3  c1 c2    c 1 c2 c3    3 × 3 matrix
 
 Equation (4.2) is referred to as an expansion of the determinant along the first row. Notice that the multipliers of each of the 2 × 2 determinants are the entries of the first row of the 3 × 3 matrix. Each 2 × 2 determinant is the determinant you get if you eliminate the row and column in which the corresponding multiplier lies. That is, for the first term, the multiplier is a1 and the 2 × 2 determinant is found by eliminating the first row and first column from the 3 × 3 matrix:   a1   b1   c1
 
 a2 b2 c2
 
  a3   b3  =  b2 c2 c3 
 
  b3  . c3 
 
 Likewise, the second 2 × 2 determinant is found by eliminating the first row and the second column from the 3 × 3 determinant:   a1   b1   c1
 
 a2 b2 c2
 
  a3   b b3  =  1 c 1 c3 
 
  b3  . c3 
 
 Be certain to notice the minus sign in front of this term. Finally, the third determinant is found by eliminating the first row and the third column from the 3 × 3 determinant:   a1   b1   c1
 
 a2 b2 c2
 
  a3   b b3  =  1 c 1 c3 
 
  b2  . c2 
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 11-30
 
 Evaluating a 3 × 3 Determinant
 
   1  Evaluate the determinant  −3  3
 
  2 4  3 1  . −2 5 
 
 Solution Expanding along the first row, we have:    1      2 4    3 1  −3 1   −3        −3 3 1  = (1)    − (2)  3 5  + (4)  3 −2 5  3 −2 5 
 
  3  −2 
 
 = (1)[(3)(5) − (1)(−2)] − (2)[(−3)(5) − (1)(3)] + (4)[(−3)(−2) − (3)(3)] = 41. „ We use determinant notation as a convenient device for defining the cross product, as follows.
 
 DEFINITION 4.3 For two vectors a = a1 , a2 , a3  and b = b1 , b2 , b3  in V3 , we define the cross product (or vector product) of a and b to be   i      j k     a1 a3   a1 a2  a2 a3         k. a × b =  a1 a2 a3  =  i− j+ b2 b3  b1 b3  b1 b2   b1 b2 b3 
 
 (4.3)
 
 Notice that a × b is also a vector in V3 . To compute a × b, you must write the components of a in the second row and the components of b in the third row; the order is important! Also note that while we’ve used the determinant notation, the 3 × 3 determinant indicated in (4.3) is not really a determinant, in the sense in which we defined them, since the entries in the first row are vectors instead of scalars. Nonetheless, we find this slight abuse of notation convenient for computing cross products and we use it routinely.
 
 EXAMPLE 4.3
 
 Computing a Cross Product
 
 Compute 1, 2, 3 × 4, 5, 6. Solution From (4.3), we have  i  1, 2, 3 × 4, 5, 6 =  1 4
 
  k   2 3  =  5 6
 
   1 3   i −  4 6
 
   1 3   j +  4 6
 
  2  k 5
 
 = −3i + 6j − 3k = −3, 6, −3. „
 
 REMARK 4.1 The cross product is defined only for vectors in V3 . There is no corresponding operation for vectors in V2 .
 
 j 2 5
 
 THEOREM 4.1 For any vector a ∈ V3 , a × a = 0 and a × 0 = 0.
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 PROOF We prove the first of these two results. The second, we leave as an exercise. For a = a1 , a2 , a3 , we have from (4.3) that         i j k    a1 a3   a1 a2   a2 a3     k    i− j+ a × a =  a1 a2 a3  =  a2 a3  a1 a3  a1 a2   a1 a2 a3  = (a2 a3 − a3 a2 )i − (a1 a3 − a3 a1 )j + (a1 a2 − a2 a1 )k = 0. Let’s take a brief look back at the result of example 4.3. There, we saw that 1, 2, 3 × 4, 5, 6 = −3, 6, −3. There is something rather interesting to observe here. Note that 1, 2, 3 · −3, 6, −3 = 0 4, 5, 6 · −3, 6, −3 = 0.
 
 and
 
 That is, both 1, 2, 3 and 4, 5, 6 are orthogonal to their cross product. As it turns out, this is true in general, as we see in Theorem 4.2.
 
 THEOREM 4.2 For any vectors a and b in V3 , a × b is orthogonal to both a and b.
 
 PROOF
 
 HISTORICAL NOTES Josiah Willard Gibbs (1839–1903) American physicist and mathematician who introduced and named the dot product and the cross product. A graduate of Yale, Gibbs published important papers in thermodynamics, statistical mechanics and the electromagnetic theory of light. Gibbs used vectors to determine the orbit of a comet from only three observations. Originally produced as printed notes for his students, Gibbs’ vector system greatly simplified the original system developed by Hamilton. Gibbs was well liked but not famous in his lifetime. One biographer wrote of Gibbs that, “The greatness of his intellectual achievements will never overshadow the beauty and dignity of his life.”
 
 Recall that two vectors are orthogonal if and only if their dot product is zero. Now, using (4.3), we have         a1 a3   a1 a2   a2 a3      k  a · (a × b) = a1 , a2 , a3  ·  i− j+ b2 b3  b1 b3  b1 b2         a a3       − a2  a1 a3  + a3  a1 a2  = a1  2     b2 b3 b1 b3 b1 b2  = a1 [a2 b3 − a3 b2 ] − a2 [a1 b3 − a3 b1 ] + a3 [a1 b2 − a2 b1 ] = a1 a2 b3 − a1 a3 b2 − a1 a2 b3 + a2 a3 b1 + a1 a3 b2 − a2 a3 b1 = 0, so that a and (a × b) are orthogonal. We leave it as an exercise to show that b · (a × b) = 0, also. Notice that for nonzero and nonparallel vectors a and b, since a × b is orthogonal to both a and b, it is also orthogonal to every vector lying in the plane containing a and b. (We also say that a × b is orthogonal to the plane, in this case.) But, given a plane, out of which side of the plane does a × b point? We can get an idea by computing some simple cross products. Notice that       i j k     0 0 1 0 1 0          k = k. i− j+ i × j = 1 0 0 =  0 1 1 0 0 0 0 1 0 Likewise,
 
 j × k = i.
 
 These are illustrations of the right-hand rule: If you align the fingers of your right hand along the vector a and bend your fingers around in the direction of rotation from a toward b (through an angle of less than 180◦ ), your thumb will point in the direction of a × b,
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 as in Figure 11.29a. Now, following the right-hand rule, b × a will point in the direction opposite a × b. (See Figure 11.29b.) In particular, notice that    i j k   j × i =  0 1 0  = −k. 1 0 0 We leave it as an exercise to show that j × k = i, k×i=j
 
 FIGURE 11.29a a×b
 
 k × j = −i, i × k = −j.
 
 and
 
 Take the time to think through the right-hand rule for each of these cross products. There are several other unusual things to observe here. Notice that a
 
 i × j = k = −k = j × i,
 
 b
 
 which says that the cross product is not commutative. Further, notice that (i × j) × j = k × j = −i,
 
 ba
 
 i × (j × j) = i × 0 = 0,
 
 while FIGURE 11.29b b×a
 
 so that the cross product is also not associative. That is, in general, (a × b) × c = a × (b × c). Since the cross product does not follow several of the rules you might expect a product to satisfy, you might ask what rules the cross product does satisfy. We summarize these in Theorem 4.3.
 
 THEOREM 4.3 For any vectors a, b and c in V3 and any scalar d, the following hold: (i) (ii) (iii) (iv) (v) (vi)
 
 a × b = −(b × a) (da) × b = d(a × b) = a × (db) a × (b + c) = a × b + a × c (a + b) × c = a × c + b × c a · (b × c) = (a × b) · c a × (b × c) = (a · c)b − (a · b)c
 
 (anticommutativity) (distributive law) (distributive law) (scalar triple product) and (vector triple product).
 
 PROOF We prove parts (i) and (iii) only. The remaining parts are left as exercises. (i) For a = a1 , a2 , a3  and b = b1 , b2 , b3 , we have from (4.3) that         i j k    a1 a3   a1 a2   a2 a3     k    i− j+ a × b =  a1 a2 a3  =  b2 b3  b1 b3  b1 b2   b1 b2 b3         b2 b3   b1 b3   b1 b2        k = −(b × a), = − i+ j− a2 a3  a1 a3  a1 a2  since swapping two rows in a 2 × 2 matrix (or in a 3 × 3 matrix, for that matter) changes the sign of its determinant. (iii) For c = c1 , c2 , c3 , we have b + c = b1 + c1 , b2 + c2 , b3 + c3 
 
 and so,
 
   i  a × (b + c) =  a1  b1 + c1
 
 j a2 b2 + c2
 
  k  a3  . b3 + c 3 
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 Looking only at the i component of this, we have    a2 a3    b2 + c2 b3 + c3  = a2 (b3 + c3 ) − a3 (b2 + c2 ) = (a2 b3 − a3 b2 ) + (a2 c3 − a3 c2 )      a a3   a2 a3  + , =  2 b 2 b3   c 2 c 3  which you should note is also the i component of a × b + a × c. Similarly, you can show that the j and k components also match, which establishes the result. Always keep in mind that vectors are specified by two things: magnitude and direction. We have already shown that a × b is orthogonal to both a and b. In Theorem 4.4, we make a general (and quite useful) statement about a × b.
 
 THEOREM 4.4 For nonzero vectors a and b in V3 , if θ is the angle between a and b (0 ≤ θ ≤ π ), then a × b = ab sin θ.
 
 (4.4)
 
 PROOF From (4.3), we get a × b2 = [a2 b3 − a3 b2 ]2 + [a1 b3 − a3 b1 ]2 + [a1 b2 − a2 b1 ]2 = a22 b32 − 2a2 a3 b2 b3 + a32 b22 + a12 b32 − 2a1 a3 b1 b3 + a32 b12 + a12 b22 − 2a1 a2 b1 b2 + a22 b12    2 = a1 + a22 + a32 b12 + b22 + b32 − (a1 b1 + a2 b2 + a3 b3 )2 = a2 b2 − (a · b)2 = a2 b2 − a2 b2 cos2 θ
 
 From Theorem 3.2
 
 = a b (1 − cos θ) 2
 
 2
 
 2
 
 = a2 b2 sin2 θ. Taking square roots, we get a × b = ab sin θ, since sin θ ≥ 0, for 0 ≤ θ ≤ π . The following characterization of parallel vectors is an immediate consequence of Theorem 4.4.
 
 COROLLARY 4.1 Two nonzero vectors a, b ∈ V3 are parallel if and only if a × b = 0.
 
 PROOF Recall that a and b are parallel if and only if the angle θ between them is either 0 or π . In either case, sin θ = 0 and so, by Theorem 4.4, a × b = ab sin θ = ab(0) = 0. The result then follows from the fact that the only vector with zero magnitude is the zero vector.
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 Theorem 4.4 also provides us with the following interesting geometric interpretation of the cross product. For any two nonzero vectors a and b, as long as a and b are not parallel, they form two adjacent sides of a parallelogram, as seen in Figure 11.30. Notice that the area of the parallelogram is given by the product of the base and the altitude. We have
 
  a sin u u
 
 Area = (base)(altitude)
 
 b
 
 FIGURE 11.30 Parallelogram
 
 = ba sin θ = a × b,
 
 (4.5)
 
 from Theorem 4.4. That is, the magnitude of the cross product of two vectors gives the area of the parallelogram with two adjacent sides formed by the vectors.
 
 EXAMPLE 4.4
 
 Finding the Area of a Parallelogram Using the Cross Product
 
 Find the area of the parallelogram with two adjacent sides formed by the vectors a = 1, 2, 3 and b = 4, 5, 6. Solution First notice that     i j k   2   a × b =  1 2 3  = i  5 4 5 6
 
   1 3  − j  6 4
 
   1 3  + k  6 4
 
  2  = −3, 6, −3. 5
 
 From (4.5), the area of the parallelogram is given by √ a × b = −3, 6, −3 = 54 ≈ 7.348. „ Q
 
 →
 
  PQ sin u P
 
 u R
 
 FIGURE 11.31 Distance from a point to a line
 
 We can also use Theorem 4.4 to find the distance from a point to a line in R3 , as follows. Let d represent the distance from the point Q to the line through the points P and R. From elementary trigonometry, we have that − → d = PQ sin θ, − → − → where θ is the angle between PQ and PR. (See Figure 11.31.) From (4.4), we have − → − → − → − → − → PQ × PR = PQPR sin θ = PR(d). − → − → PQ × PR . (4.6) Solving this for d, we get d= − → PR
 
 EXAMPLE 4.5
 
 ab  compab c 
 
 c b a
 
 FIGURE 11.32 Parallelepiped formed by the vectors a, b and c
 
 Finding the Distance from a Point to a Line
 
 Find the distance from the point Q(1, 2, 1) to the line through the points P(2, 1, −3) and R(2, −1, 3). − → − → Solution First, the position vectors corresponding to PQ and PR are − → − → PQ = −1, 1, 4 and PR = 0, −2, 6,    i j k   1 4  = 14, 6, 2. −1, 1, 4 × 0, −2, 6 =  −1 and  0 −2 6  We then have from (4.6) that √ − → − → 14, 6, 2 236 PQ × PR = = √ d= ≈ 2.429. − → 0, −2, 6 40 PR „ For any three nonzero and noncoplanar vectors a, b and c (i.e., three vectors that do not lie in a single plane), consider the parallelepiped formed using the vectors as three adjacent edges. (See Figure 11.32.) Recall that the volume of such a solid is given by Volume = (Area of base)(altitude).
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 Further, since two adjacent sides of the base are formed by the vectors a and b, we know that the area of the base is given by a × b. Referring to Figure 11.32, notice that the altitude is given by |compa×b c| =
 
 |c · (a × b)| , a × b
 
 from (3.7). The volume of the parallelepiped is then Volume = a × b
 
 |c · (a × b)| = |c · (a × b)|. a × b
 
 The scalar c · (a × b) is called the scalar triple product of the vectors a, b and c. It turns out that we can evaluate the scalar triple product by computing a single determinant, as follows. Note that for a = a1 , a2 , a3 , b = b1 , b2 , b3  and c = c1 , c2 , c3 , we have    i j k   c · (a × b) = c ·  a1 a2 a3   b1 b2 b3              a a3   − j  a1 a3  + k  a1 a2  = c1 , c2 , c3  · i  2     b2 b3 b1 b3 b1 b2         a a3       − c2  a 1 a 3  + c3  a 1 a 2  = c1  2  b1 b 3   b1 b2  b2 b3     c 1 c2 c3    =  a1 a2 a3  . (4.7)  b1 b2 b3 
 
 EXAMPLE 4.6
 
 Finding the Volume of a Parallelepiped Using the Cross Product
 
 Find the volume of the parallelepiped with three adjacent edges formed by the vectors a = 1, 2, 3, b = 4, 5, 6 and c = 7, 8, 0. Solution First, note that Volume = |c · (a × b)|. From (4.7), we have that         7 8 0   2 3 1 3 1 2         c · (a × b) =  1 2 3  = 7  − 8 + 0 5 6 4 6 4 5 4 5 6 = 7(−3) − 8(−6) = 27. So, the volume of the parallelepiped is Volume = |c · (a × b)| = |27| = 27. „ Consider the action of a wrench on a bolt, as shown in Figure 11.33. In order to tighten the bolt, we apply a force F at the end of the handle, in the direction indicated in the figure. This force creates a torque τ acting along the axis of the bolt, drawing it in tight. Notice that the torque acts in the direction perpendicular to both F and the position vector r for the handle as indicated in Figure 11.33. In fact, using the right-hand rule, the torque acts in the same direction as r × F and physicists define the torque vector to be
 
 u F
 
 r
 
 τ = r × F. In particular, this says that τ  = r × F = rF sin θ,
 
 t
 
 FIGURE 11.33 Torque, τ
 
 (4.8)
 
 from (4.4). There are several observations we can make from this. First, this says that the farther away from the axis of the bolt we apply the force (i.e., the larger r is), the greater the magnitude of the torque. So, a longer wrench produces a greater torque, for a given amount of force applied. Second, notice that sin θ is maximized when θ = π2 , so that from (4.8) the magnitude of the torque is maximized when θ = π2 (when the force vector F is orthogonal to the position vector r). If you’ve ever spent any time using a wrench, this should fit well with your experience.
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 Finding the Torque Applied by a Wrench
 
 If you apply a force of magnitude 25 pounds at the end of a 15-inch-long wrench, at an angle of π3 to the wrench, find the magnitude of the torque applied to the bolt. What is the maximum torque that a force of 25 pounds applied at that point can produce? Solution From (4.8), we have
 
 
 
 τ  = rF sin θ =  =
 
 π 15 25 sin 12 3
 
 √ 3 15 25 ≈ 27.1 foot-pounds. 12 2
 
 Further, the maximum torque is obtained when the angle between the wrench and the force vector is π2 . This would give us a maximum torque of  15 τ  = rF sin θ = 25 (1) = 31.25 foot-pounds. 12 „
 
 FIGURE 11.34 Spinning ball
 
 s
 
 In many sports, the action is at least partially influenced by the motion of a spinning ball. For instance, in baseball, batters must contend with pitchers’ curveballs and in golf, players try to control their slice. In tennis, players hit shots with topspin, while in basketball, players improve their shooting by using backspin. The list goes on and on. These are all examples of the Magnus force, which we describe below. Suppose that a ball is spinning with angular velocity ω, measured in radians per second (i.e., ω is the rate of change of the rotational angle). The ball spins about an axis, as shown in Figure 11.34. We define the spin vector s to have magnitude ω and direction parallel to the spin axis. We use a right-hand rule to distinguish between the two directions parallel to the spin axis: curl the fingers of your right hand around the ball in the direction of the spin, and your thumb will point in the correct direction. Two examples are shown in Figures 11.35a and 11.35b. The motion of the ball disturbs the air through which it travels, creating a Magnus force Fm acting on the ball. For a ball moving with velocity v and spin vector s, Fm is given by
 
 FIGURE 11.35a
 
 Fm = c(s × v),
 
 Backspin
 
 s
 
 FIGURE 11.35b Topspin
 
 for some positive constant c. Suppose the balls in Figure 11.35a and Figure 11.35b are moving into the page and away from you. Using the usual sports terminology, the first ball has backspin and the second ball has topspin. Using the right-hand rule, we see that the Magnus force acting on the first ball acts in the upward direction, as indicated in Figure 11.36a. This says that backspin (for example, on a basketball or golf shot) produces an upward force that helps the ball land more softly than a ball with no spin. Similarly, the Magnus force acting on the second ball acts in the downward direction (see Figure 11.36b), so that topspin (for example, on a tennis shot or baseball hit) produces a downward force that causes the ball to drop to the ground more quickly than a ball with no spin. v
 
 s
 
 Fm v
 
 Fm s
 
 FIGURE 11.36a
 
 FIGURE 11.36b
 
 Magnus force for a ball with backspin
 
 Magnus force for a ball with topspin
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 Finding the Direction of a Magnus Force
 
 The balls shown in Figures 11.37a and 11.37b are moving into the page and away from you with spin as indicated. The first ball represents a right-handed baseball pitcher’s curveball, while the second ball represents a right-handed golfer’s shot. Determine the direction of the Magnus force and discuss the effects on the ball. FIGURE 11.37a Right-hand curveball
 
 Solution For the first ball, notice that the spin vector points up and to the left, so that s × v points down and to the left as shown in Figure 11.38a. Such a ball will curve to the left and drop faster than a ball that is not spinning, making it more difficult to hit. For the second ball, the spin vector points down and to the right, so s × v points up and to the right. Such a ball will move to the right (a “slice”) and stay in the air longer than a ball that is not spinning. (See Figure 11.38b.)
 
 s Fm
 
 v
 
 v
 
 s
 
 FIGURE 11.37b Right-hand golf shot s
 
 Fm
 
 FIGURE 11.38a
 
 FIGURE 11.38b
 
 Magnus force for a right-handed curveball
 
 Magnus force for a right-handed golf shot
 
 „
 
 EXERCISES 11.4 WRITING EXERCISES 1. In this chapter, we have developed several tests for geometric relationships. Briefly describe how to test whether two vectors are (a) parallel; (b) perpendicular. Briefly describe how to test whether (c) three points are colinear; (d) four points are coplanar. 2. The flip side of the problems in exercise 1 is to construct vectors with desired properties. Briefly describe how to construct a vector (a) parallel to a given vector; (b) perpendicular to a given vector. (c) Given a vector, describe how to construct two other vectors such that the three vectors are mutually perpendicular.
 
 In exercises 1–4, compute the given determinant.     0  2 2 −1  0 −1    2  1 0  2.  1 −1 1.  1 1  −2 −1 1 2 1    2 3 −1   1 0  3.  0  −2 −1 3
 
   −2  4.  0  0
 
 2 3 1
 
  −1  −2  2
 
 ............................................................ In exercises 5–10, compute the cross product a × b.
 
 3. In example 4.7, how would the torque change if the force F were replaced with the force −F? Answer both in mathematical terms and in physical terms.
 
 5. a = 1, 2, −1, b = 1, 0, 2
 
 4. Sketch a picture and explain in geometric terms why k × i = j and k × j = −i.
 
 7. a = 0, 1, 4, b = −1, 2, −1
 
 6. a = 3, 0, −1, b = 1, 2, 2
 
 8. a = 2, −2, 0, b = 3, 0, 1
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 9. a = 2i − k, b = 4j + k 10. a = −2i + j − 3k, b = 2j − k
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 people rotate the sprocket so that the pedal sticks straight out to the front. Explain why this is helpful.
 
 ............................................................ In exercises 11–16, find two unit vectors orthogonal to the two given vectors. 11. a = 1, 0, 4, b = 1, −4, 2 12. a = 2, −2, 1, b = 0, 0, −2 13. a = 2, −1, 0, b = 1, 0, 3 u
 
 14. a = 0, 2, 1, b = 1, 0, −1 15. a = 3i − j, b = 4j + k 16. a = −2i + 3j − 3k, b = 2i − k
 
 F
 
 ............................................................ In exercises 17–20, find the distance from the point Q to the given line. 17. Q = (1, 2, 0), line through (0, 1, 2) and (3, 1, 1) 18. Q = (2, 0, 1), line through (1, −2, 2) and (3, 0, 2)
 
 In exercises 31–34, assume that the balls are moving into the page (and away from you) with the indicated spin. Determine the direction of the spin vector and of the Magnus force. 31. (a)
 
 (b)
 
 32. (a)
 
 (b)
 
 33. (a)
 
 (b)
 
 34. (a)
 
 (b)
 
 19. Q = (3, −2, 1), line through (2, 1, −1) and (1, 1, 1) 20. Q = (1, 3, 1), line through (1, 3, −2) and (1, 0, −2)
 
 ............................................................ In exercises 21–26, find the indicated area or volume. 21. Area of the parallelogram with two adjacent sides formed by 2, 3 and 1, 4 22. Area of the parallelogram with two adjacent sides formed by −2, 1 and 1, 3 23. Area of the triangle with vertices (0, 0, 0), (2, 3, −1) and (3, −1, 4) 24. Area of the triangle with vertices (1, 1, 0), (0, −2, 1) and (1, −3, 0) 25. Volume of the parallelepiped with three adjacent edges formed by 2, 1, 0, −1, 2, 0 and 1, 1, 2 26. Volume of the parallelepiped with three adjacent edges formed by 0, −1, 0, 0, 2, −1 and 1, 0, 2
 
 ............................................................ 27. If you apply a force of magnitude 20 pounds at the end of an 8-inch-long wrench at an angle of π4 to the wrench, find the magnitude of the torque applied to the bolt. 28. If you apply a force of magnitude 40 pounds at the end of an 18-inch-long wrench at an angle of π3 to the wrench, find the magnitude of the torque applied to the bolt. 29. Use the torque formula τ = r × F to explain the positioning of doorknobs. In particular, explain why the knob is placed as far as possible from the hinges and at a height that makes it possible for most people to push or pull on the door at a right angle to the door. 30. In the diagram, a foot applies a force F vertically to a bicycle pedal. Compute the torque on the sprocket in terms of θ and F. Determine the angle θ at which the torque is maximized. When helping a young person to learn to ride a bicycle, most
 
 ............................................................ In exercises 35–40, label each statement as true or false. If it is true, briefly explain why. If it is false, give a counterexample. 35. If a × b = a × c, then b = c. 36. a × b = −b × a 37. a × a = a2 38. a · (b × c) = (a · b) × c 39. If the force is doubled, the torque doubles. 40. If the spin rate is doubled, the Magnus force is doubled.
 
 ............................................................
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 APPLICATIONS
 
 42. a = 2, 2, 1, b = 0, 0, 2
 
 In exercises 63–70, a sports situation is described, with the typical ball spin shown in the indicated exercise. Discuss the effects on the ball and how the game is affected.
 
 43. a = 3i + k, b = 4j + k
 
 63. Baseball overhand fastball, spin in exercise 31(a)
 
 41. a = 1, 0, 4, b = 2, 0, 1
 
 44. a = i + 3j + 3k, b = 2i + j
 
 ............................................................ In exercises 45–50, draw pictures to identify the cross product (do not compute!).
 
 64. Baseball right-handed curveball, spin in exercise 33(a) 65. Tennis topspin groundstroke, spin in exercise 34(a) 66. Tennis left-handed slice serve, spin in exercise 32(b)
 
 45. i × (3k)
 
 46. k × (2i)
 
 67. Football spiral pass, spin in exercise 34(b)
 
 47. i × ( j × k)
 
 48. j × ( j × k)
 
 68. Soccer left-footed “curl” kick, spin in exercise 31(b)
 
 49. j × ( j × i)
 
 50. (j × i) × k
 
 69. Golf “pure” hit, spin in exercise 31(a)
 
 ............................................................
 
 70. Golf right-handed “hook” shot, spin in exercise 33(b)
 
 In exercises 51–54, use the parallelepiped volume formula to determine whether the vectors are coplanar.
 
 EXPLORATORY EXERCISES
 
 51. 2, 3, 1, 1, 0, 2 and 0, 3, −3 52. 1, −3, 1, 2, −1, 0 and 0, −5, 2 53. 1, 0, −2, 3, 0, 1 and 2, 1, 0 54. 1, 1, 2, 0, −1, 0 and 3, 2, 4
 
 ............................................................ 55. Show that a × b2 = a2 b2 − (a · b)2 . 56. Show that (a − b) × (a + b) = 2(a × b).   a · c b · c  .  57. Show that (a × b) · (c × d) =  a · d b · d 58. Prove parts (ii), (iv), (v) and (vi) of Theorem 4.3. 59. In each of the situations shown here, a = 3 and b = 4. In which case is a × b larger? What is the maximum possible value for a × b?
 
 1. Devise a test that quickly determines whether a × b < |a · b|, a × b > |a · b| or a × b = |a · b|. Apply your test to the following vectors: (a) 2, 1, 1 and 3, 1, 2, (b) 2, 1, −1 and −1, −2, 1 and (c) 2, 1, 1 and −1, 2, 2. For randomly chosen vectors, which of the three cases is the most likely? 2. In this exercise, we explore the equation of motion for a general projectile in three dimensions. Newton’s second law is F = ma. Three forces that could affect the motion of the projectile are gravity, air drag and the Magnus force. Orient the axes such that positive z is up, positive x is right and positive y is straight ahead. The force due to gravity is weight, given by Fg = 0, 0, −mg. Air drag has magnitude proportional to the square of speed and direction opposite that of velocity. Show that if v is the velocity vector, then Fd = −vv satisfies both properties. The Magnus force is proportional to s × v, where s is the spin vector. The full model is then dv = 0, 0, −g − cd vv + cm (s × v), dt
 
 b
 
 a
 
 FIGURE A
 
 b
 
 a
 
 FIGURE B
 
 60. In Figures A and B, if the angles between a and b are 50◦ and 20◦ , respectively, find the exact values for a × b. Also, state whether a × b points into or out of the page. 61. Identify the expressions that are undefined. (a) a · (b × c)
 
 (b) a × (b · c)
 
 (c) a · (b · c)
 
 (d) a × (b × c)
 
 62. Explain why each equation is true. (a) a · (a × b) = 0
 
 (b) b · (a × a) = 0
 
 for positive constants cd and cm . With v = vx , v y , vz  and s = sx , s y , sz , expand this equation into separate differential equations for vx , v y and vz . We can’t solve these equations, but we can get some information by considering signs. For a golf drive, the spin produced could be pure backspin, in which case the spin vector is s = ω, 0, 0 for some large ω > 0. (A golf shot can have spins of 4000 rpm.) The initial velocity of a good shot would be straight ahead with some loft, v(0) = 0, b, c for positive constants b and c. At the beginning of the flight, show that v y < 0 and thus, v y decreases. If the ball spends approximately the same amount of time going up as coming down, conclude that the ball will travel farther downrange while going up than coming down. Next, consider the case of a ball with some sidespin, so that sx > 0 and s y > 0. By examining the sign of vx , determine whether this ball will curve to the right or left. Examine the other equations and determine what other effects this sidespin may have.
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 11.5 LINES AND PLANES IN SPACE z
 
 P(x, y, z)
 
 l
 
 P1(x1, y1, z1) A(a1, a2, a3) a O y
 
 In the xy-plane, we specify a line by selecting either two points on the line or a single point on the line and its direction, as indicated by the slope of the line. In three dimensions, specifying two points on a line will still determine the line. An alternative is to specify a single point on the line and its direction, which is determined by a vector parallel to the line. Let’s look for the line that passes through the point P1 (x1 , y1 , z 1 ) and that is parallel to the position vector a = a1 , a2 , a3 . (See Figure 11.39.) For any other point P(x, y, z) on −−→ the line, observe that the vector P1 P will be parallel to a, so that −−→ P1 P = ta,
 
 x
 
 (5.1)
 
 for some scalar t. The line then consists of all points P(x, y, z) for which (5.1) holds. Since −−→ P1 P = x − x1 , y − y1 , z − z 1 ,
 
 FIGURE 11.39 Line in space
 
 we have from (5.1) that x − x1 , y − y1 , z − z 1  = ta = ta1 , a2 , a3 . Finally, since two vectors are equal if and only if all of their components are equal, we have
 
 Parametric equations of a line
 
 x − x1 = a1 t,
 
 y − y1 = a2 t
 
 and
 
 z − z 1 = a3 t.
 
 (5.2)
 
 We call (5.2) parametric equations for the line, where t is the parameter. As in the twodimensional case, a line in space can be represented by many different sets of parametric equations. Provided none of a1 , a2 or a3 are zero, we can solve for the parameter in each of the three equations, to obtain x − x1 y − y1 z − z1 = = . a1 a2 a3
 
 Symmetric equations of a line
 
 (5.3)
 
 We refer to (5.3) as symmetric equations of the line.
 
 EXAMPLE 5.1
 
 Finding Equations of a Line Given a Point and a Vector
 
 Find equations for the line through the point (1, 5, 2) and parallel to the vector 4, 3, 7. Also, determine where the line intersects the yz-plane.
 
 z
 
 Solution From (5.2), parametric equations for the line are 具4, 3, 7典
 
 2 O
 
 x − 1 = 4t, (1, 5, 2)
 
 2 y
 
 2 x
 
 FIGURE 11.40 The line x = 1 + 4t, y = 5 + 3t, z = 2 + 7t
 
 y − 5 = 3t
 
 and
 
 z − 2 = 7t.
 
 From (5.3), symmetric equations of the line are y−5 z−2 x −1 = = . (5.4) 4 3 7 We show the graph of the line in Figure 11.40. Note that the line intersects the yz-plane where x = 0. Setting x = 0 in (5.4), we solve for y and z to obtain 17 1 y= and z = . 4 4 Alternatively, observe that we could solve x − 1 = 4t for t (again where x = 0) and substitute this into the parametric  equations for y and z. So, the line intersects the 1 yz-plane at the point 0, 17 . „ , 4 4
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 Given two points, we can easily find the equations of the line passing through them, as in example 5.2.
 
 4
 
 EXAMPLE 5.2
 
 Finding Equations of a Line Given Two Points
 
 Find equations for the line passing through the points P(1, 2, −1) and Q(5, −3, 4). O 3
 
 4
 
 x
 
 y
 
 (1, 2, 1)
 
 Solution First, a vector that is parallel to the line is − → PQ = 5 − 1, −3 − 2, 4 − (−1) = 4, −5, 5. Picking either point will give us equations for the line. Here, we use P, so that parametric equations for the line are x − 1 = 4t,
 
 FIGURE 11.41 x −1 y−2 z+1 The line = = 4 −5 5
 
 y − 2 = −5t
 
 and
 
 z + 1 = 5t.
 
 Similarly, symmetric equations of the line are y−2 z+1 x −1 = = . 4 −5 5 We show the graph of the line in Figure 11.41. „ Since we have specified a line by choosing a point on the line and a vector with the same direction, Definition 5.1 should be no surprise.
 
 DEFINITION 5.1 Let l1 and l2 be two lines in R3 , with parallel vectors a and b, respectively, and let θ be the angle between a and b. (i) The lines l1 and l2 are parallel whenever a and b are parallel. (ii) If l1 and l2 intersect, then (a) the angle between l1 and l2 is θ and (b) the lines l1 and l2 are orthogonal whenever a and b are orthogonal. In two dimensions, two lines are either parallel or they intersect. This is not true in three dimensions, as we see in example 5.3.
 
 EXAMPLE 5.3
 
 Showing Two Lines Are Not Parallel but Do Not Intersect
 
 Show that the lines l1 : x − 2 = −t, and
 
 l2 : x − 1 = s,
 
 y − 1 = 2t
 
 and
 
 z − 5 = 2t
 
 y − 2 = −s
 
 and
 
 z − 1 = 3s
 
 are not parallel, yet do not intersect. Solution Notice immediately that we have used different letters (t and s) as parameters for the two lines. In this setting, the parameter is a dummy variable, so the letter used is not significant. However, solving the first parametric equation of each line for the parameter in terms of x, we get
 
 z l1
 
 l2
 
 t =2−x O
 
 y x
 
 FIGURE 11.42 Skew lines
 
 and
 
 s = x − 1,
 
 respectively. This says that the parameter represents something different in each line; so we must use different letters. Notice from the graph in Figure 11.42 that the lines are most certainly not parallel, but it is unclear whether or not they intersect. (Remember, the graph is a two-dimensional rendering of lines in three dimensions and so, while the two-dimensional lines drawn do intersect, it’s unclear whether or not the three-dimensional lines that they represent intersect.) You can read from the parametric equations that a vector parallel to l1 is a1 = −1, 2, 2, while a vector parallel to l2 is a2 = 1, −1, 3. Since a1 is not a scalar
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 multiple of a2 , the vectors are not parallel, confirming that the lines l1 and l2 are not parallel. The lines intersect if there’s a choice of the parameters s and t that produces the same point, that is, that produces the same values for all of x, y and z. Setting the x-values equal, we get 2 − t = 1 + s, so that s = 1 − t. Setting the y-values equal and setting s = 1 − t, we get 1 + 2t = 2 − s = 2 − (1 − t) = 1 + t. Solving this for t yields t = 0, which further implies that s = 1. Setting the z-components equal gives 5 + 2t = 3s + 1, z
 
 but this is not satisfied when t = 0 and s = 1. So, l1 and l2 are not parallel, yet do not intersect. „
 
 l1
 
 DEFINITION 5.2 Nonparallel, nonintersecting lines are called skew lines.
 
 O x
 
 l2
 
 FIGURE 11.43 Skew lines
 
 y
 
 Note that it’s fairly easy to visualize skew lines. Draw two planes that are parallel and draw a line in each plane (so that it lies completely in the plane). As long as the two lines are not parallel, these are skew lines. (See Figure 11.43.)
 
 Planes in R3 Think about what information you might need to specify a plane in space. As a simple example, observe that the yz-plane is a set of points in space such that every vector connecting two points in the set is orthogonal to i. However, every plane parallel to the yz-plane satisfies this criterion. (See Figure 11.44.) In order to select the one that corresponds to the yz-plane, you also need to specify a point through which it passes (any one will do). z
 
 z
 
 yz-plane
 
 a P1
 
 i
 
 y
 
 y x
 
 x
 
 FIGURE 11.44
 
 FIGURE 11.45
 
 Parallel planes
 
 Plane in R3
 
 In general, a plane in space is determined by specifying a nonzero vector a = a1 , a2 , a3  that is normal to the plane (i.e., orthogonal to every vector lying in the plane) and a point P1 (x1 , y1 , z 1 ) lying in the plane. (See Figure 11.45.) In order to find an equation of the plane, let P(x, y, z) represent any point in the plane. Then, since P and P1 are both points −−→ in the plane, the vector P1 P = x − x1 , y − y1 , z − z 1  lies in the plane and so, must be orthogonal to a. By Corollary 3.1, we have that −−→ 0 = a · P1 P = a1 , a2 , a3  · x − x1 , y − y1 , z − z 1 
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 0 = a1 (x − x1 ) + a2 (y − y1 ) + a3 (z − z 1 ).
 
 or
 
 (5.5)
 
 Equation (5.5) is an equation for the plane passing through the point (x1 , y1 , z 1 ) with normal vector a1 , a2 , a3 . It’s a simple matter to use this to find the equation of any particular plane. We illustrate this in example 5.4.
 
 EXAMPLE 5.4
 
 The Equation and Graph of a Plane Given a Point and a Normal Vector
 
 Find an equation of the plane containing the point (1, 2, 3) with normal vector 4, 5, 6, and sketch the plane.
 
 z
 
 Solution From (5.5), we have the equation 0 = 4(x − 1) + 5(y − 2) + 6(z − 3).
 
 (0, 0, 163 )
 
 (8, 0, 0)
 
 (0, 325, 0)
 
 x
 
 FIGURE 11.46 The  plane through  (8, 0, 0), 0, 32 , 0 and 0, 0, 16 5 3
 
 y
 
 (5.6)
 
 To draw the plane, we locate three points lying in the plane. In this case, the simplest way to do this is to look at the intersections of the plane with each of the coordinate axes. When y = z = 0, we get from (5.6) that 0 = 4(x − 1) + 5(0 − 2) + 6(0 − 3) = 4x − 4 − 10 − 18, so that 4x = 32 or x = 8. The intersection of the plane with the x-axis is then the point (8, 0).Similarly, you can find the intersections of the plane with the y- and z-axes:  0,  16 0, 32 , respectively. Using these three points, we can draw the plane , 0 and 0, 0, 5 3 seen in Figure 11.46. We start by drawing the triangle with vertices at the three points; the plane we want is the one containing this triangle. Notice that since the plane intersects all three of the coordinate axes, the portion of the plane in the first octant is the indicated triangle and its interior. „ Note that if we expand out the expression in (5.5), we get 0 = a1 (x − x1 ) + a2 (y − y1 ) + a3 (z − z 1 ) = a1 x + a2 y + a3 z + (−a1 x1 − a2 y1 − a3 z 1 ) .    constant
 
 We refer to this last equation as a linear equation in the three variables x, y and z. In particular, this says that every linear equation of the form 0 = ax + by + cz + d, where a, b, c and d are constants, is the equation of a plane with normal vector a, b, c. We observed earlier that three points determine a plane. But, how can you find an equation of a plane given only three points? If you are to use (5.5), you’ll first need to find a normal vector. We can easily resolve this, as in example 5.5.
 
 EXAMPLE 5.5
 
 Finding the Equation of a Plane Given Three Points
 
 Find the plane containing the three points P(1, 2, 2), Q(2, −1, 4) and R(3, 5, −2). Solution First, we’ll need to find a vector normal to the plane. Notice that two vectors lying in the plane are − → PQ = 1, −3, 2
 
 and
 
 − → QR = 1, 6, −6.
 
 − → − → Consequently, a vector orthogonal to both of PQ and QR is the cross product    i j k  − → − →  PQ × QR =  1 −3 2  = 6, 8, 9.  1 6 −6 
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 − → − → − → − → Since PQ and QR are not parallel, PQ × QR must be orthogonal to the plane, as well. (Why is that?) From (5.5), an equation for the plane is then
 
 z
 
 0 = 6(x − 1) + 8(y − 2) + 9(z − 2).
 
 Q P
 
 R
 
 x
 
 y
 
 FIGURE 11.47 Plane containing three points
 
 a
 
 In Figure 11.47, we show the triangle with vertices at the three points. The plane in question is the one containing the indicated triangle. „ In three dimensions, two planes are either parallel or they intersect in a straight line. (Think about this some.) Suppose that two planes having normal vectors a and b, respectively, intersect. Then the angle between the planes is the same as the angle between a and b. (See Figure 11.48.) With this in mind, we say that the two planes are parallel whenever their normal vectors are parallel and the planes are orthogonal whenever their normal vectors are orthogonal.
 
 EXAMPLE 5.6 u
 
 The Equation of a Plane Given a Point and a Parallel Plane
 
 Find an equation for the plane through the point (1, 4, −5) and parallel to the plane defined by 2x − 5y + 7z = 12.
 
 b
 
 Solution First, notice that a normal vector to the given plane is 2, −5, 7. Since the two planes are to be parallel, this vector is also normal to the new plane. From (5.5), we can write down the equation of the plane: u
 
 0 = 2(x − 1) − 5(y − 4) + 7(z + 5). „ It’s particularly easy to see that some planes are parallel to the coordinate planes.
 
 FIGURE 11.48 Angle between planes
 
 EXAMPLE 5.7
 
 Drawing Some Simple Planes
 
 Draw the planes y = 3 and y = 8.
 
 z
 
 Solution First, notice that both equations represent planes with the same normal vector, 0, 1, 0 = j. This says that the planes are both parallel to the xz-plane, the first one passing through the point (0, 3, 0) and the second one passing through (0, 8, 0), as seen in Figure 11.49. „ x
 
 (0, 3, 0) (0, 8, 0)
 
 In example 5.8, we see how to find an equation of the line of intersection of two nonparallel planes.
 
 y
 
 FIGURE 11.49 The planes y = 3 and y = 8
 
 EXAMPLE 5.8
 
 Finding the Intersection of Two Planes
 
 Find the line of intersection of the planes x + 2y + z = 3 and x − 4y + 3z = 5. Solution Solving both equations for x, we get x = 3 − 2y − z
 
 and
 
 x = 5 + 4y − 3z.
 
 (5.7)
 
 Setting these expressions for x equal gives us 3 − 2y − z = 5 + 4y − 3z. Solving this for z gives us 2z = 6y + 2
 
 or
 
 z = 3y + 1.
 
 Returning to either equation in (5.7), we can solve for x (also in terms of y). We have x = 3 − 2y − z = 3 − 2y − (3y + 1) = −5y + 2.
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 Taking y as the parameter (i.e., letting y = t), we obtain parametric equations for the line of intersection: x = −5t + 2,
 
 y=t
 
 and
 
 z = 3t + 1.
 
 You can see the line of intersection in the computer-generated graph of the two planes seen in Figure 11.50. „ Observe that the distance from the plane ax + by + cz + d = 0 to a point P0 (x0 , y0 , z 0 ) not on the plane is measured along a line segment connecting the point to the plane that is orthogonal to the plane. (See Figure 11.51.) To compute this distance, pick any point P1 (x1 , y1 , z 1 ) lying in the plane and let a = a, b, c denote a vector normal to the plane. −−→ From Figure 11.51, notice that the distance from P0 to the plane is simply |compa P1 P0 |, where −−→ P1 P0 = x0 − x1 , y0 − y1 , z 0 − z 1 . y
 
 x
 
 From (3.7), the distance is    −−→ −−→ a   compa P1 P0  =  P1 P0 · a     a, b, c  = x0 − x1 , y0 − y1 , z 0 − z 1  · a, b, c  |a(x0 − x1 ) + b(y0 − y1 ) + c(z 0 − z 1 )| √ a 2 + b2 + c2 |ax0 + by0 + cz 0 − (ax1 + by1 + cz 1 )| = √ a 2 + b2 + c2 |ax0 + by0 + cz 0 + d| = , √ a 2 + b2 + c2 =
 
 FIGURE 11.50 Intersection of planes P0
 
 →
 
  compa P1P0  PP1 1
 
 a
 
 (5.8)
 
 since (x1 , y1 , z 1 ) lies in the plane and ax + by + cz = −d, for every point (x, y, z) in the plane.
 
 EXAMPLE 5.9
 
 Finding the Distance Between Parallel Planes
 
 Find the distance between the parallel planes: FIGURE 11.51
 
 P1: 2x − 3y + z = 6
 
 Distance from a point to a plane
 
 P2: 4x − 6y + 2z = 8.
 
 and
 
 Solution First, observe that the planes are parallel, since their normal vectors 2, −3, 1 and 4, −6, 2 are parallel. Further, since the planes are parallel, the distance from the plane P1 to every point in the plane P2 is the same. So, pick any point in P2 , say (0, 0, 4). (This is certainly convenient.) The distance D from the point (0, 0, 4) to the plane P1 is then given by (5.8) to be D=
 
 2 |(2)(0) − (3)(0) + (1)(4) − 6| =√ . √ 2 2 2 14 „ 2 +3 +1
 
 BEYOND FORMULAS Both lines and planes are defined in this section in terms of a point and a vector. To avoid confusing the equations of lines and planes, focus on understanding the derivations of these equations. Parametric equations of a line simply express the line in terms of a starting point and a direction. The equation of a plane is simply an expanded version of the dot product equation for the normal vector being perpendicular to the plane. Hopefully, you have discovered that a formula is easier to memorize if you understand the logic behind the result.
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 EXERCISES 11.5 WRITING EXERCISES 1. Explain how to shift back and forth between the parametric and symmetric equations of a line. Describe one situation in which you would prefer to have parametric equations to work with and one situation in which symmetric equations would be more convenient. 2. Lines and planes can both be specified with a point and a vector. Discuss the differences in the vectors used, and explain why the normal vector of the plane specifies an entire plane, while the direction vector of the line merely specifies a line.
 
 ⎧ ⎨x = 3+t y = 3 + 3t 12. ⎩ z =4−t ⎧ ⎨ x = 1 + 2t y=3 13. ⎩ z = −1 − 4t ⎧ ⎨ x = 1 − 2t y = 2t 14. ⎩ z =5−t
 
 and
 
 and
 
 and
 
 ⎧ ⎨x = 2−s y = 1 − 2s ⎩ z = 6 + 2s ⎧ ⎨x = 2−s y=2 ⎩ z = 3 + 2s ⎧ ⎨ x = 3 + 2s y = −2 ⎩ z = 3 + 2s
 
 ............................................................
 
 3. If c = 0 in the equation ax + by + cz + d = 0 of a plane, you have an equation that could describe a line in the x y-plane. Describe how this line relates to the plane.
 
 In exercises 15–24, find an equation of the given plane.
 
 4. Our hint about visualizing skew lines was to place the lines in parallel planes. Discuss whether every pair of skew lines must necessarily lie in parallel planes. (Hint: Discuss how the cross product of the direction vectors of the lines would relate to the parallel planes.)
 
 16. The plane containing the point (−2, 1, 0) with normal vector −3, 0, 2
 
 In exercises 1–10, find (a) parametric equations and (b) symmetric equations of the line. 1. The line through (1, 2, −3) and parallel to 2, −1, 4 2. The line through (3, −2, 4) and parallel to 3, 2, −1 3. The line through (2, 1, 3) and (4, 0, 4) 4. The line through (0, 2, 1) and (2, 0, 2) 5. The line through (1, 2, 1) and parallel to the line x = 2 − 3t, y = 4, z = 6 + t 6. The line through (−1, 0, 0) and parallel to the line y x +1 = = z−2 −2 3 7. The line through (2, 0, 1) and perpendicular to both 1, 0, 2 and 0, 2, 1 8. The line through (−3, 1, 0) and perpendicular to both 0, −3, 1 and 4, 2, −1 9. The line through (1, 2, −1) and normal to the plane 2x − y + 3z = 12 10. The line through (0, −2, 1) and normal to the plane y + 3z = 4
 
 ............................................................ In exercises 11–14, determine whether the lines are parallel, skew or intersect. If they intersect, find the point of intersection. ⎧ ⎧ ⎨ x = 2 + 2s ⎨x = 4+t y = 2s y=2 and 11. ⎩ ⎩ z = −1 + 4s z = 3 + 2t
 
 15. The plane containing the point (1, 3, 2) with normal vector 2, −1, 5
 
 17. The plane containing the points (2, 0, 3), (1, 1, 0) and (3, 2, −1) 18. The plane containing the points (1, −2, 1), (2, −1, 0) and (3, −2, 2) 19. The plane containing the points (a, 0, 0), (0, b, 0) and (0, 0, c), where a, b and c are nonzero constants. 20. The plane containing the points (x1 , y1 , 0), (x2 , 0, z 2 ) and (0, y3 , z 3 ). 21. The plane containing the point (0, −2, −1) and parallel to the plane −2x + 4y = 3 22. The plane containing the point (3, 1, 0) and parallel to the plane −3x − 3y + 2z = 4 23. The plane containing the point (1, 2, 1) and perpendicular to the planes x + y = 2 and 2x + y − z = 1 24. The plane containing the point (3, 0, −1) and perpendicular to the planes x + 2y − z = 2 and 2x − z = 1
 
 ............................................................ In exercises 25–34, find all intercepts and sketch the given plane. 25. x + y + z = 4
 
 26. 2x − y + 4z = 4
 
 27. 3x + 6y − z = 6
 
 28. 2x + y + 3z = 6
 
 29. x = 4
 
 30. y = 3
 
 31. z = 2
 
 32. x + y = 1
 
 33. 2x − z = 2
 
 34. y = x + 2
 
 ............................................................ In exercises 35–38, find the intersection of the planes. 35. 2x − y − z = 4 and 3x − 2y + z = 0 36. 3x + y − z = 2 and 2x − 3y + z = −1
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 37. 3x + 4y = 1 and x + y − z = 3 38. x − 2y + z = 2 and x + 3y − 2z = 0
 
 ............................................................ In exercises 39–44, find the distance between the given objects. 39. The point (2, 0, 1) and the plane 2x − y + 2z = 4 40. The point (1, 3, 0) and the plane 3x + y − 5z = 2 41. The point (2, −1, −1) and the plane x − y + z = 4 42. The point (0, −1, 1) and the plane 2x − 3y = 2 43. The planes 2x − y − z = 1 and 2x − y − z = 4 44. The planes x + 3y − 2z = 3 and x + 3y − 2z = 1
 
 ............................................................
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 In exercises 55–62, state whether the statement is true or false (not always true). If it is false, modify it to make a true statement. 55. Two planes either are parallel or intersect. 56. The set of points common to two planes is a line. 57. The set of points common to three planes is a point. 58. Lines that lie in different parallel planes are skew. 59. The set of all lines perpendicular to a given line forms a plane. 60. There is exactly one line perpendicular to a given plane. 61. The set of all points equidistant from two different fixed points forms a plane. 62. The set of all points equidistant from two given planes forms a plane.
 
 ............................................................ In exercises 45–50, state whether the lines are parallel or perpendicular and find the angle between the lines. ⎧ ⎧ ⎨ x = 1 + 2s ⎨ x = 1 − 3t y = 2 − 2s y = 2 + 4t and 45. ⎩ ⎩ z = −6 + s z = −6 + t ⎧ ⎧ ⎨x = 4+s ⎨ x = 4 − 2t y = −2s y = 3t and 46. ⎩ ⎩ z = −1 + 3s z = −1 + 2t ⎧ ⎧ ⎨ x = 1 + 2t ⎨x = 2−s y=3 y = 8 + 5s and 47. ⎩ ⎩ z = −1 + t z = 2 + 2s ⎧ ⎧ ⎨ x = 3 + 2s ⎨ x = 1 − 2t y = −2 − 2s y = 2t and 48. ⎩ ⎩ z =6+s z =5−t ⎧ ⎧ ⎨ x = −1 − s ⎨ x = −1 + 2t y = 3 − 2s y = 3 + 4t and 49. ⎩ ⎩ z = 3s z = −6t ⎧ ⎧ ⎨ x = 1 + 2s ⎨x = 3−t y = 7 − 3s y = 4 and 50. ⎩ ⎩ z = −3 + s z = −2 + 2t
 
 ............................................................ 51. Show that the distance between planes ax + by + cz = d1 and |d2 − d1 | . ax + by + cz = d2 is given by √ a 2 + b2 + c2 52. Find an equation of the plane containing the lines ⎧ ⎧ ⎨ x = 2 + 2s ⎨x = 4+t y = 2s y=2 . and ⎩ ⎩ z = −1 + 4s z = 3 + 2t 53. Find an equation for the intersection of ⎧ ⎨x = 2+t y =3−t and x − y + 2z = 3 . ⎩ z = 2t 54. Find numbers a, b and c such that ⎧ ⎨ x = 1 + at y = 2 + bt is perpendicular to 2x + y − 3z = 1 . ⎩ z = 3 + ct
 
 In exercises 63–66, determine whether the given lines or planes are the same. 63. x = 3 − 2t, y = 3t, z = t − 2 and x = 1 + 4t, y = 3 − 6t, z = −1 − 2t 64. x = 1 + 4t, y = 2 − 2t, z = 2 + 6t y = −2 + t, z = 8 − 3t 65. 2(x − 1) − (y + 2) + (z − 3) = 0 66. 3(x + 1) + 2(y − 2) − 3(z + 1) = 0 6(x − 2) + 4(y + 1) − 6z = 0
 
 and and
 
 x = 9 − 2t,
 
 4x − 2y + 2z = 2
 
 and
 
 ............................................................ 67. Describe the family of planes and the role of the parameter c. (a) x + y + cz = 2
 
 (b) x + y + 2z = c
 
 (c) 2(x − c) + y − z = 4
 
 (d) x + 2y − 3z = 1 + 3c
 
 68. Suppose two airplanes the parametric ⎧ fly paths described by ⎧ ⎨x = 3 ⎨ x = 1 + 2s and P2 : y = 3 + s . equations P1 : y = 6 − 2t ⎩ ⎩ z = 3t + 1 z = 2 + 2s Describe the shape of the flight paths. If t = s represents time, determine whether the paths intersect. Determine if the planes collide.
 
 EXPLORATORY EXERCISES 1. Compare the equations that we have developed for the distance between a (two-dimensional) point and a line and for a (three-dimensional) point and a plane. Based on these equations, hypothesize a formula for the distance between the (four-dimensional) point (x1 , y1 , z 1 , w1 ) and the hyperplane ax + by + cz + dw + e = 0. 2. In this exercise, we will explore the geometrical object deter⎧ ⎨ x = 2s + 3t mined by the parametric equations y = 3s + 2t . Given that ⎩ z =s+t there are two parameters, what dimension do you expect the object to have? Given that the individual parametric equations
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch11
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 734
 
 CHAPTER 11
 
 ..
 
 T1: OSO
 
 December 22, 2010
 
 LT (Late Transcendental)
 
 20:10
 
 Vectors and the Geometry of Space
 
 11-48
 
 are linear, what do you expect the object to be? Show that the points (0, 0, 0), (2, 3, 1) and (3, 2, 1) are on the object. Find an equation of the plane containing these three points. Substitute
 
 in the equations for x, y and z and show that the object lies in the plane. Argue that the object is, in fact, the entire plane.
 
 11.6 SURFACES IN SPACE Now that we have discussed lines and planes in R3 , we explore more complicated objects in three dimensions. Don’t expect a general theory like we developed for two-dimensional graphs. Drawing a two-dimensional image that represents an object in three dimensions or even correctly interpreting computer-generated graphics is something of an art. Our goal here is not to produce artists, but rather to leave you with the ability to deal with a small group of surfaces in three dimensions. In countless problems, taking a few extra minutes to draw a better graph will result in a huge savings of time and effort.
 
 z
 
 O x
 
 Cylindrical Surfaces
 
 y
 
 We begin with a simple type of three-dimensional surface. When you see the word cylinder, you probably think of a right circular cylinder. For instance, consider the graph of the equation x 2 + y 2 = 9 in three dimensions. While the graph of x 2 + y 2 = 9 in two dimensions is the circle of radius 3, centered at the origin, what is its graph in three dimensions? Consider the intersection of the surface with the plane z = k, for some constant k. Since the equation has no z’s in it, the intersection with every such plane (called the trace of the surface in the plane z = k) is the same: a circle of radius 3, centered at the origin. Think about it: the intersection of this surface with every plane parallel to the xy-plane is a circle of radius 3, centered at the origin. This describes a right circular cylinder, in this case one of radius 3, whose axis is the z-axis. (See Figure 11.52.) More generally, the term cylinder is used to refer to any surface whose traces in every plane parallel to a given plane are the same. With this definition, many surfaces qualify as cylinders.
 
 FIGURE 11.52 Right circular cylinder z
 
 y
 
 EXAMPLE 6.1
 
 Sketching a Surface
 
 Draw a graph of the surface z = y 2 in R3 .
 
 x
 
 Solution Since there are no x’s in the equation, the trace of the graph in the plane x = k is the same for every k. This is then a cylinder whose trace in every plane parallel to the yz-plane is the parabola z = y 2 . To draw this, we first draw the trace in the yz-plane and then make several copies of the trace, locating the vertices at various points along the x-axis. Finally, we connect the traces with lines parallel to the x-axis to give the drawing its three-dimensional look. (See Figure 11.53a.) A computer-generated wireframe graph of the same surface is seen in Figure 11.53b. Notice that the wireframe consists of numerous traces for fixed values of x or y. „
 
 FIGURE 11.53a z = y2 z
 
 EXAMPLE 6.2
 
 Sketching an Unusual Cylinder
 
 Draw a graph of the surface z = sin x in R3 . y x
 
 FIGURE 11.53b Wireframe of z = y 2
 
 Solution In this case, there are no y’s in the equation. Consequently, traces of the surface in any plane parallel to the xz-plane are the same; they all look like the two-dimensional graph of z = sin x. We draw one of these in the xz-plane and then make copies in planes parallel to the xz-plane, finally connecting the traces with lines parallel to the y-axis. (See Figure 11.54a.) In Figure 11.54b, we show a
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 computer-generated wireframe plot of the same surface. In this case, the cylinder looks like a plane with ripples in it. z
 
 z
 
 y y
 
 x
 
 z
 
 „
 
 x
 
 FIGURE 11.54a
 
 FIGURE 11.54b
 
 The surface z = sin x
 
 Wireframe: z = sin x
 
 Quadric Surfaces The graph of the equation ax 2 + by 2 + cz 2 + d x y + eyz + f x z + gx + hy + j z + k = 0
 
 x y
 
 in three-dimensional space (where a, b, c, d, e, f, g, h, j and k are all constants and at least one of a, b, c, d, e or f is nonzero) is referred to as a quadric surface. The most familiar quadric surface is the sphere (x − a)2 + (y − b)2 + (z − c)2 = r 2
 
 FIGURE 11.55 Sphere
 
 TODAY IN MATHEMATICS Grigori Perelman (1966– ) A Russian mathematician whose work on a famous problem known as Poincar´e’s conjecture is described in Masha Gessen’s book Perfect Rigor. Perelman showed his mathematical prowess as a high school student, winning a gold medal at the 1982 International Mathematical Olympiad. Eight years of isolated work produced a proof of a deep result known as Thurston’s Geometrization Conjecture, which is more general than the 100-year-old Poincar´e conjecture. Perelman’s techniques have already enabled other researchers to make breakthroughs on less famous problems and are important advances in our understanding of the geometry of three-dimensional space.
 
 of radius r centered at the point (a, b, c). To draw the sphere centered at (0, 0, 0), first draw a circle of radius r, centered at the origin in the yz-plane. Then, to give the surface its three-dimensional look, draw circles of radius r centered at the origin, in both the xz- and xy-planes, as in Figure 11.55. Note that due to the perspective, these circles will look like ellipses and will be only partially visible. (We indicate the hidden parts of the circles with dashed lines.) A generalization of the sphere is the ellipsoid: (x − a)2 (y − b)2 (z − c)2 + + = 1. d2 e2 f2 (Notice that when d = e = f , the surface is a sphere.)
 
 EXAMPLE 6.3
 
 Sketching an Ellipsoid
 
 Graph the ellipsoid x2 y2 z2 + + = 1. 1 4 9 Solution First draw the traces in the three coordinate planes. (In general, you may need to look at the traces in planes parallel to the three coordinate planes, but the traces in the three coordinate planes will suffice, here.) In the yz-plane, x = 0, which gives us the ellipse y2 z2 + = 1, 4 9 shown in Figure 11.56a (on the following page). Next, add to Figure 11.56a the traces in the xy- and xz-planes. These are x2 y2 x2 z2 + = 1 and + = 1, 1 4 1 9 respectively, which are also ellipses. (See Figure 11.56b.)
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 CASs and many graphing calculators produce three-dimensional plots when given z as a function of x and y. For  that we can solve for z and the problem at hand, notice
 
 plot the two functions z = 3 1 − x 2 − y4 and z = −3 1 − x 2 − y4 . Such graphs often fail to connect the two halves of the ellipsoid. To correctly interpret such a graph, you must mentally fill in the gaps. This requires an understanding of how the graph should look, which we obtained drawing Figure 11.56b. y2 z2 As an alternative, many CASs enable you to graph the equation x 2 + + =1 4 9 using implicit plot mode. In this mode, the CAS numerically solves the equation for the value of z corresponding to each one of a large number of sample values of x and y and plots the resulting points. The graph obtained in Figure 11.56c shows some details not present in Figure 11.56b, but doesn’t show the elliptical traces that we used to construct Figure 11.56b. The best option, when available, is often a parametric plot. In three dimensions, this involves writing each of the three variables x, y and z in terms of two parameters, with the resulting surface produced by plotting points corresponding to a sample of values of the two parameters. (A more extensive discussion of the mathematics of parametric surfaces is given in section 12.6.) As we develop in the exercises, parametric equations for the ellipsoid are x = sin s cos t, y = 2 sin s sin t and z = 3 cos s, with the parameters taken to be in the intervals 0 ≤ s ≤ 2π and 0 ≤ t ≤ 2π . Notice how Figure 11.56d shows a nice smooth plot and clearly shows the elliptical traces. 2
 
 We normally start by drawing a trace in the plane x = 0. With axes oriented as in Figure 11.56a, this trace is viewed ‘head-on’, with little distortion. The trace in the plane z = 0 often adds enough depth to a drawing to make the surface recognizable. The trace in the plane y = 0 further clarifies the drawing.
 
 2
 
 z
 
 z
 
 y
 
 y
 
 x
 
 x
 
 FIGURE 11.56a
 
 FIGURE 11.56b
 
 Ellipse in yz-plane
 
 Ellipsoid
 
 z
 
 z
 
 y
 
 y x
 
 x
 
 FIGURE 11.56c
 
 FIGURE 11.56d
 
 Wireframe ellipsoid
 
 Parametric plot
 
 „
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 Sketching a Paraboloid
 
 Draw a graph of the quadric surface x 2 + y 2 = z. Solution To get an idea of what the graph looks like, first draw its traces in the three coordinate planes. In the yz-plane, we have x = 0 and so, y 2 = z (a parabola). In the xz-plane, we have y = 0 and so, x 2 = z (a parabola). In the xy-plane, we have z = 0 and so, x 2 + y 2 = 0 (a point—the origin). We sketch the traces in Figure 11.57a. Finally, since the trace in the xy-plane is just a point, we consider the traces in the planes z = k (for k > 0). Notice that these are the circles x 2 + y 2 = k, where for larger values of z (i.e., larger values of k), we get circles of larger radius. We sketch the surface in Figure 11.57b. Such surfaces are called paraboloids and since the traces in planes parallel to the xy-plane are circles, this is called a circular paraboloid. Graphing utilities with three-dimensional capabilities generally produce a graph like Figure 11.57c for z = x 2 + y 2 . Notice that the parabolic traces are visible, but not the circular cross sections we drew in Figure 11.57b. The four peaks visible in Figure 11.57c are due to the rectangular domain used for the plot (in this case, −5 ≤ x ≤ 5 and −5 ≤ y ≤ 5). We can improve this by restricting the range of the z-values. With 0 ≤ z ≤ 15, you can clearly see the circular cross section in the plane z = 15 in Figure 11.57d. As in example 6.3, a parametric surface plot is even better. Here, we have x = s cos t, y = s sin t and z = s 2 , with 0 ≤ s ≤ 5 and 0 ≤ t ≤ 2π . Figure 11.57e clearly shows the circular cross sections in the planes z = k, for k > 0. z
 
 z
 
 x
 
 x
 
 y
 
 z
 
 y
 
 y
 
 x
 
 FIGURE 11.57a
 
 FIGURE 11.57b
 
 FIGURE 11.57c
 
 Traces
 
 Paraboloid
 
 Wireframe paraboloid
 
 z
 
 z
 
 y
 
 y x
 
 x
 
 FIGURE 11.57d
 
 FIGURE 11.57e
 
 Wireframe paraboloid for 0 ≤ z ≤ 15
 
 Parametric plot paraboloid
 
 „
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 Notice that in each of the last several examples, we have had to use some thought to produce computer-generated graphs that adequately show the important features of the given quadric surface. We want to encourage you to use your graphing calculator or CAS for drawing three-dimensional plots, because computer graphics are powerful tools for visualization and problem solving. However, be aware that you will need a basic understanding of the geometry of quadric surfaces to effectively produce and interpret computer-generated graphs.
 
 EXAMPLE 6.5
 
 Sketching an Elliptic Cone
 
 Draw a graph of the quadric surface y2 = z2. 4 Solution While this equation may look a lot like that of an ellipsoid, there is a significant difference. (Look where the z 2 term is!) Again, we start by looking at the 2 traces in the coordinate planes. For the yz-plane, we have x = 0 and so, y4 = z 2 or y 2 = 4z 2 , so that y = ±2z. That is, the trace is a pair of lines: y = 2z and y = −2z. We show these in Figure 11.58a. Likewise, the trace in the xz-plane is a pair of lines: x = ±z. The trace in the xy-plane is simply the origin. (Why?) Finally, the traces in the 2 planes z = k (k = 0), parallel to the xy-plane, are the ellipses x 2 + y4 = k 2 . Adding these to the drawing gives us the double-cone seen in Figure 11.58b. Since the traces in planes parallel to the xy-plane are ellipses, we refer to this as an elliptic plot this with a CAS is to graph the two functions  cone. One way to  x2 +
 
 z
 
 y x
 
 z = x 2 + y4 and z = − x 2 + y4 . In Figure 11.58c, we restrict the z-range to −10 ≤ z ≤ 10 to show the elliptical cross sections. Notice that this plot shows a gap between the two halves of the cone. If you have drawn Figure 11.58b yourself, this plotting deficiency won’t√ fool you. Alternatively, the parametric plot shown in √ Figure 11.58d, with x = s 2 cos t, y = 2 s 2 sin t and z = s, with −5 ≤ s ≤ 5 and 0 ≤ t ≤ 2π , shows the full cone with its elliptical and linear traces. 2
 
 FIGURE 11.58a Trace in yz-plane
 
 2
 
 z
 
 z
 
 z
 
 y
 
 y
 
 x
 
 y
 
 x x
 
 FIGURE 11.58b
 
 FIGURE 11.58c
 
 FIGURE 11.58d
 
 Wireframe cone
 
 Parametric plot
 
 Elliptic cone „
 
 EXAMPLE 6.6
 
 Sketching a Hyperboloid of One Sheet
 
 Draw a graph of the quadric surface z2 x2 + y2 − = 1. 4 2
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 Solution The traces in the coordinate plane are as follows: yz-plane (x = 0): y 2 −
 
 z2 = 1 (hyperbola) 2
 
 (see Figure 11.59a), x y-plane (z = 0):
 
 x2 + y 2 = 1 (ellipse) 4
 
 x2 z2 − = 1 (hyperbola). 4 2 Further, notice that the trace of the surface in each plane z = k (parallel to the xy-plane) is also an ellipse: x z-plane (y = 0):
 
 and
 
 z
 
 x y
 
 FIGURE 11.59a Trace in yz-plane
 
 k2 x2 + y2 = + 1. 4 2 Finally, observe that the larger k is, the larger the axes of the ellipses are. Adding this information to Figure 11.59a, we draw the surface seen in Figure 11.59b. We call this surface a hyperboloid of one sheet.    2 To plot this with a CAS, you could graph the two functions z = 2 x4 + y 2 − 1    2 and z = − 2 x4 + y 2 − 1 . (See Figure 11.59c, where we have restricted the z-range to −10 ≤ z ≤ 10, to show the elliptical cross sections.) Notice that this plot looks more like a cone than the hyperboloid in Figure 11.59b. However, if you have drawn Figure 11.59b yourself, this plotting deficiency won’t fool you. z
 
 z
 
 z
 
 x
 
 x
 
 x y
 
 y
 
 y
 
 FIGURE 11.59b
 
 FIGURE 11.59c
 
 FIGURE 11.59d
 
 Hyperboloid of one sheet
 
 Wireframe hyperboloid
 
 Parametric plot
 
 Alternatively, the parametric plot seen in Figure 11.59d, with x = 2 cos s cosh t, √ y = sin s cosh t and z = 2 sinh t, with 0 ≤ s ≤ 2π and −5 ≤ t ≤ 5, shows the full hyperboloid with its elliptical and hyperbolic traces. „
 
 EXAMPLE 6.7
 
 Sketching a Hyperboloid of Two Sheets
 
 Draw a graph of the quadric surface z2 x2 − y2 − = 1. 4 2 Solution Notice that this is the same equation as in example 6.6, except for the sign of the y-term. As we have done before, we first look at the traces in the three coordinate planes. The trace in the yz-plane (x = 0) is defined by −y 2 −
 
 z2 = 1. 2
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 Since it is clearly impossible for two negative numbers to add up to something positive, this is a contradiction and there is no trace in the yz-plane. That is, the surface does not intersect the yz-plane. The traces in the other two coordinate planes are as follows:
 
 and z
 
 x y-plane (z = 0):
 
 x2 − y 2 = 1 (hyperbola) 4
 
 x z-plane (y = 0):
 
 x2 z2 − = 1 (hyperbola). 4 2
 
 We show these traces in Figure 11.60a. Finally, notice that for x = k, we have that y2 +
 
 x
 
 FIGURE 11.60a Traces in xy- and xz-planes
 
 z2 k2 = − 1, 2 4
 
 so that the traces in the plane x = k are ellipses for k 2 > 4. It is important to notice here k2 z2 = − 1 has no solution. (Why is that?) So, for that if k 2 < 4, the equation y 2 + 9 4 −2 < k < 2, the surface has no trace at all in the plane x = k, leaving a gap that y separates the hyperbola into two sheets. Putting this all together, we have the surface seen in Figure 11.60b. We call this surface a hyperboloid of two sheets.    2 We can plot this on a CAS by graphing the two functions z = 2 x4 − y 2 − 1 and    2 z = − 2 x4 − y 2 − 1 . (See Figure 11.60c, where we have restricted the z-range to −10 ≤ z ≤ 10, to show the elliptical cross sections.) Notice that this plot shows large gaps between the two halves of the hyperboloid. However, if you have drawn Figure 11.60b yourself, this plotting deficiency won’t fool you. z
 
 z
 
 z
 
 x
 
 y
 
 x y y x
 
 FIGURE 11.60b
 
 FIGURE 11.60c
 
 FIGURE 11.60d
 
 Hyperboloid of two sheets
 
 Wireframe hyperboloid
 
 Parametric plot
 
 Alternatively, the parametric plot with x = 2 cosh s, y = sinh s cos t and √ z = 2 sinh s sin t, for −4 ≤ s ≤ 4 and 0 ≤ t ≤ 2π , produces the left half of the hyperboloid with its elliptical and hyperbolic traces. The right half√of the hyperboloid has parametric equations x = −2 cosh s, y = sinh s cos t and z = 2 sinh s sin t, with −4 ≤ s ≤ 4 and 0 ≤ t ≤ 2π . We show both halves in Figure 11.60d. „ As our final example, we offer one of the more interesting quadric surfaces. It is also one of the more difficult surfaces to sketch.
 
 EXAMPLE 6.8
 
 Sketching a Hyperbolic Paraboloid
 
 Sketch the graph of the quadric surface defined by the equation z = 2y 2 − x 2 .
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 Solution We first consider the traces in planes parallel to each of the coordinate planes: parallel to x y-plane (z = k): 2y 2 − x 2 = k (hyperbola, for k = 0), parallel to x z-plane (y = k): z = −x 2 + 2k 2 (parabola opening down) and
 
 parallel to yz-plane (x = k): z = 2y 2 − k 2 (parabola opening up).
 
 We begin by drawing the traces in the xz- and yz-planes, as seen in Figure 11.61a.√Since the trace in the xy-plane is the degenerate hyperbola 2y 2 = x 2 (two lines: x = ± 2y), we instead draw the trace in several of the planes z = k. Notice that for k > 0, these are hyperbolas opening toward the positive and negative y-direction and for k < 0, these are hyperbolas opening toward the positive and negative x-direction. We indicate one of these for k > 0 and one for k < 0 in Figure 11.61b, where we show a sketch of the surface. We refer to this surface as a hyperbolic paraboloid. More than anything else, the surface resembles a saddle. In fact, we refer to the origin as a saddle point for this graph. (We’ll discuss the significance of saddle points in Chapter 13.) z
 
 z
 
 y
 
 z
 
 y y x
 
 x
 
 x
 
 FIGURE 11.61a
 
 FIGURE 11.61b
 
 FIGURE 11.61c
 
 Traces in the x z- and yz-planes
 
 The surface z = 2y 2 − x 2
 
 Wireframe plot of z = 2y 2 − x 2
 
 A wireframe graph of z = 2y 2 − x 2 is shown in Figure 11.61c (with −5 ≤ x ≤ 5 and −5 ≤ y ≤ 5 and where we limited the z-range to −8 ≤ z ≤ 12). Note that only the parabolic cross sections are drawn, but the graph shows all the features of Figure 11.61b. Plotting this surface parametrically is fairly tedious (requiring four different sets of equations) and doesn’t improve the graph noticeably. „
 
 An Application You may have noticed the large number of paraboloids around you. For instance, radiotelescopes and even home television satellite dishes have the shape of a portion of a paraboloid. Reflecting telescopes have parabolic mirrors that again, are a portion of a paraboloid. There is a very good reason for this. It turns out that in all of these cases, light waves or radio waves striking any point on the parabolic dish or mirror are reflected toward one point, the focus of each parabolic cross section through the vertex of the paraboloid. This remarkable fact means that all light waves or radio waves end up being concentrated at just one point. In the case of a radiotelescope, placing a small receiver just in front of the focus can take a very faint signal and increase its effective strength immensely. (See Figure 11.62 on the following page.) The same principle is used in optical telescopes to concentrate the light from a faint source (e.g., a distant star). In this case, a small mirror is mounted in a line from the parabolic mirror to the focus. The small mirror then reflects the concentrated light to an eyepiece for viewing. (See Figure 11.63.)
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 Eyepiece Mirror
 
 Parabolic mirror
 
 FIGURE 11.62
 
 FIGURE 11.63
 
 Radiotelescope
 
 Reflecting telescope
 
 The following table summarizes the graphs of quadric surfaces.
 
 Name
 
 Generic Equation
 
 Ellipsoid
 
 x2 y2 z2 + 2 + 2 =1 2 a b c
 
 Elliptic paraboloid
 
 z = ax 2 + by 2 + c (a, b > 0)
 
 Hyperbolic paraboloid
 
 z = ax 2 − by 2 + c (a, b > 0)
 
 Cone
 
 z 2 = ax 2 + by 2 (a, b > 0)
 
 Graph
 
 Continued
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 Name
 
 Generic Equation
 
 Hyperboloid of one sheet
 
 ax 2 + by 2 − cz 2 = 1 (a, b, c > 0)
 
 Hyperboloid of two sheets
 
 ax 2 − by 2 − cz 2 = 1 (a, b, c > 0)
 
 ..
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 Graph
 
 EXERCISES 11.6 WRITING EXERCISES
 
 13. x 2 −
 
 1. In the text, different hints were given for graphing cylinders as opposed to quadric surfaces. Explain how to tell from the equation whether you have a cylinder, a quadric surface, a plane or some other surface.
 
 y2 − z2 = 1 9
 
 14. x 2 − y 2 − 
 
 z2 =1 4
 
 15. z = cos x
 
 16. z =
 
 17. z = 4 − x 2 − y 2
 
 18. x = y 2 + z 2
 
 2. The first step in graphing a quadric surface is identifying traces. Given the traces, explain how to tell whether you have an ellipsoid, elliptical cone, paraboloid or hyperboloid. (Hint: For a paraboloid, how many traces are parabolas?)
 
 19. z = y 3  21. z = x 2 + y 2
 
 20. z = 4 − x 2
 
 3. Suppose you have identified that a given equation represents a hyperboloid. Explain how to determine whether the hyperboloid has one sheet or two sheets.
 
 23. y = x 2
 
 24. x = 2 − y 2
 
 25. y = x 2 + z 2
 
 26. z = 9 − x 2 − y 2
 
 27. x 2 + 4y 2 + 16z 2 = 16
 
 28. 2x − z = 4
 
 29. 4x 2 − y − z 2 = 0
 
 30. −x 2 − y 2 + 9z 2 = 9
 
 31. 4x 2 + y 2 − z 2 = 4
 
 32. x 2 + 9y 2 − z 2 = 9
 
 33. −4x 2 + y 2 − z 2 = 4
 
 34. x 2 − 4y 2 + z = 0
 
 35. x + y = 1
 
 36. 9x 2 + y 2 + 9z 2 = 9
 
 37. x 2 + y 2 = 4
 
 38. 9x 2 + z 2 = 9
 
 39. x 2 − y + z 2 = 4
 
 40. x + y 2 + z 2 = 2
 
 4. Circular paraboloids have a bowl-like shape. However, the paraboloids z = x 2 + y 2 , z = 4 − x 2 − y 2 , y = x 2 + z 2 and x = y 2 + z 2 all open up in different directions. Explain why these paraboloids are different and how to determine in which direction a paraboloid opens.
 
 In exercises 1–40, sketch the appropriate traces, and then sketch and identify the surface. 1. z = x 2
 
 2. z = 4 − y 2
 
 z2 y2 + =1 3. x + 9 4
 
 x2 y2 z2 4. + + =1 4 4 9
 
 5. z = 4x 2 + 4y 2
 
 6. z = x 2 + 4y 2
 
 7. z 2 = 4x 2 + y 2
 
 8. z 2 =
 
 2
 
 9. z = x 2 − y 2 11. x 2 − y 2 + z 2 = 1
 
 y2 x2 + 4 9
 
 10. z = y 2 − x 2 12. x 2 +
 
 y2 − z2 = 1 4
 
 x 2 + 4y 2
 
 22. z = sin y
 
 ............................................................ In exercises 41–44, sketch graphs for c  − 1, c  0, c  1 and other values of c. Describe the effect that the value of c has on the surface. 41. x 2 + cy 2 + z 2 = 1
 
 42. x 2 + cy 2 − z 2 = 1
 
 43. x 2 + cy 2 − z = 0
 
 44. x 2 − y 2 + z 2 = c
 
 ............................................................
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 In exercises 45 and 46, match the surfaces with the equations − x 2  2y 2  z 2  0, − x 2  2y 2  z 2  1, − x  2y 2  z 2  0, − x 2  2y 2 − z 2  1, − x 2  2y 2  1 and − x 2 − 2y 2  z 2  1.
 
 11-58
 
 z
 
 (c) 2
 
 z
 
 45. (a) 21
 
 2
 
 2
 
 1
 
 y
 
 22 x
 
 1 y
 
 1.5
 
 ............................................................
 
 2
 
 Exercises 47–56 involve parametric equations for quadratic surfaces.
 
 22
 
 x
 
 47. If x = a sin s cos t, y = b sin s sin t and z = c cos s, show that x2 y2 z2 (x, y, z) lies on the ellipsoid 2 + 2 + 2 = 1. a b c
 
 z
 
 (b) 4
 
 48. If x = as cos t, y = bs sin t and z = s 2 , show that (x, y, z) lies x2 y2 on the paraboloid z = 2 + 2 . a b 49. If x = as cos t, y = bs sin t and z = s, show that (x, y, z) lies x2 y2 on the cone z 2 = 2 + 2 . a b 50. If x = a cos s cosh t, y = b sin s cosh t and z = c sinh t, show that (x, y, z) lies on the hyperboloid of one sheet x2 y2 z2 + 2 − 2 = 1. 2 a b c 51. If x = a cosh s, y = b sinh s cos t and z = c sinh s sin t, show that (x, y, z) lies on the front half (if a > 0) or back half x2 y2 z2 (if a < 0) of the hyperboloid of two sheets 2 − 2 − 2 = 1. a b c
 
 2
 
 y
 
 2
 
 2 x z
 
 (c) 4 2
 
 24
 
 2 x
 
 y
 
 22
 
 4
 
 24 z
 
 46. (a) 2
 
 52. Show that x = a |t|t cosh s, y = b sinh s cos t and z = c sinh s sin t, −2π ≤ t ≤ 2π, are parametric equations for x2 y2 z2 the hyperboloid of two sheets 2 − 2 − 2 = 1. a b c 53. Find parametric equations as in exercises 47–52 for the surfaces in exercises 3, 5 and 7. Use a CAS to graph the parametric surfaces. 54. Find parametric equations as in exercises 47–52 for the surfaces in exercises 11 and 13. Use a CAS to graph the parametric surfaces. 55. Find parametric equations for the surface in exercise 17.
 
 1
 
 2
 
 x
 
 2 y
 
 56. Find parametric equations for the surface in exercise 33.
 
 22 z
 
 (b)
 
 APPLICATIONS 10 5
 
 25 5 10
 
 x
 
 5
 
 y
 
 57. Hyperbolic paraboloids are sometimes called “saddle” graphs. The architect of the Saddle Dome in the Canadian city of Calgary used this shape to create an attractive and symbolically meaningful structure. One issue in using this shape is water drainage from the roof. If the Saddle Dome roof is described by z = x 2 − y 2 , −1 ≤ x ≤ 1, −1 ≤ y ≤ 1, in which direction would the water drain? First, consider traces for which y is constant. Show that the trace has a minimum at x = 0. Identify the plane x = 0 in the picture. Next, show that the trace at x = 0 has an absolute
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 maximum at y = 0. Use this information to identify the two primary points at which the water would drain.
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 domain −5 ≤ x ≤ 5 and −5 ≤ y ≤ 5, but limit the z-range to −1 ≤ z ≤ 20. Does this look more like Figure 11.57b?
 
 EXPLORATORY EXERCISE
 
 58. Cooling towers for nuclear reactors are often constructed as hyperboloids of one sheet because of the structural stability of that surface. (See the accompanying photo.) Suppose all horizontal cross sections are circular, with a minimum radius of 200 feet occurring at a height of 600 feet. The tower is to be 800 feet tall with a maximum cross-sectional radius of 300 feet. Find an equation for the structure. (Hint: The information given does not completely determine the shape of the structure, or the equation.)
 
 1. Golf club manufacturers use ellipsoids (called inertia ellipsoids) to visualize important characteristics of golf clubs. A three-dimensional coordinate system is set up as shown in the figure. The (second) moments of inertia are then computed for the clubhead about each coordinate axis. The inertia ellipsoid is defined as Ix x x 2 + I yy y 2 + Izz z 2 + 2Ix y x y + 2I yz yz + 2Ix z x z = 1. The graph of this ellipsoid provides important information to the club designer. For comparison purposes, a homogeneous spherical shell would have a perfect sphere as its inertia ellipsoid. In Science and Golf II, the data given here are provided for a 6-iron and driver, respectively. Graph the ellipsoids and compare the shapes. For the 6-iron, 89.4x 2 + 195.8y 2 + 124.9z 2 − 48.6x y − 111.8x z + 0.4yz = 1,000,000 and for the driver, 119.3x 2 + 243.9y 2 + 139.4z 2 − 1.2x y − 71.4x z − 25.8yz = 1,000,000. z
 
 y x z y
 
 59. You can improve the appearance of a wireframe graph by carefully choosing the viewing window. We commented on the curved edge in Figure 11.57c. Graph this function with
 
 x
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Vector Position vector First octant Angle between vectors Projection Magnus force Parallel planes
 
 Scalar Unit vector Sphere Triangle Inequality Cross product Parametric equations of line Orthogonal planes
 
 Magnitude Displacement vector Dot product Component Torque Symmetric equations of line
 
 Traces Circular paraboloid Hyperboloid of one sheet
 
 Cylinder Hyperbolic paraboloid Hyperboloid of two sheets
 
 Skew lines Ellipsoid Cone Saddle
 
 TRUE OR FALSE State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true. 1. Two vectors are parallel if one vector equals the other divided by a constant.
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 Review Exercises 2. For a given vector, there is one unit vector parallel to it.
 
 In exercises 17 and 18, find the distance between the given points.
 
 3. A sphere is the set of all points at a given distance from a fixed point.
 
 17. (0, −2, 2), (3, 4, 1)
 
 4. The dot product a · b = 0 implies that either a = 0 or b = 0. 5. If a · b > 0, then the angle between a and b is less than π2 . 6. (a · b) · c = a · (b · c) for all vectors a, b and c. 7. (a × b) × c = a × (b × c) for all vectors a, b and c. 8. a × b is the unique vector perpendicular to the plane containing a and b. 9. The cross product can be used to determine the angle between vectors. 10. Two planes are parallel if and only if their normal vectors are parallel. 11. The distance between parallel planes equals the distance between any two points in the planes. 12. The equation of a hyperboloid of two sheets has two negative signs in it. 13. In an equation of a quadric surface, if one variable is linear and the other two are squared, then the surface is a paraboloid wrapping around the axis corresponding to the linear variable. In exercises 1–4, compute a  b, 4b and 2b − a.
 
 18. (3, 1, 0), (1, 4, 1)
 
 ............................................................ In exercises 19 and 20, find a vector with the given magnitude and in the same direction as the given vector. 19. magnitude 2, v = 2i − 2j + 2k 20. magnitude 12 , v = −i − j + k
 
 ............................................................ 21. The thrust of an airplane’s engine produces a speed of 500 mph in still air. The wind velocity is given by 20, −80. In what direction should the plane head to fly due east? 22. Two ropes are attached to a crate. The ropes exert forces of −160, 120 and 160, 160, respectively. If the crate weighs 300 pounds, what is the net force on the crate? In exercises 23 and 24, find an equation of the sphere with radius r and center (a, b, c). 23. r = 6, (a, b, c) = (0, −2, 0) √ 24. r = 3, (a, b, c) = (−3, 1, 2)
 
 ............................................................
 
 1. a = −2, 3, b = 1, 0
 
 In exercises 25–28, compute a · b.
 
 2. a = −1, −2, b = 2, 3
 
 25. a = 2, −1, b = 2, 4
 
 3. a = 10i + 2j − 2k, b = −4i + 3j + 2k
 
 26. a = i − 2j, b = 4i + 2j
 
 4. a = −i − j + 2k, b = −i + j − 2k
 
 27. a = 3i + j − 4k, b = −2i + 2j + k
 
 ............................................................
 
 28. a = i + 3j − 2k, b = 2i − 3k
 
 In exercises 5–8, determine whether a and b are parallel, orthogonal or neither.
 
 ............................................................ In exercises 29 and 30, find the angle between the vectors.
 
 5. a = 2, 3, b = 4, 5
 
 29. 3, 2, 1 and −1, 1, 2
 
 6. a = i − 2j, b = 2i − j 7. a = −2, 3, 1, b = 4, −6, −2 8. a = 2i − j + 2k, b = 4i − 2j + k
 
 ............................................................
 
 → In exercises 9 and 10, find the displacement vector PQ . 9. P = (3, 1, −2), Q = (2, −1, 1)
 
 30. 3, 4 and 2, −1
 
 ............................................................
 
 10. P = (3, 1), Q = (1, 4)
 
 ............................................................
 
 In exercises 31 and 32, find compb a and projb a. 31. a = 3i + j − 4k, b = i + 2j + k 32. a = i + 3j − 2k, b = 2i − 3k
 
 ............................................................
 
 In exercises 11–16, find a unit vector in the same direction as the given vector.
 
 In exercises 33–36, compute the cross product a × b.
 
 11. 3, 6
 
 12. −2, 3
 
 34. a = 1, −2, 0, b = 1, 0, −2
 
 13. 10i + 2j − 2k
 
 14. −i − j + 2k
 
 35. a = 2j + k, b = 4i + 2j − k
 
 15. from (4, 1, 2) to (1, 1, 6)
 
 16. from (2, −1, 0) to (0, 3, −2)
 
 36. a = i − 2j − 3k, b = 2i − j
 
 ............................................................
 
 33. a = 1, −2, 1, b = 2, 0, 1
 
 ............................................................
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 Review Exercises In exercises 37 and 38, find two unit vectors orthogonal to both given vectors. 37. a = 2i + k, b = −i + 2j − k 38. a = 3i + j − 2k, b = 2i − j
 
 ............................................................ 39. A force of 40, −30 pounds moves an object in a straight line from (1, 0) to (60, 22). Compute the work done. 40. Use vectors to find the angles in the triangle with vertices (0, 0), (3, 1) and (1, 4). In exercises 41 and 42, find the distance from the point Q to the given line. ⎧ ⎨x = t +1 41. Q = (1, −1, 0), line y = 2t − 1 ⎩ z=3 ⎧ ⎨ x = 2t − 1 42. Q = (0, 1, 0), line y = 4t ⎩ z = 3t + 2
 
 ............................................................ In exercises 43 and 44, find the indicated area or volume. 43. Area of the parallelogram with adjacent edges formed by 2, 0, 1 and 0, 1, −3
 
 In exercises 53 and 54, determine whether the lines are parallel, skew or intersect. ⎧ ⎧ ⎨x = 4 ⎨ x = 2t y =4+s y =3+t and 53. ⎩ ⎩ z =3+s z = −1 + 4t ⎧ ⎧ ⎨ x = 3 + 3s ⎨x = 1−t y=2 y = 2t and 54. ⎩ ⎩ z = 1 − 3s z =5−t
 
 ............................................................ In exercises 55–58, find an equation of the given plane. 55. The plane containing the point (−5, 0, 1) with normal vector 4, 1, −2 56. The plane containing the point (2, −1, 2) with normal vector 3, −1, 0 57. The plane containing the points (2, 1, 3), (2, −1, 2) and (3, 3, 2) 58. The plane containing the points (2, −1, 2), (1, −1, 4) and (3, −1, 2)
 
 ............................................................ In exercises 59–72, sketch and identify the surface. 59. 9x 2 + y 2 + z = 9
 
 60. x 2 + y + z 2 = 1
 
 61. y 2 + z 2 = 1
 
 62. x 2 + 4y 2 = 4
 
 ............................................................
 
 63. x 2 − 2x + y 2 + z 2 = 3
 
 64. x 2 + (y + 2)2 + z 2 = 6
 
 45. A force of magnitude 50 pounds is applied at the end of a 6-inch-long wrench at an angle of π6 to the wrench. Find the magnitude of the torque applied to the bolt.
 
 65. y = 2
 
 66. z = 5
 
 67. 2x − y + z = 4
 
 68. 3x + 2y − z = 6
 
 46. A ball is struck with backspin. Find the direction of the Magnus force and describe the effect on the ball.
 
 69. x 2 − y 2 + 4z 2 = 4
 
 70. x 2 − y 2 − z = 1
 
 71. x 2 − y 2 − 4z 2 = 4
 
 72. x 2 + y 2 − z = 1
 
 44. Volume of the parallelepiped with three adjacent edges formed by 1, −1, 2, 0, 0, 4 and 3, 0, 1
 
 In exercises 47–50, find (a) parametric equations and (b) symmetric equations of the line.
 
 73. Use the Cauchy-Schwartz Inequality to show that if ak ≥ 0,  n √ n n    ak 1 then ≤ a . k p 2p k k k=1 k=1 k=1
 
 47. The line through (2, −1, −3) and (0, 2, −3) 48. The line through (−1, 0, 2) and (−3, 0, −2) 49. The line through (2, −1, 1) and parallel to
 
 x−1 2
 
 ............................................................
 
 = 2y =
 
 z+2 −3
 
 50. The line through (0, 2, 1) and normal to the plane 2x − 3y + z = 4
 
 74. Show that if ak ≥ 0, p > converges.
 
 1 2
 
 and
 
 ∞  k=1
 
 ak converges, then
 
 ∞  k=1
 
 √ ak kp
 
 ............................................................ In exercises 51 and 52, find the angle between the lines. ⎧ ⎧ ⎨ x = 4 + 2s ⎨x = 4+t y = 2 + 2s y=2 and 51. ⎩ ⎩ z = 3 + 4s z = 3 + 2t ⎧ ⎧ ⎨x = 3−s ⎨x = 3+t y = 3 − 2s y = 3 + 3t and 52. ⎩ ⎩ z = 4 + 2s z =4−t
 
 ............................................................
 
 EXPLORATORY EXERCISES 1. Suppose that a piece of pottery is made in the shape of z = 4 − x 2 − y 2 for z ≥ 0. A light source is placed at (2, 2, 100). Draw a sketch showing the pottery and the light source. Based on this picture, which parts of the pottery would be brightly lit and which parts would be poorly lit? This can be quantified, as follows. For several points of your choice on the pottery, find the vector a that connects the point to the
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 Review Exercises light source and the normal vector n to the tangent plane at that point, and then find the angle between the vectors. For points with relatively large angles, are the points well lit or poorly lit? Develop a rule for using the angle between vectors to determine the lighting level. Find the point that is best lit and the point that is most poorly lit. 2. As we focus on three-dimensional geometry throughout the balance of the book, some projections will be difficult but important to visualize. In this exercise, ⎧ we contrast the ⎨ x = cos t curves C1 and C2 defined parametrically by y = cos t and ⎩ z = sin t ⎧ ⎨ x = cos t y =√ cos t , respectively. If you have access to three⎩ z = 2 sin t dimensional graphics, try sketching each curve from a variety of perspectives. Our question will be whether either curve is a circle. For both curves, note that x = y. Describe in words and sketch a graph of the plane x = y. Next, note that the projection of C1 back into the yz-plane is a circle (y = cos t, z = sin t). If C1 is actually a circle in the plane x = y, discuss what its projection (shadow) in the yz-plane would look like. Given this, explain whether C1 is actually a circle or an ellipse. Compare your description of the projection of a circle into the yz-plane to the projection of C2 into the yz-plane. To make this more quantitative, we can use the general rule that for a two-dimensional region, the area of its projection onto a plane equals the area of the region multiplied by cos θ , where θ is the angle between the plane in which the region lies and the plane into which it is being projected. Given this, compute the radius of the circle C2 .
 
 3. In the accompanying figure, the circle x 2 + y 2 = r 2 is shown. In this exercise, we will compute the time required for an
 
 u
 
 (x, y)
 
 object to travel the length of a chord from the top of the circle to another point on the circle at an angle of θ from the vertical, assuming that gravity (acting downward) is the only force. From our study of projectile motion in section 5.5, recall that an object traveling  with a constant acceleration a covers
 
 a distance d in time 2da . Show that the component of gravity in the direction of the chord is a = g cos θ . If the chord ends  at the point (x, y), show that the length of the chord is d = 2r 2 − 2r y. Also, show that cos θ = r −y . Putting this all d together, compute the time it takes to travel the chord. Explain why it’s surprising that the answer does not depend on the value of θ. Note that as θ increases, the distance d decreases but the effectiveness of gravity decreases. Discuss the balance between these two factors.
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 12 RoboCup is the international championship of robot soccer, where the robots are engineered and programmed to respond automatically to the positions of the ball, goal and other players. One of the major challenges for engineers is that the robots are completely on their own to analyze the field of play and use teamwork to outmaneuver their opponents and score goals. In the small size category, the robots’ “vision” is provided by overhead cameras, with information relayed wirelessly to the robots. With the formidable sight problem resolved, the focus is on effective movement of the robots and on providing artificial intelligence for teamwork. The remarkable abilities of these robots are demonstrated by the sequence of frames shown below, where a robot on the Cornell Big Red team of 2001 hits a wide-open teammate with a perfect pass leading to a goal. There is a considerable amount of mathematics behind this play. To determine whether or not a teammate is truly open, a robot needs to take into account the positions and velocities of each robot, since opponents and teammates are all in motion and could move into the way by the time a pass is executed. Both position and velocity can be described using vectors, using a different vector for each time. In this chapter, we introduce vector-valued functions, which assign a vector to each value of the time variable. The calculus introduced in this chapter is essential background knowledge for the programmers of RoboCup, as well as for the rest of this book.
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 12.1 VECTOR-VALUED FUNCTIONS For the circuitous path of the airplane indicated in Figure 12.1a, it turns out to be convenient to describe the airplane’s location at any given time by the endpoint of a vector whose initial point is located at the origin (a position vector). (See Figure 12.1b for vectors indicating the location of the plane at a number of times.) Notice that a function that gives us a vector in V3 for each time t would do the job nicely. This is the concept of a vector-valued function, which we define more precisely in Definition 1.1.
 
 DEFINITION 1.1 A vector-valued function r(t) is a mapping from its domain D ⊂ R to its range R ⊂ V3 , so that for each t in D, r(t) = v for exactly one vector v ∈ R. We can always write a vector-valued function as r(t) = f (t)i + g(t)j + h(t)k,
 
 (1.1)
 
 for some scalar functions f, g and h (called the component functions of r). For each t, we regard r(t) as a position vector. The endpoint of r(t) then can be viewed as tracing out a curve, as illustrated in Figure 12.1b. Observe that for r(t) as defined in (1.1), this curve is the same as that described by the parametric equations x = f (t), y = g(t) and z = h(t). In three dimensions, such a curve is referred to as a space curve. z t3 t4
 
 t1 t2
 
 O
 
 x
 
 y
 
 FIGURE 12.1a
 
 FIGURE 12.1b
 
 Airplane’s flight path
 
 Vectors indicating plane’s position at several times
 
 We can likewise define a vector-valued function r(t) in V2 by r(t) = f (t)i + g(t)j, for some scalar functions f and g.
 
 REMARK 1.1 Although any variable would do, we routinely use the variable t to represent the independent variable for vector-valued functions, since in many applications t represents time.
 
 EXAMPLE 1.1
 
 Sketching the Curve Defined by a Vector-Valued Function
 
 Sketch a graph of the curve traced out by the endpoint of the two-dimensional vector-valued function r(t) = (t + 1)i + (t 2 − 2)j.
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 Solution Substituting some values for t, we have r(0) = i − 2j = 1, −2, r(2) = 3i + 2j = 3, 2 and r(−2) = −1, 2. We plot these in Figure 12.2a. The endpoints of all position vectors r(t) lie on the curve C, described parametrically by
 
 3, 2
 
 2
 
 ..
 
 y = t 2 − 2,
 
 t ∈ R.
 
 We can eliminate the parameter by solving for t in terms of x:
 
 3
 
 t = x − 1.
 
 r(0)
 
 The curve is then given by 2
 
 1, 2
 
 y = t 2 − 2 = (x − 1)2 − 2.
 
 FIGURE 12.2a
 
 Notice that the graph of this is a parabola opening up, with vertex at the point (1, −2), as seen in Figure 12.2b. The small arrows marked on the graph indicate the orientation, that is, the direction of increasing values of t. If the curve describes the path of an object, then the orientation indicates the direction in which the object traverses the path. In this case, we can easily determine the orientation from the parametric representation of the curve. Since x = t + 1, observe that x increases as t increases. „
 
 Some values of r(t) = (t + 1)i + (t 2 − 2)j
 
 y 1, 2
 
 2
 
 3, 2
 
 You may recall from your experience with parametric equations in Chapter 10 that eliminating the parameter from the parametric representation of a curve is not always so easy as it was in example 1.1. We illustrate this in example 1.2.
 
 r(2)
 
 r(2)
 
 1
 
 1
 
 O 1 2
 
 x 1
 
 2
 
 3
 
 EXAMPLE 1.2
 
 r(0)
 
 A Vector-Valued Function Defining an Ellipse
 
 Sketch a graph of the curve traced out by the endpoint of the vector-valued function r(t) = 4 cos ti − 3 sin tj, t ∈ R.
 
 1, 2
 
 Solution In this case, the curve can be written parametrically as x = 4 cos t,
 
 FIGURE 12.2b Curve defined by r(t) = (t + 1)i + (t 2 − 2)j
 
 3
 
 x 4 3
 
 FIGURE 12.3 Curve defined by r(t) = 4 cos ti − 3 sin tj
 
 t ∈ R.
 
 Instead of solving for the parameter t, it often helps to look for some relationship between the variables. Here,  2  2 y x + = cos2 t + sin2 t = 1 4 3  2  2 x y or + = 1, 4 3
 
 y
 
 4
 
 y = −3 sin t,
 
 which is the equation of an ellipse. (See Figure 12.3.) To determine the orientation of the curve here, you’ll need to look carefully at both parametric equations. First, fix a starting place on the curve, for convenience, say (4, 0). This corresponds to t = 0, ±2π, ±4π, . . . . As t increases, notice that cos t (and hence, x) decreases initially, while sin t increases, so that y = −3 sin t decreases (initially). With both x and y decreasing initially, we get the clockwise orientation indicated in Figure 12.3. „ Just as the endpoint of a vector-valued function in two dimensions traces out a curve, if we were to plot the value of r(t) = f (t)i + g(t)j + h(t)k for every value of t, the endpoints of the vectors would trace out a curve in three dimensions.
 
 EXAMPLE 1.3
 
 A Vector-Valued Function Defining an Elliptical Helix
 
 Plot the curve traced out by the vector-valued function r(t) = sin ti − 3 cos tj + 2tk, t ≥ 0. Solution The curve is given parametrically by x = sin t,
 
 y = −3 cos t,
 
 z = 2t,
 
 t ≥ 0.
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 While most curves in three dimensions are difficult to recognize, you should notice that there is a relationship between x and y here, namely,  2 y 2 x + = sin2 t + cos2 t = 1. (1.2) 3
 
 z
 
 In two dimensions, this is the equation of an ellipse. In three dimensions, since the equation does not involve z, (1.2) is the equation of an elliptic cylinder whose axis is the z-axis. This says that every point on the curve defined by r(t) lies on this cylinder. From the parametric equations for x and y (in two dimensions), the ellipse is traversed in the counterclockwise direction. This says that the curve will wrap itself around the cylinder (counterclockwise, as you look down the positive z-axis toward the origin), as t increases. Finally, since z = 2t, z will increase as t increases and so, the curve will wind its way up the cylinder, as t increases. We show the curve and the elliptical cylinder in Figure 12.4a. We call this curve an elliptical helix. In Figure 12.4b, we display a computer-generated graph of the same helix. There, rather than the usual x-, y- and z-axes, we show a framed graph, where the values of x, y and z are indicated on three adjacent edges of a box containing the graph. „
 
 y
 
 x
 
 FIGURE 12.4a Elliptical helix: r(t) = sin ti − 3 cos tj + 2tk
 
 We can use vector-valued functions as a convenient representation of some very familiar curves, as we see in example 1.4.
 
 EXAMPLE 1.4
 
 30
 
 Plot the curve traced out by the vector-valued function
 
 z 20
 
 ⫺1
 
 10
 
 0 x
 
 0
 
 ⫺2
 
 0 y
 
 t ∈ R.
 
 Solution Notice that the curve is given parametrically by y = 5 − 3t,
 
 z = 2 − 4t,
 
 t ∈ R.
 
 You should recognize these equations as parametric equations for the straight line parallel to the vector 2, −3, −4 and passing through the point (3, 5, 2), as seen in Figure 12.5, where we also note the orientation. „
 
 Computer sketch: r(t) = sin ti − 3 cos tj + 2tk
 
 Most three-dimensional graphs are very challenging to sketch by hand. Although you may want to use computer-generated graphics for most sketches, you will need to be knowledgeable enough to know how to adjust such a graph to uncover any hidden features. You should be able to draw several basic curves by hand, like those in examples 1.3 and 1.4. More importantly, you should be able to recognize the effects various components have on the graph of a three-dimensional curve. In example 1.5, we walk you through matching four vector-valued functions with their computer-generated graphs.
 
 z 5
 
 O
 
 r(t) = 3 + 2t, 5 − 3t, 2 − 4t, x = 3 + 2t,
 
 1
 
 2
 
 FIGURE 12.4b
 
 x
 
 A Vector-Valued Function Defining a Line
 
 (3, 5, 2)
 
 5
 
 5
 
 FIGURE 12.5 Straight line: r(t) = 3 + 2t, 5 − 3t, 2 − 4t
 
 EXAMPLE 1.5 y
 
 Matching a Vector-Valued Function to Its Graph
 
 Match each of the vector-valued functions f1 (t) = cos t, ln t, sin t, f2 (t) = t cos t, t sin t, t, f3 (t) = 3 sin 2t, t, t and f4 (t) = 5 sin3 t, 5 cos3 t, t with the corresponding computer-generated graph (on the following page). Solution First, realize that there is no single, correct procedure for solving this problem. Look for familiar functions and match them with familiar graphical properties. From example 1.3, recall that certain combinations of sines and cosines will produce curves that lie on a cylinder. Notice that for the function f1 (t), x = cos t and z = sin t, so that x 2 + z 2 = cos2 t + sin2 t = 1. This says that every point on the curve lies on the cylinder x 2 + z 2 = 1 (the right circular cylinder of radius 1 whose axis is the y-axis). Further, the function y = ln t tends rapidly to −∞ as t → 0+ and increases slowly as t increases beyond t = 1. Notice that the curve in Graph B appears to lie on a right circular cylinder and that the spirals
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 get closer together as you move to the right (as y → ∞) and move very far apart as you move to the left (as y → −∞). At first glance, you might expect the curve traced out by f2 (t) also to lie on a right circular cylinder, but look more closely. Here, we have x = t cos t, y = t sin t and z = t, so that
 
 y 5
 
 x 2 + y 2 = t 2 cos2 t + t 2 sin2 t = t 2 = z 2 . x
 
 5
 
 5
 
 5
 
 FIGURE 12.6 A cross section of the cylinder x = 5 sin3 t, y = 5 cos3 t
 
 This says that the curve lies on the surface defined by x 2 + y 2 = z 2 (a right circular cone with axis along the z-axis). Notice that only the curve shown in Graph C fits this description. Next, notice that for f3 (t), the y and z components are identical and so, the curve must lie in the plane y = z. Replacing t by y, we have x = 3 sin 2t = 3 sin 2y, a sine curve lying in the plane y = z. Clearly, the curve in Graph D matches this description. Although Graph A is the only curve remaining to match with f4 (t), notice that if the cosine and sine terms weren’t cubed, we’d simply have a helix, as in example 1.3. Since z = t, each point on the curve lies on the cylinder defined parametrically by x = 5 sin3 t and y = 5 cos3 t. You need only look at the graph of the cross section of the cylinder shown in Figure 12.6 (found by graphing the parametric equations x = 5 sin3 t and y = 5 cos3 t in two dimensions) to decide that Graph A is the obvious choice. „
 
 Arc Length in R3 A natural question to ask about a curve is, “How long is it?” Note that the plane curve traced out exactly once by the endpoint of the vector-valued function r(t) =  f (t), g(t), for t ∈ [a, b] is the same as the curve defined parametrically by x = f (t), y = g(t). Recall from section 10.3 that if f, f , g and g are all continuous for t ∈ [a, b], the arc length is given by  s=
 
 a
 
 b
 
 
 
 [ f (t)]2 + [g (t)]2 dt.
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 y ( f (b), g(b))
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 FIGURE 12.7a Approximate arc length in R2
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 We derived this by first breaking the curve into small pieces (i.e., we partitioned the interval [a, b]) and then approximating the length with the sum of the lengths of small line segments connecting successive points. (See Figure 12.7a.) Finally, we made the approximation exact by taking a limit as the number of points in the partition tended to infinity. Consider a space curve traced out by the endpoint of the vector-valued function r(t) =  f (t), g(t), h(t), where f, f , g, g , h and h are all continuous for t ∈ [a, b] and where the curve is traversed exactly once as t increases from a to b. As we did in the twodimensional case, we begin by partitioning the interval [a, b] into n subintervals of equal size: a = t0 < t1 < · · · < tn = b, where ti − ti−1 = t = b−a , for all i = 1, 2, . . . , n. Next, n for each i = 1, 2, . . . , n, we approximate the arc length si of that portion of the curve joining the points ( f (ti−1 ), g(ti−1 ), h(ti−1 )) and ( f (ti ), g(ti ), h(ti )) by the straight-line distance between the points. (See Figure 12.7b for an illustration of the case where n = 4.) From the distance formula, we have si ≈ d{( f (ti−1 ), g(ti−1 ), h(ti−1 )), ( f (ti ), g(ti ), h(ti ))}  = [ f (ti ) − f (ti−1 )]2 + [g(ti ) − g(ti−1 )]2 + [h(ti ) − h(ti−1 )]2 .
 
 z
 
 Applying the Mean Value Theorem three times (why can we do this?), we get f (ti ) − f (ti−1 ) = f (ci )(ti − ti−1 ) = f (ci ) t,
 
 C
 
 g(ti ) − g(ti−1 ) = g (di )(ti − ti−1 ) = g (di ) t and O
 
 x
 
 y
 
 FIGURE 12.7b Approximate arc length in R3
 
 h(ti ) − h(ti−1 ) = h (ei )(ti − ti−1 ) = h (ei ) t,
 
 for some points ci , di and ei in the interval (ti−1 , ti ). This gives us  si ≈ [ f (ti ) − f (ti−1 )]2 + [g(ti ) − g(ti−1 )]2 + [h(ti ) − h(ti−1 )]2  = [ f (ci ) t]2 + [g (di ) t]2 + [h (ei ) t]2  = [ f (ci )]2 + [g (di )]2 + [h (ei )]2 t. Notice that if t is small, then all of ci , di and ei are very close and we can make the further approximation  si ≈ [ f (ci )]2 + [g (ci )]2 + [h (ci )]2 t,
 
 z
 
 for each i = 1, 2, . . . , n. The total arc length is then approximately
 
 C
 
 s≈ O x
 
 n  
 
 [ f (ci )]2 + [g (ci )]2 + [h (ci )]2 t.
 
 i=1
 
 y
 
 In Figure 12.7c, we illustrate this approximation for the case where n = 9. This suggests that taking the limit as n → ∞ gives the exact arc length:
 
 FIGURE 12.7c Improved arc length approximation
 
 s = lim
 
 n  
 
 n→∞
 
 [ f (ci )]2 + [g (ci )]2 + [h (ci )]2 t,
 
 i=1
 
 provided the limit exists. You should recognize this as the definite integral  Arc length
 
 s=
 
 a
 
 b
 
 
 
 [ f (t)]2 + [g (t)]2 + [h (t)]2 dt.
 
 (1.4)
 
 Observe that the arc length formula for a plane curve (1.3) is a special case of (1.4). As with other formulas for arc length, the integral in (1.4) can only rarely be computed exactly and we must typically be satisfied with a numerical approximation. Example 1.6 illustrates one of the very few arc lengths in R3 that can be computed exactly.
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 z
 
 EXAMPLE 1.6
 
 Computing Arc Length in R3
 
 Find the arc length of the curve traced out by the endpoint of the vector-valued function r(t) = 2t, ln t, t 2 , for 1 ≤ t ≤ e.
 
 y
 
 x
 
 FIGURE 12.8 The curve defined by r(t) = 2t, ln t, t 2 
 
 Solution First, notice that for x(t) = 2t, y(t) = ln t and z(t) = t 2 , we have x (t) = 2, y (t) = 1t and z (t) = 2t, and the curve is traversed exactly once for 1 ≤ t ≤ e. (To see why, observe that x = 2t is an increasing function.) From (1.4), we now have   2  e  e 1 1 2 2 s= 2 + + (2t) dt = 4 + 2 + 4t 2 dt t t 1 1    e e 1 + 4t 2 + 4t 4 (1 + 2t 2 )2 dt = dt = 2 t t2 1 1   e  e 1 + 2t 2 1 dt = + 2t dt = t t 1 1   t 2 e = (ln e + e2 ) − (ln 1 + 1) = e2 . = ln |t| + 2 2 1
 
 We show a graph of the curve for 1 ≤ t ≤ e in Figure 12.8. „ The arc length integral in example 1.7 is typical, in that we need a numerical approximation.
 
 EXAMPLE 1.7
 
 Approximating Arc Length in R3
 
 Find the arc length of the curve traced out by the endpoint of the vector-valued function r(t) = e2t , sin t, t, for 0 ≤ t ≤ 2. Solution First, note that for x(t) = e2t , y(t) = sin t and z(t) = t, we have x (t) = 2e2t , y (t) = cos t and z (t) = 1, and that the curve is traversed exactly once for 0 ≤ t ≤ 2 (since x is an increasing function of t). From (1.4), we now have  2  2 2t 2 2 2 (2e ) + (cos t) + 1 dt = 4e4t + cos2 t + 1 dt. s= 0
 
 0
 
 Since you don’t know how to evaluate this integral exactly (which is typically the case), you can approximate the integral using Simpson’s Rule or the numerical integration routine built into your calculator or computer algebra system, to find that the arc length is approximately s ≈ 53.8. „ Often, the curve of interest is determined by the intersection of two surfaces. Parametric equations can give us simple representations of many such curves.
 
 EXAMPLE 1.8
 
 Finding Parametric Equations for an Intersection of Surfaces
 
 Find the arc length of the portion of the curve determined by the intersection of the cone z = x 2 + y 2 and the plane y + z = 2 in the first octant. Solution The cone and plane are shown in Figure 12.9a. From your knowledge of conic sections, note that this curve could be a  parabola or an ellipse. Parametric equations for the curve must satisfy both z = x 2 + y 2 and y + z = 2. Eliminating z by solving for it in each equation, we get  z = x 2 + y 2 = 2 − y. Squaring both sides and gathering terms, we get x 2 + y 2 = (2 − y)2 = 4 − 4y + y 2
 
 FIGURE 12.9a Intersection of cone and plane
 
 or
 
 x 2 = 4 − 4y.
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 y =1−
 
 Solving for y now gives us z
 
 which is clearly the equation of a parabola in two dimensions. To obtain the equation for the three-dimensional parabola, let x be the parameter, which gives us the parametric equations  t2 t2 and z = t 2 + (1 − t 2 /4)2 = 1 + . x = t, y = 1 − 4 4 A graph is shown in Figure 12.9b. The portion of the parabola in the first octant must have x ≥ 0 (so t ≥ 0), y ≥ 0 (so t 2 ≤ 4) and z ≥ 0 (always true). This occurs if 0 ≤ t ≤ 2. The arc length is then √  2 √  √ 2 √ 1 + (−t/2)2 + (t/2)2 dt = 2 + 3 + 3 ≈ 2.54, ln s= 2 0
 
 6 5 3.75 −5 −3.75 −2.5 −1.25 2.5
 
 2.5 0
 
 x2 , 4
 
 1.25 y
 
 5 x
 
 FIGURE 12.9b Curve of intersection
 
 where we leave the details of the integration to you. „
 
 BEYOND FORMULAS If you think that examples 1.1 and 1.2 look very much like parametric equations examples, you’re exactly right. The ideas presented there are not new; only the notation and terminology are new. However, the vector notation lets us easily extend these ideas into three dimensions, where the graphs can be more complicated.
 
 EXERCISES 12.1 WRITING EXERCISES 1. Discuss the differences, if any, between the curve traced out by the terminal point of the vector-valued function r(t) =  f (t), g(t) and the curve defined parametrically by x = f (t), y = g(t). 2. In example 1.3, describe the “shadow” of the helix in the xy-plane (the shadow created by shining a light down from the “top” of the z-axis). Equivalently, if the helix is collapsed down into the xy-plane, describe the resulting curve. Compare this curve to the ellipse defined parametrically by x = sin t, y = −3 cos t. 3. Discuss how you would compute the arc length of a curve in four or more dimensions. Specifically, for the curve traced out by the terminal point of the n-dimensional vector-valued function r(t) =  f 1 (t), f 2 (t), . . . , f n (t) for n ≥ 4, state the arc length formula and discuss how it relates to the n-dimensional distance formula. 4. The helix in Figure 12.4a is shown from a standard viewpoint (above the xy-plane, in between the x- and y-axes). Describe what an observer at the point (0, 0, −1000) would see. Also, describe what observers at the points (1000, 0, 0) and (0, 1000, 0) would see.
 
 5. r(t) = 2 cos t, 2 sin t, 3
 
 6. r(t) = cos 2t, sin 2t, 1
 
 7. r(t) = t, t + 1, −1
 
 8. r(t) = 3, t, t 2 − 1
 
 2
 
 9. r(t) = ti + j + 3t 2 k 10. r(t) = (t + 2)i + (2t − 1)j + (t + 2)k 11. r(t) = 4t − 1, 2t + 1, −6t 12. r(t) = −2t, 2t, 3 − t 13. r(t) = 3 cos ti + 3 sin tj + tk 14. r(t) = 2 cos ti + sin tj + 3tk 15. r(t) = 2 cos t, 2t, 3 sin t 16. r(t) = −1, 2 cos t, 2 sin t 17. r(t) = t cos 2t, t sin 2t, 2t 18. r(t) = t cos t, 2t, t sin t
 
 ............................................................ In exercises 19–26, use graphing technology to sketch the curve traced out by the given vector-valued function. Determine whether the function is periodic; if so, name the period. 19. r(t) = cos 4t, sin t, sin 7t 20. r(t) = 3 cos 2t, sin 5t, cos t
 
 In exercises 1–18, sketch the curve traced out by the given vectorvalued function by hand. 1. r(t) = t − 1, t 2 
 
 2. r(t) = t 2 − 1, 4t
 
 3. r(t) = 2 cos ti + (sin t − 1)j 4. r(t) = (sin t − 2)i + 4 cos tj
 
 21. r(t) = ti + tj + (2t 2 − 1)k 22. r(t) = (t 3 − t)i + t 2 j + (2t − 4)k 23. r(t) = tan t, sin t 2 , cos t 24. r(t) = sin t, − csc t, cot t
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 4
 
 1
 
 4
 
 x
 
 2
 
 y
 
 8
 
 ............................................................ 27. In parts a–f, match the vector-valued function with its graph. Give reasons for your choices. (a) r(t) = cos t 2 , t, t (b) r(t) = cos t, sin t, sin t 2  √ √ (c) r(t) = sin 16 t, cos 16 t, t
 
 757
 
 z
 
 25. (a) r(t) = 2 cos t + sin 2t, 2 sin t + cos 2t (b) r(t) = 2 cos 3t + sin 5t, 2 sin 3t + cos 5t (c) How does the graph of 2 cos at + sin bt, 2 sin at + cos bt depend on a and b? 26. (a) r(t) = 4 cos 4t − 6 cos t, 4 sin 4t − 6 sin t (b) r(t) = 4 cos 7t + 2 cos t, 4 sin 7t + 2 sin t (c) How does the graph of 4 cos at + b cos t, 4 sin at + b sin t depend on a and b?
 
 Vector-Valued Functions
 
 12
 
 GRAPH 4 z
 
 (d) r(t) = sin t 2 , cos t 2 , t (e) r(t) = t, t, 6 − 4t 2  (f) r(t) = t 3 − t, 0.5t 2 , 2t − 4 z
 
 y
 
 1
 
 1
 
 x
 
 GRAPH 5 z 1
 
 4
 
 1 y
 
 x
 
 2
 
 GRAPH 1 1 z
 
 1
 
 2
 
 3
 
 4
 
 y
 
 2 x
 
 4
 
 GRAPH 6 28. Of the functions in exercise 27, which are periodic? Which are bounded? Identify all components (x, y, z) that are bounded.
 
 1
 
 1
 
 y
 
 ............................................................ x
 
 In exercises 29–32, compute the arc length.
 
 GRAPH 2
 
 29. r(t) = t cos t, t sin t, 13 (2t)3/2 , 0 ≤ t ≤ 2π z
 
 30. r(t) = 4t, 3 cos t, 3 sin t, 0 ≤ t ≤ 3π 31. r(t) = 4 ln t, t 2 , 4t, 1 ≤ t ≤ 3 32. r(t) = tan−1 t, ln(1 + t 2 ), 2t − 2 tan−1 t, 0 ≤ t ≤
 
 1
 
 1
 
 x
 
 GRAPH 3
 
 π 4
 
 ............................................................ 1
 
 y
 
 In exercises 33–38, use a CAS to sketch the curve and estimate its arc length. 33. r(t) = cos t, sin t, cos 2t, 0 ≤ t ≤ 2π 34. r(t) = cos t, sin t, sin t + cos t, 0 ≤ t ≤ 2π 35. r(t) = cos πt, sin πt, cos 16t, 0 ≤ t ≤ 2
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch12
 
 758
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 ..
 
 CHAPTER 12
 
 T1: OSO
 
 December 27, 2010
 
 20:38
 
 Vector-Valued Functions
 
 36. r(t) = cos πt, sin πt, cos 16t, 0 ≤ t ≤ 4 37. r(t) = t, t − 1, t , 0 ≤ t ≤ 2 2
 
 3
 
 38. r(t) = t 2 + 1, 2t, t 2 − 1, 0 ≤ t ≤ 2
 
 ............................................................ 39. A spiral staircase makes two complete turns as it rises 10 feet between floors. A handrail at the outside of the staircase is located 3 feet from the center pole of the staircase. (a) Use parametric equations for a helix to compute the length of the handrail. (b) Imagine unrolling the staircase so that the handrail is a line segment. Use the formula for the hypotenuse of a right triangle to compute its length. 40. Find the arc length of the section of the helix traced out by r(t) = cos t, sin t, kt for 0 ≤ t ≤ 2π. As in exercise 39, illustrate this as the hypotenuse of a right triangle. In exercises 41–44, find parametric equations for the indicated curve. If you have access to a graphing utility, graph the surfaces and the resulting curve. Estimate its arc length.  41. The intersection of z = x 2 + y 2 and z = 2  42. The intersection of z = x 2 + y 2 and y + 2z = 2 43. The intersection of x 2 + y 2 = 9 and y + z = 2 44. The intersection of y + z = 9 and x = 2 2
 
 LT (Late Transcendental)
 
 2
 
 ............................................................ 45. Show that the curve r(t) = 2t, 4t 2 − 1, 8t 3 , 0 ≤ t ≤ 1, has the same arc length as the curve in exercise 37. √ 46. Show that the curve r(t) = t + 1, 2 t, t − 1, 0 ≤ t ≤ 4, has the same arc length as the curve in exercise 38. 47. Compare the graphs of r(t) = t, t 2 , t 2 , √ g(t) = cos t, cos2 t, cos2 t and h(t) =  t, t, t. Discuss the similarities and the differences. 48. Compare the graphs of r(t) = 2t − 1, t , t, g(t) = 2 sin t − 1, sin2 t, sin t and h(t) = 2et − 1, e2t , et . Discuss the similarities and the differences. 2
 
 49. Show that the curve in exercise 33 lies on the hyperbolic paraboloid z = x 2 − y 2 . Use a CAS to sketch both the surface and the curve. 50. Show that the curve in exercise 34 lies on the plane z = x + y. Use a CAS to sketch both the plane and the curve.
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 51. (a) Use a graphing utility to sketch the graph of r(t) = cos t, cos t, sin t with 0 ≤ t ≤ 2π. Explain why the graph should be the same with 0 ≤ t ≤ T , for any T ≥ 2π. Try several larger domains (0 ≤ t ≤ 2π, 0 ≤ t ≤ 10π, 0 ≤ t ≤ 50π, etc.) with your graphing utility. Eventually, the ellipse should start looking thicker and for large enough domains you will see a mess of jagged lines. Explain what has gone wrong with the graphing utility. (b) It may surprise you that this curve is not a circle. Show that the shadows in the xz-plane and yz-plane are circles. Show that the curve lies in the plane x = y. Sketch a graph showing the plane x = y and a circular shadow in the yzplane. To draw a curve in the plane x = y with the circular shadow, explain why the curve must be wider in the xydirection than in the z-direction. In other words, the curve is not circular. √ 52. The graph of r(t) = cos t, cos t, 2√sin t is a circle. To verify this, start by showing that r(t) = 2, for all t. Then observe that the curve lies in the plane x = y. Explain why this proves that the graph is a (portion of a) circle.
 
 EXPLORATORY EXERCISES 1. More insight into exercise 52 can be gained by looking√at basis vectors. The circle traced out by r(t) = cos t, cos t 2 sin t lies in the plane x = y, which contains the vector u = √12 1, 1, 0. The plane x = y also contains the vector v = 0, 0, 1. Show that any vector w in the plane x = y can be written as w = c1 u +√c2 v for some√constants c1 and c2 . Also, show that r(t) = ( 2 cos t)u + ( 2 sin t)v. Recall that in two dimensions, a circle of radius r centered at the origin can be written parametrically as (r cos t)i + (r sin t)j. In general, suppose that u and v are any orthogonal unit vectors. If r(t) = (r cos t)u + (r sin t)v, show that r(t) · r(t) = r 2 . 2. Examine the graphs of several vector-valued functions of the form r(t) = a cos ct + b cos dt, a sin ct + b sin dt, for constants a, b, c and d. Determine the values of these constants that produce graphs of different types. For example, starting with the graph of 4 cos 4t − 6 cos t, 4 sin 4t − 6 sin t, change c = 4 to c = 3, c = 5, c = 2, etc. Conjecture a relationship between the number of loops and the difference between c and d. Test this conjecture on other vector-valued functions. Returning to 4 cos 4t − 6 cos t, 4 sin 4t − 6 sin t, change a = 4 to other values. Conjecture a relationship between the size of the loops and the value of a.
 
 12.2 THE CALCULUS OF VECTOR-VALUED FUNCTIONS In this section, we begin to explore the calculus of vector-valued functions, beginning with the notion of limit and progressing to continuity, derivatives and finally, integrals, just as we did with scalar functions in Chapters 1, 2 and 4. We define everything in this section in terms of vector-valued functions in three dimensions. The definitions can be interpreted for vector-valued functions in two dimensions in the obvious way, by simply dropping the third component everywhere.
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 For a vector-valued function r(t) =  f (t), g(t), h(t), when we write lim r(t) = u,
 
 t→a
 
 we mean that as t gets closer and closer to a, the vector r(t) is getting closer and closer to the vector u. For u = u 1 , u 2 , u 3 , this means that lim r(t) = lim  f (t), g(t), h(t) = u = u 1 , u 2 , u 3 .
 
 t→a
 
 t→a
 
 Notice that for this to occur, we must have that f (t) is approaching u 1 , g(t) is approaching u 2 and h(t) is approaching u 3 . In view of this, we make the following definition.
 
 DEFINITION 2.1 For a vector-valued function r(t) =  f (t), g(t), h(t), the limit of r(t) as t approaches a is given by 
 
 lim r(t) = lim  f (t), g(t), h(t) = lim f (t), lim g(t), lim h(t) , (2.1) t→a
 
 t→a
 
 t→a
 
 t→a
 
 t→a
 
 provided all of the indicated limits exist. If any of the limits indicated on the right-hand side of (2.1) fail to exist, then lim r(t) does not exist. t→a
 
 In example 2.1, we see that calculating a limit of a vector-valued function simply consists of calculating three separate limits of scalar functions.
 
 EXAMPLE 2.1
 
 Finding the Limit of a Vector-Valued Function
 
 Find limt 2 + 1, 5 cos t, sin t. t→0
 
 Solution Here, each of the component functions is continuous (for all t) and so, we can calculate their limits simply by substituting the value for t. We have 
 
 limt 2 + 1, 5 cos t, sin t = lim(t 2 + 1), lim(5 cos t), lim sin t t→0
 
 t→0
 
 t→0
 
 t→0
 
 = 1, 5, 0. „
 
 EXAMPLE 2.2
 
 A Limit That Does Not Exist
 
 Find lime + 5, t + 2t − 3, 1/t. 2t
 
 2
 
 t→0
 
 1 Solution Notice that the limit of the third component is lim , which does not exist. t→0 t So, even though the limits of the first two components exist, the limit of the vector-valued function does not exist. „ Recall that for a scalar function f, we say that f is continuous at a if and only if lim f (t) = f (a).
 
 t→a
 
 That is, a scalar function is continuous at a point whenever the limit and the value of the function are the same. We define the continuity of vector-valued functions in the same way.
 
 DEFINITION 2.2 The vector-valued function r(t) =  f (t), g(t), h(t) is continuous at t = a whenever lim r(t) = r(a)
 
 t→a
 
 (i.e., whenever the limit exists and equals the value of the vector-valued function).
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 Notice that in terms of the components of r, this says that r(t) is continuous at t = a whenever 
 
 lim  f (t), g(t), h(t) = lim f (t), lim g(t), lim h(t) =  f (a), g(a), h(a). t→a
 
 t→a
 
 t→a
 
 t→a
 
 It then follows that r is continuous at t = a if and only if lim f (t) = f (a),
 
 t→a
 
 lim g(t) = g(a)
 
 t→a
 
 and
 
 lim h(t) = h(a).
 
 t→a
 
 Look carefully at what we have just said, and observe that we just proved the following theorem.
 
 THEOREM 2.1 A vector-valued function r(t) =  f (t), g(t), h(t) is continuous at t = a if and only if all of f, g and h are continuous at t = a.
 
 Theorem 2.1 says that to determine where a vector-valued function is continuous, you need only check the continuity of each component function (something you already know how to do). We demonstrate this in examples 2.3 and 2.4.
 
 EXAMPLE 2.3
 
 Determining Where a Vector-Valued Function Is Continuous
 
 Determine the values of t for which the vector-valued function r(t) = e5t , ln(t + 1), cos t is continuous. Solution From Theorem 2.1, r(t) will be continuous wherever all its components are continuous. We have: e5t is continuous for all t, ln(t + 1) is continuous for t > −1 and cos t is continuous for all t. So, r(t) is continuous for t > −1. „
 
 EXAMPLE 2.4
 
 A Vector-Valued Function with Infinitely Many Gaps in Its Domain
 
   1 Determine the values of t for which the vector-valued function r(t) = tan t, |t + 3|, t−2 is continuous. (2n + 1)π , for Solution First, note that tan t is continuous, except at t = 2 n = 0, ±1, ±2, . . . (i.e., except at odd multiples of π2 ). The second component |t + 3| is continuous for all t (although it’s not differentiable at t = −3). Finally, the third 1 component is continuous except at t = 2. Since all three components must be t −2 continuous in order for r(t) to be continuous, we have that r(t) is continuous, except at (2n + 1)π t = 2 and t = , for n = 0, ±1, ±2, . . . . 2 „ Recall that in Chapter 2, we defined the derivative of a scalar function f to be f (t) = lim
 
 h→0
 
 f (t + h) − f (t) . h
 
 We replace h by t, to emphasize that t is an increment of the variable t. We then have f (t) = lim
 
 t→0
 
 f (t + t) − f (t) . t
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch12
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 27, 2010
 
 LT (Late Transcendental)
 
 20:38
 
 12-13
 
 SECTION 12.2
 
 ..
 
 The Calculus of Vector-Valued Functions
 
 761
 
 In Chapter 13, we’ll be defining partial derivatives of functions of more than one variable, where we’ll use this type of notation to make it clear which variable is being incremented. We now define the derivative of a vector-valued function in the expected way.
 
 DEFINITION 2.3 The derivative r (t) of the vector-valued function r(t) is defined by r(t + t) − r(t) , t→0 t
 
 r (t) = lim
 
 (2.2)
 
 for any values of t for which the limit exists. When the limit exists for t = a, we say that r is differentiable at t = a.
 
 Fortunately, you will not need to learn any new differentiation rules, as the derivative of a vector-valued function is found directly from the derivatives of the individual components, as we see in Theorem 2.2.
 
 THEOREM 2.2 Let r(t) =  f (t), g(t), h(t) and suppose that the components f, g and h are all differentiable for some value of t. Then r is also differentiable at that value of t and its derivative is given by r (t) =  f (t), g (t), h (t).
 
 (2.3)
 
 PROOF From the definition of derivative of a vector-valued function (2.2), we have r(t + t) − r(t) t→0 t
 
 r (t) = lim = lim
 
 t→0
 
 1 [ f (t + t), g(t + t), h(t + t) −  f (t), g(t), h(t)] t
 
 1  f (t + t) − f (t), g(t + t) − g(t), h(t + t) − h(t), t   f (t + t) − f (t) g(t + t) − g(t) h(t + t) − h(t) = lim , , t→0 t t t   f (t + t) − f (t) g(t + t) − g(t) h(t + t) − h(t) = lim , lim , lim t→0 t→0 t→0 t t t = lim
 
 t→0
 
 =  f (t), g (t), h (t), where we have used the definition of limit of a vector-valued function (2.1) and where in the last step we recognized the definition of the derivatives of each of the component functions f, g and h.
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 We illustrate this in example 2.5.
 
 EXAMPLE 2.5
 
 Finding the Derivative of a Vector-Valued Function
 
 Find the derivative of r(t) = sin(t 2 ), ecos t , t ln t. Solution Applying the chain rule to the first two components and the product rule to the third, we have (for t > 0):   d d cos t d 2 [sin(t )], (e ), (t ln t) r (t) = dt dt dt   d d d d = cos(t 2 ) (t 2 ), ecos t (cos t), (t) ln t + t (ln t) dt dt dt dt   1 = cos(t 2 )(2t), ecos t (− sin t), (1) ln t + t t = 2t cos(t 2 ), − sin t ecos t , ln t + 1. „ For the most part, to compute derivatives of vector-valued functions, we need only use the already familiar rules for differentiation of scalar functions. There are several special derivative rules, however, which we state in Theorem 2.3.
 
 THEOREM 2.3 Suppose that r(t) and s(t) are differentiable vector-valued functions, f (t) is a differentiable scalar function and c is any scalar constant. Then (i) (ii) (iii) (iv) (v)
 
 d [r(t) + s(t)] = r (t) + s (t) dt d [c r(t)] = c r (t) dt d [ f (t)r(t)] = f (t)r(t) + f (t)r (t) dt d [r(t) · s(t)] = r (t) · s(t) + r(t) · s (t) and dt d [r(t) × s(t)] = r (t) × s(t) + r(t) × s (t). dt
 
 Notice that parts (iii), (iv) and (v) are the product rules for the various kinds of products we can define. In each of these three cases, it’s important to recognize that these follow the same pattern as the usual product rule for the derivative of the product of two scalar functions.
 
 PROOF (i) For r(t) =  f 1 (t), g1 (t), h 1 (t) and s(t) =  f 2 (t), g2 (t), h 2 (t), we have from (2.3) and the rules for vector addition that d d [r(t) + s(t)] = [ f 1 (t), g1 (t), h 1 (t) +  f 2 (t), g2 (t), h 2 (t)] dt dt d =  f 1 (t) + f 2 (t), g1 (t) + g2 (t), h 1 (t) + h 2 (t) dt =  f 1 (t) + f 2 (t), g1 (t) + g2 (t), h 1 (t) + h 2 (t) =  f 1 (t), g1 (t), h 1 (t) +  f 2 (t), g2 (t), h 2 (t) = r (t) + s (t).
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 (iv) From the definition of dot product and the usual product rule for the product of two scalar functions, we have d d [r(t) · s(t)] = [ f 1 (t), g1 (t), h 1 (t) ·  f 2 (t), g2 (t), h 2 (t)] dt dt d = [ f 1 (t) f 2 (t) + g1 (t)g2 (t) + h 1 (t)h 2 (t)] dt = f 1 (t) f 2 (t) + f 1 (t) f 2 (t) + g1 (t)g2 (t) + g1 (t)g2 (t) + h 1 (t)h 2 (t) + h 1 (t)h 2 (t) = [ f 1 (t) f 2 (t) + g1 (t)g2 (t) + h 1 (t)h 2 (t)] + [ f 1 (t) f 2 (t) + g1 (t)g2 (t) + h 1 (t)h 2 (t)] = r (t) · s(t) + r(t) · s (t). We leave the proofs of (ii), (iii) and (v) as exercises. y
 
 We say that the curve traced out by the vector-valued function r(t) =  f (t), g(t), h(t) on an interval I is smooth if r is continuous on I and r (t) = 0, except possibly at any endpoints of I. Notice that this says that the curve is smooth provided f  , g  and h  are all continuous on I and f  (t), g  (t) and h  (t) are not all zero at the same point in I.
 
 4 3 2 1 7.5 5 2.5
 
 EXAMPLE 2.6 x 0
 
 2.5
 
 5
 
 7.5
 
 FIGURE 12.10
 
 Determining Where a Curve Is Smooth
 
 Determine where the plane curve traced out by the vector-valued function r(t) = t 3 , t 2  is smooth. Solution We show a graph of the curve in Figure 12.10.
 
 The curve traced out by r(t) = t 3 , t 2 
 
 Here, r (t) = 3t 2 , 2t is continuous everywhere and r (t) = 0 if and only if t = 0. This says that the curve is smooth in any interval not including t = 0. Referring to Figure 12.10, observe that the curve is smooth except at the cusp located at the origin. „
 
 We next explore an important graphical interpretation of the derivative of a vectorvalued function. First, recall that the derivative of a scalar function at a point gives the slope of the tangent line to the curve at that point. For the case of the vector-valued function r(t), notice that from (2.2), the derivative of r(t) at t = a is given by r (a) = lim
 
 t→0
 
 r(a + t) − r(a) . t
 
 Again, recall that the endpoint of the vector-valued function r(t) traces out a curve C in R3 . In Figure 12.11a, we show the position vectors r(a), r(a + t) and r(a + t) − r(a), for some fixed t > 0, using our graphical interpretation of vector subtraction, developed in z C
 
 z C
 
 r(a  t)  r(a)
 
 r(a  t)
 
 r(a  t)
 
 r(a) O
 
 O
 
 y
 
 x
 
 FIGURE 12.11a
 
 r(a  t)  r(a)
 
 r(a)
 
 y
 
 x
 
 FIGURE 12.11b
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 z
 
 z C
 
 r(a)
 
 C r(a  t) r(a  t)  r(a)
 
 r(a)
 
 r(a)
 
 O
 
 O
 
 y
 
 x
 
 y
 
 x
 
 FIGURE 12.11c
 
 FIGURE 12.11d
 
 The tangent vector r (a)
 
 Chapter 11. (How does the picture differ if t < 0?) Notice that for t > 0, the vector r(a + t) − r(a) points in the same direction as r(a + t) − r(a). t r(a + t) − r(a) If we take smaller and smaller values of t, will approach r (a). We t illustrate this graphically in Figures 12.11b (on the preceding page) and 12.11c. r(a + t) − r(a) approaches a vector that is tangent As t → 0, notice that the vector t to the curve C at the terminal point of r(a), as seen in Figure 12.11d. We refer to r (a) as a tangent vector to the curve C at the point corresponding to t = a. Be sure to observe that r (a) lies along the tangent line to the curve at t = a and points in the direction of the orientation of C. (Recognize that Figures 12.11a, 12.11b and 12.11c are all drawn so that t > 0. What changes in each of the figures if t < 0?) We illustrate this notion for a simple curve in R2 in example 2.7.
 
 EXAMPLE 2.7
 
 Drawing Position and Tangent Vectors
 
 For r(t) = − cos 2t, sin 2t, plot the curve traced out by the endpoint of r(t) and draw the position vector and tangent vector at t = π4 . Solution First, notice that r (t) = 2 sin 2t, 2 cos 2t. Also, the curve traced out by r(t) is given parametrically by C: x = − cos 2t,
 
 y = sin 2t,
 
 t ∈ R.
 
 Observe that here, x 2 + y 2 = cos2 2t + sin2 2t = 1, y r(d) r (d)
 
 FIGURE 12.12 Position and tangent vectors
 
 x
 
 so that the curve is the circle of radius 1, centered at the origin. Further, from the parameterization, you can see that the orientation is clockwise. The position and tangent vectors at t = π4 are given by   π π π r = − cos , sin = 0, 1 4 2 2   π π π = 2 sin , 2 cos = 2, 0, and r 4 2 2     respectively. We show the curve, along with the vectors r π4 and r π4 in Figure 12.12      where we have drawn the initial point of r π4 at the terminal point of r π4 . In particular, you might note that     π π r · r = 0, 4 4
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     so that r π4 and r π4 are orthogonal. In fact, r(t) and r (t) are orthogonal for every t, as follows: r(t) · r (t) = − cos 2t, sin 2t · 2 sin 2t, 2 cos 2t = −2 cos 2t sin 2t + 2 sin 2t cos 2t = 0. „ Were you surprised to find in example 2.7 that the position vector and the tangent vector were orthogonal at every point? As it turns out, this is a special case of a more general result, which we state in Theorem 2.4.
 
 BEYOND FORMULAS Theorem 2.4 illustrates the importance of good notation. While we could have derived the same result using parametric equations, the vector notation greatly simplifies both the statement and proof of the theorem. The simplicity of the notation allows us to make connections and use our geometric intuition, instead of floundering in a mess of equations. We can visualize the graph of a vector-valued function r(t) more easily than we can try to keep track of separate expressions for x(t), y(t) and z(t).
 
 THEOREM 2.4
 
 r(t) = constant if and only if r(t) and r (t) are orthogonal, for all t.
 
 PROOF (i) Suppose that r(t) = c, for some constant c. Recall that r(t) · r(t) = r(t) 2 = c2 .
 
 (2.4)
 
 Differentiating both sides of (2.4), we get d d [r(t) · r(t)] = c2 = 0. dt dt From Theorem 2.3 (iv), we now have d [r(t) · r(t)] = r (t) · r(t) + r(t) · r (t) = 2r(t) · r (t), dt so that r(t) · r (t) = 0, as desired. (ii) We leave the proof of the converse as an exercise. 0=
 
 Note that in two dimensions, if r(t) = c for all t (where c is a constant), then the curve traced out by the position vector r(t) must lie on the circle of radius c, centered at the origin. Theorem 2.4 then says that the path traced out by r(t) lies on a circle centered at the origin if and only if the tangent vector is orthogonal to the position vector at every point on the curve. Likewise, in three dimensions, if r(t) = c for all t (where c is a constant), the curve traced out by r(t) lies on the sphere of radius c centered at the origin. In this case, Theorem 2.4 says that the curve traced out by r(t) lies on a sphere centered at the origin if and only if the tangent vector is orthogonal to the position vector at every point on the curve. We conclude this section by making a few straightforward definitions. Recall that when we say that the scalar function F(t) is an antiderivative of the scalar function f (t), we mean that F is any function such that F (t) = f (t). We now extend this notion to vector-valued functions.
 
 DEFINITION 2.4 The vector-valued function R(t) is an antiderivative of the vector-valued function r(t) whenever R (t) = r(t). Notice that if r(t) =  f (t), g(t), h(t) and f, g and h have antiderivatives F, G and H, respectively, then d F(t), G(t), H (t) = F (t), G (t), H (t) =  f (t), g(t), h(t). dt That is, F(t), G(t), H (t) is an antiderivative of r(t). In fact, F(t) + c1 , G(t) + c2 , H (t) + c3  is also an antiderivative of r(t), for any choice of constants c1 , c2 and c3 . This leads us to Definition 2.5.
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 DEFINITION 2.5 If R(t) is any antiderivative of r(t), the indefinite integral of r(t) is defined to be  r(t) dt = R(t) + c, where c is an arbitrary constant vector.
 
 Indefinite integral of a vector-valued function
 
 As in the scalar case, R(t) + c is the most general antiderivative of r(t). (Why is that?) Notice that this says that         r(t) dt = f (t), g(t), h(t) dt = f (t) dt, g(t) dt, h(t) dt . (2.5) That is, you integrate a vector-valued function by integrating each of the individual components.
 
 EXAMPLE 2.8
 
 Evaluating the Indefinite Integral of a Vector-Valued Function
 
 Evaluate the indefinite integral
 
 
 
 2 t 2 + 2, sin 2t, 4tet dt.
 
 Solution From (2.5), we have      2  t2 2 t2 t + 2, sin 2t, 4te dt = (t + 2) dt, sin 2t dt, 4te dt 
 
 1 3 1 2 t + 2t + c1 , − cos 2t + c2 , 2et + c3 3 2   1 3 1 t2 = t + 2t, − cos 2t, 2e + c, 3 2
 
 
 
 =
 
 where c = c1 , c2 , c3  is an arbitrary constant vector. „ We define the definite integral of a vector-valued function in the obvious way.
 
 DEFINITION 2.6 For the vector-valued function r(t) =  f (t), g(t), h(t), we define the definite integral of r(t) on the interval [a, b] by  b   b  b  b  b r(t) dt =  f (t), g(t), h(t) dt = f (t) dt, g(t) dt, h(t) dt . a
 
 a
 
 a
 
 a
 
 (2.6)
 
 a
 
 This says simply that the definite integral of a vector-valued function r(t) is the vector whose components are the definite integrals of the corresponding components of r(t). With this in mind, we now extend the Fundamental Theorem of Calculus to vector-valued functions.
 
 THEOREM 2.5 Suppose that R(t) is an antiderivative of r(t) on the interval [a, b]. Then,  b r(t) dt = R(b) − R(a). a
 
 PROOF The proof is straightforward and we leave this as an exercise.
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 Evaluating the Definite Integral of a Vector-Valued Function
 
 sin π t, 6t 2 + 4t dt.
 
 Solution Notice that an antiderivative for the integrand is     6t 3 t2 1 1 +4 = − cos π t, 2t 3 + 2t 2 . − cos π t, π 3 2 π From Theorem 2.5, we have that  1   1 1 2 3 2 sin π t, 6t + 4t dt = − cos π t, 2t + 2t π 0 0     1 1 = − cos π, 2 + 2 − − cos 0, 0 π π     1 1 2 = + ,4 − 0 = ,4 . π π π „
 
 EXERCISES 12.2 WRITING EXERCISES 1. If lim f (t) = lim g(t) = 0 and lim h(t) = ∞, describe what t→0
 
 t→0
 
 t→0
 
 happens graphically as t → 0 to the curve traced out by r(t) =  f (t), g(t), h(t). Explain why the limit of r(t) as t → 0 does not exist. 2. In example 2.3, describe what is happening graphically for t ≤ −1. Explain why we don’t say that r(t) is continuous for t ≤ −1. 3. Suppose that r(t) is a vector-valued function such that r(0) = a, b, c and r (0) exists. Imagine zooming in on the curve traced out by r(t) near the point (a, b, c). Describe what the curve will look like and how it relates to the tangent vector r (0). 4. There is a quotient rule corresponding to the product rule in Theorem 2.3, part (iii). State this rule and describe in words how you would prove it. Explain why there isn’t a quotient rule corresponding to the product rules in parts (iv) and (v) of Theorem 2.3.
 
 
 
 
 
 t +1 sin t , cos t, 3. lim t→0 t t −1
 
  5. lim ln t, t 2 + 1, t − 3 t→0
 
 t→1
 
 
 
 √ t +1 4. lim t − 1, t 2 + 3, t→1 t −1
 
 9. r(t) = tan t, sin t 2 , cos t 10. r(t) = cos 5t, tan t, ln t    2 11. r(t) = e2/t , t 2 + t, 12. r(t) = sin t, − csc t, cot t t +3 √ √ √ 14. r(t) = ln t, sec t, −t 13. r(t) =  t, 4 − t, tan t
 
 ............................................................ In exercises 15–20, find the derivative of the given vector-valued function.   √ 3 4 15. r(t) = t , t + 1, 2 t   t − 3 2t 3 , te , t 16. r(t) = t +1 17. r(t) = sin t, sin t 2 , cos t 18. r(t) = cos 5t, tan t, 6 sin t 2
 
 19. r(t) = et , t 2 e2t , sec 2t
 
  20. r(t) = t 2 + 1, cos t, e−3t
 
 ............................................................
 
 In exercises 1–6, find the limit if it exists.
 
  1. limt 2 − 1, e2t , sin t 2. lim t 2 , e2t , t 2 + 2t t→0
 
 In exercises 7–14, determine all values of t at which the given vector-valued function is continuous.     t +1  2 3 7. r(t) = , t − 1, 2t 8. r(t) = sin t, cos t, t −2 t
 
 In exercises 21–26, determine where the curve traced out by r(t) is smooth. 
 
 21. r(t) = t 4 − 2t 2 , t 2 − 2t
 
 22. r(t) = t 2 + t, t 3 
 
 23. r(t) = sin t, cos 2t
 
 24. r(t) = cos2 t, sin2 t   t 26. r(t) = 2 , ln(t 2 − 4t) t +4
 
 √
 
 6. lim cos t, t 2 + 3, tan t t→π/2
 
 ............................................................
 
 25. r(t) = e t , t 3 − t
 
 ............................................................
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 In exercises 27–30, sketch the curve traced out by the endpoint of the given vector-valued function and plot position and tangent vectors at the indicated points. 27. r(t) = cos t, sin t, t = 0, t =
 
 π ,t 2
 
 =π
 
 28. r(t) = t, t 2 − 1, t = 0, t = 1, t = 2 29. r(t) = cos t, t, sin t, t = 0, t =
 
 π ,t 2
 
 =π
 
 30. r(t) = t, t, t 2 − 1, t = 0, t = 1, t = 2
 
 12-20
 
 In exercises 51–54, graph the curve traced out by r(t). 51. r(t) = (2 + cos 8t) cos t, (2 + cos 8t) sin t, sin 8t 52. r(t) = (2 + t cos 8t) cos t, (2 + t cos 8t) sin t, t sin 8t 53. r(t) = 2 cos t cos 8t, 2 cos t sin 8t, 2 sin t √ √ 54. r(t) = (−2 + 8 cos t) cos (8 2t), (−2 + 8 cos t) sin (8 2t), 8 sin t
 
 ............................................................
 
 ............................................................
 
 55. Find all values of a and b for which r(t) = sin t, sin(at), sin(bt) is periodic.
 
 In exercises 31–40, evaluate the given indefinite or definite integral.     √ 3 4 31. 3t − 1, t dt dt 32. , t2 t    33. t cos 3t, t sin t 2 , e2t dt
 
 56. Find all values of a and b for which r(t) = sin(πt), sin(at), sin(bt) is periodic.
 
 
 
 
 
 34.
 
  t 2 e−t , sin2 t cos t, sec2 t dt
 
   35.   36. 
 
 1
 
 37. 
 
    2 , t 2 − 1, t t 2 − 1 dt √ 1 − t2  t 2 − 1, 3t dt
 
 
 
 0 4
 
 38. 
 
  2t 4 4 , , dt t2 − t t2 + 1 t2 + 1
 
 1
 
 39.
 
 2
 
 
 
 4
 
 
 
 0
 
  40.
 
 √
 
 t + 3, 5(t + 1)−1 dt  4 , et−2 , tet dt t +1 2te4t ,
 
 0
 
  4 4t , dt t 2 + 5t + 6 t 2 + 1
 
 ............................................................ In exercises 41–44, find all values of t such that r(t) and r (t) are perpendicular. 41. r(t) = cos t, sin t   43. r(t) = t, t, t 2 − 1
 
 42. r(t) = 2 cos t, sin t   44. r(t) = t 2 , t, t 2 − 5
 
 ............................................................
 
 In exercises 57–60, label as true or false and explain why. 1 r(t) and u(t) · u (t) = 0 then r(t) · r (t) = 0.
 
 r(t) 58. If r(t0 ) · r (t0 ) = 0 for some t0 , then r(t) is constant. b b b 59. If a f(t) · g(t) dt = a f(t) dt · a g(t) dt.  60. If F (t) = f(t), then f(t) dt = F(t). 57. If u(t) =
 
 ............................................................
 
 61. Define the ellipse C with parametric equations x = a cos t and y = b sin t, for positive constants a and b. For a fixed value of t, define the points P = (a cos t, b sin t), Q = (a cos(t + π/2), b sin(t + π/2)) and Q = (a cos(t − π/2), b sin(t − π/2)). Show that the vector Q Q (called the conjugate diameter) is parallel to the tangent vector to C at the point P. Sketch a graph and show the relationship between P, Q and Q . 62. Repeat exercise 61 for the general angle θ , so that the points are P = (a cos t, b sin t), Q = (a cos(t + θ ), b sin(t + θ )) and Q = (a cos(t − θ), b sin(t − θ)). d 63. Find [f(t) · (g(t) × h(t))]. dt d 64. Find [f(t) × (g(t) × h(t))]. dt 65. Prove Theorem 2.3, part (ii). 66. In Theorem 2.3, part (ii), replace the scalar product cr(t) with the dot product c · r(t), for a constant vector c and prove the results. 67. Prove Theorem 2.3, parts (ii) and (iii). 68. Prove Theorem 2.3, part (v).
 
 45. In each of exercises 41 and 42, show that there are no values of t such that r(t) and r (t) are parallel.
 
 69. Prove that if r(t) and r (t) are orthogonal for all t, then
 
 r(t) = constant [Theorem 2.4, part (ii)].
 
 46. In each of exercises 43 and 44, show that there are no values of t such that r(t) and r (t) are parallel.
 
 70. Prove Theorem 2.5.
 
 In exercises 47–50, find all values of t such that r (t) is parallel to the (a) xy-plane; (b) yz-plane; (c) plane x  y.   48. r(t) = t 2 , t, sin t 2 47. r(t) = t, t, t 3 − 3 49. r(t) = cos t, sin t, sin 2t  √ 50. r(t) = t + 1, cos t, t 4 − 8t 2
 
 APPLICATION
 
   √ 71. If the curves traced out by f(t) = t 2 − 4t, t + 5, 4 t and   t2 g(t) = sin(πt), , 4 + 3t represent the paths of two airt +1 planes, determine if they collide.
 
 ............................................................
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 2 cos t + sin 2t, 2 sin t + cos 2t and show that r (0) = 0. Explain why r (t) must be nonzero. Sketch the graph of r(t) = 2 cos 3t + sin 5t, 2 sin 3t + cos 5t and show that r (t) never equals the zero vector. By zooming in on the edges of the graph, show that this curve is accurately described as smooth. Sketch the graphs of r(t) = t, t 2 − 1 and g(t) = t 2 , t 4 − 1 for t ≥ 0 and observe that they trace out the same curve. Show that g (0) = 0, but that the curve is smooth at t = 0. Explain why this says that the requirement that r (t) = 0 need not hold for every r(t) tracing out the curve. [This requirement needs to hold for only one such r(t).] Determine which of the following curves are smooth. If the curve is not smooth, identify the graphical characteristic that is √ 3 “unsmooth”: r(t) = cos t, sin t, t, r(t) = cos t, sin t, t 2 , r(t) =  tan t, sin t 2 , cos t , r(t) = 5 sin3 t, 5 cos3 t, t  and r(t) =  cos t, t 2 e−t , cos2 t .
 
 EXPLORATORY EXERCISES 1. Find all values of t such that r (t) = 0 for each function: (a) r(t) = t, t 2 − 1, (b) r(t) = 2 cos t + sin 2t, 2 sin t + cos 2t, (c) r(t) = 2 cos 3t + sin 5t, 2 sin 3t + cos 5t, (d) r(t) = t 2 , t 4 − 1 and (e) r(t) = t 3 , t 6 − 1. Based on your results, conjecture the graphical significance of having the derivative of a vector-valued function equal the zero vector. If r(t) is the position function of some object in motion, explain the physical significance of having a zero derivative. Explain your geometric interpretation in light of your physical interpretation. 2. A curve C is smooth if it is traced out by a vector-valued function r(t), where r (t) is continuous and√r (t) = 0 for all 3 values of t. Sketch the graph of r(t) = t, t 2  and explain why r (t) must be continuous. Sketch the graph of r(t) =
 
 12.3 MOTION IN SPACE We are finally at a point where we have sufficient mathematical machinery to describe the motion of an object in a three-dimensional setting. Problems such as this were one of the primary focuses of Newton and many of his contemporaries. Newton used his newly invented calculus to explain all kinds of motion, from the motion of a projectile (such as a ball) hurled through the air, to the motion of the planets. His stunning achievements in this field unlocked mysteries that had eluded the greatest minds for centuries and form the basis of our understanding of mechanics today. Suppose that an object moves along a curve traced out by the endpoint of the vectorvalued function r(t) =  f (t), g(t), h(t), where t represents time and where t ∈ [a, b]. We observed in section 12.2 that for any given value of t, r (t) is a tangent vector pointing in the direction of the orientation of the curve. We can now give another interpretation of this. From (2.3), we have r (t) =  f (t), g (t), h (t) and the magnitude of this vector-valued function is 
 
 r (t) = [ f (t)]2 + [g (t)]2 + [h (t)]2 . (Where have you seen this expression before?) Notice that from (1.4), given any number t0 ∈ [a, b], the arc length of the portion of the curve from u = t0 up to u = t is given by  t [ f (u)]2 + [g (u)]2 + [h (u)]2 du. (3.1) s(t) = t0
 
 Part II of the Fundamental Theorem of Calculus says that if we differentiate both sides of (3.1), we get  s (t) = [ f (t)]2 + [g (t)]2 + [h (t)]2 = r (t) . Since s(t) represents arc length, s (t) gives the instantaneous rate of change of arc length with respect to time, that is, the speed of the object as it moves along the curve. So, for any given value of t, r (t) is a tangent vector pointing in the direction of the orientation of C (i.e., the direction followed by the object) and whose magnitude gives the speed of the object. So, we call r (t) the velocity vector, denoted v(t). Finally, we refer to the derivative
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 of the velocity vector v (t) = r (t) as the acceleration vector, denoted a(t). When drawing the velocity and acceleration vectors, we locate both of their initial points at the terminal point of r(t) (i.e., at the point on the curve), as shown in Figure 12.13.
 
 z C r(t)
 
 EXAMPLE 3.1 O
 
 Find the velocity and acceleration vectors if the position of an object moving in the xy-plane is given by r(t) = t 3 , 2t 2 .
 
 r(t)
 
 r (t)
 
 Finding Velocity and Acceleration Vectors
 
 Solution We have y
 
 x
 
 v(t) = r (t) = 3t 2 , 4t
 
 and
 
 a(t) = r (t) = 6t, 4.
 
 In particular, this says that at t = 1, we have r(1) = 1, 2, v(1) = r (1) = 3, 4 and a(1) = r (1) = 6, 4. We plot the curve and these vectors in Figure 12.14. „
 
 FIGURE 12.13 Position, velocity and acceleration vectors y
 
 Just as in the case of one-dimensional motion, given the acceleration vector, we can determine the velocity and position vectors, provided we have some additional information. v(1)
 
 EXAMPLE 3.2
 
 a(1)
 
 Finding Velocity and Position from Acceleration
 
 Find the velocity and position of an object at any time t, given that its acceleration is a(t) = 6t, 12t + 2, et , its initial velocity is v(0) = 2, 0, 1 and its initial position is r(0) = 0, 3, 5.
 
 r(1) x
 
 FIGURE 12.14 Position, velocity and acceleration vectors
 
 Solution Since a(t) = v (t), we integrate once to obtain   v(t) = a(t) dt = [6ti + (12t + 2)j + et k] dt = 3t 2 i + (6t 2 + 2t)j + et k + c1 , where c1 is an arbitrary constant vector. To determine the value of c1 , we use the given initial velocity: 2, 0, 1 = v(0) = (0)i + (0)j + (1)k + c1 ,
 
 z
 
 so that c1 = 2, 0, 0. This gives us the velocity v(t) = (3t 2 + 2)i + (6t 2 + 2t)j + et k. a(t)
 
 v(t) r(t) x y
 
 FIGURE 12.15 Position, velocity and acceleration vectors
 
 Since v(t) = r (t), we integrate again, to obtain   r(t) = v(t) dt = [(3t 2 + 2)i + (6t 2 + 2t)j + et k] dt = (t 3 + 2t)i + (2t 3 + t 2 )j + et k + c2 , where c2 is an arbitrary constant vector. We can use the given initial position to determine the value of c2 , as follows: 0, 3, 5 = r(0) = (0)i + (0)j + (1)k + c2 , so that c2 = 0, 3, 4. This gives us the position vector r(t) = (t 3 + 2t)i + (2t 3 + t 2 + 3)j + (et + 4)k. We show the curve and indicate sample vectors for r(t), v(t) and a(t) in Figure 12.15. „ We have already seen Newton’s second law of motion several times now. In the case of motion in two or more dimensions, we have the vector form of Newton’s second law: F = ma. Here, m is the mass, a is the acceleration vector and F is the vector representing the net force acting on the object.
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 Finding the Force Acting on an Object
 
 Find the force acting on an object moving along a circular path of radius b, with constant angular speed. Solution For simplicity, we will take the circular path to lie in the xy-plane with its center at the origin. Here, by constant angular speed, we mean that if θ is the angle made by the position vector and the positive x-axis and t is time (see Figure 12.16a, where the indicated orientation is for the case where ω > 0), then we have that
 
 y
 
 r(t) u
 
 x
 
 dθ = ω (constant). dt Notice that this says that θ = ωt + c, for some constant c. Further, we can think of the circular path as the curve traced out by the endpoint of the vector-valued function r(t) = b cos θ, b sin θ  = b cos(ωt + c), b sin(ωt + c). Notice that the path is the same for every value of c. (Think about what the value of c affects.) For simplicity, we take θ = 0 when t = 0, so that θ = ωt and r(t) = b cos ωt, b sin ωt.
 
 FIGURE 12.16a
 
 Now that we know the position at any time t, we can differentiate to find the velocity and acceleration. We have
 
 Motion along a circle
 
 v(t) = r (t) = −bω sin ωt, bω cos ωt, so that the speed is v(t) = ωb and
 
 y
 
 a(t) = v (t) = r (t) = −bω2 cos ωt, −bω2 sin ωt = −ω2 b cos ωt, b sin ωt = −ω2 r(t). From Newton’s second law of motion, we now have F(t) = ma(t) = −mω2 r(t).
 
 x
 
 Notice that since mω2 > 0, this says that the force acting on the object points in the direction opposite the position vector. That is, at any point on the path, it points in toward the origin. (See Figure 12.16b.) We call such a force a centripetal (center-seeking) force. „ FIGURE 12.16b
 
 Observe that on the circular path of example 3.3, r(t) = b, so that at every point on the path, the force vector has constant magnitude:
 
 Centripetal force 
 
 F(t) = −mω2 r(t) = mω2 r(t) = mω2 b. Notice that one consequence of the result F(t) = −mω2 r(t) from example 3.3 is that the magnitude of the force increases as the rotation rate ω increases. You have experienced this if you have been on a roller coaster with tight turns or loops. The faster you are going, the stronger the force that your seat exerts on you. Alternatively, since the speed is v(t) = ωb, the tighter the turn (i.e., the smaller b is), the larger ω must be to obtain a given speed. So, on a roller coaster, a tighter turn requires a larger value of ω, which in turn increases the centripetal force. Just as we did in the one-dimensional case, we can use Newton’s second law of motion to determine the position of an object given only a knowledge of the forces acting on it. We present a simple case in example 3.4.
 
 EXAMPLE 3.4
 
 Analyzing the Motion of a Projectile
 
 A projectile is launched from ground level with an initial speed of 50 meters per second at an angle of π4 to the horizontal. Assuming that the only force acting on the object is gravity (i.e., there is no air resistance, etc.), find the maximum altitude, the horizontal range and the speed at impact of the projectile.
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 Solution Notice that here, the motion is in a single plane (so that we need only consider two dimensions) and the only force acting on the object is the force of gravity, which acts straight downward. Although this is not constant, it is nearly so at altitudes reasonably close to sea level. We will assume that
 
 TODAY IN MATHEMATICS Evelyn Granville (1924– ) An American mathematician who has made important contributions to the space program and the teaching of mathematics. Growing up poor, she and her sister “accepted education as the means to rise above the limitations that a prejudiced society endeavored to place upon us.’’ She was the first black American woman to be awarded a Ph.D. in mathematics. Upon graduation, she was employed as a computer programmer and in the early 1960s helped NASA write programs to track the paths of vehicles in space for Project Mercury. She then turned to education, her first love. Granville has coauthored an influential textbook on the teaching of mathematics.
 
 F(t) = −mgj, where g is the constant acceleration due to gravity, g ≈ 9.8 m/s2 (using the metric value since the initial speed is given in m/s). From Newton’s second law of motion, we have −mgj = F(t) = ma(t). v (t) = a(t) = −9.8 j.
 
 We now have Integrating this once gives us
 
 v(t) =
 
  a(t) dt = −9.8t j + c1 ,
 
 where c1 is an arbitrary constant vector. If we knew the initial velocity vector v(0), we could use this to solve for c1 , but we know only the initial speed (i.e., the magnitude of the velocity vector). Referring to Figure 12.17a, notice that you can read off the components of v(0), using the definitions of the sine and cosine functions: √  π π  √ v(0) = 50 cos , 50 sin = 25 2, 25 2 . 4 4 From (3.2), we now have √   √ 25 2, 25 2 = v(0) = (−9.8)(0) j + c1 = c1 . Substituting this back into (3.2), we have √   √ √  √  v(t) = −9.8t j + 25 2, 25 2 = 25 2, 25 2 − 9.8t .
 
 v(0) 50
 
 (3.2)
 
 (3.3)
 
 Integrating (3.3) will give us the position vector  √  √  r(t) = v(t) dt = 25 2t, 25 2t − 4.9t 2 + c2 ,
 
 50 sin u
 
 where c2 is an arbitrary constant vector. Since the initial location was not specified, we choose it to be the origin (for simplicity). This gives us
 
 u 50 cos u
 
 0 = r(0) = c2 ,
 
 FIGURE 12.17a Initial velocity vector
 
 so that
 
 √  √  r(t) = 25 2t, 25 2t − 4.9t 2 .
 
 (3.4)
 
 We show a graph of the path of the projectile in Figure 12.17b. Now that we have found expressions for the position and velocity vectors for any time, we can answer the physical questions. Notice that the maximum altitude occurs at the instant when the object stops moving up ( just before it starts to fall). This says that the vertical ( j) component of velocity must be zero. From (3.3), we get √ 0 = 25 2 − 9.8t,
 
 y 64
 
 so that the time at the maximum altitude is
 
 32
 
 125
 
 250
 
 FIGURE 12.17b Path of a projectile
 
 x
 
 √ 25 2 . t= 9.8 The maximum altitude is then found from the vertical component of the position vector at this time:  √ 2  √  √ √ 25 2 25 2 2 Maximum altitude = 25 2t − 4.9t √ = 25 2 − 4.9 m 9.8 9.8 t= 25 2 9.8
 
 1250 m = 63.8 m. = 19.6
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 To determine the horizontal range, we first need to determine the instant at which the object strikes the ground. Notice that this occurs when the vertical component of the position vector is zero (i.e., when the height above the ground is zero). From (3.4), we see that this occurs when √ √ 0 = 25 2t − 4.9t 2 = t(25 2 − 4.9t). There are two solutions √ of this equation: t = 0 (the time at which the projectile is 25 2 launched) and t = (the time of impact). The horizontal range is then the 4.9 horizontal component of position at this time:   
 
 √  25√2 √ 1250 Range = 25 2t √ = 25 2 = = 255.1 m. 4.9 4.9 t= 25 2 4.9
 
 Finally, the speed at impact is the magnitude of the velocity vector at the time of impact:   √    √   25 2   √ √ 25 2       =  25 2, 25 2 − 9.8  v   4.9   4.9 √   √ =  25 2, −25 2  = 50 m/s. „ You might have noticed in example 3.4 that the speed at impact was the same as the initial speed. Don’t expect this to always be the case. Generally, this will be true only for a projectile of constant mass that is fired from ground level and returns to ground level and that is not subject to air resistance or other forces.
 
 Equations of Motion We now derive the equations of motion for a projectile in a slightly more general setting than that described in example 3.4. Consider a projectile launched from an altitude h above the ground at an angle θ to the horizontal and with initial speed v0 . We can use Newton’s second law of motion to determine the position of the projectile at any time t and once we have this, we can answer any questions about the motion. We again start with Newton’s second law and assume that the only force acting on the object is gravity. We have −mgj = F(t) = ma(t).
 
 v(0)
 
 This gives us (as in example 3.4) v0
 
 v (t) = a(t) = −gj. v0 sin u
 
 Integrating (3.5) gives us
 
  v(t) =
 
 u v0 cos u
 
 FIGURE 12.18a Initial velocity
 
 (3.5)
 
 a(t) dt = −gtj + c1 ,
 
 (3.6)
 
 where c1 is an arbitrary constant vector. In order to solve for c1 , we need the value of v(t) for some t, but we are given only the initial speed v0 and the angle at which the projectile is fired. Notice that from the definitions of sine and cosine, we can read off the components of v(0) from Figure 12.18a. From this and (3.6), we have v0 cos θ, v0 sin θ  = v(0) = c1 . This gives us the velocity vector v(t) = v0 cos θ, v0 sin θ − gt. Since r (t) = v(t), we integrate (3.7) to get the position:    gt 2 + c2 . r(t) = v(t) dt = (v0 cos θ )t, (v0 sin θ)t − 2
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 To solve for c2 , we want to use the initial position r(0), but we’re not given it. We’re told only that the projectile starts from an altitude of h feet above the ground. So, we choose the origin to be the point on the ground directly below the launching point, giving us v
 
 v(0)
 
 0, h = r(0) = c2 ,
 
 a  gj h
 
 LT (Late Transcendental)
 
 20:38
 
 u
 
 r  xi  yj
 
 so that x
 
 O
 
 FIGURE 12.18b Path of the projectile
 
   gt 2 r(t) = (v0 cos θ )t, (v0 sin θ )t − + 0, h 2   gt 2 . = (v0 cos θ )t, h + (v0 sin θ )t − 2
 
 (3.8)
 
 Notice that the path traced out by r(t) (from t = 0 until impact) is a portion of a parabola. (See Figure 12.18b.) Now that we have derived (3.7) and (3.8), we have all we need to answer any further questions about the motion. For instance, the maximum altitude occurs at the time at which the vertical component of velocity is zero (i.e., at the time when the projectile stops rising). From (3.7), we solve 0 = v0 sin θ − gt, so that the time at which the maximum altitude is reached is given by
 
 Time to reach maximum altitude
 
 tmax =
 
 v0 sin θ . g
 
 The maximum altitude is then the vertical component of the position vector at this time. From (3.8), we have
 
 Maximum altitude
 
 gt 2 Maximum altitude = h + (v0 sin θ )t − 2 t=tmax     v0 sin θ g v0 sin θ 2 = h + (v0 sin θ ) − g 2 g 1 v02 sin2 θ =h+ . 2 g In all of the foregoing analysis, we left the constant acceleration due to gravity as g. You will usually use one of the two approximations: g ≈ 32 ft/s2
 
 or
 
 g ≈ 9.8 m/s2 .
 
 When using any other units, simply adjust the units to feet or meters and the time scale to seconds or make the corresponding adjustments to the value of g. We next use the calculus to analyze the motion of a body rotating about an axis. (For instance, think about the motion of a gymnast performing a complicated routine). We use a rotational version of Newton’s second law to analyze such motion. Torque (denoted by τ ) is defined in section 11.4. In the case of an object rotating in two dimensions, the torque has magnitude (denoted by τ = τ ) given by the product of the force acting in the direction of the motion and the distance from the rotational center. The moment of inertia I of a body is a measure of how an applied force will cause the object to change its rate of rotation. This is determined by the mass and the distance of the mass from the center of rotation and is examined in some detail in section 14.2. In rotational motion, the primary variable that we track is an angle of displacement, denoted by θ . For a rotating body, the angle measured from some fixed ray changes with time t, so that the angle is a function θ (t). We define the angular velocity to be ω(t) = θ (t) and the angular acceleration to be α(t) = ω (t) = θ (t). The equation of rotational motion is then τ = I α.
 
 (3.9)
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 Notice how closely this resembles Newton’s second law, F = ma. The calculus used in example 3.5 should look familiar.
 
 EXAMPLE 3.5
 
 The Rotational Motion of a Merry-Go-Round
 
 A stationary merry-go-round of radius 5 feet is started in motion by a push consisting of a force of 10 pounds on the outside edge, tangent to the circular edge of the merry-goround, for 1 second. The moment of inertia of the merry-go-round is I = 25. Find the resulting angular velocity of the merry-go-round. Solution We first compute the torque of the push. The force is applied 5 feet from the center of rotation, so that the torque has magnitude τ = (Force)(Distance from axis of rotation) = (10)(5) = 50 foot-pounds. 50 = 25α,
 
 From (3.9), we have
 
 so that α = 2. Since the force is applied for 1 second, this equation holds for 0 ≤ t ≤ 1. Integrating both sides of the equation ω = α from t = 0 to t = 1, we have by the Fundamental Theorem of Calculus that  1  1 α dt = 2 dt = 2. (3.10) ω(1) − ω(0) = 0
 
 0
 
 If the merry-go-round is initially stationary, then ω(0) = 0 and (3.10) becomes simply ω(1) = 2 rad/s. „ Notice that we could draw a more general conclusion from (3.10). Even if the merrygo-round is already in motion, applying a force of 10 pounds tangentially to the edge for 1 second will increase the rotation rate by 2 rad/s. For rotational motion in three dimensions, the calculations are somewhat more complicated. Recall that we had defined the torque τ due to a force F applied at position r to be τ = r × F. Example 3.6 relates torque to angular momentum. The linear momentum p of an object of mass m with velocity v is given by p = mv. The angular momentum L is defined by L(t) = r(t) × mv(t).
 
 EXAMPLE 3.6
 
 Relating Torque and Angular Momentum
 
 Show that torque equals the derivative of angular momentum. Solution From the definition of angular momentum and the product rule for the derivative of a cross product [Theorem 2.3 (v)], we have d [r(t) × mv(t)] dt = r (t) × mv(t) + r(t) × mv (t) = v(t) × mv(t) + r(t) × ma(t).
 
 L (t) =
 
 Notice that the first term on the right-hand side is the zero vector, since it is the cross product of parallel vectors. From Newton’s second law, we have F(t) = ma(t), so we have L (t) = r(t) × ma(t) = r × F = τ . „
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 From this result, it is a short step to the principle of conservation of angular momentum, which states that, in the absence of torque, angular momentum remains constant. This is left as an exercise. In example 3.7, we examine a fully three-dimensional projectile motion problem for the first time.
 
 z
 
 rth
 
 No
 
 y
 
 EXAMPLE 3.7
 
 Magnus force
 
 A projectile of mass 1 kg is launched from ground level toward the east at 200 meters/ second, at an angle of π6 to the horizontal. If the spinning of the projectile applies a steady northerly Magnus force of 2 newtons to the projectile, find the landing location of the projectile and its speed at impact.
 
 v(0) O
 
 Analyzing the Motion of a Projectile in Three Dimensions
 
 k
 
 x
 
 East
 
 FIGURE 12.19a The initial velocity and Magnus force vectors
 
 Solution Notice that because of the Magnus force, the motion is fully threedimensional. We orient the x-, y- and z-axes so that the positive y-axis points north, the positive x-axis points east and the positive z-axis points up, as in Figure 12.19a, where we also show the initial velocity vector and vectors indicating the Magnus force. The two forces acting on the projectile are gravity (in the negative z-direction with magnitude 9.8 m = 9.8 newtons) and the Magnus force (in the y-direction with magnitude 2 newtons). Newton’s second law is F = ma = a. We have a(t) = v (t) = 0, 2, −9.8 Integrating gives us the velocity function v(t) = 0, 2t, −9.8t + c1 , where c1 is an arbitrary constant vector. Note that the initial velocity is √  π π  v(0) = 200 cos , 0, 200 sin = 100 3, 0, 100 . 6 6 From (3.11), we now have   √ 100 3, 0, 100 = v(0) = c1 ,  √  which gives us v(t) = 100 3, 2t, 100 − 9.8t .
 
 z 400 y 400
 
 We integrate this to get the position vector:  √  r(t) = 100 3t, t 2 , 100t − 4.9t 2 + c2 ,
 
 2000 4000
 
 (3.11)
 
 for a constant vector c2 . Taking the initial position to be the origin, we get
 
 x
 
 FIGURE 12.19b Path of the projectile
 
 so that
 
 0 = r(0) = c2 , √   r(t) = 100 3t, t 2 , 100t − 4.9t 2 .
 
 (3.12)
 
 Note that the projectile strikes the ground when the k component of position is zero. From (3.12), we have that this occurs when
 
 z
 
 0 = 100t − 4.9t 2 = t(100 − 4.9t).
 
 500
 
 So, the projectile is on the ground when t = 0 (time of launch) and when t = 100 ≈ 20.4 4.9 seconds (the time of impact). The location of impact is then the endpoint of the vector   ≈ 3534.8, 416.5, 0 and the speed at impact is r 100 4.9     100  v   4.9  ≈ 204 m/s.
 
 400 300 200 100 x 1000 2000 3000
 
 FIGURE 12.19c Projection of path onto the xz-plane
 
 We show a computer-generated graph of the path of the projectile in Figure 12.19b, where we also indicate the shadow made by the path of the projectile on the ground. In Figure 12.19c, we show the projection of the projectile’s path onto the xz-plane. Observe that this parabola is analogous to the parabola shown in Figure 12.17b. „
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 EXERCISES 12.3 WRITING EXERCISES 1. Explain why it makes sense in example 3.4 that the speed at impact equals the initial speed. (Hint: What force would slow the object down?) If the projectile were launched from above ground, discuss how the speed at impact would compare to the initial speed. 2. If we had taken air drag into account in example 3.4, discuss how the calculated speed at impact would have changed. 3. In this section, we assumed that the acceleration due to gravity is constant. By contrast, air resistance is a function of velocity. (The faster the object goes, the more air resistance there is.) Explain why including air resistance in our Newton’s law model of projectile motion would make the mathematics much more complicated. 4. In example 3.7, use the x- and y-components of the position function to explain why the projection of the projectile’s path onto the xy-plane would be a parabola. The projection onto the xz-plane is also a parabola. Discuss whether or not the path in Figure 12.19b is a parabola. If you were watching the projectile, would the path appear to be parabolic? In exercises 1–6, find the velocity and acceleration functions for the given position function. 1. r(t) = 5 cos 2t, 5 sin 2t 2. r(t) = 2 cos t + sin 2t, 2 sin t + cos 2t 3. r(t) = 25t, −16t 2 + 15t + 5 4. r(t) = 25te−2t , −16t 2 + 10t + 20 √ 5. r(t) = 4te−2t , t 2 + 1, t/(t 2 + 1) 6. r(t) = 3e−3t , sin 2t, e−t sin t 2
 
 ............................................................ In exercises 7–14, find the position function from the given velocity or acceleration function. 7. v(t) = 10, −32t + 4, r(0) = 3, 8 8. v(t) = 4t, t 2 − 1, r(0) = 10, −2 9. a(t) = 0, −32, v(0) = 5, 0, r(0) = 0, 16 10. a(t) = t, sin t, v(0) = 2, −6, r(0) = 10, 4 √ 11. v(t) = 12 t, t/(t 2 + 1), te−t , r(0) = 8, −2, 1 12. v(t) = te−t , 1/(t 2 + 1), 2/(t + 1), r(0) = 4, 0, −3 2
 
 13. a(t) = t, 0, −16, v(0) = 12, −4, 0, r(0) = 5, 0, 2 14. a(t) = e−3t , t, sin t, v(0) = 4, −2, 4, r(0) = 0, 4, −2
 
 ............................................................ In exercises 15–18, find the magnitude of the net force on an object of mass 10 kg with the given position function (in units of meters and seconds). 15. r(t) = 4 cos 2t, 4 sin 2t
 
 16. r(t) = 3 cos 5t, 3 sin 5t
 
 17. r(t) = 6 cos 4t, 6 sin 4t
 
 18. r(t) = 2 cos 3t, 2 sin 3t
 
 ............................................................
 
 In exercises 19–22, find the net force acting on an object of mass m with the given position function (in units of meters and seconds). 19. r(t) = 3 cos 2t, 5 sin 2t, m = 10 kg 20. r(t) = 3 cos 4t, 2 sin 5t, m = 10 kg 21. r(t) = 3t 2 + t, 3t − 1, m = 20 kg 22. r(t) = 20t − 3, −16t 2 + 2t + 30, m = 20 kg
 
 ............................................................ In exercises 23–28, a projectile is fired with initial speed v0 m/s from a height of h meters at an angle of θ above the horizontal. Assuming that the only force acting on the object is gravity, find the maximum altitude, horizontal range and speed at impact. 23. v0 = 98, h = 0, θ =
 
 π 3
 
 24. v0 = 98, h = 0, θ =
 
 π 6
 
 25. v0 = 49, h = 0, θ =
 
 π 4
 
 26. v0 = 98, h = 0, θ =
 
 π 4
 
 27. v0 = 60, h = 10, θ =
 
 π 3
 
 28. v0 = 60, h = 20, θ =
 
 π 3
 
 ............................................................ 29. Based on your answers to exercises 25 and 26, what effect does doubling the initial speed have on the horizontal range? 30. The angles π3 and π6 are symmetric about π4 ; that is, π − π6 = π3 − π4 . Based on your answers to exercises 23 and 4 24, how do horizontal ranges for symmetric angles compare? 31. Beginning with Newton’s second law of motion, derive the equations of motion for a projectile fired from altitude h above the ground at an angle θ to the horizontal and with initial speed v0 . 32. For the general projectile of exercise 31, with h = 0, (a) show v 2 sin 2θ that the horizontal range is 0 and (b) find the angle that g produces the maximum horizontal range. 33. A force of 20 pounds is applied to the outside of a stationary merry-go-round of radius 5 feet for 0.5 second. The moment of inertia is I = 10. Find the resultant change in angular velocity of the merry-go-round. 34. A merry-go-round of radius 5 feet and moment of inertia I = 10 rotates at 4 rad/s. Find the constant force needed to stop the merry-go-round in 2 seconds. 35. A golfer rotates a club with constant angular acceleration α through an angle of π radians. If the angular velocity increases from 0 to 15 rad/s, find α. 36. For the golf club in exercise 35, find the increase in angular velocity if the club is rotated through an angle of 3π radians 2 with the same angular acceleration. Describe one advantage of a long swing. 37. Softball pitchers such as Jennie Finch often use a double windmill to generate arm speed. At a constant angular acceleration, compare the speeds obtained rotating through an angle of π versus rotating through an angle of 3π . 38. As the softball in exercise 37 rotates, its linear speed v is related to the angular velocity ω by v = r ω, where r is the distance of the ball from the center of rotation. The pitcher’s arm should
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 be fully extended. Explain why this is a good technique for throwing a fast pitch. 39. Use the result of example 3.6 to prove the Law of Conservation of Angular Momentum: if there is zero (net) torque on an object, its angular momentum remains constant.
 
 12-30
 
 horizontal. (a) Find a vector-valued function describing the position of the ball t seconds after it is hit. (b) To be a home run, the ball must clear a wall that is 385 feet away and 6 feet tall. Determine whether this is a home run. (c) Repeat with an initial angle of 31 degrees.
 
 40. Prove the Law of Conservation of Linear Momentum: if there is zero (net) force on an object, its linear momentum remains constant. 41. If acceleration is parallel to position (ar), show that there is no torque. Explain this result in terms of the change in angular momentum. (Hint: If ar, would angular velocity or linear velocity be affected?)
 
 30⬚
 
 42. If the acceleration a is constant, show that L = 0. 43. Find the landing point in exercise 23 if the object has mass 1 slug, is launched due east and there is a northerly Magnus force of 8 pounds. 44. Find the landing point in exercise 24 if the object has mass 1 slug, is launched due east and there is a southerly Magnus force of 4 pounds. 45. Suppose an airplane is acted on by three forces: gravity, wind and engine thrust. Assume that the force vector for gravity is mg = m0, 0, −32, the force vector for wind is w = 0, 1, 0 for 0 ≤ t ≤ 1 and w = 0, 2, 0 for t > 1, and the force vector for engine thrust is e = 2t, 0, 24. Newton’s second law of motion gives us ma = mg + w + e. Assume that m = 1 and the initial velocity vector is v(0) = 100, 0, 10. Show that the velocity vector for 0 ≤ t ≤ 1 is v(t) = t 2 + 100, t, 10 − 8t. For t > 1, integrate the equation a = g + w + e, to get v(t) = t 2 + a, 2t + b, −8t + c, for constants a, b and c. Explain (on physical grounds) why the function v(t) should be continuous and find the values of the constants that make it so. Show that v(t) is not differentiable. Given the nature of the force function, why does this make sense?
 
 52. A baseball pitcher throws a pitch horizontally from a height of 6 feet with an initial speed of 130 feet per second. (a) Find a vector-valued function describing the position of the ball t seconds after release. (b) If home plate is 60 feet away, how high is the ball when it crosses home plate? (c) If a person drops a ball from height 6 feet at the same time the pitcher releases the ball, how high will the dropped ball be when the pitch crosses home plate? 53. A tennis serve is struck horizontally from a height of 8 feet with initial speed 120 feet per second. (a) Find a vector function for the position of the ball. (b) For the serve to count (be “in”), it must clear a net that is 39 feet away and 3 feet high and must land before the service line 60 feet away. Determine whether this serve is in or out. (c) Repeat with an initial speed of 80 ft/s; (d) 65 ft/s.
 
 46. Find the position function for the airplane in exercise 45. 47. Find a vector equation for position and the point of impact if the projectile in exercise 23 is launched in the plane y = x. 48. Find a vector equation for position and the point of impact if the projectile in exercise 27 is launched in the plane y = 2x. 49. Given that the horizontal range of a projectile launched from π the ground is 100 m and the launch angle is , find the initial 3 speed. 50. Given that the horizontal range of a projectile launched from the ground is 240 feet and the launch angle is 30◦ , find the initial speed.
 
 54. A football punt is launched from the ground at an angle of 50 degrees with an initial speed of 55 mph. (a) Compute the “hang time” (the amount of time in the air) for the punt. (b) Compute the extra hang time if the initial speed is increased to 60 mph.
 
 ............................................................ APPLICATIONS In exercises 51–54, neglect all forces except gravity. In all these situations, the effect of air resistance is actually significant, but your calculations will give a good first approximation.
 
 55. A roller coaster is designed to travel a circular loop of radius 100 feet. If the riders feel weightless at the top of the loop, what is the speed of the roller coaster?
 
 51. A baseball is hit from a height of 3 feet with initial speed 120 feet per second and at an angle of 30 degrees above the
 
 56. A roller coaster travels at variable angular speed ω(t) and radius r (t) but constant speed c = ω(t)r (t). For the centripetal
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 force F(t) = mω2 (t)r (t), show that F (t) = mω(t)r (t)ω (t). Conclude that entering a tight curve with r (t) < 0 but maintaining constant speed, the centripetal force increases.
 
 ..
 
 Curvature
 
 779
 
 EXPLORATORY EXERCISES 1. A ball rolls off a table of height 3 feet. Its initial velocity is horizontal with speed v0 . Determine where the ball hits the ground and the velocity vector of the ball at the moment of impact. Find the angle between the horizontal and the impact velocity vector. Next, assume that the next bounce of the ball starts with the ball being launched from the ground with initial conditions determined by the impact velocity. The launch speed equals 0.6 times the impact speed (so the ball won’t bounce forever) and the launch angle equals the (positive) angle between the horizontal and the impact velocity vector. Using these conditions, determine where the ball next hits the ground. Continue on to find the third point at which the ball bounces.
 
 57. A jet pilot executing a circular turn experiences an acceleration of “5 g’s” (that is, a = 5 g). If the jet’s speed is 900 km/hr, what is the radius of the turn? 58. For the jet pilot of exercise 57, how many g’s would be experienced if the speed were 1800 km/hr? 59. Example 3.3 is a model of a satellite orbiting the Earth. In this case, the force F is the gravitational attraction of the Earth on the satellite. The magnitude of the force is m bM2 G , where m is the mass of the satellite, M is the mass of the Earth and G is the universal gravitational constant. Using example 3.3, this should be equal to mω2 b. For a geosynchronous orbit, the frequency ω is such that the satellite completes one orbit in one day. (By orbiting at the same rate as the Earth spins, the satellite can remain directly above the same point on the Earth.) For a sidereal day of 23 hours, 56 minutes and 4 seconds, find ω. Using M G ≈ 39.87187 × 1013 N-m2 /kg, find b for a geosynchronous orbit (the units of b will be m).
 
 2. In many sports such as golf and ski jumping, it is important to determine the range of a projectile on a slope. Suppose that the ground passes through the origin and slopes at an angle of α to the horizontal. Show that an equation of the ground is y = −(tan α)x. An object is launched at height h = 0 with initial speed v0 at an angle of θ from the horizontal. Referring to exercise 31, show that the landing condition is now y = −(tan α)x. Find the x-coordinate of the landing point and show that the range (the distance along the ground) is given by R = g2 v02 sec α cos θ(sin θ + tan α cos θ ). Use trigonometric identities to rewrite this as R = g1 v02 sec2 α[sin α + sin(α + 2θ)]. Use this formula to find the value of θ that maximizes the range. For flat ground (α = 0), the optimal angle is 45◦ . State an easy way of taking the value of α (say, α = 10◦ or α = −8◦ ) and adjusting from 45◦ to the optimal angle.
 
 60. Example 3.3 can also model a jet executing a turn. For a jet traveling at 1000 km/h, find the radius b such that the pilot feels 7 g’s of force; that is, the magnitude of the force is 7 mg. 61. For a satellite in Earth orbit, the speed v in miles per second is relatedto the height h miles above the surface of the Earth
 
 95,600 by v = 4000 . Suppose a satellite is in orbit 15,000 miles +h above the surface of the Earth. How much does the speed need to decrease to raise the orbit to a height of 20,000 miles?
 
 12.4 CURVATURE In designing a highway, you would want to avoid curves that are too sharp, so that cars are able to maintain a reasonable speed. To do this, it would help to have some concept of how sharp a given curve is. In this section, we develop a measure of how much a curve is twisting and turning at any given point. First, realize that any given curve has infinitely many different parameterizations. For instance, for any real number a > 0, the parametric equations x = (at)2 and y = at describe the parabola x = y 2 . So, any measure of how sharp a curve is should be independent of the parameterization. The simplest choice of a parameter (for conceptual purposes, but not for computational purposes) is arc length. Further, observe that this is an ideal parameter to use, as we measure how sharp a curve is by seeing how much it twists and turns per unit length. (Think about it this way: a turn of 90◦ over a quarter mile is not particularly sharp in comparison with a turn of 90◦ over a distance of 30 feet.) For the curve traced out by the endpoint of the vector-valued function r(t) =  f (t), g(t), h(t), for a ≤ t ≤ b, we define the arc length parameter s(t) to be the arc length of that portion of the curve from u = a up to u = t. That is, from (1.4),  t s(t) = [ f (u)]2 + [g (u)]2 + [h (u)]2 du. Recognizing that simply as
 
 
 
 a
 
 [ f (u)]2 + [g (u)]2 + [h (u)]2 = r (u) , we can write this more  s(t) =
 
 a
 
 t 
 
 r (u) du.
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 Although explicitly finding an arc length parameterization of a curve is not the central thrust of our discussion here, we briefly pause now to construct such a parameterization, for the purpose of illustration.
 
 EXAMPLE 4.1
 
 Parameterizing a Curve in Terms of Arc Length
 
 Find an arc length parameterization of the circle of radius 4 centered at the origin. Solution Note that one parameterization of this circle is C: x = f (t) = 4 cos t,
 
 y = g(t) = 4 sin t,
 
 0 ≤ t ≤ 2π.
 
 In this case, the arc length from u = 0 to u = t is given by  t s(t) = [ f (u)]2 + [g (u)]2 du 0
 
  t  t = [−4 sin u]2 + [4 cos u]2 du = 4 1 du = 4t. 0
 
 0
 
 That is, t = s/4, so that an arc length parameterization for C is     s s , y = 4 sin , 0 ≤ s ≤ 8π. C: x = 4 cos 4 4 „ For the smooth curve C traced out by the endpoint of the vector-valued function r(t), recall that for each t, v(t) = r (t) can be thought of as both the velocity vector and a tangent vector, pointing in the direction of motion (i.e., the orientation of C). Notice that T(t) =
 
 Unit tangent vector
 
 r (t)
 
 r (t)
 
 (4.2)
 
 is also a tangent vector, but has length one ( T(t) = 1). We call T(t) the unit tangent vector to the curve C. That is, for each t, T(t) is a tangent vector of length one pointing in the direction of the orientation of C. y
 
 EXAMPLE 4.2 T(0)
 
 Finding a Unit Tangent Vector
 
 Find the unit tangent vector to the curve determined by r(t) = t 2 + 1, t.
 
 T(1)
 
 Solution We have x
 
 so that
 
 r (t) = 2t, 1,  
 
 r (t) = (2t)2 + 1 = 4t 2 + 1.
 
 From (4.2), the unit tangent vector is given by
 
 FIGURE 12.20 Unit tangent vectors
 
   2t 1 r (t) 2t, 1 = √ ,√ . T(t) = =√
 
 r (t) 4t 2 + 1 4t 2 + 1 4t 2 + 1 
 
  In particular, we have T(0) = 0, 1 and T(1) = √25 , √15 . We indicate both of these in Figure 12.20. „ In Figures 12.21a and 12.21b, we show two curves, both connecting the points A and B. Think about driving a car along roads in the shape of these two curves. The curve in Figure 12.21b indicates a much sharper turn than the curve in Figure 12.21a. However, how do we mathematically describe this degree of “sharpness”? You should get an idea of this from Figures 12.21c and 12.21d, which are identical to Figures 12.21a and 12.21b, respectively, but with a number of unit tangent vectors drawn-in at equally spaced points on the curves. Notice that the unit tangent vectors change very slowly along the gentle curve in Figure 12.21c, but twist and turn quite rapidly in the vicinity of the sharp curve in Figure 12.21d.
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 The rate of change of the unit tangent vectors with respect to arc length along the curve will then give us a measure of sharpness. To this end, we make the following definition. z
 
 z B
 
 A
 
 B
 
 A
 
 O
 
 O
 
 y
 
 y
 
 x
 
 x
 
 FIGURE 12.21a
 
 FIGURE 12.21b
 
 Gentle curve
 
 Sharp curve
 
 z
 
 z B
 
 A
 
 B
 
 A
 
 O
 
 O
 
 y
 
 y
 
 x
 
 x
 
 FIGURE 12.21c
 
 FIGURE 12.21d
 
 Unit tangent vectors
 
 Unit tangent vectors
 
 DEFINITION 4.1 The curvature κ of a curve is the scalar quantity    dT   κ=  ds  .
 
 (4.3)
 
 Note that, while the definition of curvature makes sense intuitively, it is not a simple matter to compute κ directly from (4.3). To do so, we would need to first find the arc length parameter s and the unit tangent vector T(t), rewrite T(t) in terms of s and then differentiate with respect to s. This is not usually done. Instead, observe that by the chain rule, dT dT ds = , dt ds dt    dT  T (t)  κ=  ds  =  ds  .    dt   t s(t) = r (u) du, T (t) =
 
 so that when
 
 ds = 0, dt
 
 Now, from (4.1), we had
 
 (4.4)
 
 a
 
 so that by part II of the Fundamental Theorem of Calculus, ds = r (t). dt
 
 (4.5)
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 From (4.4) and (4.5), we now have
 
 κ=
 
 Curvature 
 
 T (t) ,
 
 r (t)
 
 (4.6)
 
 where r (t) = 0, for a smooth curve. Notice that it should be comparatively simple to use (4.6) to compute the curvature. We illustrate this in example 4.3.
 
 EXAMPLE 4.3
 
 Finding the Curvature of a Straight Line
 
 Find the curvature of a straight line. Solution First, think about what we’re asking. Straight lines are, well, straight, so their curvature should be zero at every point. Let’s see. Suppose that the line is traced out by the vector-valued function r(t) = at + b, ct + d, et + f , for some constants a, b, c, d, e and f (where at least one of a, c or e is nonzero). Then, r (t) = a, c, e 
 
 r (t) =
 
 and so,
 
  a 2 + c2 + e2 = constant = 0.
 
 The unit tangent vector is then T(t) =
 
 a, c, e r (t) =√ ,
 
 r (t) a 2 + c2 + e2
 
 which is a constant vector. This gives us T (t) = 0, for all t. From (4.6), we now have κ= 
 
 0
 
 T (t) = 0, =√ 
 
 r (t) a 2 + c2 + e2
 
 as expected. „ Well, if a line has zero curvature, can you think of a curve with lots of curvature? The first one to come to mind is likely a circle, which we discuss next.
 
 EXAMPLE 4.4
 
 Finding the Curvature of a Circle
 
 Find the curvature for a circle of radius a > 0. Solution Notice that the circle of radius a centered at the point (b, c) is traced out by the vector-valued function r(t) = a cos t + b, a sin t + c. Differentiating, we get
 
 and
 
 r (t) = −a sin t, a cos t  
 
 r (t) = (−a sin t)2 + (a cos t)2 = a sin2 t + cos2 t = a.
 
 The unit tangent vector is then given by T(t) =
 
 −a sin t, a cos t r (t) = = − sin t, cos t.
 
 r (t) a
 
 Differentiating this gives us T (t) = −cos t, −sin t and from (4.6), we have
 
 T (t)
 
 −cos t, −sin t κ= = =
 
 r (t) a
 
  1 (−cos t)2 + (−sin t)2 = . a a
 
 In particular, note that the curvature depends only on the radius and not on the location of the center. „
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 Notice that the result of example 4.4 is consistent with your intuition. First, observe that you should be able to drive a car around a circular track while holding the steering wheel in a fixed position. (That is, the curvature should be constant.) Further, the smaller that the radius of a circular track is, the sharper you will need to turn (that is, the larger the curvature). On the other hand, on a circular track of very large radius, it would seem as if you were driving fairly straight (i.e., the curvature will be close to 0). You probably noticed that computing the curvature of the curves in examples 4.3 and 4.4 was just the slightest bit tedious. We simplify this process somewhat with the result of Theorem 4.1.
 
 THEOREM 4.1 The curvature of the smooth curve traced out by the vector-valued function r(t) is given by κ=
 
 r (t) × r (t) . r (t)3
 
 (4.7)
 
 The proof of Theorem 4.1 is rather long and involved and so, we omit it at this time, in the interest of brevity. We return to this in section 12.5, where the proof becomes a simple consequence of another result. Notice that it is a relatively simple matter to use (4.7) to compute the curvature for nearly any three-dimensional curve.
 
 EXAMPLE 4.5
 
 Finding the Curvature of a Helix
 
 Find the curvature of the helix traced out by r(t) = 2 sin t, 2 cos t, 4t.
 
 z
 
 Solution A graph of the helix is indicated in Figure 12.22. We have r (t) = 2 cos t, −2 sin t, 4 r (t) = −2 sin t, −2 cos t, 0.
 
 and Now,
 
 x
 
 y
 
 r (t) × r (t) = 2 cos t, −2 sin t, 4 × −2 sin t, −2 cos t, 0    i j k   =  2 cos t −2 sin t 4   −2 sin t −2 cos t 0  = 8 cos t, −8 sin t, −4 cos2 t − 4 sin2 t = 8 cos t, −8 sin t, −4.
 
 FIGURE 12.22 Circular helix
 
 From (4.7), we get that the curvature is κ=
 
 r (t) × r (t) r (t)3
 
 √ 80 8 cos t, −8 sin t, −4 1 . = = √ 3 = 3 2 cos t, −2 sin t, 4 10 20 Note that this says that the helix has a constant curvature, as you should suspect from the graph in Figure 12.22. „ In the case of a plane curve that is the graph of a function, y = f (x), we can derive a particularly simple formula for the curvature. Notice that such a curve is traced out by the vector-valued function r(t) = t, f (t), 0, where the third component is 0, since the curve
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 lies completely in the xy-plane. Further, r (t) = 1, f (t), 0 and r (t) = 0, f (t), 0. From (4.7), we have κ= = 
 
 r (t) × r (t)
 
 1, f (t), 0 × 0, f (t), 0 =
 
 r (t) 3
 
 1, f (t), 0 3 | f (t)| , {1 + [ f (t)]2 }3/2
 
 where we have left the calculation of the cross product as a simple exercise. Since the parameter t = x, we can write the curvature as
 
 Curvature for the plane curve y = f (x)
 
 κ=
 
 EXAMPLE 4.6
 
 | f (x)| . {1 + [ f (x)]2 }3/2
 
 (4.8)
 
 Finding the Curvature of a Parabola
 
 Find the curvature of the parabola y = ax 2 + bx + c. Also, find the limiting value of the curvature as x → ∞. Solution Taking f (x) = ax 2 + bx + c, we have that f (x) = 2ax + b and f (x) = 2a. From (4.8), we have that κ=
 
 |2a| . [1 + (2ax + b)2 ]3/2
 
 Taking the limit as x → ∞, we have lim κ = lim
 
 x→∞
 
 x→∞
 
 |2a| = 0. [1 + (2ax + b)2 ]3/2
 
 In other words, as x → ∞, the parabola straightens out, which you’ve likely observed in the graphs of parabolas. It is a straightforward exercise to show that the maximum curvature occurs at the vertex of the parabola (x = −b/2a). „
 
 BEYOND FORMULAS You can think of curvature as being loosely related to concavity, although there are important differences. The precise relationship for curves of the form y = f (x) is given in equation (4.8). Curvature applies to curves in any dimension, whereas concavity applies only to two dimensions. More importantly, curvature measures the amount of curving as you move along the curve, regardless of where the curve goes. Concavity measures curving as you move along the x-axis, not the curve, and thus requires that the curve correspond to a function f (x). Given the generality of the curvature measurement, the formulas derived in this section are actually remarkably simple.
 
 EXERCISES 12.4 WRITING EXERCISES
 
 over a lengthy interval or only a short interval? What if the curvature is small? Explain.
 
 1. Explain what it means for a curve to have zero curvature (a) at a point and (b) on an interval of t-values.
 
 3. Discuss the relationship between curvature and concavity for a function y = f (x).
 
 2. Some tangent lines approximate a curve well over a fairly lengthy interval while some stay close to a curve for only very short intervals. If the curvature at x = a is large, would you expect the tangent line at x = a to approximate the curve well
 
 1 4. Explain why the curvature κ = 10 of the helix in example 4.5 is less than the curvature of the circle 2 sin t, 2 cos t in two dimensions.
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 In exercises 1–6, find an arc length parameterization of the given two-dimensional curve and give the corresponding vector equation of the curve. 1. The circle of radius 2 centered at the origin
 
 3. The line segment from the origin to the point (3, 4) 4. The line segment from (1, 2) to the point (5, −2) 5. r(t) = t , t , t ≥ 0 2
 
 3
 
 ............................................................ In exercises 7–14, find the unit tangent vector to the curve at the indicated points.
 
 9. r(t) = 3 cos t, 2 sin t, t = 0, t =
 
 − π2 , t
 
 π 6
 
 ,t =
 
 π 3
 
 31. r(t) = t, t, t 2 − 1, t = 0, t = 2 32. r(t) = 2t − 1, t + 2, t − 3, t = 0, t = 2
 
 ............................................................
 
 =
 
 12. r(t) = t cos t, t sin t, 4t, t =
 
 34. r(t) = 4 cos t, 3 sin t
 
 35. y = x 3 − 4
 
 36. y = sin x
 
 ............................................................
 
 = 0, t =
 
 ............................................................
 
 π 4
 
 13. r(t) = e2t cos t, e2t sin t, t = 0, t = 1, t = k 14. r(t) = t − sin t, 1 − cos t, t = 0, t =
 
 π ,t 2
 
 38. y = e−2x √ 40. y = x
 
 39. y = x 3 − 3x
 
 11. r(t) = 3t, cos 2t, sin 2t, t = 0, t = −π, t = π − π4 , t
 
 33. r(t) = 2 cos t, 3 sin t
 
 37. y = e2x
 
 π 2
 
 10. r(t) = 4 sin t, 2 cos t, t = −π, t = 0, t = π
 
 =k
 
 ............................................................ 15. Sketch   the curve   in exercise 9 along with the vectors r(0), T(0), r π2 and T π2 . 16. Sketch the curve in exercise 10 along with the vectors   r(0), T(0), r π2 and T π2 . 17. Sketch the curve in exercise 11 along with the vectors r(0), T(0), r(π) and T(π). 18. Sketch the curve in exercise 12 along with the vectors r(0), T(0), r(1) and T(1). In exercises 19–26, find the curvature at the given point. 19. r(t) = e−2t , 2t, 4, t = 0
 
 41. Explain the answers to exercises 37–40 graphically. 42. Find the curvature of the circular helix a cos t, a sin t, bt.
 
 ............................................................ In exercises 43–46, label as true or false and explain. 43. At a relative extremum of y = f (x), the curvature is either a minimum or maximum. 44. At an inflection point of y = f (x), the curvature is zero. 45. The curvature of the two-dimensional curve y = f (x) is the same as the curvature of the three-dimensional curve r(t) = t, f (t), c for any constant c. 46. The curvature of the two-dimensional curve y = f (x) is the same as the curvature of the three-dimensional curve r(t) = t, f (t), t.
 
 ............................................................ In exercises 47 and 48, if κ A , κ B and κC represent the curvature at points A, B and C, respectively, put κ A , κ B and κC in increasing order. 47.
 
 20. r(t) = 2, sin πt, ln t, t = 1 21. r(t) = t, sin 2t, 3t, t = 0
 
 48.
 
 A
 
 C B
 
 24. f (x) = x 3 + 2x − 1, x = 2 26. f (x) = e−3x , x = 0
 
 ............................................................
 
 27. For f (x) = sin x, show that the curvature is the same at x = π2 and x = 3π . Use the graph of y = sin x to predict whether the 2 curvature would be larger or smaller at x = π. 28. For f (x) = e−3x , show that the curvature is larger at x = 0 than at x = 2. Use the graph of y = e−3x to predict whether the curvature would be larger or smaller at x = 4.
 
 B C
 
 22. r(t) = t, t 2 + t − 1, t, t = 0 π 2
 
 π 2
 
 29. r(t) = 2 cos 2t, 2 sin 2t, 3t, t = 0, t =
 
 In exercises 37–40, graph the curvature function κ(x) and find the limit of the curvature as x → ∞ .
 
 7. r(t) = 3t, t 2 , t = 0, t = −1, t = 1 √ 8. r(t) = 2t 3 , t, t = 1, t = 2, t = 3
 
 25. f (x) = sin x, x =
 
 785
 
 In exercises 33–36, sketch the curve and find any points of maximum or minimum curvature.
 
 6. r(t) = t, cosh t, t ≥ 0
 
 23. f (x) = 3x 2 − 1, x = 1
 
 Curvature
 
 In exercises 29–32, sketch the curve and compute the curvature at the indicated points.
 
 30. r(t) = cos 2t, 2 sin 2t, 4t, t =
 
 2. The circle of radius 5 centered at the origin
 
 ..
 
 A
 
 ............................................................ 49. Show that the curvature of the polar curve r = f (θ ) is κ=
 
 |2[ f (θ)]2 − f (θ) f (θ) + [ f (θ )]2 | , {[ f (θ)]2 + [ f (θ )]2 }3/2
 
 unless f (θ0 ) and f (θ0 ) are both zero. 50. If f (θ0 ) = 0 and f (θ0 ) = 0, show that the curvature of the 2 . polar curve r = f (θ) at θ = θ0 is given by κ = | f (θ0 )|
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 In exercises 51–54, use exercises 49 and 50 to find the curvature of the polar curve at the indicated points. 51. r = sin 3θ, θ = 0, θ =
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 59. For the logarithmic spiral r = aebθ , show that the curvature e−bθ equals κ = . Show that as b → 0, the spiral ap√ |a| 1 + b2 proaches a circle.
 
 53. r = 3e2θ , θ = 0, θ = 1 54. r = 1 − 2 sin θ, θ = 0, θ =
 
 π 2
 
 ............................................................ 55. Find the curvature of the helix traced out by r(t) = 2 sin t, 2 cos t, 0.4t and compare to the result of example 4.5. 56. Find the limit as n → 0 of the curvature of r(t) = 2 sin t, 2 cos t, nt for n > 0. Explain this result graphically. 57. The cycloid is a curve with parametric equations x = t − sin t, y = 1 − cos t. (a) Show that the curvature of the cycloid 1 equals √18y , for y = 0. (b) Show that κ(t) = 4 sin(t/2) . 58. Find the curvature of r(t) = cosh t, sinh t, 2. Find the limit of the curvature as t → ∞. Use a property of hyperbolas to explain this result.
 
 EXPLORATORY EXERCISES 1. In this exercise, we explore an unusual twodimensional parametric curve sometimes known as the Cornu spiral. function 
 
 2  Define
 
 the 2 vector-valued
 
 t t πu πu r(t) = 0 cos 2 du, 0 sin 2 du . Use a graphing utility to sketch the graph of r(t) for −π ≤ t ≤ π . Compute the arc length of the curve from t = 0 to t = c and compute the curvature at t = c. What is the remarkable property that you find? 2. Assume that f (x) has three continuous derivatives. Prove that at a local minimum of y = f (x), κ = f (x) and κ (x) = f (x). Prove that at a local maximum of y = f (x), κ = − f (x) and κ (x) = − f (x).
 
 12.5 TANGENT AND NORMAL VECTORS Up to this point, we have used a single frame of reference for all of our work with vectors, writing all vectors in terms of the standard unit basis vectors i, j and k. However, other choices are often more convenient. For instance, for describing the forces acting on an aircraft in flight, a much better frame of reference would be one that moves along with the aircraft. In this section, we construct such a moving reference frame and see how it immediately provides useful information regarding the forces acting on an object in motion. Consider an object moving along a smooth curve traced out by the vector-valued function r(t) =  f (t), g(t), h(t). To define a reference frame that moves with the object, we will need to have (at each point on the curve) three mutually orthogonal unit vectors, one of which should point in the direction of motion (i.e., in the direction of the orientation of the curve). In section 12.4, we defined the unit tangent vector T(t) by T(t) =
 
 r (t) .
 
 r (t)
 
 Further, recall from Theorem 2.4 that since T(t) is a unit vector (and consequently has the constant magnitude of 1), T(t) must be orthogonal to T (t) for each t. So, a second unit vector in our moving frame of reference is given by the following.
 
 DEFINITION 5.1 The principal unit normal vector N(t) is a unit vector having the same direction as T (t) and is defined by N(t) =
 
 T (t) ,
 
 T (t)
 
 (5.1)
 
 provided that T (t) = 0.
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 Knowing that N(t) is orthogonal to T(t) does not quite give us the direction of N(t). After all, in three dimensions, there are infinitely many directions that are orthogonal to T(t). (In two dimensions, there are only two possible directions.) We can clarify this with the following observation. ds Recall that from (4.5), we have that = r (t) > 0. (This followed from the definidt ds ds tion of the arc length parameter in (4.1).) In particular, this says that = . From the dt dt chain rule, we have T (t) =
 
 dT ds dT T (t) =  ds  =  ds dt N(t) =  dT  ds  dT 
 
 T (t)      ds  dt  ds 
 
 This gives us N T
 
 T
 
 N
 
 FIGURE 12.23 Principal unit normal vectors
 
 dT ds dT = . dt ds dt
 
 N(t) =
 
 or equivalently,
 
 1 dT , κ ds
 
 (5.2)
 
    dT   where we have used the definition of curvature in (4.3), κ =   ds . Although (5.2) is not particularly useful as a formula for computing N(t) (why not?), we can use it to interpret the meaning of N(t). Since κ > 0, in order for (5.2) to make sense, dT dT N(t) will have the same direction as . Since is the instantaneous rate of change of ds ds dT the unit tangent vector with respect to arc length, (and consequently N, also) points in ds the direction in which T is turning as arc length increases. That is, N(t) will always point to the concave side of the curve. (See Figure 12.23.)
 
 EXAMPLE 5.1
 
 Finding Unit Tangent and Principal Unit Normal Vectors
 
 Find the unit tangent and principal unit normal vectors to the curve defined by r(t) = t 2 , t. Solution Notice that r (t) = 2t, 1 and so from (4.2), we have 2t, 1 2t, 1 r (t) = =√ 
 
 r (t)
 
 2t, 1 4t 2 + 1 1 2t i+ √ j. = √ 2 4t + 1 4t 2 + 1
 
 T(t) =
 
 Using the quotient rule, we have √   2 4t 2 + 1 − 2t 12 (4t 2 + 1)−1/2 (8t) 1 T (t) = i − (4t 2 + 1)−3/2 (8t)j 4t 2 + 1 2 = 2(4t 2 + 1)−1/2
 
 (4t 2 + 1) − 4t 2 i − (4t 2 + 1)−3/2 (4t)j 4t 2 + 1
 
 = 2(4t 2 + 1)−3/2 1, −2t. Further, 
 
 T (t) = 2(4t 2 + 1)−3/2 1, −2t  = 2(4t 2 + 1)−3/2 1 + 4t 2 = 2(4t 2 + 1)−1 .
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 From (5.1), the principal unit normal is then 2(4t 2 + 1)−3/2 1, −2t T (t) =
 
 T (t) 2(4t 2 + 1)−1 2 −1/2 = (4t + 1) 1, −2t. 
 
 
 
 In particular, for t = 1, we get T(1) = √25 , √15 and N(1) = √15 , − √25 . We sketch the curve and these two sample vectors in Figure 12.24. „ N(t) =
 
 T(1)
 
 N(1) x
 
 The calculations are similar in three dimensions, as we illustrate in example 5.2. FIGURE 12.24
 
 EXAMPLE 5.2
 
 Unit tangent and principal unit normal vectors
 
 Find the unit tangent and principal unit normal vectors to the curve determined by r(t) = sin 2t, cos 2t, t. Solution First, observe that r (t) = 2 cos 2t, −2 sin 2t, 1 and so, we have from (4.2) that
 
 z T
 
 r (t) 2 cos 2t, −2 sin 2t, 1 1 = = √ 2 cos 2t, −2 sin 2t, 1. 
 
 r (t)
 
 2 cos 2t, −2 sin 2t, 1 5 1 This gives us T (t) = √ −4 sin 2t, −4 cos 2t, 0 5 T(t) =
 
 N
 
 N
 
 T
 
 Finding Unit Tangent and Principal Unit Normal Vectors
 
 and so, from (5.1), the principal unit normal is O
 
 y
 
 x
 
 N(t) =
 
 1 T (t) = −4 sin 2t, −4 cos 2t, 0 = −sin 2t, −cos 2t, 0.
 
 T (t) 4
 
 Notice that the curve here is a circular helix and that at each point, N(t) points straight back toward the z-axis. (See Figure 12.25.) „
 
 FIGURE 12.25 Unit tangent and principal unit normal vectors
 
 To get a third unit vector orthogonal to both T(t) and N(t), we simply take their cross product.
 
 DEFINITION 5.2 We define the binormal vector B(t) to be
 
 z
 
 B(t) = T(t) × N(t).
 
 T(t)
 
 T(t)
 
 N(t)
 
 B(t)
 
 B(t)
 
 N(t)
 
 Notice that by definition, B(t) is orthogonal to both T(t) and N(t) and by Theorem 4.4 in Chapter 11, its magnitude is given by
 
 C O 
 
 B(t) = T(t) × N(t) = T(t) N(t) sin θ, y
 
 x
 
 FIGURE 12.26 The TNB frame
 
 where θ is the angle between T(t) and N(t). However, since T(t) and N(t) are both unit vectors, T(t) = N(t) = 1. Further, T(t) and N(t) are orthogonal, so that sin θ = 1 and consequently, B(t) = 1, too. This triple of three unit vectors T(t), N(t) and B(t) forms a frame of reference, called the TNB frame (or the moving trihedral), that moves along the curve defined by r(t). (See Figure 12.26.) This has particular importance in a branch of mathematics called differential geometry and is used in the navigation of spacecraft. As you can see, the definition of the binormal vector is certainly straightforward. We illustrate this now for the curve from example 5.2.
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 Finding the Binormal Vector
 
 Find the binormal vector B(t) for the curve traced out by r(t) = sin 2t, cos 2t, t. Solution Recall from example 5.2 that the unit tangent vector is given by T(t) = √15 2 cos 2t, −2 sin 2t, 1 and the principal unit normal vector is given by N(t) = −sin 2t, −cos 2t, 0. The binormal vector is then
 
 z T N
 
 B
 
 N
 
 T
 
 B
 
 O
 
 x
 
 FIGURE 12.27
 
 The TNB frame for r(t) = sin 2t, cos 2t, t
 
 T P
 
 1 B(t) = T(t) × N(t) = √ 2 cos 2t, −2 sin 2t, 1 × −sin 2t, −cos 2t, 0 5 i j k 1 = √ 2 cos 2t −2 sin 2t 1 5 −sin 2t −cos 2t 0 
 
 N 1 r k
 
 FIGURE 12.28 Osculating circle
 
 y
 
 1 = √ [i(cos 2t) − j(sin 2t) + k(−2 cos2 2t − 2 sin2 2t)] 5 1 = √ cos 2t, −sin 2t, −2. 5 We illustrate the TNB frame for this curve in Figure 12.27. „ For each point on a curve, the plane passing through that point and determined by N(t) and B(t) is called the normal plane. Accordingly, the normal plane to a curve at a given point contains all of the lines that are orthogonal to the tangent vector at that point. For each point on a curve, the plane determined by T(t) and N(t) is called the osculating plane. For a two-dimensional curve, the osculating plane is simply the plane containing the curve. For a given value of t, say t = t0 , if the curvature κ of the curve at the point P corre1 sponding to t0 is nonzero, then the circle of radius ρ = lying completely in the osculating κ 1 plane and whose center lies a distance of from P along the normal N(t) is called the κ osculating circle (or the circle of curvature). Recall from example 4.4 that the curvature of a circle is the reciprocal of its radius. This says that the osculating circle has the same tangent and curvature at P as the curve. Further, since the normal vector always points to the concave side of the curve, the osculating circle lies on the concave side of the curve. In this sense, then, the osculating circle is the circle that “best fits” the curve at the point P. (See Figure 12.28.) The radius of the osculating circle is called the radius of curvature and the center of the circle is called the center of curvature.
 
 EXAMPLE 5.4
 
 Finding the Osculating Circle
 
 Find the osculating circle for the parabola defined by r(t) = t 2 , t at t = 0. Solution In example 5.1, we found that the unit tangent vector is T(t) = (4t 2 + 1)−1/2 2t, 1, T (t) = 2(4t 2 + 1)−3/2 1, −2t and the principal unit normal is N(t) = (4t 2 + 1)−1/2 1, −2t. So, from (4.6), the curvature is given by κ(t) = = 
 
 T (t)
 
 r (t) 2(4t 2 + 1)−3/2 (1 + 4t 2 )1/2 = 2(4t 2 + 1)−3/2 . (4t 2 + 1)1/2
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 1 1 = . Further, κ 2 N(0) = 1, 0 and r(0) = 0, 0, so that the center of curvature is located ρ = 12 unit from the origin in the direction of N(0) (i.e., along the positive x-axis). We draw the curve and the osculating circle (x − 1/2 )2 + y 2 = 1/4 in Figure 12.29. „
 
 We now have κ(0) = 2, so that the radius of curvature for t = 0 is ρ =
 
 x
 
 1
 
 FIGURE 12.29 Osculating circle
 
 Tangential and Normal Components of Acceleration Now that we have defined the unit tangent and principal unit normal vectors, we can make a remarkable observation about the motion of an object. In particular, we’ll see how this observation helps to explain the behavior of an automobile as it travels along a curved stretch of road. Suppose that an object moves along a smooth curve traced out by the vector-valued function r(t), where t represents time. Recall from the definition of the unit tangent vector ds r (t) and from (4.5), r (t) = , where s represents arc length. The velocity that T(t) = 
 
 r (t) dt of the object is then given by v(t) = r (t) = r (t) T(t) =
 
 TODAY IN MATHEMATICS Edward Witten (1951– ) An American theoretical physicist who is one of the world’s experts in string theory. He earned the Fields Medal in 1990 for his contributions to mathematics. Michael Atiyah, a mathematics colleague, wrote, “Although he is definitely a physicist (as his list of publications clearly shows), his command of mathematics is rivalled by few mathematicians, and his ability to interpret physical ideas in mathematical form is quite unique. Time and again he has surprised the mathematical community by his brilliant application of physical insight leading to new and deep mathematical theorems.’’ In addition, Atiyah wrote, “In his hands, physics is once again providing a rich source of inspiration and insight in mathematics.’’
 
 ds T(t). dt
 
 Using the product rule [Theorem 2.3 (iii)], the acceleration is given by   d ds ds d 2s T(t) = 2 T(t) + T (t). a(t) = v (t) = dt dt dt dt Recall that we had defined the principal unit normal by N(t) =
 
 T (t) , so that
 
 T (t)
 
 T (t) = T (t) N(t). Further, by the chain rule,
 
 (5.3)
 
 (5.4)
 
      dT   dT ds  = 
 
 T (t) =   dt   ds dt    ds  dT   = κ ds , =   dt ds  dt
 
 (5.5)
 
 where we have also used the definition of the curvature κ given in (4.3) and the fact that ds > 0. Putting together (5.4) and (5.5), we now have that dt T (t) = T (t) N(t) = κ
 
 ds N(t). dt
 
 Using this together with (5.3), we now get d 2s a(t) = 2 T(t) + κ dt
 
 
 
 ds dt
 
 2 N(t).
 
 (5.6)
 
 Equation (5.6) provides us with a surprising wealth of insight into the motion of an object. First, notice that since a(t) is written as a sum of a vector parallel to T(t) and a vector parallel to N(t), the acceleration vector always lies in the plane determined by T(t) and N(t) (i.e., the osculating plane). In particular, this says that the acceleration is always orthogonal to the binormal B(t). We call the coefficient of T(t) in (5.6) the tangential component of acceleration aT and the coefficient of N(t) the normal component of acceleration a N . That is,  2 d 2s ds aT = 2 and a N = κ . (5.7) dt dt
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 aTT(t) a(t) F(t) aN N(t)
 
 aTT(t)
 
 aN N(t)
 
 FIGURE 12.30
 
 FIGURE 12.31
 
 Tangential and normal components of acceleration
 
 Driving around a curve
 
 See Figure 12.30 for a graphical depiction of this decomposition of a(t) into tangential and normal components. We now discuss (5.6) in the familiar context of a car driving around a curve in the road. (See Figure 12.31.) From Newton’s second law of motion, the net force acting on the car at any given time t is F(t) = ma(t), where m is the mass of the car. From (5.6), we have  2 ds d 2s N(t). F(t) = ma(t) = m 2 T(t) + mκ dt dt
 
 aN N(t)
 
 F(t)
 
 aTT(t)
 
 FIGURE 12.32 Net force:
 
 d 2s 0) once you’re in the curve keeps the resultant force F(t) pointing in the dt general direction in which you are moving. Alternatively, waiting until you’re in the curve d 2s d 2s to slow down keeps 2 < 0, which makes 2 T(t) point in the opposite direction as T(t). dt dt The net force F(t) will then point away from the direction of motion. (See Figure 12.32.)
 
 EXAMPLE 5.5
 
 Finding Tangential and Normal Components of Acceleration
 
 Find the tangential and normal components of acceleration for an object with position vector r(t) = 2 sin t, 2 cos t, 4t. Solution In example 4.5, we found that the curvature of this curve is κ = have r (t) = 2 cos t, −2 sin t, 4, so that
 
 1 . 10
 
 √ ds = r (t) = 20 dt
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 d 2s = 0, for all t. From (5.6), we have that the acceleration is dt 2  2 d 2s ds a(t) = 2 T(t) + κ N(t) dt dt 1 √ 2 20 N(t) = 2N(t). 10
 
 = (0) T(t) + So, here we have aT = 0 and a N = 2. „ aN N(t)
 
 a(t) aTT(t)
 
 FIGURE 12.33
 
 Components of a(t)
 
 d 2s . You must only calculate dt 2 ds = r (t) and then differentiate the result. On the other hand, computing a N is a bit dt more complicated, since it requires you to first compute the curvature κ. We can simplify the calculation of a N with the following observation. From (5.6), we have Notice that it’s reasonably simple to compute aT =
 
 a(t) =
 
 d 2s T(t) + κ dt 2
 
 
 
 ds dt
 
 2 N(t) = aT T(t) + a N N(t).
 
 This says that a(t) is the vector resulting from adding the orthogonal vectors aT T(t) and a N N(t). (See Figure 12.33, where we have drawn the vectors so that the initial point of a N N(t) is located at the terminal point of aT T(t).) From the Pythagorean Theorem, we have that
 
 a(t) 2 = aT T(t) 2 + a N N(t) 2 = aT2 + a 2N ,
 
 (5.8)
 
 since T(t) and N(t) are unit vectors (i.e., T(t) = N(t) = 1). Solving (5.8) for a N , we get aN =
 
 
 
 a(t) 2 − aT2 ,
 
 (5.9)
 
 
 
  ds 2 ≥ 0. Once you know a(t) and dt aT , you can use (5.9) to quickly calculate a N , without first computing the curvature. As an alternative, observe that aT is the component of a(t) along the velocity vector v(t). Further, from (5.7) and (5.9), we can compute a N and κ. This allows us to compute aT , a N and κ without first computing the derivative of the speed. where we have taken the positive root since a N = κ
 
 EXAMPLE 5.6
 
 Finding Tangential and Normal Components of Acceleration
 
 Find the tangential and normal components of acceleration for an object whose path is defined by r(t) = t, 2t, t 2 . In particular, find these components at t = 1. Also, find the curvature. Solution First, we compute the velocity v(t) = r (t) = 1, 2, 2t and the acceleration a(t) = 0, 0, 2. This gives us   ds = r (t) = 1, 2, 2t = 12 + 22 + (2t)2 = 5 + 4t 2 . dt The tangential component of acceleration aT is the component of a(t) = 0, 0, 2 along v(t) = 1, 2, 2t: 1, 2, 2t 4t aT = 0, 0, 2 · √ =√ . 5 + 4t 2 5 + 4t 2
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 From (5.9), we have that the normal component of acceleration is 
 
 
 
 16t 2 5 + 4t 2  √ 4(5 + 4t 2 ) − 16t 2 20 = =√ . 2 5 + 4t 5 + 4t 2
 
 aN = 
 
 a(t) 2 − aT2 =
 
 22 −
 
 Think about computing a N from its definition in (5.7) and notice how much simpler it was to use (5.9). Further, at t = 1, we have √ 20 4 aT = and a N = . 3 3 Finally, from (5.7), the curvature is
 
 20 aN N(t)
 
 5
 
 10
 
 aTT(t)
 
 x 0 5
 
 10
 
 5
 
 0
 
 5 10 y
 
 √ 20 1 aN κ =  2 = √ √ 2 5 + 4t 2 ds 5 + 4t 2 dt √ 20 = . (5 + 4t 2 )3/2
 
 z
 
 0
 
 FIGURE 12.34 Tangential and normal components of acceleration at t = 1
 
 Notice how easy it was to compute the curvature in this way. In Figure 12.34, we show a plot of the curve traced out by r(t), along with the tangential and normal components of acceleration at t = 1. „ Equation (5.6) has a wealth of applications. Among many others, it provides us with a relatively simple proof of Theorem 4.1, which we had deferred until now. You may recall that the result says that the curvature of a path traced out by the vector-valued function r(t) is given by κ= 
 
 r (t) × r (t) .
 
 r (t) 3
 
 (5.10)
 
 PROOF From (5.6), we have d 2s a(t) = 2 T(t) + κ dt
 
 
 
 ds dt
 
 2 N(t).
 
 Taking the cross product of both sides of this equation with T(t) gives us  2 ds d 2s T(t) × N(t) T(t) × a(t) = 2 T(t) × T(t) + κ dt dt  2 ds T(t) × N(t), =κ dt since the cross product of any vector with itself is the zero vector. Taking the magnitude of both sides and recognizing that T(t) × N(t) = B(t), we get  ds 2
 
 T(t) × N(t) dt  2  2 ds ds
 
 B(t) = κ , =κ dt dt  
 
 T(t) × a(t) = κ
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 r (t) , a(t) = r (t) since the binormal vector B(t) is a unit vector. Recalling that T(t) = 
 
 r (t) ds and = r (t) gives us dt
 
 r (t) × r (t) = κ r (t) 2 .
 
 r (t) Solving this for κ leaves us with (5.10), as desired.
 
 HISTORICAL NOTES Johannes Kepler (1571–1630) German astronomer and mathematician whose discoveries revolutionized Western science. Kepler’s remarkable mathematical ability and energy produced connections among many areas of research. A study of observations of the moon led to work in optics that included the first fundamentally correct description of the operation of the human eye. Kepler’s model of the solar system used an ingenious nesting of the five Platonic solids to describe the orbits of the six known planets. (Kepler invented the term “satellite’’ to describe the moon, which his system demoted from planetary status.) A study of the wine casks opened at his wedding led Kepler to compute volumes of solids of revolution, inventing techniques that were vital to the subsequent development of calculus.
 
 Kepler’s Laws We are now in a position to present one of the most profound discoveries ever made by humankind. For hundreds of years, people believed that the Sun, the other stars and the planets all revolved around the Earth. The year 1543 saw the publication of the astronomer Copernicus’ theory that the Earth and other planets, in fact, revolved around the Sun. Sixty years later, based on an exhaustive analysis of a massive number of astronomical observations, the German astronomer Johannes Kepler formulated three laws that he reasoned must be followed by every planet. We present these now.
 
 KEPLER’S LAWS OF PLANETARY MOTION 1. Each planet follows an elliptical orbit, with the Sun at one focus. 2. The line segment joining the Sun to a planet sweeps out equal areas in equal times. 3. If T is the time required for a given planet to make one orbit of the Sun and if the length of the major axis of its elliptical orbit is 2a, then T 2 = ka 3 , for some constant k (i.e., T 2 is proportional to a 3 ). Kepler’s analysis of the data changed our perception of our place in the universe. While Kepler’s work was empirical in nature, Newton’s approach to the same problem was not. In 1687, in his book Principia Mathematica, Newton showed how to use his calculus to derive Kepler’s three laws from two of Newton’s laws: his second law of motion and his law of universal gravitation. You should not underestimate the significance of this achievement. With this work, Newton shed light on some of the fundamental physical laws that govern our universe. In order to simplify our analysis, we consider a solar system consisting of one sun and one planet. This is a reasonable assumption, since the gravitational attraction of the sun is far greater than that of any other body (planet, moon, comet, etc.), owing to the sun’s far greater mass. (As it turns out, the gravitational attraction of other bodies does have an effect. In fact, it was an observation of the irregularities in the orbit of Uranus that led astronomers to hypothesize the existence of Neptune before it had ever been observed in a telescope.) We assume that the center of mass of the sun is located at the origin and that the center of mass of the planet is located at the terminal point of the vector-valued function r(t). The velocity vector for the planet is then v(t) = r (t), with the acceleration given by a(t) = r (t). From Newton’s second law of motion, we have that the net (gravitational) force F(t) acting on the planet is F(t) = ma(t), where m is the mass of the planet. From Newton’s law of universal gravitation, we have that if M is the mass of the sun, then the gravitational attraction between the two bodies satisfies F(t) = −
 
 Gm M r(t) ,
 
 r(t) 2 r(t)
 
 where G is the universal gravitational constant.1 We have written F(t) in this form so that you can see that at each point, the gravitational attraction acts in the direction opposite the 1
 
 If we measure mass in kilograms, force in newtons and distance in meters, G is given approximately by G ≈ 6.672 × 10−11 N m2 /kg2 .
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 position vector r(t). Further, the gravitational attraction is jointly proportional to the masses of the sun and the planet and inversely proportional to the square of the distance between the sun and the planet. For simplicity, we will let r = r and not explicitly indicate the r(t) t-variable. Taking u(t) = (a unit vector in the direction of r(t)), we can then write
 
 r(t) Newton’s laws as simply F = ma
 
 and
 
 F=−
 
 Gm M u. r2
 
 We begin by demonstrating that the orbit of a planet lies in a plane. Equating the two expressions above for F and canceling out the common factor of m, we have a=−
 
 GM u. r2
 
 (5.11)
 
 Notice that this says that the acceleration a always points in the opposite direction from r, so that the force of gravity accelerates the planet toward the sun at all times. Since a and r are parallel, we have that r × a = 0. Next, from the product rule [Theorem 2.3 (v)], we have
 
 z
 
 d dr dv (r × v) = ×v+r× dt dt dt = v × v + r × a = 0,
 
 c
 
 O (sun)
 
 in view of (5.12) and since v × v = 0. Integrating both sides of this expression gives us
 
 r(t)
 
 r × v = c,
 
 y x
 
 (5.12)
 
 Planet
 
 v(t)
 
 FIGURE 12.35 Position and velocity vectors for planetary motion
 
 (5.13)
 
 for some constant vector c. This says that for each t, r(t) is orthogonal to the constant vector c. In particular, then, the terminal point of r(t) (and consequently, the orbit of the planet) lies in the plane orthogonal to the vector c and containing the origin. Now that we have established that a planet’s orbit lies in a plane, we are in a position to prove Kepler’s first law. For the sake of simplicity, we assume that the plane containing the orbit is the xy-plane, so that c is parallel to the z-axis. (See Figure 12.35.) Now, observe that since r = r u, we have by the product rule [Theorem 2.3 (iii)] that v=
 
 d dr du dr = (r u) = u+r . dt dt dt dt
 
 Substituting this into (5.13), and replacing r by r u, we have   du dr u+r c = r × v = ru × dt dt   dr du 2 = r (u × u) + r u × dt dt   du = r2 u × , dt since u × u = 0. Together with (5.11), this gives us   GM du a × c = − 2 u × r2 u × r dt   du = −G Mu × u × dt    du du = −G M u · u − (u · u) , dt dt
 
 (5.14)
 
 where we have rewritten the vector triple product using Theorem 4.3 (vi) in Chapter 11. There are two other things to note here. First, since u is a unit vector, u · u = u 2 = 1.
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 Further, from Theorem 2.4, since u is a vector-valued function of constant magnitude, du u· = 0. Consequently, (5.14) simplifies to dt d du = (G Mu), a × c = GM dt dt since G and M are constants. Observe that using the definition of a, we can write d dv × c = (v × c), dt dt since c is a constant vector. Equating these last two expressions for a × c gives us a×c=
 
 d d (v × c) = (G Mu). dt dt Integrating both sides gives us v × c = G Mu + b,
 
 z
 
 O (sun) b
 
 u r(t)
 
 x
 
 y
 
 for some constant vector b. Now, note that v × c must be orthogonal to c and so, v × c must lie in the xy-plane. (Recall that we had chosen the orientation of the xy-plane so that c was a vector orthogonal to the plane. This says further that every vector orthogonal to c must lie in the xy-plane.) From (5.15), since u and v × c lie in the xy-plane, b must also lie in the same plane. (Think about why this must be so.) Next, align the x-axis so that the positive x-axis points in the same direction as b. (See Figure 12.36.) Also, let θ be the angle from the positive x-axis to r(t), so that (r, θ ) are polar coordinates for the endpoint of the position vector r(t), as indicated in Figure 12.36. Next, let b = b and c = c . Then, from (5.13), we have c2 = c · c = (r × v) · c = r · (v × c),
 
 (r, u )
 
 FIGURE 12.36 Polar coordinates for the position of the planet
 
 (5.15)
 
 where we have rewritten the scalar triple product using Theorem 4.3 (v) in Chapter 11. Putting this together with (5.15), and writing r = r u, we get c2 = r · (v × c) = r u · (G Mu + b) = r G Mu · u + r u · b.
 
 (5.16)
 
 Since u is a unit vector, u · u = u 2 = 1 and by Theorem 3.2 in Chapter 11, u · b = u
 
 b cos θ = b cos θ, where θ is the angle between b and u (i.e., the angle between the positive x-axis and r). Together with (5.16), this gives us c2 = r G M + r b cos θ = r (G M + b cos θ ). c2 . G M + b cos θ Dividing numerator and denominator by G M reduces this to
 
 Solving this for r gives us
 
 r=
 
 r=
 
 ed , 1 + e cos θ
 
 (5.17)
 
 c2 b and d = . Recall from Theorem 7.2 in Chapter 10 that (5.17) is a polar where e = GM b equation for a conic section with focus at the origin and eccentricity e. Finally, since the orbit of a planet is a closed curve, this must be the equation of an ellipse, since the other conic sections (parabolas and hyperbolas) are not closed curves. We have now proved that (assuming one sun and one planet and no other celestial bodies), the orbit of a planet is an ellipse with one focus located at the center of mass of the sun. You may be thinking what a long derivation this was. (We haven’t been keeping score, but it was probably one of the longest derivations of anything in this book.) Take a moment, though, to realize the enormity of what we have done. Thanks to the genius of Newton and his second law of motion and his law of universal gravitation, we have in only a few pages used the calculus to settle one of the most profound questions of our existence: How do the
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 mechanics of a solar system work? Through the power of reason and the use of considerable calculus, we have found an answer that is consistent with the observed motion of the planets, first postulated by Kepler. This magnificent achievement came more than 300 years ago and was one of the earliest (and most profound) success stories for the calculus. Since that time, the calculus has proven to be an invaluable tool for countless engineers, physicists, mathematicians and others.
 
 EXERCISES 12.5 WRITING EXERCISES 1. Suppose that you are driving a car, going slightly uphill as the road curves to the left. Describe the directions of the unit tangent, principal unit normal and binormal vectors. What changes if the road curves to the right? 2. If the components of r(t) are linear functions, explain why you can’t compute the principal unit normal vector. Describe graphically why it is impossible to define a single direction for the principal unit normal. 3. Previously, you have approximated curves with the graphs of Taylor polynomials. Discuss possible circumstances in which the osculating circle would be a better or worse approximation of a curve than the graph of a polynomial. 4. Suppose that you are flying in a fighter jet and an enemy jet is headed straight at you from behind with acceleration vector parallel to your principal unit normal vector. Discuss how much danger you are in and what maneuver(s) you might want to make to avoid danger.
 
 In exercises 1–8, find the unit tangent and principal unit normal vectors at the given points. 1. r(t) = t, t 2  at t = 0, t = 1
 
 4. r(t) = 2 cos t, 3 sin t at t = 0, t =
 
 13. r(t) = 8t, 16t − 16t 2  at t = 0, t = 1 14. r(t) = cos 2t, sin 2t at t = 0, t =
 
 π 2
 
 15. r(t) = cos 2t, t 2 , sin 2t at t = 0, t = 16. r(t) = 2 cos t, 3 sin t, t 2  at t = 0, t =
 
 π 4 π 4
 
 ............................................................ 17. In exercise 15, determine whether the speed of the object is increasing or decreasing at the given points. 18. In exercise 16, determine whether the speed of the object is increasing or decreasing at the given points. 19. For the circular helix traced out by r(t) = a cos t, a sin t, bt, find the tangential and normal components of acceleration. 20. For the path traced out by r(t) = 2, t − sin t, 1 − cos t, find the tangential and normal components of acceleration.
 
 ............................................................ In exercises 21–24, find the binormal vector B(t)  T(t) × N(t) at t  0 and t  1. Also, sketch the curve traced out by r(t) and the vectors T, N and B at these points. 21. r(t) = t, 2t, t 2 
 
 22. r(t) = t, 2t, t 3 
 
 23. r(t) = 4 cos πt, 4 sin πt, t
 
 2. r(t) = t, t 3  at t = −1, t = 1 3. r(t) = cos 2t, sin 2t at t = 0, t =
 
 In exercises 13–16, find the tangential and normal components of acceleration for the given position functions at the given points.
 
 24. r(t) = 3 cos 2πt, t, sin 2πt
 
 π 4
 
 ............................................................
 
 π 4
 
 5. r(t) = cos 2t, t, sin 2t at t = 0, t = 6. r(t) = cos t, sin t, sin t at t = 0, t =
 
 π 2 π 2
 
 In exercises 25–28, label the statement as true (i.e., always true) or false and explain your answer. 25. T ·
 
 dT =0 ds
 
 d (T · T) = 0 ds
 
 26. T · B = 0
 
 7. r(t) = t, t 2 − 1, t at t = 0, t = 1
 
 27.
 
 8. r(t) = t, t, 3 sin 2t at t = 0, t = −π
 
 ............................................................
 
 ............................................................ In exercises 9–12, find the osculating circle at the given points. 9. r(t) = t, t 2  at t = 0 10. r(t) = t, t 3  at t = 1 11. r(t) = 2 cos t, 3 sin t at t = 0 12. r(t) = 2 cos t, 3 sin t at t =
 
 π 2
 
 ............................................................
 
 28. T · (N × B) = 1
 
 29. The friction force required to keep a car from skidding on a curve is given by Fs (t) = ma N N(t). Find the friction force needed to keep a car of mass m = 100 (slugs) from skidding if (a) r(t) = 100 cos π t, 100 sin πt (b) r(t) = 200 cos π t, 200 sin πt (c) r(t) = 100 cos 2πt, 100 sin 2πt 30. (a) How does the required friction force change when the radius of a turn is doubled? (b) How does the required friction force change when the speed of a car on a curve is doubled?
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 31. Compare the radii of the osculating circles for y = cos x at x = 0 and x = π4 . Compute the concavity of the curve at these points and use this information to explain why one circle is larger than the other.
 
 12-50
 
 dB = −τ N, for ds some scalar τ . (τ is called the torsion, which measures how dB much a curve twists.) Also, show that τ = − · N. ds
 
 40. Use the result of exercise 39 to show that
 
 32. Compare the osculating circles for y = cos x at x = 0 and x = π . Compute the concavity of the curve at these points and use this information to help explain why the circles have the same radius.
 
 41. Show that the torsion for the curve traced out by r(t) =  f (t), g(t), k is zero for any constant k. (In general, the torsion is zero for any curve that lies in a single plane.)
 
 33. For y = x 2 , show that each center of curvature lies on the curve traced out by r(t) = −4t 3 , 12 + 3t 2 . Graph this curve. Graph y = x 2 and the circle of curvature at x = 1 on the same axes. Is the circle tangent to y = x 2 ?
 
 42. The following three formulas (called the Frenet-Serret formulas) are of great significance in the field of differential geometry: dT (a) = κN [equation (5.2)] ds
 
 34. For y = x 3 (x > 0), show that each center of curvature lies 5 3 on the graph of  x2 − 9x2 , 6x1 + 5x2 . Graph this curve. Graph y = x 3 and the circle of curvature at x = 1 on the same axes. Is the circle tangent to y = x 3 ? 35. For r = eaθ , show that N = (a 2 + 1)−1/2 −a sin θ − cos θ, a cos θ − sin θ. 36. For√r = eaθ , a > 0, show that the radius of curvature is eaθ a 2 + 1. Show that each center of curvature lies on the curve traced out by aeat −sin t, cos t and graph the curve. 37. In this exercise, we prove Kepler’s second law. Denote the (two-dimensional) path of the planet in polar coordinates by dθ r = (r cos θ )i + (r sin θ )j. Show that r × v = r 2 k. Condt dθ = r × v . Recall that in polar coordiclude that r 2 dt nates, the area swept out by the curve r = r (θ) is given by  b 1 2 1 dθ dA r dθ and show that = r 2 . From A= 2 dt 2 dt a dA 1 = r × v , conclude that equal areas are swept out dt 2 in equal times. 38. In this exercise, we prove Kepler’s third law. Recall that the y2 x2 area of the ellipse 2 + 2 = 1 is πab. From exercise 37, the a b 1 dA = r × v . rate at which area is swept out is given by dt 2 πab and Conclude that the period of the orbit is T = 1
 
 r × v 2 4π 2 a 2 b2 . Use (5.17) to show that the minimum so, T 2 =
 
 r × v 2 ed and that the maximum value of r is value of r is rmin = 1+e ed . Explain why 2a = rmin + rmax and use this rmax = 1−e ed b2 to show that a = . Given that 1 − e2 = 2 , show 2 1−e a b2 b c2 that = ed. From e = and d = , show that a GM b b2
 
 r × v 2
 
 r × v 2 . It then follows that = . Finally, ed = GM a GM 2 4π show that T 2 = ka 3 , where the constant k = does not GM depend on the specific orbit of the planet. dB dB is orthogonal to T. (b) Show that is ds ds orthogonal to B.
 
 39. (a) Show that
 
 (b)
 
 dB = −τ N (see exercise 40) ds
 
 dN = −κT + τ B ds Use the fact that N = B × T and the product rule [Theorem 2.3 (v)] to establish (c).
 
 (c)
 
 43. Use the Frenet-Serret formulas (see exercise 42) to establish each of the following formulas: (a) r (t) = s (t)T + κ[s (t)]2 N (b) r (t) × r (t) = κ[s (t)]3 B (c) r (t) = {s (t) − κ 2 [s (t)]3 }T + {3κs (t)s (t) + κ (t)[s (t)]2 }N + κτ [s (t)]3 B [r (t) × r (t)] · r (t) (d) τ =
 
 r (t) × r (t) 2 
 
 44. Show that the torsion for the helix traced out by b . [Hint: r(t) = a cos t, a sin t, bt is given by τ = 2 a + b2 See exercise 43 (d).]
 
 APPLICATIONS 45. Suppose that in a stadium “wave” 500 people per second stand and cheer. Argue that in most arenas, the wave would not have a constant angular velocity but that it would satisfy Kepler’s second law. 46. Suppose that one indoor stadium is similar in shape but 50% larger than another indoor stadium. Compare the periods of the waves under the assumption of exercise 45. Compare the periods of the orbits of Earth and Mars.
 
 EXPLORATORY EXERCISES 1. In this exercise, we explore some ramifications of the precise form of Newton’s law of universal gravitation. Suppose G Mm that the gravitational force between objects is F = − n u, r for some positive integer n ≥ 1 (the actual law has n = 2). Show that the path of the planet would still be planar and that Kepler’s second law still holds. Also, show that the circular orbit r = r cos kt, r sin kt (where r is a constant) satisfies the equation F = ma and hence, is a potential path for the orbit.
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 For this path, find the relationship between the period of the orbit and the radius of the orbit. 2. In this exercise, you will find the locations of three of the five Lagrange points. These are equilibrium solutions of the “restricted three-body problem” in which a large body S of mass M1 is orbited by a smaller body E of mass M2 < M1 . A third object H of very small mass m orbits S such that the relative positions of S, E and H remain constant. Place S at the origin, E at (1, 0) and H at (x, 0) as shown. S 0
 
 c
 
 H
 
 E
 
 x
 
 1
 
 Assume that H and E have circular orbits about the center of mass (c, 0). Show that the gravitational force on H G M2 m G M1 m + . As shown in example 3.3, is F = − x2 (1 − x)2
 
 ..
 
 Parametric Surfaces
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 for circular motion F = −mω2 (x − c), where ω is the angular velocity of H. Analyzing the orbit of E, show that G M1 M2 = M2 ω2 (1 − c). In particular, explain why E has the same angular velocity ω. Combining the three equations, M2 k x −c 1 , where k = = . Given that show that 2 − x (1 − x)2 1−c M1 M2 c= , show that M1 + M2 (1 + k)x 5 − (3k + 2)x 4 + (3k + 1)x 3 − x 2 + 2x − 1 = 0. For the Sun-Earth system with k = 0.000002, estimate x, the location of the L 1 Lagrange point and the location of NASA’s SOHO solar observatory satellite. Then derive and estimate solutions for the L 2 Lagrange point with x > 1 and L 3 with x < 0.
 
 12.6 PARAMETRIC SURFACES Throughout this chapter, we have emphasized the connection between vector-valued functions and parametric equations. In this section, we extend the notion of parametric equations to those with two independent parameters. This also means that we will be working with simple cases of functions of two variables, which are developed in more detail in Chapter 13. We will make use of parametric surfaces throughout the remainder of the book. We have already seen the helix defined by the parametric equations x = cos t, y = sin t and z = t. This curve winds around the cylinder x 2 + y 2 = 1. To obtain parametric equations that describe the entire cylinder, take x = cos t and y = sin t, so that x 2 + y 2 = cos2 t + sin2 t = 1. So, any point (x, y, z) with x and y defined in this way will lie on the cylinder. To describe the entire cylinder (i.e., every point on the cylinder), we must allow z to be any real number, not just z = t. In other words, z needs to be independent of x and y. Assigning z its own parameter will accomplish this. Using the parameters u and v, we have the parametric equations x = cos u,
 
 y = sin u
 
 and
 
 z=v
 
 for the cylinder. In general, parametric equations with two independent parameters correspond to a three-dimensional surface. Examples 6.1 through 6.3 explore some basic but important surfaces.
 
 EXAMPLE 6.1
 
 Graphing a Parametric Surface
 
 Identify and sketch a graph of the surface defined by the parametric equations x = 2 cos u sin v, y = 2 sin u sin v and z = 2 cos v. Solution Given the cosine and sine terms in both parameters, you should be expecting a surface with circular cross sections. Notice that we can eliminate the u parameter, by observing that x 2 + y 2 = (2 cos u sin v)2 + (2 sin u sin v)2 = 4 cos2 u sin2 v + 4 sin2 u sin2 v = 4(cos2 u + sin2 u) sin2 v = 4 sin2 v.
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 So, for each fixed value of z (which also means a fixed value for v), x 2 + y 2 is constant. That is, cross sections of the surface parallel to the xy-plane are circular, with radius |2 sin v|. Similarly, we also have circular cross sections parallel to either of the other two coordinate planes. Of course, one surface that you’ve seen that has circular cross sections in all directions is a sphere. To determine that the given parametric equations represent a sphere, observe that
 
 z
 
 x 2 + y 2 + z 2 = 4 cos2 u sin2 v + 4 sin2 u sin2 v + 4 cos2 v y
 
 = 4 (cos2 u + sin2 u) sin2 v + 4 cos2 v = 4 sin2 v + 4 cos2 v = 4.
 
 x
 
 You should recognize x 2 + y 2 + z 2 = 4 as an equation of the sphere centered at the origin with radius 2. A computer-generated sketch is shown in Figure 12.37. „
 
 FIGURE 12.37 x 2 + y2 + z2 = 4
 
 There are several important points to make about example 6.1. First, we did not actually demonstrate that the surface defined by the given parametric equations is the entire sphere. Rather, we showed that points lying on the parametric surface were also on the sphere. In other words, the parametric surface is (at least) part of the sphere. In the exercises, we will supply the missing steps to this puzzle, showing that the parametric equations from example 6.1 do, in fact, describe the entire sphere. In this instance, the equations are a special case of something called spherical coordinates, which we will introduce in Chapter 14. Next, as with parametric equations of curves, there are other parametric equations representing the same sphere. Finally, to repeat a point made in section 11.6, parametric equations can be used to produce many interesting graphs. Notice the smooth contours and clearly defined circular cross sections in Figure 12.37, compared with  the jagged graph in Figure 12.38. Figure 12.38 is a computer-generated graph of z = 4 − x 2 − y 2 , which should be the top half of the sphere. For parametric equations of hyperboloids and hyperbolic paraboloids, it is convenient to use the hyperbolic functions cosh x and sinh x. Recall that
 
 z
 
 y
 
 cosh x =
 
 x
 
 FIGURE 12.38 
 
 z=
 
 4 − x 2 − y2
 
 z
 
 sinh x =
 
 e x − e−x . 2
 
 Graphing a Parametric Surface
 
 Sketch the surface defined parametrically by x = 2 cos u cosh v, y = 2 sin u cosh v and z = 2 sinh v, 0 ≤ u ≤ 2π and −∞ < v < ∞. Solution A sketch such as the one we show in Figure 12.39 can be obtained from a computer algebra system. Notice that this looks like a hyperboloid of one sheet wrapped around the z-axis. To verify that this is correct, observe that
 
 10
 
 10
 
 and
 
 A little algebra shows that cosh2 x − sinh2 x = 1, which is an identity needed in example 6.2.
 
 EXAMPLE 6.2
 
 x
 
 e x + e−x 2
 
 10
 
 y
 
 x 2 + y 2 − z 2 = 4 cos2 u cosh2 v + 4 sin2 u cosh2 v − 4 sinh2 v = 4 (cos2 u + sin2 u) cosh2 v − 4 sinh2 v = 4 cosh2 v − 4 sinh2 v = 4,
 
 FIGURE 12.39 x 2 + y2 − z2 = 4
 
 where we have used the identities cos2 u + sin2 u = 1 and cosh2 v − sinh2 v = 1. Recall that the graph of x 2 + y 2 − z 2 = 4 is indeed a hyperboloid of one sheet. „
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 Most of the time when we use parametric representations of surfaces, the task is the opposite of that in example 6.2. That is, given a particular surface, we may need to find a convenient parametric representation of the surface. Example 6.2 gives us an important clue for working example 6.3.
 
 60 40
 
 EXAMPLE 6.3
 
 20
 
 20
 
 Find parametric equations for the hyperbolic paraboloid z = x 2 − y 2 .
 
 0
 
 0
 
 −20
 
 0
 
 20
 
 −20
 
 Solution It helps to understand the surface with which we are working. Observe that for any value of k, the trace in the plane z = k is a hyperbola. The spread of the hyperbola depends on whether |k| is large or small. To get hyperbolas in x and y, we can start with x = cosh u and y = sinh u. To enlarge or shrink the hyperbola, we can multiply cosh u and sinh u by a constant. We now have x = v cosh u and y = v sinh u. To get z = x 2 − y 2 , simply compute
 
 FIGURE 12.40 Top half of the surface −20
 
 0
 
 Finding a Parametric Representation of a Hyperbolic Paraboloid
 
 20
 
 x 2 − y 2 = v 2 cosh2 u − v 2 sinh2 u = v 2 (cosh2 u − sinh2 u) = v 2 , since cosh2 u − sinh2 u = 1. This gives us the parametric equations
 
 50
 
 x = v cosh u,
 
 y = v sinh u
 
 and
 
 z = v2 .
 
 A graph of the parametric equations is shown in Figure 12.40. However, notice that this is only the top half of the surface, since z = v 2 ≥ 0. To get the bottom half of the surface, we set x = v sinh u and y = v cosh u so that z = x 2 − y 2 = −v 2 ≤ 0. Figure 12.41 shows both halves of the surface. „
 
 0
 
 −50
 
 20 0 −20
 
 FIGURE 12.41 z = x 2 − y2
 
 In many cases, the parametric equations that we use are determined by the geometry of the surface. In particular, in two dimensions, certain curves (especially circles) are more easily described in polar coordinates than in rectangular coordinates. Recall that the polar coordinates r and θ are related to x and y by  x = r cos θ, y = r sin θ and r = x 2 + y 2 . So, the equation for the circle x 2 + y 2 = 4 can be written in polar coordinates simply as r = 2.
 
 EXAMPLE 6.4
 
 Finding Parametric Representations of Surfaces
 
  Find a parametric representation of each surface: (a) the portion of z = x 2 + y 2 inside x 2 + y 2 = 4 and (b) the portion of z = 9 − x 2 − y 2 above the xy-plane with y ≥ 0. Solution For part (a), a graph indicating the cone and the cylinder is shown in Figure 12.42a (on the following page). Notice that the equations for both surfaces include the term x 2 + y 2 and x and y appear only in this combination. This suggests the use of polar coordinates. Taking x = r cos θ and y = r sin θ , the equation of the cone z = x 2 + y 2 becomes z = r and the equation of the cylinder x 2 + y 2 = 4 becomes r = 2. Since the surface in question is that portion of the cone lying inside the cylinder, every point on the surface lies on the cone. So, every point on the surface satisfies x = r cos θ, y = r sin θ and z = r . Observe that the cylinder cuts off the cone, something like a cookie cutter. Instead of all r-values being possible, the cylinder limits us to r ≤ 2. (Think about why this is so.) A parametric representation for (a) is then x = r cos θ,
 
 y = r sin θ
 
 and
 
 z = r,
 
 for
 
 0≤r ≤2
 
 and
 
 0 ≤ θ ≤ 2π.
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 z z
 
 8 6 4 2 3
 
 y
 
 0 3
 
 0.5
 
 1
 
 1.5
 
 2
 
 2.5
 
 3
 
 y
 
 x
 
 x
 
 FIGURE12.42a Portion of z = x 2 + y 2 inside x 2 + y2 = 4
 
 FIGURE 12.42b Portion of z = 9 − x 2 − y 2 above the xy-plane, with y ≥ 0
 
 For part (b), a graph is shown in Figure 12.42b. Again, the presence of the term x 2 + y 2 in the defining equation suggests polar coordinates. Taking x = r cos θ and y = r sin θ , the equation of the paraboloid becomes z = 9 − (x 2 + y 2 ) = 9 − r 2 . To stay above the xy-plane, we need z > 0 or 9 − r 2 > 0 or |r | < 3. Choosing positive r-values, we have 0 ≤ r < 3. Then y ≥ 0, if sin θ ≥ 0. One choice of θ that gives this is 0 ≤ θ ≤ π . A parametric representation for the surface is then x = r cos θ,
 
 y = r sin θ
 
 and
 
 z = 9 − r 2,
 
 for
 
 0≤r 0. The domain of f is then the set D = {(x, y)|y > 0}, that is, the half-plane lying above the x-axis. (See Figure 13.1a.) 2x (b) For g(x, y) = , note that g is defined unless there is a division by zero, y − x2 which occurs when y − x 2 = 0. The domain of g is then {(x, y)|y = x 2 }, which is the entire xy-plane with the parabola y = x 2 removed. (See Figure 13.1b.) „
 
 EXAMPLE 1.2 FIGURE 13.1b
 
 2x The domain of g(x, y) = y − x2
 
 2x . y − x2
 
 Finding the Domain of a Function of Three Variables
 
 Find and describe in graphical terms the domains of (a) f (x, y, z) =  (b) g(x, y, z) = 9 − x 2 − y 2 − z 2 .
 
 cos(x + z) and xy
 
 cos(x + z) , there is a division by zero if x y = 0, which xy occurs if x = 0 or y = 0. The domain is then {(x, y, z)|x = 0 and y = 0}, which is all of three-dimensional space, excluding the yz-plane (x = 0) and the xz-plane (y = 0).  (b) Notice that for g(x, y, z) = 9 − x 2 − y 2 − z 2 to be defined, you’ll need to have 9 − x 2 − y 2 − z 2 ≥ 0, or x 2 + y 2 + z 2 ≤ 9. The domain of g is then the sphere of radius 3 centered at the origin, together with its interior. „ Solution (a) For f (x, y, z) =
 
 In many applications, you won’t have a formula representing a function of interest. Rather, you may know values of the function at only a relatively small number of points, as in example 1.3.
 
 EXAMPLE 1.3
 
 A Function Defined by a Table of Data
 
 A computer simulation of the flight of a baseball provided the data displayed in the accompanying table for the range in feet of a ball hit with initial velocity v ft/s and backspin rate of ω rpm. Each ball is struck at an angle of 30◦ above the horizontal. v 150 160 170 180
 
 ω
 
 0
 
 1000
 
 2000
 
 3000
 
 4000
 
 294 314 335 355
 
 312 334 356 376
 
 333 354 375 397
 
 350 373 395 417
 
 367 391 414 436
 
 Range of baseball in feet
 
 Thinking of the range as a function R(v, ω), find R(180, 0), R(160, 0), R(160, 4000) and R(160, 2000). Discuss the results in baseball terms.
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 y
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 The graph of the function f (x, y) is the graph of the equation z = f (x, y). This is not new, as you have already graphed a number of quadric surfaces that represent functions of two variables.
 
 x
 
 FIGURE 13.2a z = x 2 + y2 z
 
 EXAMPLE 1.4
 
 Graphing Functions of Two Variables
 
 Graph (a) f (x, y) = x 2 + y 2 and (b) g(x, y) =
 
 5
 
 y
 
 4
 
  4 − x 2 + y2.
 
 Solution (a) For f (x, y) = x 2 + y 2 , you may recognize the surface z = x 2 + y 2 as a circular paraboloid. Notice that the traces in the planes z = k > 0 are circles, while the traces in the planes x =k and y = k are parabolas. A graph is shown in Figure 13.2a.  (b) For g(x, y) = 4 − x 2 + y 2 , note that the surface z = 4 − x 2 + y 2 is the top half of the surface z 2 = 4 − x 2 + y 2 or x 2 − y 2 + z 2 = 4. Here, observe that the traces in the planes x = k and z = k are hyperbolas, while the traces in the planes y = k are circles. This gives us a hyperboloid of one sheet, wrapped around the y-axis. The graph of z = g(x, y) is the top half of the hyperboloid, as shown in Figure 13.2b. „
 
 4
 
 x
 
 FIGURE 13.2b z=
 
 Functions of Several Variables
 
 Solution The function values are found by looking in the row with the given value of v and the column with the given value of ω. Thus, R(180, 0) = 355, R(160, 0) = 314, R(160, 4000) = 391 and R(160, 2000) = 354. This says that a ball with no backspin and initial velocity 180 ft/s flies 41 ft farther than one with initial velocity 160 ft/s (no surprise there). However, observe that if a 160 ft/s ball also has backspin of 4000 rpm, it actually flies 36 ft farther than the 180 ft/s ball with no backspin. (The backspin gives the ball a lift force that keeps it in the air longer.) The combination of 160 ft/s and 2000 rpm produces almost exactly the same distance as 180 ft/s with no spin. (Watts and  Bahill estimate that hitting the ball 14 below center produces 2000 rpm.) Thus, both initial velocity and spin have significant effects on the distance the ball flies. „
 
 5
 
 2
 
 ..
 
 Recall from your earlier experience drawing surfaces in three dimensions that an analysis of traces is helpful in sketching many graphs.
 
  4 − x 2 + y2
 
 EXAMPLE 1.5
 
 Graphing Functions in Three Dimensions
 
 Graph (a) f (x, y) = sin x cos y and (b) g(x, y) = e−x (y 2 + 1). 2
 
 Solution (a) For f (x, y) = sin x cos y, notice that the traces in the planes y = k are the sine curves z = sin x cos k, while its traces in the planes x = k are the cosine curves z = sin k cos y. The traces in the planes z = k are the curves k = sin x cos y. These are a bit more unusual, as seen in Figure 13.3a (which is computer-generated) for k = 0.5. The surface should look like a sine wave in multiple directions, as shown in the computer-generated plot in Figure 13.3b.
 
 z
 
 z
 
 y
 
 16 4
 
 8
 
 2 6
 
 4
 
 2
 
 x 2
 
 2
 
 4
 
 6
 
 4 y
 
 4
 
 x
 
 x
 
 FIGURE 13.3a The traces of the surface z = sin x cos y in the plane z = 0.5
 
 4
 
 FIGURE 13.3b z = sin x cos y
 
 FIGURE 13.3c z = e−x (y 2 + 1) 2
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 (b) For g(x, y) = e−x (y 2 + 1), observe that the traces of the surface in the planes 2 x = k are parabolic, while the traces in the planes y = k are proportional to z = e−x , which are bell-shaped curves. The traces in the planes z = k are not particularly helpful here. A sketch of the surface is shown in Figure 13.3c (on the preceding page). „ 2
 
 NOTES You may be tempted to use computer-generated graphs throughout this chapter. However, we must emphasize that our goal is an understanding of three-dimensional graphs, which can best be obtained by sketching many graphs by hand. Doing this will help you know whether a computer-generated graph is accurate or misleading. Even when you use a graphing utility to produce a three-dimensional graph, we urge you to think through the traces, as we do in example 1.5.
 
 Graphing functions of more than one variable is not a simple business. For most functions of two variables, you must take hints from the expressions and try to piece together the clues to identify the surface. Your knowledge of functions of one variable is critical here.
 
 EXAMPLE 1.6
 
 Matching a Function of Two Variables to Its Graph
 
 Match the functions f 1 (x, y) = cos(x 2 + y 2 ), f 2 (x, y) = cos(e x + e y ), f 3 (x, y) = ln (x 2 + y 2 ) and f 4 (x, y) = e−x y to the surfaces shown in Figures 13.4a–13.4d. Solution There are two properties of f 1 (x, y) that you should immediately notice. First, since the cosine of any angle lies between −1 and 1, z = f 1 (x, y) must always lie between −1 and 1. Second, the expression x 2 + y 2 is significant. Given any value of r, and any point (x, y) on the circle x 2 + y 2 = r 2 , the height of the surface at the point (x, y) is a constant, given by z = f 1 (x, y) = cos(r 2 ). Look for a surface that is bounded (this rules out Figure 13.4a) and has circular cross sections parallel to the x y-plane (ruling out Figures 13.4b and 13.4d). That leaves Figure 13.4c for the graph of z = f 1 (x, y). z
 
 z
 
 4 1
 
 4
 
 y
 
 2
 
 y
 
 2
 
 5 x
 
 x
 
 FIGURE 13.4a
 
 FIGURE 13.4b
 
 z
 
 z
 
 2 12
 
 3
 
 y 2
 
 y
 
 2 x
 
 x
 
 FIGURE 13.4c
 
 FIGURE 13.4d
 
 You should notice that y = f 3 (x, y) also has circular cross sections parallel to the xy-plane, again because of the expression x 2 + y 2 . (Think of polar coordinates.) Another important property of f 3 for you to recognize is that the logarithm tends to −∞
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 as its argument (in this case, x 2 + y 2 ) approaches 0. This appears to be what is indicated in Figure 13.4a, with the surface dropping sharply toward the center of the sketch. So, z = f 3 (x, y) corresponds to Figure 13.4a. The remaining two functions involve exponentials. The most important distinction between them is that f 2 (x, y) lies between −1 and 1, due to the cosine term. This suggests that the graph of f 2 (x, y) is given in Figure 13.4b. To avoid jumping to a decision prematurely (after all, the domains used to produce these figures are all slightly different and could be misleading), make sure that the properties of f 4 (x, y) correspond to Figure 13.4d. Note that e−x y → 0 as x y → ∞ and e−x y → ∞ as x y → −∞. As you move away from the origin in regions where x and y have the same sign, the surface should approach the xy-plane (z = 0). In regions where x and y have opposite signs, the surface should rise sharply. Notice that this behavior is exactly what you are seeing in Figure 13.4d. „
 
 REMARK 1.1 The analysis we use in example 1.6 may seem a bit slow, but we urge you to practice this on your own. The more you think (carefully) about how the properties of functions correspond to the structures of surfaces in three dimensions, the easier this chapter will be.
 
 As with any use of technology, the creation of informative three-dimensional graphs can require a significant amount of knowledge and trial-and-error exploration. Even when you have an idea of what a graph should look like (and most often you won’t), you may need to change the viewing window several times before you can clearly see a particular feature. The wireframe graph in Figure 13.5a is a poor representation of f (x, y) = x 2 + y 2 . Notice that this graph shows numerous traces in the planes x = c and y = c for −5 ≤ c ≤ 5. However, no traces are drawn in planes parallel to the xy-plane, so you get no sense that the figure has circular cross sections. One way to improve this is to limit the range of z-values to 0 ≤ z ≤ 20, as in Figure 13.5b. Observe that cutting off the graph here (i.e., not displaying all values of z for the displayed values of x and y) reveals the circular cross section at z = 20. An even better plot is obtained by using the parametric representation x = u cos v, y = u sin v, z = u 2 , as shown in Figure 13.5c. z
 
 z
 
 z 20
 
 50
 
 2.5
 
 4
 
 4
 
 y
 
 x
 
 x
 
 4
 
 4
 
 y
 
 0 2.5
 
 x
 
 5 2.5 2.5
 
 5
 
 FIGURE 13.5a
 
 FIGURE 13.5b
 
 FIGURE 13.5c
 
 z = x 2 + y2
 
 z = x 2 + y2
 
 z = x 2 + y2
 
 5
 
 y
 
 An important feature of three-dimensional graphs is the viewpoint from which the graph is drawn. In Figures 13.5a and 13.5b, we are looking at the paraboloid from a viewpoint that is above the xy-plane and between the positive x- and y-axes. This is the default viewpoint for many graphing utilities and is very similar to the way we have drawn graphs by hand. 2 Figure 13.3c shows the default viewpoint of f (x, y) = e−x (y 2 + 1). In Figure 13.6a, we
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 switch the viewpoint to the positive y-axis, from which we can see the bell-shaped profile of the graph. This viewpoint shows us several traces with y = c, so that we see a number of 2 curves of the form z = ke−x . In Figure 13.6b, the viewpoint is the positive x-axis, so that we see parabolic traces of the form z = k(y 2 + 1). Figure 13.6c shows the view from high above the x-axis. z
 
 z
 
 25
 
 25
 
 25
 
 20 20
 
 15
 
 15
 
 10
 
 10 y 5 x 5
 
 0
 
 y 5
 
 5
 
 5
 
 5
 
 5
 
 FIGURE 13.6a
 
 FIGURE 13.6b
 
 FIGURE 13.6c
 
 z = e−x (y 2 + 1)
 
 z = e−x (y 2 + 1)
 
 z = e−x (y 2 + 1)
 
 2
 
 2
 
 2
 
 Many graphing utilities offer alternatives to wireframe graphs. One deficiency of wireframe graphs is the lack of traces parallel to the xy-plane. This is not a problem in Figures 13.6a to 13.6c, where traces in the planes z = c are too complicated to be helpful. However, in Figures 13.5a and 13.5b, the circular cross sections provide valuable information about the structure of the graph. To see such traces, many graphing utilities provide a “contour mode” or “parametric surface” option. These are shown in Figures 13.7a and 13.7b for f (x, y) = x 2 + y 2 and are explored further in the exercises. z
 
 z
 
 25
 
 z=3 x
 
 4
 
 z = 24 z = 21 z = 18 z = 15 z = 12 z=9 z=6 4
 
 25
 
 y
 
 4
 
 4
 
 y
 
 x
 
 FIGURE 13.7a
 
 FIGURE 13.7b
 
 z = x 2 + y 2 (contour mode)
 
 z = x 2 + y 2 (parametric plot)
 
 Two other types of graphs, the contour plot and the density plot, provide the same information condensed into a two-dimensional picture. Recall that for two of the surfaces in example 1.6, it was important to recognize that the surface had circular cross sections, since x and y appeared only in the combination x 2 + y 2 . The contour plot and the density plot will aid in identifying features such as this. A level curve of the function f (x, y) is the (two-dimensional) curve defined by f (x, y) = c, for some constant c. (This corresponds to the trace of the surface z = f (x, y) in the plane z = c.) A contour plot of f (x, y) is a graph of numerous level curves f (x, y) = c, for representative values of c.
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 Sketching Contour Plots
 
 Sketch contour plots for (a) f (x, y) = −x 2 + y and (b) g(x, y) = x 2 + y 2 .
 
 8 6 c=4 c=2 c=0 3
 
 ..
 
 x
 
 c = 2
 
 3
 
 c = 4
 
 FIGURE 13.8a Contour plot of f (x, y) = −x 2 + y y
 
 Solution (a) First, note that the level curves of f (x, y) are defined by −x 2 + y = c, where c is a constant. Solving for y, you can identify the level curves as the parabolas y = x 2 + c. A contour plot with c = −4, −2, 0, 2 and 4 is shown in Figure 13.8a. (b) The level curves for g(x, y) are the circles x 2 + y 2 = c. In this case, note that there are level curves only for c ≥ 0. A contour plot with c = 1, 4, 7 and 10 is shown in Figure 13.8b. „ Note that in example 1.7, we used values for c that were equally spaced. There is no requirement that you do so, but it can help you to get a sense for how the level curves would “stack up” to produce the three-dimensional graph. We show a more extensive contour plot for g(x, y) = x 2 + y 2 in Figure 13.9a. In Figure 13.9b, we show a plot of the surface, with a number of traces drawn (in planes parallel to the xy-plane). Notice that the projections of these traces onto the xy-plane correspond to the contour plot in Figure 13.9a.
 
 3 7 c=1 4
 
 y
 
 c = 10 x
 
 3
 
 z
 
 c = 10
 
 3 2
 
 3
 
 10 1 c=1
 
 3
 
 3
 
 2
 
 1
 
 0
 
 x 1
 
 2
 
 3
 
 1
 
 FIGURE 13.8b Contour plot of g(x, y) = x 2 + y 2
 
 2
 
 c=1
 
 4 3
 
 c = 10 4
 
 y
 
 x
 
 FIGURE 13.9a
 
 FIGURE 13.9b
 
 Contour plot of g(x, y) = x 2 + y 2
 
 z = x 2 + y2
 
 Look carefully at Figure 13.9a and observe that the contour plot indicates that the increase in the radii of the circles is not constant as c increases. As you might expect, for more complicated functions, the process of matching contour plots with surfaces becomes more challenging.
 
 EXAMPLE 1.8
 
 Match each of the surfaces of example 1.6 to the corresponding contour plot shown in Figures 13.10a–13.10d.
 
 y 4
 
 c = ln 16
 
 c = ln 25 x
 
 4
 
 4
 
 4
 
 Matching Surfaces to Contour Plots
 
 c = ln 9
 
 FIGURE 13.10a
 
 Solution Note that only in Figures 13.4a and 13.4c are the level curves circular, so these surfaces correspond to the contour plots in Figures 13.10a and 13.10b, but, which is which? The principal feature of the surface in Figure 13.4a is the behavior near the z-axis and the rapid change in the function near the z-axis results in a large number of level curves near the origin. (Think about this.) By contrast, the oscillations in Figure 13.4c would produce level curves that alternately get closer together and farther apart. We can conclude that Figure 13.4a matches with Figure 13.10a, while Figure 13.4c matches with Figure 13.10b. Next, intersecting the surface in Figure 13.4d with the plane z = c > 0 results in two separate curves that open in opposite directions (to the lower left and upper right of Figure 13.4d), corresponding to the hyperbolas seen in Figure 13.10c. The final match of Figure 13.10d to Figure 13.4b is more difficult to
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 y
 
 y
 
 2
 
 2
 
 1
 
 1
 
 c = 0.8 2
 
 1
 
 13-8
 
 1
 
 c = 0.5
 
 2
 
 y
 
 1
 
 c = 0.5 c = 1.3
 
 x
 
 2
 
 1 c = 2 c = 0.5
 
 1 2
 
 1
 
 2
 
 x
 
 2
 
 c = 0.8
 
 FIGURE 13.10c
 
 If the level curves in a contour plot are plotted for equally spaced values of z, observe that a tightly packed region of the contour plot will correspond to a region of rapid change in the function. Alternatively, blank space in the contour plot corresponds to a region of slow change in the function. For this reason, we typically draw contour plots using equally spaced values of z.
 
 2
 
 x
 
 1 2
 
 FIGURE 13.10d
 
 In a density plot, each pixel is shaded according to the size of the function value at a point representing the pixel, with different colors and shades indicating different function values. Level curves can then be seen as curves formed by a specific shade.
 
 EXAMPLE 1.9
 
 Matching Functions and Density Plots
 
 Match the density plots in Figures 13.11a–13.11c with the functions 1 2x f 1 (x, y) = 2 , f 2 (x, y) = and f 3 (x, y) = cos(x 2 + y 2 ). y − x2 y − x2 Solution As we did with contour plots, we start with the most obvious properties of the functions and try to identify the corresponding properties in the density plots. Both f 1 and f 2 have gaps in their domains due to divisions by zero. Near the gaps, you should expect large function values (large in absolute value). Notice that Figure 13.11b shows a lighter color band in the shape of a hyperbola (like y 2 − x 2 = c for a small number c)
 
 2
 
 2
 
 2
 
 1
 
 1
 
 1
 
 y 0
 
 y 0
 
 y 0
 
 1
 
 1
 
 1
 
 1
 
 1
 
 see, but notice how the curves of Figure 13.10d correspond to the curve of the peaks in Figure 13.4b. (To see this, you will need to adjust for the y-axis pointing up in Figure 13.10d and to the right in Figure 13.4b.) As an additional means of distinguishing the last two graphs, notice that Figure 13.4d is very flat near the origin. This corresponds to the lack of level curves near the origin in Figure 13.10c. By contrast, Figure 13.4b shows oscillation near the origin and there are several level curves near the origin in Figure 13.10d. „
 
 REMARK 1.2
 
 2 2
 
 c = 0.5
 
 1
 
 c = 0.5
 
 1 2
 
 FIGURE 13.10b
 
 c = 0.8
 
 2
 
 0 x
 
 1
 
 FIGURE 13.11a
 
 2
 
 2 2
 
 1
 
 0 x
 
 1
 
 FIGURE 13.11b
 
 2
 
 2 2
 
 1
 
 0 x
 
 1
 
 2
 
 FIGURE 13.11c
 
 and Figure 13.11c shows a lighter color band in the shape of a parabola (like y − x 2 = 0). This tells you that the density plot for f 1 (x, y) is Figure 13.11b and the density plot for f 2 (x, y) is Figure 13.11c. That leaves Figure 13.11a for f 3 (x, y). You should be able to see the circular bands in the density plot arising from the x 2 + y 2 term in f 3 (x, y). „
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 FIGURE 13.12a
 
 FIGURE 13.12b
 
 Weather map showing barometric pressure
 
 Weather maps showing bands of temperature and precipitation
 
 z 2
 
 y 2 2 x
 
 FIGURE 13.13a x 2 + y2 + z2 = 1 z 2
 
 y 2
 
 x
 
 x 2 + y2 + z2 = 2
 
 FIGURE 13.12d
 
 Ocean heat content
 
 Ocean heat content
 
 There are many examples of contour plots and density plots that you see every day. Weather maps often show level curves of atmospheric pressure. (See Figure 13.12a.) In this setting, the level curves are called isobars (that is, curves along which the barometric pressure is constant). Other weather maps represent temperature or degree of wetness with color coding (as in Figure 13.12b), which are essentially density plots. Scientists also use density plots while studying other climatic phenomena. For instance, in Figures 13.12c and 13.12d, we show two density plots indicating sea-surface height (which correlates with ocean heat content) indicating changes in the El Ni˜no phenomenon over a period of several weeks. We close this section by briefly looking at the graphs of functions of three variables, f (x, y, z). We won’t actually graph any such functions, since a true graph would require four dimensions (three independent variables plus one dependent variable). We can, however, gain important information from looking at graphs of the level surfaces of a function f. These are the graphs of the equation f (x, y, z) = c, for different choices of the constant c. Much as level curves do for functions of two variables, level surfaces can help you identify symmetries and regions of rapid or slow change in a function of three variables.
 
 EXAMPLE 1.10
 
 2
 
 FIGURE 13.13b
 
 FIGURE 13.12c
 
 Sketching Level Surfaces
 
 Sketch several level surfaces of f (x, y, z) = x 2 + y 2 + z 2 . Solution The level surfaces are described by the equation x 2 + y 2 + z 2 = c. Of √ course, these are spheres of radius c for c > 0. Surfaces with c = 1 and c = 2 are shown in Figures 13.13a and 13.13b, respectively. „
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 BEYOND FORMULAS Our main way of thinking about surfaces in three dimensions is to analyze twodimensional cross sections and build them up into a three-dimensional image. This allows us to use our experience with equations and graphs in two dimensions to determine properties of the graphs. Contour plots and density plots do essentially the same thing, with the one restriction that the cross sections represented are in parallel planes (for example, all parallel to the xy-plane). These two-dimensional plots do not show the distortions that result from trying to represent a three-dimensional object on two-dimensional paper. Thus, we can often draw better conclusions from a contour plot than from a three-dimensional graph.
 
 EXERCISES 13.1 9. (a) f (x, y) = x 2 + y 2 − 1 (b) f (x, y) = tan−1 (x 2 + y 2 − 1)
 
 WRITING EXERCISES 1. Explain why neither a full hyperboloid nor an ellipsoid would be the graph of a function of two variables. Develop a “vertical line test” for determining whether a given surface is the graph of a function of two variables. 2. In example 1.4, we used traces to help sketch the surface, but in example 1.5 the traces were less helpful. Discuss the differences in the functions involved and how you can tell whether or not traces will be helpful. 3. Given a contour plot, what can be said about the function? For example, explain why a contour plot without labels (identifying the value of z) could correspond to more than one function. If the contour plot shows a set of concentric circles around a point, explain why you would expect that point to be the location of a local extremum. Explain why, without labels, you could not distinguish a local maximum from a local minimum. 4. Imagine a contour plot that shows level curves for equally spaced z-values (e.g., z = 0, z = 2 and z = 4). Near point A, several level curves are very close together, but near point B, there are no level curves showing at all. Discuss the behavior of the function near points A and B, especially commenting on whether the function is changing rapidly or slowly.
 
 In exercises 1–6, describe and sketch the domain of the function. 1. f (x, y) =
 
 1 x+y
 
 3. f (x, y) = ln (x 2 + y 2 − 1)
 
 3x y y − x2  4 − x 2 − y2 4. f (x, y) =  x 2 + y2 − 1 2. f (x, y) =
 
 2x z e yz 5. f (x, y, z) =  6. f (x, y, z) = z − x 2 − y2 4 − x 2 − y2 − z2
 
 ............................................................ In exercises 7–10, describe the range of the function.   7. (a) f (x, y) = 2 + x − y (b) f (x, y) = 4 − x 2 − y 2   π x2 2 2 8. (a) f (x, y) = cos (x + y ) (b) f (x, y) = cos 2x 2 + y 2
 
 10. (a) f (x, y) = e x−y
 
 (b) f (x, y) = e2−x
 
 2 −y 2
 
 ............................................................ In exercises 11 and 12, use the table in example 1.3. 11. Find (a) R(150, 1000), (b) R(150, 2000) and (c) R(150, 3000). (d) Based on your answers, how much extra distance is gained from an additional 1000 rpm of backspin? 12. Find (a) R(150, 2000), (b) R(160, 2000) and (c) R(170, 2000). (d) Based on your answers, how much extra distance is gained from an additional 10 ft/s of initial velocity?
 
 ............................................................ 13. The heat index is a combination of temperature and humidity that measures how effectively the human body is able to dissipate heat; in other words, the heat index is a measure of how hot it feels. The more humidity there is, the harder it is for the body to evaporate moisture and cool off, so the hotter you feel. The table shows the heat index for selected temperatures and humidities in shade with a light breeze. For the function H (t, h), find H (80, 20), H (80, 40) and H(80, 60). At 80◦ , approximately how many degrees does an extra 20% humidity add to the heat index?
 
 70◦ 80◦ 90◦ 100◦
 
 20%
 
 40%
 
 60%
 
 80%
 
 65.1 77.4 86.5 98.8
 
 66.9 80.4 92.3 111.2
 
 68.8 82.8 100.5 129.5
 
 70.7 85.9 112.0 154.0
 
 14. Use the preceding heat index table to find H(90, 20), H(90, 40) and H(90, 60). At 90◦ , approximately how many degrees does an extra 20% humidity add to the heat index? This answer is larger than the answer to exercise 13. Discuss what this means in terms of the danger of high humidity.
 
 ............................................................ In exercises 15–20, sketch the indicated traces and graph z  f (x, y). 15. f (x, y) = x 2 + y 2 ; x = 0, z = 1, z = 2, z = 3 16. f (x, y) = x 2 − y 2 ; x = 0, y = 0, z = 1, z = −1
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 (c) f (x, y) = sin (x 2 + y 2 )
 
 x 2 + y 2 ; x = 0, z = 1, z = 2, z = 3
 
 (d) f (x, y) = e−x
 
 18. f (x, y) = 2x 2 − y; x = 0, z = 0, z = 1, z = 2  19. f (x, y) = 4 − x 2 − y 2 ; x = 0, y = 0, z = 0, z = 1  20. f (x, y) = 4 + x 2 − y 2 ; x = 0, x = 1, x = −1, z = 0
 
 2 −y 2
 
 z
 
 z
 
 ............................................................ y
 
 In exercises 21–26, use a graphing utility to sketch graphs of z  f (x, y) from two different viewpoints, showing different features of the graphs. 21. (a) f (x, y) =
 
 x y2 2 x + y4
 
 (b) f (x, y) =
 
 22. (a) f (x, y) = 4x y − x − y 4
 
 23. (a) f (x, y) = xe
 
 −x 2 −y 3 +y
 
 24. (a) f (x, y) = cos
 
 
 
 4
 
 x y2 2 x + y2
 
 x 2 + y2
 
 x
 
 x
 
 SURFACE 1
 
 (b) f (x, y) = x − 3x y + y 3
 
 (b) f (x, y) = x ye−x
 
 y
 
 3
 
 SURFACE 2
 
 z
 
 z
 
 2 −y 2
 
 (b) f (x, y) = sin2 x + cos2 y
 
 25. (a) f (x, y) = ln (x 2 + y 2 − 1) (b) f (x, y) = 2x sin x y ln y
 
 y
 
 26. (a) f (x, y) = 5xe y − x 5 − e5y (b) f (x, y) = 2x 4 + e4y − 4x 2 e y
 
 y
 
 ............................................................ x
 
 27. In parts a–d, match the functions to the surfaces. (a) f (x, y) = x 2 + 3x 7
 
 x
 
 SURFACE 3
 
 SURFACE 4
 
 ............................................................
 
 (b) f (x, y) = x 2 + 3y 7
 
 In exercises 29–34, sketch a contour plot.
 
 (c) f (x, y) = x 2 − y 3 (d) f (x, y) = y 2 − x 3 z
 
 z
 
 
 
 29. f (x, y) = x 2 + 4y 2
 
 30. f (x, y) = cos
 
 31. f (x, y) = y − 4x 2
 
 32. f (x, y) = y 3 − 2x
 
 33. f (x, y) = e y−x
 
 3
 
 x 2 + y2
 
 34. f (x, y) = ye x
 
 ............................................................ In exercises 35–38, use a CAS to sketch a contour plot. y y
 
 x
 
 35. f (x, y) = x ye−x
 
 2 −y 2
 
 37. f (x, y) = sin x sin y
 
 36. f (x, y) = x 3 − 3x y + y 2 38. f (x, y) = sin (y − x 2 )
 
 ............................................................ x
 
 SURFACE 1 z
 
 z 100 50
 
 10 2
 
 2
 
 5 x 50 100
 
 2 y
 
 x
 
 SURFACE 3
 
 39. If your graphing utility can draw three-dimensional parametric graphs, compare the wireframe graph of z = x 2 + y 2 with the parametric graph of x(r, t) = r cos t, y(r, t) = r sin t and z(r, t) = r 2 . (Change parameter letters from r and t to whichever letters your utility uses.)
 
 SURFACE 2
 
 1
 
 SURFACE 4
 
 28. In parts a–d, match the functions to the surfaces. (a) f (x, y) = cos2 x + y 2 (b) f (x, y) = cos (x 2 + y 2 )
 
 2 y
 
 40. If your graphing utility can draw three-dimensional parametric graphs, compare the wireframe graph of z = ln (x 2 + y 2 ) with the parametric graph of x(r, t) = r cos t, y(r, t) = r sin t and z(r, t) = ln (r 2 ). 41. If your graphing utility can draw three-dimensional parametric graphs, find parametric equations for z = cos(x 2 + y 2 ) and compare the wireframe and parametric graphs. 42. If your graphing utility can draw three-dimensional  parametric graphs, compare the wireframe graphs of z = ± 1 − x 2 − y 2 with the parametric graph of x(u, v) = cos u sin v, y(u, v) = sin u sin v and z(u, v) = cos v.
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 43. In parts a–d, match the surfaces to the contour plots. z z
 
 y y x
 
 (a)
 
 2
 
 1
 
 1
 
 y 0
 
 y0
 
 1
 
 1 2
 
 2 2
 
 CONTOUR 1 2
 
 1
 
 1
 
 y0
 
 y0
 
 1
 
 1
 
 1
 
 1 1
 
 0 x
 
 1
 
 2
 
 2 2
 
 1
 
 0 x
 
 1
 
 2
 
 (d)
 
 1
 
 0 x
 
 46. f (x, y, z) = x 2 + y 2 − z 48. f (x, y, z) = x 2 − y 2 − z 2
 
 1
 
 2
 
 CONTOUR 2
 
 2
 
 0 x
 
 1
 
 49. The graph of f (x, y) = x 2 − y 2 is shown from two different viewpoints. Identify which is viewed from (a) the positive xaxis and (b) the positive y-axis.
 
 (d)
 
 2
 
 1
 
 y0
 
 ............................................................
 
 y
 
 (c)
 
 2 2
 
 y0
 
 In exercises 45–48, sketch several level surfaces of the given function.
 
 x
 
 1
 
 1
 
 45. f (x, y, z) = x 2 − y 2 + z 2  47. f (x, y, z) = z − x 2 + y 2
 
 x
 
 0 x
 
 1
 
 ............................................................
 
 z
 
 y
 
 1
 
 2
 
 (c)
 
 (b)
 
 z
 
 13-12
 
 2
 
 2 2
 
 x
 
 2 2
 
 LT (Late Transcendental)
 
 16:55
 
 2
 
 VIEW A
 
 VIEW B
 
 50. The graph of f (x, y) = x 2 y 2 − y 4 + x 3 is shown from two different viewpoints. Identify which is viewed from (a) the positive x-axis and (b) the positive y-axis.
 
 2 2
 
 CONTOUR 3
 
 1
 
 0 x
 
 1
 
 2
 
 CONTOUR 4
 
 44. In parts a–d, match the density plots to the contour plots of exercise 43. 2
 
 2
 
 1
 
 1
 
 y0
 
 y0
 
 1
 
 1
 
 2 2
 
 2 2
 
 1
 
 0 x
 
 (a)
 
 1
 
 2
 
 VIEW A
 
 VIEW B
 
 51. Suppose that a contour plot of f (x, y) includes several level curves that appear to intersect at a point P. Explain why different contours cannot intersect.
 
 1
 
 0 x
 
 1
 
 2
 
 52. In exercise 51, possibilities include (1) the level curves just get very close together and (2) the point P is a “hole” in each level curve. Sketch possible contour plots that illustrate (1) and (2) and discuss the behavior of the function near P in each case.
 
 (b)
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 57. A well-known college uses the following formula to predict the grade average of prospective students:
 
 APPLICATIONS 53. The topographical map shows level curves for the height of a hill. For each point indicated, identify the height and sketch a short arrow indicating the direction from that point that corresponds to “straight up” the hill; that is, show the direction of the largest rate of increase in height.
 
 480
 
 ..
 
 460
 
 470
 
 470
 
 490 500
 
 B 480
 
 49
 
 0
 
 A C
 
 54. For the topographical map from exercise 53, there are two peaks shown. Identify the locations of the peaks and use the labels to approximate the height of each peak. 55. Suppose that the accompanying contour plot represents the temperature in a room. If it is winter, identify likely positions for a heating vent and a window. Speculate on what the circular level curves might represent.
 
 PGA = 0.708(HS) + 0.0018(SATV) + 0.001(SATM) − 1.13 Here, PGA is the predicted grade average, HS is the student’s high school grade average (in core academic courses, on a fourpoint scale), SATV is the student’s SAT verbal score and SATM is the student’s SAT math score. Use your scores to compute your own predicted grade average. Determine whether it is possible to have a predicted average of 4.0, or a negative predicted grade average. In this formula, the predicted grade average is a function of three variables. State which variable you think is the most important and explain why you think so. 58. In The Hidden Game of Football, Carroll, Palmer and Thorn give the following formula for the probability p that the team with the ball will win the game:   p s ln = 0.6s + 0.084 √ − 0.0073(y − 74). 1− p t/60 Here, s is the current score differential (+ if you’re winning, – if you’re losing), t is the number of minutes remaining and y is the number of yards to the goal line. For the function p(s, t, y), compute p(2, 10, 40), p(3, 10, 40), p(3, 10, 80) and p(3, 20, 40), and interpret the differences in football terms. 59. Suppose that you drive x mph for d miles and then y mph for d miles. Show that your average speed S is given by 2x y S(x, y) = mph. On a 40-mile trip, if you average x+y 30 mph for the first 20 miles, how fast must you go to average 40 mph for the entire trip? How fast must you go to average 60 mph for the entire trip? 60. The price-to-earnings ratio of a stock is defined by R = EP , where P is the price per share of the stock and E is the earnings. The yield of the stock is defined by Y = Pd , where d is the dividends per share. Find the yield as a function of R, d and E.
 
 EXPLORATORY EXERCISES
 
 56. Suppose that the accompanying contour plot represents the coefficient of restitution (the “bounciness”) at various locations on a tennis racket. Locate the point of maximum power for the racket, and explain why you know it’s maximum power and not minimum power. Racket manufacturers sometimes call one of the level curves the “sweet spot” of the racket. Explain why this is reasonable.
 
 1. Graphically explore the results of the transformations g1 (x, y) = f (x, y) + c, g2 (x, y) = f (x, y + c) and g3 (x, y) = f (x + c, y). [Hint: Take a specific function like f (x, y) = x 2 + y 2 and look at the graphs of the transformed functions x 2 + y 2 + 2, x 2 + (y + 2)2 and (x + 2)2 + y 2 .] Determine what changes occur when the constant is added. Test your hypothesis for other constants (be sure to try negative constants, too). Then, explore the transformations g4 (x, y) = c f (x, y) and g5 (x, y) = f (c1 x, c2 y). 2. To digitize a black-and-white photograph, superimpose a rectangular grid and assign to each subrectangle a number representing the brightness of that portion of the photograph. The grid defines the x- and y-values and the brightness numbers are the function values. Briefly describe how this function differs from other functions in this section. Near the soccer jersey in the photograph shown on next page, describe how the brightness function behaves. To “sharpen” the picture by increasing the contrast, should you transform the function values to make them closer together or farther apart?
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 13.2 LIMITS AND CONTINUITY At the beginning of our study of the calculus and again when we introduced vector-valued functions, we have followed the same progression of topics, beginning with graphs of functions, then limits, continuity, derivatives and integrals. We continue this progression now by extending the concept of limit to functions of two (and then three) variables. As you will see, the increase in dimension causes some interesting complications. First, recall that for a function of a single variable, if we write lim f (x) = L, we mean x→a that as x gets closer and closer to a, f (x) gets closer and closer to the number L. Here, for functions of several variables, the idea is very similar. When we write lim
 
 (x,y)→(a,b)
 
 f (x, y) = L ,
 
 we mean that as (x, y) gets closer and closer to (a, b), f (x, y) is getting closer and closer to the number L. In this case, (x, y) may approach (a, b) along any of the infinitely many different paths passing through (a, b). For instance, lim (x y − 2) asks us to identify what happens to the function x y − 2 (x,y)→(2,3)
 
 as x approaches 2 and y approaches 3. Clearly, x y − 2 approaches 2(3) − 2 = 4 and we write lim (x y − 2) = 4. (x,y)→(2,3)
 
 Similarly, you can reason that lim
 
 (x,y)→(−1,π)
 
 (sin x y − x 2 y) = sin(−π ) − π = −π.
 
 In other words, for many (nice) functions, we can compute limits simply by substituting into the function. However, as with functions of a single variable, the limits in which we’re most interested cannot be computed by simply substituting values for x and y. For instance, for lim
 
 (x,y)→(1,0)
 
 y , x +y−1
 
 substituting in x = 1 and y = 0 gives the indeterminate form 00 . To evaluate this limit, we must investigate further. You may recall from our discussion in section 1.6 that for a function f of a single variable defined on an open interval containing a (but not necessarily at a), we say that lim f (x) = L x→a if given any number ε > 0, there is another number δ > 0 such that | f (x) − L| < ε whenever 0 < |x − a| < δ. In other words, no matter how close you wish to make f (x) to L (we
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 represent this distance by ε), you can make it that close, just by making x sufficiently close to a (i.e., within a distance δ of a). The definition of the limit of a function of two variables is completely analogous to the definition for a function of a single variable. We say that lim f (x, y) = L, if we can (x,y)→(a,b)
 
 make f (x, y) as close as desired to L by making the point (x, y) sufficiently close to (a, b). We make this more precise in Definition 2.1.
 
 DEFINITION 2.1 (Formal Definition of Limit) Let f be defined on the interior of a circle centered at the point (a, b), except possibly at (a, b) itself. We say that lim f (x, y) = L if for every ε > 0 there exists a (x,y)→(a,b)  δ > 0 such that | f (x, y) − L| < ε whenever 0 < (x − a)2 + (y − b)2 < δ.
 
 We illustrate the definition in Figure 13.14. y
 
 (x, y) d
 
 (a, b) f f (x, y)
 
 x
 
 L´
 
 L
 
 z
 
 L´
 
 FIGURE 13.14 The definition of limit
 
 Notice that the definition says that given any desired degree of closeness ε > 0, you must be able to find another number δ > 0, so that all points lying within a distance δ of (a, b) are mapped by f to points within distance ε of L on the real line.
 
 EXAMPLE 2.1 Verify that
 
 lim
 
 Using the Definition of Limit
 
 (x,y)→(a,b)
 
 x = a and
 
 lim
 
 (x,y)→(a,b)
 
 y = b.
 
 Solution Certainly, both of these limits are intuitively quite clear. We can use Definition 2.1 to verify them, however. Given anynumber ε > 0, we must find another number δ > 0 so that |x − a| < ε whenever 0 < (x − a)2 + (y − b)2 < δ. Notice that   (x − a)2 + (y − b)2 ≥ (x − a)2 = |x − a|, and so, taking δ = ε, we have that   |x − a| = (x − a)2 ≤ (x − a)2 + (y − b)2 < ε,  whenever 0 < (x − a)2 + (y − b)2 < δ. Likewise, we can show that „
 
 lim
 
 (x,y)→(a,b)
 
 y = b.
 
 With this definition of limit, we can prove the usual results for limits of sums, products and quotients. That is, if f (x, y) and g(x, y) both have limits as (x, y) approaches (a, b), we have lim
 
 (x,y)→(a,b)
 
 [ f (x, y) ± g(x, y)] =
 
 lim
 
 (x,y)→(a,b)
 
 f (x, y) ±
 
 lim
 
 (x,y)→(a,b)
 
 g(x, y)
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 (i.e., the limit of a sum or difference is the sum or difference of the limits),    lim f (x, y) lim g(x, y) lim [ f (x, y)g(x, y)] = (x,y)→(a,b)
 
 (x,y)→(a,b)
 
 (x,y)→(a,b)
 
 (i.e., the limit of a product is the product of the limits) and lim
 
 (x,y)→(a,b)
 
 f (x, y) = g(x, y)
 
 lim
 
 f (x, y)
 
 lim
 
 g(x, y)
 
 (x,y)→(a,b) (x,y)→(a,b)
 
 (i.e., the limit of a quotient is the quotient of the limits), provided
 
 lim
 
 (x,y)→(a,b)
 
 g(x, y) = 0.
 
 A polynomial in the two variables x and y is any sum of terms of the form cx n y m , where c is a constant and n and m are nonnegative integers. Using the preceding results and example 2.1, we can show that the limit of any polynomial always exists and is found simply by substitution.
 
 EXAMPLE 2.2 Evaluate
 
 Finding a Simple Limit
 
 2x 2 y + 3x y . (x,y)→(2,1) 5x y 2 + 3y lim
 
 Solution First, note that this is the limit of a rational function (i.e., the quotient of two polynomials). Since the limit in the denominator is lim
 
 (x,y)→(2,1)
 
 we have
 
 (5x y 2 + 3y) = 10 + 3 = 13 = 0,
 
 2x 2 y + 3x y = lim (x,y)→(2,1) 5x y 2 + 3y
 
 lim
 
 (2x 2 y + 3x y)
 
 lim
 
 (5x y 2 + 3y)
 
 (x,y)→(2,1)
 
 (x,y)→(2,1)
 
 =
 
 14 . 13
 
 „
 
 Think about the implications of Definition 2.1 (even if you are a little unsure of the role of ε and δ). If there is any way to approach the point (a, b) without the function values approaching the value L (e.g., by virtue of the function values blowing up, oscillating or by approaching some other value), then the limit will not equal L. For the limit to equal L, the function has to approach L along every possible path. This gives us a simple method for determining that a limit does not exist.
 
 REMARK 2.1 If f (x, y) approaches L 1 as (x, y) approaches (a, b) along a path P1 and f (x, y) approaches L 2 = L 1 as (x, y) approaches (a, b) along a path P2 , then lim f (x, y) does not exist. (x,y)→(a,b)
 
 (3)
 
 (1)
 
 (3)
 
 (2)
 
 (2)
 
 Unlike the case for functions of a single variable where there are just two paths approaching a given point (corresponding to left- and right-hand limits), in two dimensions there are infinitely many paths (and you obviously can’t check each one individually). In practice, when you suspect that a limit does not exist, you should check the limit along the simplest paths first. We will use the following guidelines.
 
 (a, b) (4)
 
 (4) (1)
 
 FIGURE 13.15 Various paths to (a, b)
 
 REMARK 2.2 The simplest paths to try are (1) x = a, y → b (vertical lines); (2) y = b, x → a (horizontal lines); (3) y = g(x), x → a [where b = g(a)] and (4) x = g(y), y → b [where a = g(b)]. Several of these paths are illustrated in Figure 13.15.
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 A Limit That Does Not Exist
 
 y . x +y−1
 
 Solution First, we consider the vertical line path along the line x = 1 and compute the limit as y approaches 0. If (x, y) → (1, 0) along the line x = 1, we have y lim = lim 1 = 1. (1,y)→(1,0) 1 + y − 1 y→0 We next consider the path along the horizontal line y = 0 and compute the limit as x approaches 1. Here, we have lim
 
 (x,0)→(1,0)
 
 0 = lim 0 = 0. x + 0 − 1 x→1
 
 Since the function approaches two different values along two different paths to the point (1, 0), the limit does not exist. „ Many of our examples and exercises have (x, y) approaching (0, 0). In this case, notice that another simple path passing through (0, 0) is the line y = x.
 
 EXAMPLE 2.4 Evaluate
 
 lim
 
 (x,y)→(0,0)
 
 A Limit That Is the Same Along Two Paths but Does Not Exist
 
 xy . x 2 + y2
 
 Solution First, we consider the limit along the path x = 0. We have 0 = lim 0 = 0. (0,y)→(0,0) 0 + y 2 y→0 lim
 
 Similarly, for the path y = 0, we have lim
 
 (x,0)→(0,0)
 
 0 = lim 0 = 0. x 2 + 0 x→0
 
 Be careful; just because the limits along the first two paths you try are the same does not mean that the limit exists. For a limit to exist, the limit must be the same along all paths through (0, 0) (not just along two). Here, we may simply need to look at more paths. Notice that for the path y = x, we have lim
 
 (x,x)→(0,0)
 
 x(x) x2 1 = lim = . x→0 2x 2 x2 + x2 2
 
 Since the limit along this path doesn’t match the limit along the first two paths, the limit does not exist. „ As we’ve done in examples 2.3 and 2.4, when choosing paths, you should look for substitutions that will simplify the function dramatically.
 
 EXAMPLE 2.5 Evaluate
 
 lim
 
 (x,y)→(0,0)
 
 A Limit Problem Requiring a More Complicated Choice of Path x y2 . x 2 + y4
 
 Solution First, we consider the path x = 0 and get lim
 
 (0,y)→(0,0)
 
 0 = lim 0 = 0. y→0 0 + y4
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 Similarly, following the path y = 0, we get lim
 
 (x,0)→(0,0)
 
 0 = lim 0 = 0. x 2 + 0 x→0
 
 Since the limits along the first two paths are the same, we try another path. As in example 2.4, we next try the line y = x. As it turns out, this limit is lim
 
 (x,x)→(0,0)
 
 x3 x = lim = 0, 2 4 x→0 1 + x 2 x +x
 
 also. In exercise 59, you will show that the limit along every straight line through the origin is 0. However, we still cannot conclude that the limit is 0. For this to happen, the limit along all paths (not just along all straight-line paths) must be 0. At this point, we know that either the limit exists (and equals 0) or the limit does not exist, in which case, we must discover a path through (0, 0) along which the limit is not 0. Notice that along the path x = y 2 , the terms x 2 and y 4 will be equal. We then have y 2 (y 2 ) y4 1 = lim 4 = . 2 2 4 y→0 2y 2 (y 2 ,y)→(0,0) (y ) + y lim
 
 Since this limit does not agree with the limits along the earlier paths, the original limit does not exist. „ Before discussing how to show that a limit does exist, we pause to explore example 2.5 x y2 might look like. graphically. First, try to imagine what the graph of f (x, y) = 2 x + y4 The function is defined except at the origin, it approaches 0 along the x-axis, y-axis and along any line y = kx through the origin. Yet, f (x, y) approaches 12 along the parabola x = y 2 . A standard sketch of the surface z = f (x, y) with −5 ≤ x ≤ 5 and −5 ≤ y ≤ 5 is helpful, but you need to know what to look for. You can see part of the ridge at z = 0.5, as well as a trough at z = −0.5 corresponding to x = −y 2 , in Figure 13.16a. A density plot clearly shows the parabola of large function values in light blue and a parabola of small function values in black. (See Figure 13.16b.) Near the origin, the surface has a ridge at x = y 2 , z = 12 , dropping off quickly to a smooth surface that approaches the origin. The ridge is in two pieces (y > 0 and y < 0) separated by the origin. z 0.4 0.2
 
 0.5
 
 y 0 0.2
 
 x
 
 5
 
 0.4
 
 5 y
 
 FIGURE 13.16a
 
 x y2 z= 2 , for −5 ≤ x ≤ 5, x + y4 −5 ≤ y ≤ 5
 
 0.4 0.2
 
 0 x
 
 0.2
 
 0.4
 
 FIGURE 13.16b Density plot of f (x, y) =
 
 x y2 + y4
 
 x2
 
 In examples 2.3, 2.4 and 2.5, we showed that a limit does not exist. If a limit does exist, you’ll never be able to establish this by computing limits along specific paths. There are infinitely many paths through any given point and you’ll never be able to exhaust all of the possibilities. However, after following a number of paths and getting the same limit along each of them, you should begin to suspect that the limit just might exist. One tool you can use is the following generalization of the Squeeze Theorem presented in section 1.3.
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 THEOREM 2.1 Suppose that | f (x, y) − L| ≤ g(x, y) for all (x, y) in the interior of some circle centered at (a, b), except possibly at (a, b). If lim g(x, y) = 0, then (x,y)→(a,b)
 
 f (x, y) = L.
 
 lim
 
 (x,y)→(a,b)
 
 PROOF For any given ε > 0, we know from the definition of lim g(x, y) = 0, that there is a (x,y)→(a,b)  number δ > 0 such that 0 < (x − a)2 + (y − b)2 < δ guarantees that |g(x, y) − 0| < ε. For any such points (x, y), we have | f (x, y) − L| ≤ g(x, y) < ε. It now follows from the definition of limit that
 
 lim
 
 (x,y)→(a,b)
 
 f (x, y) = L.
 
 In other words, the theorem simply states that if | f (x, y) − L| is trapped between 0 (the absolute value is never negative) and a function (g) that approaches 0, then | f (x, y) − L| must also have a limit of 0. To use Theorem 2.1, start with a conjecture for the limit L (obtained for instance, by calculating the limit along several simple paths). Then, look for a simpler function that is larger than | f (x, y) − L| and that tends to zero as (x, y) approaches (a, b).
 
 EXAMPLE 2.6 Evaluate
 
 lim
 
 (x,y)→(0,0)
 
 Proving That a Limit Exists x2y . x 2 + y2
 
 Solution As we did in earlier examples, we start by looking at the limit along several paths through (0, 0). Along the path x = 0, we have 0 = 0. lim (0,y)→(0,0) 0 + y 2 Similarly, along the path y = 0, we have 0 lim = 0. (x,0)→(0,0) x 2 + 0 Further, along the path y = x, we have x3 x lim = lim = 0. 2 2 (x,x)→(0,0) x + x x→0 2 We know that if the limit exists, it must equal 0. Our last calculation gives an important clue that the limit does exist. After simplifying the expression, there remained an extra power of x in the numerator forcing the limit to 0. To show that the limit equals 0, consider  2   x y  . | f (x, y) − L| = | f (x, y) − 0| =  2 x + y2  Notice that without the y 2 term in the denominator, we could cancel the x 2 terms. Since x 2 + y 2 ≥ x 2 , we have that for x = 0     2  x y   x2y     = |y|.  ≤ | f (x, y) − L| =  2 x + y2   x 2  Since
 
 lim
 
 (x,y)→(0,0)
 
 |y| = 0, Theorem 2.1 gives us
 
 lim
 
 (x,y)→(0,0)
 
 x2y = 0, also. „ x 2 + y2
 
 When (x, y) approaches a point other than (0, 0), the idea is the same as in example 2.6, but the algebra may get messier, as we see in example 2.7.
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 EXAMPLE 2.7 Evaluate
 
 13-20
 
 Finding a Limit of a Function of Two Variables
 
 (x − 1)2 ln x . (x,y)→(1,0) (x − 1)2 + y 2 lim
 
 Solution Along the path x = 1, we have lim
 
 (1,y)→(1,0)
 
 0 = 0. y2
 
 Along the path y = 0, we have (x − 1)2 ln x = lim ln x = 0. (x,0)→(1,0) x→1 (x − 1)2 lim
 
 A third path through (1, 0) is the line y = x − 1. (Note that in this case, we must have y → 0 as x → 1.) We have (x − 1)2 ln x (x − 1)2 ln x ln x = lim = lim = 0. 2 2 2 (x,x−1)→(1,0) (x − 1) + (x − 1) x→1 2(x − 1) x→1 2 lim
 
 At this point, you should begin to suspect that the limit just might be 0. You never know, though, until you find another path along which the limit is different or until you prove that the limit actually is 0. To show this, we consider    (x − 1)2 ln x  . | f (x, y) − L| =  (x − 1)2 + y 2  Notice that if the y 2 term were not present in the denominator, then we could cancel the (x − 1)2 terms. We have      (x − 1)2 ln x   (x − 1)2 ln x  ≤  = | ln x| | f (x, y) − L| =  (x − 1)2 + y 2   (x − 1)2  Since
 
 lim
 
 (x,y)→(1,0)
 
 |ln x| = 0, it follows from Theorem 2.1 that
 
 (x − 1)2 ln x = 0, also. „ (x,y)→(1,0) (x − 1)2 + y 2 lim
 
 As with functions of one variable and (more recently) vector-valued functions, the concept of continuity is closely connected to limits. Recall that in these cases, a function is continuous at a point whenever the limit and the value of the function are the same. This same characterization applies to continuous functions of several variables, as we see in Definition 2.2.
 
 DEFINITION 2.2 Suppose that f (x, y) is defined in the interior of a circle centered at the point (a, b). f (x, y) = f (a, b). We say that f is continuous at (a, b) if lim (x,y)→(a,b)
 
 If f is not continuous at (a, b), then we call (a, b) a discontinuity of f. Before we define the concept of continuity on a region R ⊂ R2 , we first need to define open and closed regions in two dimensions. We refer to the interior of a circle (i.e., the set of all points inside but not on the circle) as an open disk. (See Figure 13.17a.) A closed disk consists of the circle and its interior. (See Figure 13.17b.) These are the two-dimensional analogs of open and closed intervals, respectively, of the real line. For a given two-dimensional region R, a point (a, b) in R is called an interior point of R if there is an open disk centered at (a, b) that lies completely inside of R. (See Figure 13.18a.) A point (a, b) in R is called a boundary point of R if every open disk centered at (a, b) contains points in R and points outside R. (See Figure 13.18b.) A set R is closed if it contains all of its boundary points. Alternatively, R is open if it contains none of its boundary points. Note that these are analogous to closed and open intervals of the real line: closed intervals
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 y
 
 R
 
 FIGURE 13.17a
 
 FIGURE 13.17b
 
 Open disk
 
 Closed disk
 
 lim
 
 x
 
 FIGURE 13.18a
 
 829
 
 (x,y)→(a,b) (x,y)∈D
 
 f (x, y) = f (a, b).
 
 This notation indicates that the limit is taken only along paths lying completely inside D. Note that this limit requires a slight modification of Definition 2.1, as follows. We say that
 
 Interior point y
 
 lim
 
 (x,y)→(a,b) (x,y)∈D
 
 (a, b) R
 
 x
 
 Boundary point
 
 Limits and Continuity
 
 include both of their boundary points (endpoints), while open intervals include neither of their boundary points. If the domain of a function contains any of its boundary points, we modify our definition of continuity slightly, so that the limit is calculated only over paths that lie inside the domain. (Compare this to what we did to define continuity of a function of a single variable on a closed interval.) If (a, b) is a boundary point of the domain D of a function f, we say that f is continuous at (a, b) if
 
 (a, b)
 
 FIGURE 13.18b
 
 ..
 
 f (x, y) = L
 
 if for every ε > 0 there exists a δ > 0 such that | f (x) − L| < ε whenever (x, y) ∈ D and  0 < (x − a)2 + (y − b)2 < δ. We say that a function f is continuous on a region R if it is continuous at each point in R. Since we define continuity in terms of limits, we immediately have the following results, which follow directly from the corresponding results for limits. If f and g are continuous at (a, b), then f + g, f − g and f · g are all continuous at (a, b). Further, f /g is continuous at (a, b), if, in addition, g(a, b) = 0. We leave the proofs of these statements as exercises. In many cases, determining where a function is continuous involves identifying where the function isn’t defined and using our continuity results for functions of a single variable.
 
 EXAMPLE 2.8
 
 Determining Where a Function of Two Variables Is Continuous
 
 x and Find all points where the given function is continuous: (a) f (x, y) = 2 x −y ⎧ 4 ⎨ x , if (x, y) = (0, 0) 2 (b) g(x, y) = x + y 2 . ⎩ 0, if (x, y) = (0, 0) Solution For (a), notice that f (x, y) is a quotient of two polynomials (i.e., a rational function) and so, it is continuous at any point where we don’t divide by 0. Since division by zero occurs only when y = x 2 , we have that f is continuous at all points (x, y) with y = x 2 . For (b), the function g is also a quotient of polynomials, except at the origin. Since the denominator is never zero, g must be continuous at every point (x, y) = (0, 0). We must consider the point (0, 0) separately, however, since the function
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 is not defined by the rational expression there. We can verify that
 
 lim
 
 (x,y)→(0,0)
 
 g(x, y) = 0
 
 using the following string of inequalities. Notice that for (x, y) = (0, 0),      x4   x4    ≤   = x2 |g(x, y)| =  2 x + y2   x 2  and x 2 → 0 as (x, y) → (0, 0). By Theorem 2.1, we have that lim
 
 (x,y)→(0,0)
 
 g(x, y) = 0 = g(0, 0),
 
 so that g is continuous at (0, 0). Putting this all together, we get that g is continuous everywhere. „ Theorem 2.2 shows that we can use all of our established continuity results for functions of a single variable when considering functions of several variables.
 
 THEOREM 2.2 Suppose that f (x, y) is continuous at (a, b) and g(x) is continuous at the point f (a, b). Then h(x, y) = (g ◦ f )(x, y) = g( f (x, y)) is continuous at (a, b).
 
 SKETCH OF THE PROOF We leave the proof as an exercise, but it goes something like this. Notice that if (x, y) is close to (a, b), then by the continuity of f at (a, b), f (x, y) will be close to f (a, b). By the continuity of g at the point f (a, b), it follows that g( f (x, y)) will be close to g( f (a, b)), so that g ◦ f is also continuous at (a, b).
 
 EXAMPLE 2.9
 
 Determining Where a Composition of Functions Is Continuous
 
 Determine where f (x, y) = e x
 
 2
 
 y
 
 is continuous.
 
 Solution Notice that f (x, y) = g(h(x, y)), where g(t) = et and h(x, y) = x 2 y. Since g is continuous for all values of t and h is a polynomial in x and y (and hence continuous for all x and y), it follows from Theorem 2.2 that f is continuous for all x and y. „
 
 REMARK 2.3 All of the foregoing analysis is extended to functions of three (or more) variables in the obvious fashion.
 
 DEFINITION 2.3 Let the function f (x, y, z) be defined on the interior of a sphere, centered at the point (a, b, c), except possibly at (a, b, c) itself. We say that lim f (x, y, z) = L if (x,y,z)→(a,b,c)
 
 for every ε > 0 there exists a δ > 0 such that | f (x, y, z) − L| < ε whenever  0 < (x − a)2 + (y − b)2 + (z − c)2 < δ. Observe that, as with limits of functions of two variables, Definition 2.3 says that in order to have lim f (x, y, z) = L, we must have that f (x, y, z) approaches L along (x,y,z)→(a,b,c)
 
 every possible path through the point (a, b, c). Just as with functions of two variables, notice
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 that if a function of three variables approaches different limits along two particular paths, then the limit does not exist.
 
 EXAMPLE 2.10 Evaluate
 
 lim
 
 (x,y,z)→(0,0,0)
 
 A Limit in Three Dimensions That Does Not Exist x 2 + y2 − z2 . x 2 + y2 + z2
 
 Solution First, we consider the path x = y = 0 (the z-axis). There, we have 02 + 0 2 − z 2 −z 2 = lim 2 = −1. 2 2 2 (0,0,z)→(0,0,0) 0 + 0 + z z→0 z lim
 
 Along the path x = z = 0 (the y-axis), we have 02 + y 2 − 0 2 y2 = lim = 1. (0,y,0)→(0,0,0) 02 + y 2 + 02 y→0 y 2 lim
 
 Since the limits along these two specific paths do not agree, the limit does not exist. „ We extend the definition of continuity to functions of three variables in the obvious way, as follows.
 
 BEYOND FORMULAS The examples in this section illustrate an important principle of logic. In this case, a limit exists if you get the same limit along all possible paths through the point. To disprove such a “for all” statement, you need only to find one specific counterexample: two paths with different limits. However, to prove a “for all” statement, you must demonstrate that a general statement is true. This is typically a more elaborate task than finding a counterexample. To see what we mean, compare examples 2.3 and 2.6.
 
 DEFINITION 2.4 Suppose that f (x, y, z) is defined in the interior of a sphere centered at (a, b, c). We say that f is continuous at (a, b, c) if lim f (x, y, z) = f (a, b, c). (x,y,z)→(a,b,c)
 
 If f is not continuous at (a, b, c), then we call (a, b, c) a discontinuity of f. As you can see, limits and continuity for functions of three variables work essentially the same as they do for functions of two variables. You will examine these in more detail in the exercises.
 
 EXAMPLE 2.11
 
 Continuity for a Function of Three Variables
 
 Find all points where f (x, y, z) = ln (9 − x 2 − y 2 − z 2 ) is continuous. Solution Notice that f (x, y, z) is defined only for 9 − x 2 − y 2 − z 2 > 0. On this domain, f is a composition of continuous functions, which is also continuous. So, f is continuous for 9 > x 2 + y 2 + z 2 , which you should recognize as the interior of the sphere of radius 3 centered at (0, 0, 0). „
 
 EXERCISES 13.2 WRITING EXERCISES 1. Choosing between the paths y = x and x = y 2 , explain why y = x is a better choice in example 2.4 but x = y 2 is a better choice in example 2.5. 2. In terms of Definition 2.1, explain why the limit in example 2.5 does not exist. That is, explain why making (x, y) close to (0, 0) doesn’t guarantee that f (x, y) is close to 0. 3. A friend claims that a limit equals 0, but you found that it does not exist. Looking over your friend’s work, you see that the path with x = 0 and the path with y = 0 both produce a limit of 0. No other work is shown. Explain to your friend why no conclusion can be made from this work, and suggest a next step.
 
 4. Explain why the path y = x is not a valid path for the limit in example 2.7.
 
 In exercises 1–4, use Definition 2.1 to verify the limit. Assume that lim f (x, y)  L and lim g(x, y)  M. (x,y)→(a,b)
 
 1. 3. 4.
 
 (x,y)→(a,b)
 
 2.
 
 lim
 
 (x + y) = a + b
 
 lim
 
 [ f (x, y) + g(x, y)] = L + M
 
 lim
 
 [c f (x, y)] = cL
 
 (x,y)→(a,b)
 
 lim
 
 (2x + 3y) = 8
 
 (x,y)→(1,2)
 
 (x,y)→(a,b)
 
 (x,y)→(a,b)
 
 ............................................................
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 In exercises 5–8, compute the indicated limit. x2 y 4x 2 − y cos x y 7. lim (x,y)→(π,1) y 2 + 1 5.
 
 6.
 
 lim
 
 (x,y)→(1,3)
 
 8.
 
 lim
 
 (x,y)→(2,−1)
 
 lim
 
 (x,y)→(−3,0)
 
 x+y x 2 − 2x y ex y 2 x + y2
 
 In exercises 9–24, show that the indicated limit does not exist.
 
 11. 13. 15. 17. 19. 20. 21. 22. 23. 24.
 
 lim
 
 3x 2 + y2
 
 10.
 
 lim
 
 4x y 3y 2 − x 2
 
 12.
 
 (x,y)→(0,0) x 2
 
 (x,y)→(0,0)
 
 lim
 
 (x,y)→(0,0)
 
 lim
 
 (x,y)→(0,0)
 
 2x 2 y x 4 + y2 √ 3 x y2 x + y3
 
 14. 16.
 
 lim
 
 y sin x x 2 + y2
 
 lim
 
 x y − 2x − y + 2 x 2 − 2x + y 2 − 4y + 5
 
 (x,y)→(0,0)
 
 (x,y)→(1,2)
 
 18.
 
 2y 2 − y2
 
 lim
 
 (x,y)→(0,0) 2x 2
 
 lim
 
 (x,y)→(0,0)
 
 lim
 
 (x,y)→(0,0)
 
 2x y x 2 + 2y 2 √ 3x 3 y x 4 + y2
 
 lim
 
 2x y 3 x 2 + 8y 6
 
 lim
 
 x(cos y − 1) x 3 + y3
 
 (x,y)→(0,0)
 
 (x,y)→(0,0)
 
 2y 2 (x,y)→(2,0) (x − 2)2 + y 2 (x,y,z)→(0,0,0)
 
 lim
 
 (x,y,z)→(0,0,0)
 
 lim
 
 (x,y,z)→(0,0,0)
 
 lim
 
 (x,y,z)→(0,0,0)
 
 
 
 40. f (x, y, z) = 
 
 x 2 + y2 + z2 − 4
 
 
 
 z − x 2 − y2 (y − 2) cos x12 ,
 
 41. f (x, y) =
 
 if x = 0
 
 if x = 0 ⎧  1 − x 2 − y2 ⎪ ⎨ sin  , if x 2 + y 2 < 1 42. f (x, y) = 1 − x 2 − y2 ⎪ ⎩ 1, if x 2 + y 2 = 1 ⎧ 2 2 ⎨ x − y , if x = y x−y 43. f (x, y) = ⎩ 2x, if x = y ⎧   1 ⎪ ⎨cos , if (x, y) = (0, 0) x 2 + y2 44. f (x, y) = ⎪ ⎩ 1, if (x, y) = (0, 0) 0,
 
 ............................................................ In exercises 45–48, determine whether the limit exists. 45. 47.
 
 lim
 
 lim
 
 13-24
 
 39. f (x, y, z) =
 
 ............................................................
 
 9.
 
 LT (Late Transcendental)
 
 16:55
 
 x+y
 
 lim
 
 
 
 lim
 
 x(e y/x − 1) x+y
 
 (x,y)→(0,0)
 
 (x,y)→(0,0)
 
 46.
 
 x 2 + y2 + 4 − 2
 
 48.
 
 x2 − xy √ √ (x,y)→(0,0) 3 x − 3 y lim
 
 lim
 
 (x,y)→(0,0)
 
 3 sin x y x y2 + x 2 y
 
 ............................................................
 
 3x 2 x 2 + y2 + z2
 
 In exercises 49 and 50, estimate the indicated limit numerically. Use a Maclaurin series to verify your estimate.
 
 x 2 + y2 + z2 x 2 − y2 + z2 x yz x 3 + y3 + z3
 
 49.
 
 lim
 
 (x,y)→(0,0)
 
 1 − cos x y x 2 y2 + x 2 y3
 
 50.
 
 lim
 
 (x,y)→(0,0)
 
 3 sin x y 2 x 2 y2 + x y2
 
 ............................................................
 
 x 2 yz 4 x + y4 + z4
 
 ............................................................
 
 In exercises 51–54, label the statement as true or false and explain. Assume that f (x, y) is defined for all (x, y).
 
 In exercises 25–34, show that the indicated limit exists.
 
 51. If
 
 25. 27. 29. 31. 32. 33.
 
 xy x 2 + y2
 
 26.
 
 lim
 
 2x 2 sin y 2x 2 + y 2
 
 28.
 
 lim
 
 x 3 + 4x 2 + 2y 2 2x 2 + y 2
 
 30.
 
 lim
 
 x2 y − x2 2 x + y 2 − 2y + 1
 
 2
 
 lim
 
 (x,y)→(0,0)
 
 (x,y)→(0,0)
 
 (x,y)→(0,0)
 
 (x,y)→(0,1)
 
 lim
 
 (x,y)→(−1,2)
 
 lim
 
 3x 3 + y2 + z2
 
 f (x, y) = L, then lim f (x, b) = L . x→a
 
 x y x 2 + y2
 
 52. If lim f (x, b) = L , then
 
 lim
 
 x 3 y + x 2 y3 x 2 + y2
 
 53. If lim f (x, b) = lim f (a, y) = L , then
 
 lim
 
 x 2 y − x 2 − y2 x 2 + y2
 
 54. If
 
 lim
 
 (x,y)→(0,0)
 
 (x,y)→(0,0)
 
 (x,y)→(0,0)
 
 x→a
 
 x→a
 
 lim
 
 (x,y)→(0,0)
 
 constant c.
 
 lim
 
 (x,y)→(a,b)
 
 f (x, y) = L.
 
 y→b
 
 f (x, y) = 0, then
 
 lim
 
 lim
 
 (x,y)→(a,b)
 
 (x,y)→(0,0)
 
 f (x, y) = L .
 
 f (cx, y) = 0 for any
 
 ............................................................ In exercises 55–58, use graphs and density plots to explain why the limit in the indicated exercise does not exist.
 
 x y 2 − 4x y + 4x + (y − 2)2 2x 2 + 4x + y 2 − 4y + 6
 
 (x,y,z)→(0,0,0) x 2
 
 lim
 
 (x,y)→(a,b)
 
 2
 
 34.
 
 lim
 
 (x,y,z)→(0,0,0) x 2
 
 x 2 y2 z2 + y2 + z2
 
 ............................................................ In exercises 35–44, determine all points at which the given function is continuous.  x3 35. f (x, y) = 9 − x 2 − y 2 + sin z 36. f (x, y, z) = y 38. f (x, y) = tan(x + y) 37. f (x, y) = ln (3 − x 2 + y)
 
 55. Exercise 9
 
 56. Exercise 10
 
 57. Exercise 11
 
 58. Exercise 12
 
 ............................................................ 59. (a) In example 2.5, show that for any k, if the limit is evaluated x y2 along the line y = kx, lim = 0. (x,y)→(0,0) x 2 + y 4 y=kx (b) Repeat for the limit in exercise 16.
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 ⎧ 2 ⎨ x y , if (x, y) = (0, 0) 60. (a) Show that the function f (x, y) = x 2 + y 4 ⎩ 0, if (x, y) = (0, 0) is not continuous at (0, 0). Notice that this function is closely related to that of example 2.5. (b) Show that this function “acts” continuous in the sense that lim f (x, y) = f (0, 0) for any k. (x,y)→(0,0) y=kx
 
 61. Suppose that several level curves of a function f meet at (a, b). Does lim f (x, y) exist? Is f continuous (x,y)→(a,b)
 
 at (a, b)? 62. If f and g are continuous at (a, b), prove that f + g and f − g are continuous at (a, b).
 
 ............................................................ In exercises 63–66, use polar coordinates to find the indicated limit, if it exists. Note that (x, y) → (0, 0) is equivalent to r → 0.  2 2 x 2 + y2 e x +y − 1  63. lim 64. lim 2 (x,y)→(0,0) sin (x,y)→(0,0) x + y 2 x 2 + y2 65.
 
 lim
 
 (x,y)→(0,0)
 
 x y2 x 2 + y2
 
 66.
 
 lim
 
 (x,y)→(0,0)
 
 ..
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 EXPLORATORY EXERCISES 1. In this exercise, you will explore how the patterns of contour plots relate to the existence of limits. Start by showing that x2 x2 y lim doesn’t exist and lim = 0. (x,y)→(0,0) x 2 + y 2 (x,y)→(0,0) x 2 + y 2 Then sketch several contour plots for each function while zooming in on the point (0, 0). For a function whose limit exists as (x, y) approaches (a, b), what should be happening to the range of function values as you zoom in on the point (a, b)? x2 y Describe the appearance of each contour plot for 2 near x + y2 (0, 0). By contrast, what should be happening to the range of function values as you zoom in on a point at which the limit doesn’t exist? Explain how this appears in the contour plots for x2 . Use contour plots to conjecture whether or not the 2 x + y2 xy x sin y . and lim following limits exist: lim (x,y)→(0,0) x 2 + y (x,y)→(0,0) x 2 + y 2 2. Find a function g(y) such that f (x, y) is continuous for 
 
 x2 y x 2 + y2
 
 f (x, y) =
 
  0 (1 + x y)1/x , if x = . g(y), if x = 0
 
 13.3 PARTIAL DERIVATIVES In this section, we generalize the notion of derivative to functions of more than one variable. First, recall that for a function f of a single variable, we define the derivative function as y
 
 f  (x) = lim
 
 h→0
 
 R b
 
 (a, b)
 
 (a  h, b) h
 
 a
 
 ah
 
 x
 
 FIGURE 13.19 Average temperature on a horizontal line segment
 
 f (x + h) − f (x) , h
 
 for any values of x for which the limit exists. At any particular value x = a, we interpret f  (a) as the instantaneous rate of change of the function with respect to x at that point. Consider a flat metal plate in the shape of the region R ⊂ R2 , where the temperature at any point (x, y) ∈ R is given by f (x, y). If you move along the horizontal line segment from (a, b) to (a + h, b) (as in Figure 13.19), notice that y is a constant (y = b). So, the average rate of change of the temperature with respect to the horizontal distance x on this line segment is given by f (a + h, b) − f (a, b) . h To get the instantaneous rate of change of f in the x-direction at the point (a, b), we take the limit as h → 0: lim
 
 h→0
 
 f (a + h, b) − f (a, b) . h
 
 You should recognize this limit as a derivative. Since f is a function of two variables and we have held the one variable fixed (y = b), we call this the partial derivative of f with respect to x at the point (a, b), denoted ∂f f (a + h, b) − f (a, b) (a, b) = lim . h→0 ∂x h
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 z
 
 z
 
 y
 
 x
 
 a
 
 x
 
 FIGURE 13.20a
 
 FIGURE 13.20b
 
 Intersection of the surface z = f (x, y) with the plane y = b
 
 The curve z = f (x, b)
 
 ∂f (a, b) gives the instantaneous rate of change of f with respect to x (i.e., ∂x ∂f (a, b), we are in the x-direction) at the point (a, b). Graphically, observe that in defining ∂x looking only at points in the plane y = b. The intersection of z = f (x, y) and y = b is a ∂f curve, as shown in Figures 13.20a and 13.20b. The partial derivative (a, b) then gives ∂x the slope of the tangent line to this curve at x = a, as indicated in Figure 13.20b. Alternatively, if we move along a vertical line segment from (a, b) to (a, b + h) (as in Figure 13.21), the average rate of change of f along this segment is given by
 
 This says that
 
 y
 
 f (a, b + h) − f (a, b) . h bh
 
 (a, b  h)
 
 The instantaneous rate of change of f in the y-direction at the point (a, b) is then given by
 
 h (a, b)
 
 b
 
 lim
 
 R
 
 a
 
 FIGURE 13.21 Average temperature on a vertical line segment
 
 h→0
 
 x
 
 f (a, b + h) − f (a, b) , h
 
 which you should again recognize as a derivative. In this case, however, we have held the value of x fixed (x = a) and refer to this as the partial derivative of f with respect to y at the point (a, b), denoted ∂f f (a, b + h) − f (a, b) (a, b) = lim . h→0 ∂y h ∂f Graphically, observe that in defining (a, b), we are looking only at points in the plane ∂y x = a. The intersection of z = f (x, y) and x = a is a curve, as shown in Figures 13.22a z
 
 z
 
 y
 
 b
 
 x
 
 FIGURE 13.22a
 
 FIGURE 13.22b
 
 The intersection of the surface z = f (x, y) with the plane x = a
 
 The curve z = f (a, y)
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 ∂f (a, b) gives the slope of the ∂y tangent line to the curve at y = b, as shown in Figure 13.22b. More generally, we define the partial derivative functions as follows.
 
 and 13.22b. In this case, notice that the partial derivative
 
 DEFINITION 3.1
 
 ∂f , is defined by ∂x ∂f f (x + h, y) − f (x, y) (x, y) = lim , h→0 ∂x h
 
 The partial derivative of f (x, y) with respect to x, written
 
 for any values of x and y for which the limit exists. The partial derivative of f (x, y) with respect to y, written
 
 ∂f , is defined by ∂y
 
 f (x, y + h) − f (x, y) ∂f (x, y) = lim , h→0 ∂y h for any values of x and y for which the limit exists.
 
 With functions of several variables, we can no longer use the prime notation for denoting partial derivatives. [Which partial derivative would f  (x, y) denote?] So, we introduce several convenient types of notation here. For z = f (x, y), we write ∂f ∂z ∂ (x, y) = f x (x, y) = (x, y) = [ f (x, y)]. ∂x ∂x ∂x ∂ The expression is a partial differential operator. It tells you to take the partial derivative ∂x (with respect to x) of whatever expression follows it. Similarly, we have ∂z ∂ ∂f (x, y) = f y (x, y) = (x, y) = [ f (x, y)]. ∂y ∂y ∂y Fortunately, we can compute partial derivatives using all of our usual rules for com∂f puting ordinary derivatives, as follows. Notice that in the definition of , the value of y is ∂x held constant, say at y = b. If we define g(x) = f (x, b), then f (x + h, b) − f (x, b) g(x + h) − g(x) ∂f (x, b) = lim = lim = g  (x). h→0 h→0 ∂x h h ∂f , you simply take an ordinary derivative with ∂x ∂f by taking an respect to x, while treating y as a constant. Similarly, you can compute ∂y ordinary derivative with respect to y, while treating x as a constant. That is, to compute the partial derivative
 
 EXAMPLE 3.1
 
 Computing Partial Derivatives
 
 For f (x, y) = 3x 2 + x 3 y + 4y 2 , compute Solution Compute
 
 ∂f ∂f (x, y), (x, y), f x (1, 0) and f y (2, −1). ∂x ∂y
 
 ∂f by treating y as a constant. We have ∂x
 
 ∂f ∂ = (3x 2 + x 3 y + 4y 2 ) = 6x + (3x 2 )y + 0 = 6x + 3x 2 y, ∂x ∂x
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 where the partial derivative of 4y 2 with respect to x is 0, since 4y 2 is treated as if it were ∂f a constant when differentiating with respect to x. Next, we compute by treating x as ∂y a constant. We have ∂ ∂f = (3x 2 + x 3 y + 4y 2 ) = 0 + x 3 (1) + 8y = x 3 + 8y. ∂y ∂y Substituting values for x and y, we get ∂f (1, 0) = 6 + 0 = 6 ∂x
 
 f x (1, 0) = and
 
 ∂f (2, −1) = 8 − 8 = 0. ∂y „
 
 f y (2, −1) =
 
 Since we are holding one of the variables fixed when we compute a partial derivative, we have the product rules: ∂ ∂u ∂v (uv) = v+u ∂x ∂x ∂x ∂ ∂u ∂v (uv) = v+u ∂y ∂y ∂y
 
 and
 
 ∂v ∂u v−u ∂ u  ∂ x ∂ x, = ∂x v v2
 
 and the quotient rule:
 
 with a corresponding quotient rule holding for
 
 ∂ u  . ∂y v
 
 EXAMPLE 3.2
 
 Computing Partial Derivatives
 
 For f (x, y) = e x y +
 
 x ∂f ∂f , compute and . y ∂x ∂y
 
 Solution Treating y as a constant, we have from the chain rule that ∂ ∂f = ∂x ∂x
 
  e
 
 xy
 
 x + y
 
  = ye x y +
 
 1 . y
 
 = xe x y −
 
 x . y2 „
 
 Similarly, treating x as a constant, we have ∂ ∂f = ∂y ∂y
 
  ex y +
 
 x y
 
 
 
 We interpret partial derivatives as rates of change, in the same way as we interpret ordinary derivatives of functions of a single variable.
 
 EXAMPLE 3.3
 
 An Application of Partial Derivatives to Thermodynamics
 
 For a real gas, van der Waals’ equation states that  P+
 
 n2a V2
 
  (V − nb) = n RT,
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 TODAY IN MATHEMATICS Shing-Tung Yau (1949– ) A Chinese-born mathematician who earned a Fields Medal for his contributions to algebraic geometry and partial differential equations. A strong supporter of mathematics education in China, he established the Institute of Mathematical Science in Hong Kong, the Morningside Center of Mathematics of the Chinese Academy of Sciences and the Center of Mathematical Sciences at Zhejiang University. His work has been described by colleagues as “extremely deep and powerful” and as showing “enormous technical power and insight. He has cracked problems on which progress has been stopped for years.”
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 where P is the pressure of the gas, V is the volume of the gas, T is the temperature (in degrees Kelvin), n is the number of moles of gas, R is the universal gas constant and a ∂ T (P,V ) ∂ P(V, T ) and . and b are constants. Compute and interpret ∂V ∂P Solution We first solve for P to get P=
 
 n2a n RT − 2 V − nb V
 
 and compute ∂ ∂ P(V ,T ) = ∂V ∂V
 
 
 
 n RT n2a − 2 V − nb V
 
  =−
 
 n RT n2a + 2 . (V − nb)2 V3
 
 Notice that this gives the rate of change of pressure relative to a change in volume (with temperature held constant). Next, solving van der Waals’ equation for T, we get T =
 
 1 nR
 
  P+
 
 n2a V2
 
  (V − nb)
 
 and compute ∂ ∂ T (P,V ) = ∂P ∂P
 
 
 
 1 nR
 
  P+
 
 n2a V2
 
 
 
  1 (V − nb) = (V − nb). nR
 
 This gives the rate of change of temperature relative to a change in pressure (with volume held constant). In exercise 20, you will have an opportunity to discover an interesting fact about these partial derivatives. „ Notice that the partial derivatives found in the preceding examples are themselves functions of two variables. We have seen that second- and higher-order derivatives of functions of a single variable provide much significant information. Not surprisingly, higher-order partial derivatives are also very important in applications. For functions of two variables, there are four different  second-order partial deriva ∂f ∂ ∂f tives. The partial derivative with respect to x of is , usually abbreviated as ∂x ∂x ∂x 2 ∂ f or f x x . Similarly, taking two successive partial derivatives with respect to y gives us ∂ x 2  ∂2 f ∂ ∂f = f yy . For mixed second-order partial derivatives, one derivative is = ∂y ∂y ∂ y2 taken with respect  to each variable. If 2the first partial derivative is taken with respect to x, ∂ ∂f ∂ f we have , abbreviated as , or ( f x ) y = f x y . If the first partial derivative is ∂y ∂x ∂y∂ x ∂2 f ∂ ∂f , abbreviated as , or ( f y )x = f yx . taken with respect to y, we have ∂x ∂y ∂ x∂ y
 
 EXAMPLE 3.4
 
 Computing Second-Order Partial Derivatives
 
 Find all second-order partial derivatives of f (x, y) = x 2 y − y 3 + ln x. 1 ∂f = 2x y + Solution We start by computing the first-order partial derivatives: ∂x x ∂f 2 2 and = x − 3y . We then have ∂y     ∂2 f ∂ 1 1 ∂ ∂f = 2x y + = 2y − 2 , = 2 ∂x ∂x ∂x ∂x x x     ∂ ∂f ∂ 1 ∂2 f = = 2x y + = 2x, ∂ y∂ x ∂y ∂x ∂y x
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 ∂2 f ∂ ∂f ∂ 2 = = x − 3y 2 = 2x ∂ x∂ y ∂x ∂y ∂x   2
 
 ∂ ∂f ∂ 2 ∂ f = = x − 3y 2 = −6y. ∂ y2 ∂y ∂y ∂y „
 
 and finally,
 
 ∂2 f ∂2 f = . It turns out that this is true for most, but not ∂ y∂ x ∂ x∂ y all, of the functions that you will encounter. (See exercise 43 for a counterexample.) The proof of the following result can be found in most texts on advanced calculus. Notice in example 3.4 that
 
 THEOREM 3.1 If f x y (x, y) and f yx (x, y) are continuous on an open set containing (a, b), then f x y (a, b) = f yx (a, b). We can, of course, compute third-, fourth- or even higher-order partial derivatives. Theorem 3.1 can be extended to show that as long as the partial derivatives are all continuous in an open set, the order of differentiation doesn’t matter. With higher-order partial ∂3 f become quite awkward and so, we usually use f x yx derivatives, notations such as ∂ x∂ y∂ x instead.
 
 EXAMPLE 3.5
 
 Computing Higher-Order Partial Derivatives
 
 For f (x, y) = cos(x y) − x 3 + y 4 , compute f x yy . Solution We have  ∂  cos(x y) − x 3 + y 4 = −y sin(x y) − 3x 2 . ∂x Differentiating f x with respect to y gives us fx =
 
 fx y = and
 
 f x yy =
 
 ∂ [−y sin(x y) − 3x 2 ] = − sin(x y) − x y cos(x y) ∂y
 
 ∂ [−sin(x y) − x y cos(x y)] = −2x cos(x y) + x 2 y sin(x y). ∂y „
 
 Thus far, we have worked with partial derivatives of functions of two variables. The extensions to functions of three or more variables are completely analogous to what we have discussed here. In example 3.6, you can see that the calculations proceed just as you would expect.
 
 EXAMPLE 3.6 For f (x, y, z) =
 
 
 
 Partial Derivatives of Functions of Three Variables x y 3 z + 4x 2 y, defined for x, y, z ≥ 0, compute f x , f x y and f x yz .
 
 Solution To keep x, y and z as separate as possible, we first rewrite f as f (x, y, z) = x 1/2 y 3/2 z 1/2 + 4x 2 y. To compute the partial derivative with respect to x, we treat y and z as constants and obtain   ∂ 1/2 3/2 1/2 1 −1/2 3/2 1/2 2 fx = y z + 8x y. (x y z + 4x y) = x ∂x 2 Next, treating x and z as constants, we get      3 1/2 1/2 ∂ 1 −1/2 3/2 1/2 1 −1/2 fx y = z + 8x. y z + 8x y = x x y ∂y 2 2 2
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 Finally, treating x and y as constants, we get
 
 f x yz =
 
 ∂ ∂z
 
 
 
 1 −1/2 x 2
 
 
 
       3 1/2 1/2 3 1/2 1 −1/2 1 −1/2 z + 8x = . y x y z 2 2 2 2
 
 Notice that this derivative is defined for x, z > 0 and y ≥ 0. Further, you can show that all first-, second- and third-order partial derivatives are continuous for x, y, z > 0, so that the order in which we take the partial derivatives is irrelevant in this case. „
 
 EXAMPLE 3.7
 
 L
 
 FIGURE 13.23 A horizontal beam
 
 h w
 
 An Application of Partial Derivatives to a Sagging Beam
 
 The sag in a beam of length L, width w and height h (see Figure 13.23) is given by 4 ∂S 1 ∂S L4 = S, = − S and S(L , w, h) = c 3 for some constant c. Show that wh ∂L L ∂w w 3 ∂S = − S. Use this result to determine which variable has the greatest proportional ∂h h effect on the sag. Solution We start by computing ∂S ∂ = ∂L ∂L
 
 
 
 L4 c 3 wh
 
  =c
 
 4L 3 . wh 3
 
 To rewrite this in terms of S, multiply top and bottom by L to get ∂S 4L 4 4 4L 3 4 L4 = c 3 = c 3 = c 3 = S. ∂L wh wh L L wh L The other calculations are similar and are left as exercises. To interpret the results, suppose that a small change L in length produces a small change S in the sag. We ∂S 4 S ≈ = S. Rearranging the terms, we have now have that L ∂L L S L ≈4 . S L That is, the proportional change in S is approximately four times the proportional change in L. Similarly, we have that in absolute value, the proportional change in S is approximately the proportional change in w and three times the proportional change in h. Proportionally then, a change in the length has the greatest effect on the amount of sag. In this sense, length is the most important of the three dimensions. „ In many applications, no formula for the function is available and we can only estimate the value of the partial derivatives from a small collection of data points.
 
 EXAMPLE 3.8
 
 Estimating Partial Derivatives from a Table of Data
 
 A computer simulation of the flight of a baseball provided the data displayed in the table for the range f (v, ω) in feet of a ball hit with initial velocity v ft/s and backspin rate of ω rpm. Each ball is struck at an angle of 30◦ above the horizontal.
 
 v 150 160 170 180
 
 ω
 
 0 294 314 335 355
 
 1000 312 334 356 376
 
 2000 333 354 375 397
 
 3000 350 373 395 417
 
 4000 367 391 414 436
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 ∂f ∂f (160, 2000) and (160, 2000). Interpret both quantities in Use the data to estimate ∂v ∂ω baseball terms. Solution From the definition of partial derivative, we know that ∂f f (160 + h, 2000) − f (160, 2000) (160, 2000) = lim , h→0 ∂v h so we can approximate the value of the partial derivative by computing the difference f (160 + h, 2000) − f (160, 2000) for as small a value of h as possible. Since quotient h a data point is provided for v = 150, we can compute the difference quotient for h = −10, to get ∂f f (150, 2000) − f (160, 2000) 333 − 354 (160, 2000) ≈ = = 2.1. ∂v 150 − 160 150 − 160 We can also use the data point for v = 170, to get f (170, 2000) − f (160, 2000) 375 − 354 ∂f (160, 2000) ≈ = = 2.1. ∂v 170 − 160 170 − 160 ∂f (160, 2000) ≈ 2.1. The data ∂v point f (160, 2000) = 354 tells us that a ball struck with initial velocity 160 ft/s and backspin 2000 rpm will fly 354 feet. The partial derivative tells us that increasing the initial velocity by 1 ft/s will add approximately 2.1 feet to the distance. ∂f Similarly, to estimate (160, 2000), we note that the closest data values to ∂ω ω = 2000 are ω = 1000 and ω = 3000. We get Since both estimates equal 2.1, we make the estimate
 
 ∂f f (160, 1000) − f (160, 2000) 334 − 354 (160, 2000) ≈ = = 0.02 ∂ω 1000 − 2000 1000 − 2000
 
 and
 
 f (160, 3000) − f (160, 2000) 373 − 354 ∂f (160, 2000) ≈ = = 0.019. ∂ω 3000 − 2000 3000 − 2000
 
 ∂f (160, 2000) are then 0.02, 0.019 or 0.0195 (the average of ∂ω the two calculations). Using 0.02 as our approximation, we can interpret this to mean that an increase in backspin of 1 rpm will add approximately 0.02 ft to the distance. A simpler way to interpret this is to say that an increase of 100 rpm will add approximately 2 ft to the distance. „
 
 Reasonable estimates for
 
 BEYOND FORMULAS When you think about partial derivatives, it helps to use the Rule of Three, which suggests that mathematical topics should be explored from symbolic, graphical and numerical viewpoints, where appropriate. Symbolically, you have all of the usual derivative formulas at your disposal. Graphically, you can view the value of a partial derivative at a particular point as the slope of the tangent line to a cross section of the surface z = f (x, y). Numerically, you can approximate the value of a partial derivative at a point using a difference quotient, as in example 3.8.
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 EXERCISES 13.3 WRITING EXERCISES 1. Suppose that the function f (x, y) is a sum of terms where each term contains x or y but not both. Explain why f x y = 0. 2. In Definition 3.1, explain how to remember which partial derivative involves the term f (x + h, y) and which involves the term f (x, y + h). 3. In section 2.7, we computed derivatives implicitly, by using the chain rule and differentiating both sides of an equation with respect to x. In the process of doing so, we made calculations such as (x 2 y 2 ) = 2x y 2 + 2x 2 yy  . Explain why this derivative is computed differently than the partial derivatives of this section. 4. For f (x, y, z) = x 3 e4x sin y + y 2 sin x y + 4x yz, you could compute f x yz in a variety of orders. Discuss how many different orders are possible and which order(s) would be the easiest.
 
 In exercises 1–10, find all first-order partial derivatives. 1. f (x, y) = x 3 − 4x y 2 + y 4 2. f (x, y) = x 2 y 3 − 3x 3. f (x, y) = x 2 sin x y − 3y 3 √ 2 4. f (x, y) = 3e x y − x − 1 y 5. f (x, y) = 4e x/y + tan−1 x sin(x − y) + x 2 tan y y  y sin t 2 dt 7. f (x, y) =
 
 6. f (x, y) =
 
  8. f (x, y) =
 
 x
 
 x+y
 
 ey
 
 2 −t 2
 
 dt
 
 x
 
 9. f (x, y, z) = 3x ln(x 2 yz) + x y/z 10. f (x, y, z) = 
 
 2 x 2 + y2 + z2
 
 − x 2 e x y/z
 
 ............................................................ In exercises 11–18, find the indicated partial derivatives. ∂2 f ∂2 f ∂2 f 11. f (x, y) = x 3 − 4x y 2 + 3y; 2 , 2 , ∂ x ∂ y ∂ y∂ x 12. f (x, y) = x 2 y − 4x + 3 sin y;
 
 ∂2 f ∂2 f ∂2 f , , ∂ x 2 ∂ y 2 ∂ y∂ x
 
 13. f (x, y) = ln(x 4 ) − 3x 2 y 3 + 5x tan−1 y; f x x , f x y , f x yy √ 14. f (x, y) = e4x − sin(x + y 2 ) − x y; f x x , f x y , f yyx 15. f (x, y, z) = sin−1 (x y) − sin yz; f x x , f yz , f x yz 16. f (x, y, z) = xe2x y
 
 z2 + x z sin(y + z); f x x , f yy , f yyzz − x+y
 
 17. f (w, x, y, z) = w2 tan−1 (x y) − ewz ; f ww , f wx y , f wwx yz √ √ 18. f (w, x, y, z) = x y + yz − x 3 sin w 2 + z 2 ; f x x , f yy , f wx yz
 
 ............................................................ 19. Compute and interpret (see example 3.3).
 
 ∂ V (P,T ) for van der Waals’ equation ∂T
 
 20. For van der Waals’ equation, show that ∂ T (P,V ) ∂ P(V,T ) ∂ V (P,T ) = −1. If you misunderstood the ∂P ∂V ∂T chain rule, why might you expect this product to equal 1? 21. Forthe specific  case of van der Waals’ equation given 14 by P + 2 (V − 0.004) = 12T , use the partial derivative V ∂ P(V,T ) to estimate the change in pressure due to an increase ∂T of one degree. 22. For the specific case of van der Waals’ equation given by   14 P + 2 (V − 0.004) = 12T , use the partial derivative V ∂T (P,V) to estimate the change in temperature due to an in∂V crease in volume of one unit. 1 ∂S = − S. 23. In example 3.7, show that ∂w w ∂S 3 24. In example 3.7, show that = − S. ∂h h 25. If the sag in the beam of example 3.7 were given by L3 S(L , w, h) = c 4 , determine which variable would have the wh greatest proportional effect. 26. Based on example 3.7 and your result in exercise 25, state a simple rule for determining which variable has the greatest proportional effect. 27. The table shows wind chill (how cold it “feels” outside) as a function of temperature (degrees Fahrenheit) and wind speed (mph). We can think of this as a function C(t, s). Estimate ∂C ∂C the partial derivatives (10, 10) and (10, 10). Interpret ∂t ∂s each partial derivative and explain why it is surprising that ∂C (10, 10) = 1. ∂t Speed
 
 Temp 0 5 10 15 20 25 30
 
 30
 
 20
 
 10
 
 0
 
 −10
 
 30 27 16 9 4 0 −2
 
 20 16 4 −5 −10 −15 −18
 
 10 6 −9 −18 −25 −29 −33
 
 0 −5 −24 −32 −39 −44 −48
 
 −10 −15 −33 −45 −53 −59 −63
 
 28. Rework exercise 27 using the point (10, 20).  Explain the sig ∂C   ∂C  nificance of the inequality  (10, 10) >  (10, 20). ∂s ∂s
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 29. Using the baseball data in example 3.8, estimate and interpret ∂f ∂f (170, 3000) and (170, 3000). ∂v ∂ω 30. According to the data in example 3.8, a baseball with initial velocity 170 ft/s and backspin 3000 rpm flies 395 ft. Suppose that the ball must go 400 ft to clear the fence for a home run. Based on your answers to exercise 29, how much extra backspin is needed for a home run?
 
 ............................................................ In exercises 31 and 32, sketch the graph of z  f (x, y) and on this graph, highlight the appropriate two-dimensional trace. Interpret the partial derivative as a slope. 31. f (x, y) = 4 − x 2 − y 2 , (a) 32. f (x, y) =
 
 
 
 x 2 + y2,
 
 (a)
 
 ∂f (1, 1), ∂x
 
 (b)
 
 ∂f (2, 0) ∂y
 
 ∂f (1, 0), ∂x
 
 (b)
 
 ∂f (0, 2) ∂y
 
 ............................................................ In exercises 33–36, find all points at which fx  fy  0 and interpret the significance of the points graphically. 33. f (x, y) = x 2 + y 2
 
 34. f (x, y) = x 2 + y 2 − x 4
 
 35. f (x, y) = sin x sin y
 
 36. f (x, y) = e−x
 
 2 −y 2
 
 ............................................................ In exercises 37 and 38, show that fxy  fyx . 37. f (x, y) =
 
 cx − sin(x + y) y−b
 
 38. f (x, y) = x cy − eb/(x−y)
 
 ............................................................
 
 ∂f In exercises 39 and 40, use the contour plot to estimate and ∂x ∂f at (a) (0, 0), (b) (0, 1), (c) (2, 0). ∂y y
 
 39. 5
 
 x
 
 5
 
 5
 
 5
 
 2 4
 
 6
 
 8
 
 10
 
 13-34
 
 41. Carefully write down a definition for the three first-order partial derivatives of a function of three variables f (x, y, z). 42. Determine how many second-order partial derivatives there are of f (x, y, z). Assuming a result analogous to Theorem 3.1, how many of these second-order partial derivatives are actually different? 43. For the function ⎧ ⎨ x y(x 2 − y 2 ) , 2 2 f (x, y) = ⎩ x +y 0,
 
 if (x, y) = (0, 0) if (x, y) = (0, 0)
 
 use the limit definitions of partial derivatives to show that f x y (0, 0) = −1 but f yx (0, 0) = 1. Determine which assumption in Theorem 3.1 is not true. ⎧ ⎨ x y2 , if (x, y) = (0, 0) , show that 44. For f (x, y) = x 2 + y 4 ⎩ 0, if (x, y) = (0, 0) ∂f ∂f (0, 0) = (0, 0) = 0. [Note that we have previously ∂x ∂y shown that this function is not continuous at (0, 0).] 45. Sometimes the order of differentiation makes a practical dif∂2 f ∂2 f 1 = ference. For f (x, y) = sin(x y 2 ), show that x ∂ x∂ y ∂ y∂ x but that the ease of calculations is not the same. 46. For a rectangle of length L and perimeter P, show that the area ∂A . A simpler formula is given by A = 12 L P − L 2 . Compute ∂L for area is A = L W , where W is the width of the rectangle. ∂A and show that your answer is not equivalent Compute ∂L to the previous derivative. Explain the difference by noting that in one case the width is held constant while L changes, whereas in the other case the perimeter is held constant while L changes. 47. Suppose that f (x, y) is a function with continuous secondorder partial derivatives. Consider the curve obtained by intersecting the surface z = f (x, y) with the plane y = y0 . Explain how the slope of this curve at the point x = x0 relates ∂f (x0 , y0 ). Relate the concavity of this curve at the point to ∂x ∂2 f x = x0 to (x0 , y0 ). ∂x2 48. As in exercise 47, develop a graphical interpretation of ∂2 f (x0 , y0 ). ∂ y2
 
 y
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 16:55
 
 5
 
 49. Given the cross sections of z = f (x, y), estimate (a) f x (1, 1), (b) f x (0, 1), (c) f y (1, 0) and (d) f y (1, 1). 2 x
 
 5
 
 5
 
 z
 
 z
 
 4
 
 6 5
 
 8
 
 x
 
 10
 
 ............................................................
 
 at y  1
 
 y
 
 at x  1
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 50. Given the contour plot of f below, what can be said about f x (0, 0)? f y (0, 0)? y
 
 x
 
 In exercises 51–54, find a function with the given properties. √ 51. f x = 2x sin y + 3x 2 y 2 , f y = x 2 cos y + 2x 3 y + y 52. f x = ye x y
 
 x , f y = xe x y + y cos y + 2 x +1
 
 2x 2 3 2y + 2 , fy = 2 + 2 x 2 + y2 x −1 y +1 x + y2   54. f x = y/x + 2 cos(2x + y), f y = x/y + cos (2x + y) 53. f x =
 
 APPLICATIONS 55. (a) Show that the functions f n (x, t) = sin nπ x cos nπct satisfy ∂2 f ∂2 f the wave equation c2 2 = 2 , for any positive integer ∂x ∂t n and any constant c. (b) Show that if f (x) is a function with a continuous second derivative, then f (x − ct) and f (x + ct) are both solutions of the wave equation. If x represents position and t represents time, explain why c can be interpreted as the velocity of the wave. 56. (a) The value of an investment of $1000 invested at a constant   1 + 0.1(1 − T ) 5 10% rate for 5 years is V = 1000 , 1+ I where T is the tax rate and I is the inflation rate. Com∂V ∂V and , and discuss whether the tax rate or the pute ∂I ∂T inflation rate has a greater influence on the value of the investment. (b) The value of an investment of $1000 invested at a rate r for   1 + 0.72r 5 5 years with a tax rate of 28% is V = 1000 , 1+ I ∂V ∂V and , where I is the inflation rate. Compute ∂r ∂I and discuss whether the investment rate or the inflation rate has a greater influence on the value of the investment. 57. Suppose that the position of a guitar string of length L varies according to p(x, t) = sin x cos t, where x represents the distance along the string, 0 ≤ x ≤ L, and t represents time. Compute ∂p ∂p and interpret and . ∂x ∂t 58. Suppose that the concentration of some pollutant in a river as a function of position x and time t is given by
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 p(x, t) = p0 (x − ct)e−μt for constants p0 , c and μ. Show that ∂p ∂p ∂p ∂p = −c − μp. Interpret both and , and explain ∂t ∂x ∂t ∂x how this equation relates the change in pollution at a specific location to the current of the river and the rate at which the pollutant decays. 59. (a) In a chemical reaction, the temperature T, entropy S, Gibbs free energy G and enthalpy H are related by G = H − T S. ∂(G/T ) H Show that = − 2. ∂T T ∂(G/T ) = H . Chemists measure the enthalpy ∂(1/T ) of a reaction by measuring this rate of change.
 
 (b) Show that
 
 60. Suppose that three resistors are in parallel in an electrical circuit. If the resistances are R1 , R2 and R3 ohms, respectively, then the net resistance in the circuit equals R1 R2 R3 R= . Compute and interpret the partial R1 R2 + R1 R3 + R2 R3 ∂R . Given this partial derivative, explain how to derivative ∂ R1 ∂R ∂R and . quickly write down the partial derivatives ∂ R2 ∂ R3 61. A process called tag-and-recapture is used to estimate populations of animals in the wild. First, some number T of the animals are captured, tagged and released into the wild. Later, a number S of the animals are captured, of which t are observed to be tagged. The estimate of the total popTS ulation is then P(T, S, t) = . Compute P(100, 60, 15); t the proportion of tagged animals in the recapture is 15 = 14 . 60 Based on your estimate of the total population, what proportion of the total population has been tagged? Now compute ∂P (100, 60, 15) and use it to estimate how much your popula∂t tion estimate would change if one more recaptured animal were tagged. 62. Let T (x, y) be the temperature at longitude x and latitude y in the United States. In general, explain why you would expect ∂T < 0. If a cold front is moving from east to west, to have ∂y ∂T to be positive or negative? would you expect ∂x 63. Suppose that L hours of labor and K dollars of investment by a company result in a productivity of P = L 0.75 K 0.25 . (a) Compute the marginal productivity of labor, defined ∂P and the marginal productivity of capital, defined by ∂L ∂2 P ∂2 P ∂P . (b) Show that < 0 and < 0. Interpret this by 2 ∂K ∂L ∂K2 in terms of diminishing returns on investments in labor and ∂2 P > 0 and interpret it in economic capital. (c) Show that ∂ L∂ K terms. 64. Suppose that the demand for coffee is given by D1 = 300 + p110+4 − 5 p2 and the demand for sugar is given by D2 = 250 + p26+2 − 6 p1 , where p1 is the price of a pound of ∂ D1 coffee and p2 is the price of a pound of sugar. Show that ∂ p2
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 ∂ D2 are both negative. This is the definition of comple∂ p1 mentary commodities. Interpret the partial derivatives and explain why the word complementary is appropriate.
 
 and
 
 65. Suppose that D1 ( p1 , p2 ) and D2 ( p1 , p2 ) are demand functions for commodities coffee and tea with prices p1 ∂ D1 ∂ D2 and p2 , respectively. If and are both posi∂ p2 ∂ p1 tive, explain why the commodities are called substitute commodities.
 
 P3
 
 P2 P0 P1
 
 EXPLORATORY EXERCISES 1. In exercises 47 and 48, you interpreted the second-order partial derivatives f x x and f yy in terms of concavity. In this exercise, you will develop a geometric interpretation of the mixed partial derivative f x y . (More information can be found in the article “What is f x y ?” by Brian McCartin in the March 1998 issue of the journal PRIMUS.) Start by using Taylor’s Theorem (see section 9.7) to show that f (x, y) − f (x + h, y) − f (x, y + k) + f (x + h, y + k) lim lim = f x y (x, y). k→0 h→0 hk [Hint: Treating y as a constant, you have f (x + h, y) = f (x, y) + h f x (x, y) + h 2 g(x, y), for some function g(x, y). Similarly, expand the other terms in the numerator.] Theref0 − f1 − f2 + f3 fore, for small h and k, f x y (x, y) ≈ , hk where f 0 = f (x, y), f 1 = f (x + h, y), f 2 = f (x, y + k) and f 3 = f (x + h, y + k). The four points P0 = (x, y, f 0 ), P1 = (x + h, y, f 1 ), P2 = (x, y + k, f 2 ) and P3 = (x + h, y + k, f 3 ) determine a parallelepiped, as shown in the figure.
 
 Recalling that the volume of a parallelepiped formed by vectors a, b and c is given by |a · (b × c)|, show that the volume of this box equals |( f 0 − f 1 − f 2 + f 3 )hk|. That is, the volume is approximately equal to | f x y (x, y)|(hk)2 . Conclude that the larger | f x y (x, y)| is, the greater the volume of the box and hence, the farther the point P3 is from the plane determined by the points P0 , P1 and P2 . To see what this means graphically, start with the function f (x, y) = x 2 + y 2 at the point (1, 1, 2). With h = k = 0.1, show that the points (1, 1, 2), (1.1, 1, 2.21), (1, 1.1, 2.21) and (1.1, 1.1, 2.42) all lie in the same plane. The derivative f x y (1, 1) = 0 indicates that at the point (1.1, 1.1, 2.42), the graph does not curve away from the plane of the points (1, 1, 2), (1.1, 1, 2.21) and (1, 1.1, 2.21). Contrast this to the behavior of the function f (x, y) = x 2 + x y at the point (1, 1, 2). This says that f x y measures the amount of curving of the surface as you sequentially change x and y by small amounts. b 2. For a function g(x, y), define F(x) = a g(x, y) dy. In this exercise, you will explore the question of whether or not b F  (x) = a ∂∂gx (x, y) dy. (a) Show that this is true for g(x, y) = e x y . (b) Show that it is true for g(x, y) = h(x)k(y) if k is continuous and h is differentiable. (c) Show that it is true for g(x, y) = x1 e x y on the interval [0, 2]. (d) Find numerically that it is not true for g(x, y) = 1y e x y . (e) Conjecture conditions on the function g(x, y) for which the statement is true. (f) A mathematician would say that the underlying issue in this problem is the interchangeability of limits and integrals. Explain how limits are involved.
 
 13.4 TANGENT PLANES AND LINEAR APPROXIMATIONS Recall that the tangent line to the curve y = f (x) at x = a stays close to the curve near the point of tangency, enabling us to use the tangent line to approximate values of the function close to the point of tangency. (See Figure 13.24a.) The equation of the tangent line is given by y = f (a) + f  (a)(x − a).
 
 (4.1)
 
 In section 3.1, we called this the linear approximation to f (x) at x = a. In much the same way, we can approximate the value of a function of two variables near a given point using the tangent plane to the surface at that point. For instance, the graph of z = 6 − x 2 − y 2 and its tangent plane at the point (1, 2, 1) are shown in Figure 13.24b. Notice that near the point (1, 2, 1), the surface and the tangent plane are very close together. Refer to Figures 13.25a and 13.25b to visualize the process. Starting from a standard graphing window (Figure 13.25a shows z = 6 − x 2 − y 2 with −3 ≤ x ≤ 3 and −3 ≤ y ≤ 3),
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 y z
 
 y  f(a)  f (a)(x  a) y  f (x)
 
 6
 
 (1, 2.1)
 
 f (x1) y1
 
 3
 
 f (a) z
 
 2 a
 
 y
 
 x
 
 x1
 
 x
 
 y
 
 FIGURE 13.24a
 
 FIGURE 13.24b
 
 Linear approximation
 
 z = 6 − x 2 − y 2 and the tangent plane at (1, 2, 1)
 
 x
 
 FIGURE 13.25a z = 6 − x 2 − y 2 , with −3 ≤ x ≤ 3 and −3 ≤ y ≤ 3
 
 z
 
 x
 
 y
 
 FIGURE 13.25b z = 6 − x 2 − y 2 , with 0.9 ≤ x ≤ 1.1 and 1.9 ≤ y ≤ 2.1
 
 zoom in on the point (1, 2, 1), as in Figure 13.25b (showing z = 6 − x 2 − y 2 with 0.9 ≤ x ≤ 1.1 and 1.9 ≤ y ≤ 2.1). The surface in Figure 13.25b looks like a plane, since we have zoomed in sufficiently far that the surface and its tangent plane are difficult to distinguish visually. This suggests that for points (x, y) close to the point of tangency, we can use the corresponding z-value on the tangent plane as an approximation to the value of the function at that point. We begin by looking for an equation of the tangent plane to z = f (x, y) at the point (a, b, f (a, b)), where f x and f y are continuous at (a, b). For this, we need only find a vector normal to the plane, since one point lying in the tangent plane is the point of tangency (a, b, f (a, b)). To find a normal vector, we will find two vectors lying in the plane and then take their cross product to obtain a vector orthogonal to both (and thus, orthogonal to the plane). Imagine intersecting the surface z = f (x, y) with the plane y = b, as shown in Figure 13.26a. As we observed in section 13.3, the result is a curve in the plane y = b whose slope at x = a is given by f x (a, b). Along the tangent line at x = a, a change of 1 unit in x corresponds to a change of f x (a, b) in z. Since we’re looking at a curve that lies in the plane y = b, the value of y doesn’t change at all along the curve. A vector with the same direction as the tangent line is then 1, 0, f x (a, b). This vector must then be parallel to the tangent plane. (Think about this some.) Similarly, intersecting the surface z = f (x, y) with the plane x = a, as shown in Figure 13.26b, we get a curve lying in the plane x = a, whose slope at y = b is given by f y (a, b). A vector with the same direction as the tangent line at y = b is then 0, 1, f y (a, b).
 
 z
 
 y
 
 y x
 
 z
 
 z
 
 y x x
 
 FIGURE 13.26a
 
 FIGURE 13.26b
 
 FIGURE 13.26c
 
 The intersection of the surface z = f (x, y) with the plane y = b
 
 The intersection of the surface z = f (x, y) with the plane x = a
 
 Tangent plane and normal vector
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 We have now found two vectors that are parallel to the tangent plane: 1, 0, f x (a, b) and 0, 1, f y (a, b). A vector normal to the plane is then given by the cross product:
 
 0, 1, f y (a, b) × 1, 0, f x (a, b) = f x (a, b), f y (a, b), −1. We indicate the tangent plane and normal vector at a point in Figure 13.26c (on the preceeding page). We have the following result.
 
 REMARK 4.1
 
 THEOREM 4.1 Suppose that f (x, y) has continuous first partial derivatives at (a, b). A normal vector to the tangent plane to z = f (x, y) at (a, b) is then f x (a, b), f y (a, b), −1. Further, an equation of the tangent plane is given by
 
 Notice the similarity between the equation of the tangent plane given in (4.2) and the equation of the tangent line to y = f (x) given in (4.1).
 
 z − f (a, b) = f x (a, b)(x − a) + f y (a, b)(y − b) z = f (a, b) + f x (a, b)(x − a) + f y (a, b)(y − b).
 
 or
 
 (4.2)
 
 Observe that since we now know a normal vector to the tangent plane, the line orthogonal to the tangent plane and passing through the point (a, b, f (a, b)) is given by x = a + f x (a, b)t,
 
 y = b + f y (a, b)t,
 
 z = f (a, b) − t.
 
 (4.3)
 
 This line is called the normal line to the surface at the point (a, b, f (a, b)). It’s now a simple matter to use Theorem 4.1 to construct the equations of a tangent plane and normal line to nearly any surface, as we illustrate in examples 4.1 and 4.2.
 
 EXAMPLE 4.1 z
 
 Find equations of the tangent plane and the normal line to z = 6 − x 2 − y 2 at the point (1, 2, 1).
 
 6
 
 3 2
 
 Finding Equations of the Tangent Plane and the Normal Line
 
 y
 
 Solution For f (x, y) = 6 − x 2 − y 2 , we have f x = −2x and f y = −2y. This gives us f x (1, 2) = −2 and f y (1, 2) = −4. A normal vector is then −2, −4, −1 and from (4.2), an equation of the tangent plane is z = 1 − 2(x − 1) − 4(y − 2).
 
 x
 
 FIGURE 13.27 Surface, tangent plane and normal line at the point (1, 2, 1)
 
 From (4.3), equations of the normal line are x = 1 − 2t,
 
 y = 2 − 4t,
 
 z = 1 − t.
 
 A sketch of the surface, the tangent plane and the normal line is shown in Figure 13.27. „
 
 EXAMPLE 4.2
 
 Finding Equations of the Tangent Plane and the Normal Line
 
 Find equations of the tangent plane and the normal line to z = x 3 + y 3 +
 
 x2 at (2, 1, 13). y
 
 2x x2 and f y = 3y 2 − 2 , so that f x (2, 1) = 12 + 4 = 16 y y and f y (2, 1) = 3 − 4 = −1. A normal vector is then 16, −1, −1 and from (4.2), an equation of the tangent plane is
 
 Solution Here, f x = 3x 2 +
 
 z = 13 + 16(x − 2) − (y − 1). From (4.3), equations of the normal line are x = 2 + 16t,
 
 y = 1 − t,
 
 z = 13 − t.
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 A sketch of the surface, the tangent plane and the normal line is shown in Figure 13.28. z
 
 y
 
 x
 
 FIGURE 13.28 Surface, tangent plane and normal line at the point (2, 1, 13) „
 
 In Figures 13.27 and 13.28, the tangent plane appears to stay close to the surface near the point of tangency. This says that for (x, y) close to the point of tangency, the z-values on the tangent plane should be close to the corresponding z-values on the surface, which are given by the function values f (x, y). Further, the simple form of the equation for the tangent plane makes it ideal for approximating the value of complicated functions. We define the linear approximation L(x, y) of f (x, y) at the point (a, b) to be the function defining the z-values on the tangent plane, namely, L(x, y) = f (a, b) + f x (a, b)(x − a) + f y (a, b)(y − b),
 
 (4.4)
 
 from (4.2). We illustrate this with example 4.3.
 
 EXAMPLE 4.3
 
 Finding a Linear Approximation
 
 Compute the linear approximation of f (x, y) = 2x + e x −y at (0, 0). Compare the linear approximation to the actual function values for (a) x = 0 and y near 0; (b) y = 0 and x near 0; (c) y = x, with both x and y near 0 and (d) y = 2x, with both x and y near 0. 2
 
 Solution Here, f x = 2 + 2xe x −y and f y = −e x −y , so that f x (0, 0) = 2 and f y (0, 0) = −1. Also, f (0, 0) = 1. From (4.4), the linear approximation is then given by 2
 
 2
 
 L(x, y) = 1 + 2(x − 0) − (y − 0) = 1 + 2x − y. The following table compares values of L(x, y) and f (x, y) for a number of points of the form (0, y), (x, 0), (x, x) and (x, 2x).
 
 (x, y)
 
 f (x, y)
 
 L(x, y)
 
 (x, y)
 
 f (x, y)
 
 L(x, y)
 
 (0, 0.1)
 
 0.905
 
 0.9
 
 (0.1, 0.1)
 
 1.11393
 
 1.1
 
 (0, 0.01)
 
 0.99005
 
 0.99
 
 (0.01, 0.01)
 
 1.01015
 
 1.01
 
 (0, −0.1)
 
 1.105
 
 1.1
 
 (−0.1, −0.1)
 
 0.91628
 
 0.9
 
 (0, −0.01)
 
 1.01005
 
 1.01
 
 (−0.01, −0.01)
 
 0.99015
 
 0.99
 
 (0.1, 0)
 
 1.21005
 
 1.2
 
 (0.1, 0.2)
 
 1.02696
 
 1.0
 
 (0.01, 0)
 
 1.02010
 
 1.02
 
 (0.01, 0.02)
 
 1.00030
 
 1.0
 
 (−0.1, 0)
 
 0.81005
 
 0.8
 
 (−0.1, −0.2)
 
 1.03368
 
 1.0
 
 (−0.01, 0)
 
 0.98010
 
 0.98
 
 (−0.01, −0.02)
 
 1.00030
 
 1.0
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 Notice that the closer a given point is to the point of tangency, the more accurate the linear approximation tends to be at that point. This is typical of this type of approximation. We will explore this further in the exercises. „
 
 Increments and Differentials y
 
 Now that we have examined linear approximations from a graphical perspective, we will examine them in a symbolic fashion. First, we remind you of the notation and some alternative language that we used in section 3.1 for functions of a single variable. We defined the increment y of the function f (x) at x = a to be
 
 y  f (a)  f (a)(x  a) y  f (x)
 
 f(a  x) y1 f(a)
 
 dy
 
 y = f (a + x) − f (a).
 
 y
 
 Referring to Figure 13.29, notice that for x small,
 
 x a a  x
 
 FIGURE 13.29 Increments and differentials for a function of one variable
 
 x
 
 y ≈ dy = f  (a) x, where we referred to dy as the differential of y. Further, observe that if f is differentiable at y − dy , then we have x = a and ε = x f (a + x) − f (a) − f  (a) x y − dy = x x f (a + x) − f (a) = − f  (a) → 0, x as x → 0. (You’ll need to recognize the definition of derivative here!) Finally, solving for y in terms of ε, we have ε=
 
 y = dy + ε x, where ε → 0, as x → 0. We can make a similar observation for functions of several variables, as follows. For z = f (x, y), we define the increment of f at (a, b) to be z = f (a + x, b + y) − f (a, b). z y (a, b, f (a, b)) z  f(x, y) O z
 
 (a, b, 0) dz
 
 Tangent plane
 
 (u, b  y)
 
 b  y
 
 v
 
 f (a, b)
 
 y
 
 (a, v)
 
 y b
 
 x x y (a   x, b  y, 0)
 
 a
 
 x
 
 u
 
 a  x
 
 FIGURE 13.30
 
 FIGURE 13.31
 
 Linear approximation
 
 Intermediate points from the Mean Value Theorem
 
 x
 
 That is, z is the change in z that occurs when a is incremented by x and b is incremented by y, as illustrated in Figure 13.30. Notice that as long as f is continuous in some open region containing (a, b) and f has first partial derivatives on that region, we can write z = f (a + x, b + y) − f (a, b) = [ f (a + x, b + y) − f (a, b + y)] + [ f (a, b + y) − f (a, b)] Adding and subtracting f (a, b + y).
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 = f x (u, b + y)[(a + x) − a] + f y (a, v)[(b + y) − b] Applying the Mean Value Theorem to both terms.
 
 = f x (u, b + y) x + f y (a, v) y, by the Mean Value Theorem. Here, u is some value between a and a + x, and v is some value between b and b + y. (See Figure 13.31.) This gives us z = f x (u, b + y) x + f y (a, v) y = { f x (a, b) + [ f x (u, b + y) − f x (a, b)]} x + { f y (a, b) + [ f y (a, v) − f y (a, b)]} y, which we rewrite as z = f x (a, b) x + f y (a, b) y + ε1 x + ε2 y, where
 
 ε1 = f x (u, b + y) − f x (a, b)
 
 ε2 = f y (a, v) − f y (a, b).
 
 and
 
 Finally, observe that if f x and f y are both continuous in some open region containing (a, b), then ε1 and ε2 will both tend to 0, as (x, y) → (0, 0). In fact, you should recognize that since ε1 , ε2 → 0, as (x, y) → (0, 0), the products ε1 x and ε2 y both tend to 0 even faster than do ε1 , ε2 , x or y individually. (Think about this!) We have now established the following result.
 
 THEOREM 4.2 Suppose that z = f (x, y) is defined on the rectangular region R = {(x, y)|x0 < x < x1 , y0 < y < y1 } and f x and f y are defined on R and are continuous at (a, b) ∈ R. Then for (a + x, b + y) ∈ R, z = f x (a, b) x + f y (a, b) y + ε1 x + ε2 y,
 
 (4.5)
 
 where ε1 and ε2 are functions of x and y that both tend to zero, as (x, y) → (0, 0). For some very simple functions, we can compute z by hand, as illustrated in example 4.4.
 
 EXAMPLE 4.4
 
 Computing the Increment z
 
 For z = f (x, y) = x 2 − 5x y, find z and write it in the form indicated in Theorem 4.2. Solution We have z = f (x + x, y + y) − f (x, y) = [(x + x)2 − 5(x + x)(y + y)] − (x 2 − 5x y) = x 2 + 2x x + (x)2 − 5(x y + x y + y x + x y) − x 2 + 5x y = (2x − 5y) x + (−5x) y + (x) x + (−5x) y           fx
 
 fy
 
 ε1
 
 ε2
 
 = f x (x, y) x + f y (x, y) y + ε1 x + ε2 y, where ε1 = x and ε2 = −5x both tend to zero, as (x, y) → (0, 0), as indicated in Theorem 4.2. You should observe here that by grouping the terms differently, we could get different choices for ε1 and ε2 . „ Look closely at the first two terms in the expansion of the increment z given in (4.5). If we take x = x − a and y = y − b, then they correspond to the linear approximation of f (x, y). In this context, we give this a special name. If we increment x by the amount
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 d x = x and increment y by dy = y, then we define the differential of z to be dz = f x (x, y) d x + f y (x, y) dy. This is sometimes referred to as a total differential. Notice that for dx and dy small, we have from (4.5) that z ≈ dz. You should recognize that this is the same approximation as the linear approximation developed in the beginning of this section. In this case, though, we have developed this from an analytical perspective, rather than the geometrical one used in the beginning of the section. In Definition 4.1, we give a special name to functions that can be approximated linearly in the above fashion.
 
 DEFINITION 4.1 Let z = f (x, y). We say that f is differentiable at (a, b) if we can write z = f x (a, b) x + f y (a, b) y + ε1 x + ε2 y, where ε1 and ε2 are both functions of x and y and ε1 , ε2 → 0, as (x, y) → (0, 0). We say that f is differentiable on a region R ⊂ R2 whenever f is differentiable at every point in R. Although this definition of a differentiable function may not appear to be an obvious generalization of the corresponding definition for a function of a single variable, in fact, it is. We explore this in exercises 49 and 50. Note that from Theorem 4.2, if f x and f y are defined on some open rectangle R containing the point (a, b) and if f x and f y are continuous at (a, b), then f will be differentiable at (a, b). Just as with functions of a single variable, it can be shown that if f is differentiable at a point (a, b), then it is also continuous at (a, b). Further, owing to Theorem 4.2, if a function is differentiable at a point, then the linear approximation (differential) at that point provides a good approximation to the function near that point. Be very careful of what this does not say, however. If a function has partial derivatives at a point, it need not be differentiable or even continuous at that point. (In exercises 35 and 36, you will see examples of a function with partial derivatives defined everywhere, but that is not differentiable at a point.) The idea of a linear approximation extends easily to three or more dimensions. We lose the graphical interpretation of a tangent plane approximating a surface, but the definition should make sense.
 
 DEFINITION 4.2 The linear approximation to f (x, y, z) at the point (a, b, c) is given by L(x, y, z) = f (a, b, c) + f x (a, b, c)(x − a) + f y (a, b, c)(y − b) + f z (a, b, c)(z − c). We can write the linear approximation in the context of increments and differentials, as follows. If we increment x by x, y by y and z by z, then the increment of w = f (x, y, z) is given by w = f (x + x, y + y, z + z) − f (x, y, z) ≈ dw = f x (x, y, z) x + f y (x, y, z) y + f z (x, y, z) z.
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 A good way to interpret (and remember!) the linear approximation is that each partial derivative represents the change in the function relative to the change in that variable. The linear approximation starts with the function value at the known point and adds in the approximate changes corresponding to each of the independent variables.
 
 EXAMPLE 4.5
 
 L
 
 FIGURE 13.32 A typical beam
 
 h w
 
 Approximating the Sag in a Beam
 
 Suppose that the sag in a beam of length L, width w and height h is given by L4 S(L , w, h) = 0.0004 3 , with all lengths measured in inches. We illustrate the beam wh in Figure 13.32. A beam is supposed to measure L = 36, w = 2 and h = 6 with a corresponding sag of 1.5552 inches. Due to weathering and other factors, the manufacturer only guarantees measurements with error tolerances L = 36 ± 1, w = 2 ± 0.4 and h = 6 ± 0.8. Use a linear approximation to estimate the possible range of sags in the beam. L3 ∂ S L4 ∂S = 0.0016 3 , = −0.0004 2 3 and ∂L wh ∂w w h ∂S L4 ∂S = −0.0012 4 . At the point (36, 2, 6), we then have (36, 2, 6) = 0.1728, ∂h wh ∂L ∂S ∂S (36, 2, 6) = −0.7776 and (36, 2, 6) = −0.7776. From Definition 4.2, the linear ∂w ∂h approximation of the sag is then given by Solution We first compute
 
 S ≈ 1.5552 + 0.1728(L − 36) − 0.7776(w − 2) − 0.7776(h − 6). Notice that we could have written this in differential form using Definition 4.1. From the stated tolerances, L − 36 must be between −1 and 1, w − 2 must be between −0.4 and 0.4 and h − 6 must be between −0.8 and 0.8. Notice that the maximum sag then occurs with L − 36 = 1, w − 2 = −0.4 and h − 6 = −0.8. The linear approximation predicts that S − 1.5552 ≈ 0.1728 + 0.31104 + 0.62208 = 1.10592. Similarly, the minimum sag occurs with L − 36 = −1, w − 2 = 0.4 and h − 6 = 0.8. The linear approximation predicts that S − 1.5552 ≈ −0.1728 − 0.31104 − 0.62208 = −1.10592. Based on the linear approximation, the sag is 1.5552 ± 1.10592, or between 0.44928 and 2.66112. As you can see, in this case, the uncertainty in the sag is substantial. „ In many real-world situations, we do not have a formula for the quantity we are interested in computing. Even so, given sufficient information, we can still use linear approximations to estimate the desired quantity.
 
 EXAMPLE 4.6
 
 Estimating the Gauge of a Sheet of Metal
 
 Manufacturing plants create rolls of metal of a desired gauge (thickness) by feeding the metal through very large rollers. The thickness of the resulting metal depends on the gap between the working rollers, the speed at which the rollers turn and the temperature of the metal. Suppose that for a certain metal, a gauge of 4 mm is produced by a gap of 4 mm, a speed of 10 m/s and a temperature of 900◦ . Experiments show that an increase in speed of 0.2 m/s increases the gauge by 0.06 mm and an increase in temperature of 10◦ decreases the gauge by 0.04 mm. Use a linear approximation to estimate the gauge at 10.1 m/s and 880◦ . Solution With no change in gap, we assume that the gauge is a function g(s, t) ∂g 0.06 of the speed s and the temperature t. Based on our data, ≈ = 0.3 and ∂s 0.2
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 ∂g −0.04 ≈ = −0.004. From Definition 4.2, the linear approximation of g(s, t) ∂t 10 is given by g(s, t) ≈ 4 + 0.3(s − 10) − 0.004(t − 900). With s = 10.1 and t = 880, we get the estimate g(10.1, 880) ≈ 4 + 0.3(0.1) − 0.004(−20) = 4.11. „
 
 BEYOND FORMULAS You should think of linear approximations more in terms of example 4.6 than example 4.5. That is, linear approximations are most commonly used when there is no known formula for the function f. You can then read equation (4.4) or Definition 4.2 as a recipe that tells you which ingredients (i.e., function values and derivatives) you need to approximate a function value. The visual image behind this formula, shown in Figure 13.30, gives you information about how good your approximation is.
 
 EXERCISES 13.4 WRITING EXERCISES 1. Describe which graphical properties of the surface z = f (x, y) would cause the linear approximation of f at (a, b) to be particularly accurate or inaccurate. 2. Temperature varies with longitude (x), latitude (y) and altitude (z). Speculate whether or not the temperature function would be differentiable and what significance the answer would have for weather prediction. 3. Imagine a surface z = f (x, y) with a ridge of discontinuities along the line y = x. Explain in graphical terms why f would not be differentiable at (0, 0) or any other point on the line y = x. 4. The function in exercise 3 might have first partial derivatives f x (0, 0) and f y (0, 0). Explain why the slopes along x = 0 and y = 0 could have limits as x and y approach 0. If differentiable is intended to describe functions with smooth graphs, explain why differentiability is not defined in terms of the existence of partial derivatives.
 
 In exercises 7–12, compute the linear approximation of the function at the given point.  7. f (x, y) = x 2 + y 2 at (a) (3, 0) and (b) (0, −3)     π π π π 8. f (x, y) = sin x cos y at (a) , and (b) , 4 4 3 6   1 and 0, π, 9. f (x, y, z) = sin−1 x + tan (yz) at (a) 4   1 (b) √ , 2, 0 2  10. f (x, y, z) = xe yz − x − y 2 at (a) (4, 1, 0) and (b) (1, 0, 2) 11. f (w, x, y, z) = w2 x y − ewyz at (a) (−2, 3, 1, 0) and (b) (0, 1, −1, 2) 12. f (w, x, y, z) = cos x yz − w3 x 2 at (a) (2, −1, 4, 0) and (b) (2, 1, 0, 1)
 
 ............................................................ In exercises 13–16, compare the linear approximation from the indicated exercise to the exact function value at the given points. 13. Exercise 7 part (a) at (3, −0.1), (3.1, 0), (3.1, −0.1)
 
 In exercises 1–6, find equations of the tangent plane and normal line to the surface at the given point. 1. z = x 2 + y 2 − 1 at (a) (2, 1, 4) and (b) (0, 2, 3) 2. z = e−x
 
 2 −y 2
 
 at (a) (0, 0, 1) and (b) (1, 1, e−2 )
 
 3. z = sin x cos y at (a) (0, π, 0) and (b)
 
 ( π2
 
 , π, −1)
 
 4. z = x − 2x y at (a) (−2, 3, 4) and (b) (1, −1, 3)  5. z = x 2 + y 2 at (a) (−3, 4, 5) and (b) (8, −6, 10) 3
 
 6. z =
 
 4x at (a) (1, 2, 2) and (b) (−1, 4, −1) y
 
 ............................................................
 
 14. Exercise 7 part (b) at (0.1, −3), (0, −3.1), (0.1, −3.1) 15. Exercise 9 part (a) at (0, 3, 1/4 ), (0.1, π, 1/4 ), (0, π , 0.2) 16. Exercise 9 part (b) at (0.7, 2, 0), (0.7, 1.9, 0), (0.7, 2, 0.1)
 
 ............................................................ 17. Use a linear approximation to estimate the range of sags in the beam of example 4.5 if the error tolerances are L = 36 ± 0.5, w = 2 ± 0.2 and h = 6 ± 0.5. 18. Use a linear approximation to estimate the range of sags in the beam of example 4.5 if the error tolerances are L = 32 ± 0.4, w = 2 ± 0.3 and h = 8 ± 0.4.
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 19. Use a linear approximation to estimate the gauge of the metal in example 4.6 at 9.9 m/s and 930◦ .
 
 ..
 
 22. Suppose that for the metal in example 4.6, a decrease of 0.05 mm in the gap between the working rolls decreases the gauge by 0.04 mm. Use a linear approximation in three variables to estimate the gauge at 10.15 m/s, 905◦ and a gap of 3.98 mm.
 
 ............................................................ In exercises 23–30, find the increment z and write it in the form given in (4.5). Determine whether f is differentiable at all points (a, b). (Hint: Use a Taylor series for e x , cos x, or sin x.) 23. f (x, y) = 2x y + y 2
 
 24. f (x, y) = (x + y)2
 
 25. f (x, y) = x 2 + y 2
 
 26. f (x, y) = x 3 − 3x y
 
 27. f (x, y) = e x+2y
 
 28. f (x, y) = x 2 sin y
 
 29. f (x, y) =
 
 x y
 
 2
 
 30. f (x, y) =
 
 2 x+y
 
 ............................................................ In exercises 31–34, find the total differential of f (x, y). 32. f (x, y) =
 
 31. f (x, y) = ye x + sin x
 
 √
 
 x+y
 
 33. f (x, y, z) = ln(x yz) − tan−1 (x − y − z)  2 34. f (x, y, z) = xe x y/z − z ln(x + y)
 
 ............................................................ In exercises 35 and 36, show that the partial derivatives fx (0, 0) and fy (0, 0) both exist, but the function f (x, y) is not differentiable at (0, 0). ⎧ ⎨ 2x y , if (x, y) = (0, 0) 35. f (x, y) = x 2 + y 2 ⎩ 0, if (x, y) = (0, 0) ⎧ ⎨ x y2 , if (x, y) = (0, 0) 36. f (x, y) = x 2 + y 2 ⎩ 0, if (x, y) = (0, 0)
 
 ............................................................ In exercises 37 and 38, use the given contour plot to estimate the linear approximation of f (x, y) at (a) (0, 0); (b) (1, 0); (c) (0, 2). y
 
 37. 5
 
 x
 
 5
 
 5
 
 5
 
 2 4
 
 6
 
 8
 
 10
 
 853
 
 y
 
 38. 5
 
 20. Use a linear approximation to estimate the gauge of the metal in example 4.6 at 10.2 m/s and 910◦ . 21. Suppose that for a metal similar to that of example 4.6, an increase in speed of 0.3 m/s increases the gauge by 0.03 mm and an increase in temperature of 20◦ decreases the gauge by 0.02 mm. Use a linear approximation to estimate the gauge at 10.2 m/s and 890◦ .
 
 Tangent Planes and Linear Approximations
 
 4
 
 2
 
 0 2
 
 4 x
 
 5
 
 5
 
 5
 
 ............................................................ 39. The table here gives wind chill (how cold it “feels” outside) as a function of temperature (degrees Fahrenheit) and wind speed (mph). We can think of this as a function w(t, s). ∂w ∂w Estimate the partial derivatives (10, 10) and (10, 10) ∂t ∂s and the linear approximation of w(t, s) at (10, 10). Use the linear approximation to estimate the wind chill at (12, 13). Speed
 
 Temp 0 5 10 15 20 25 30
 
 30
 
 20
 
 10
 
 0
 
 −10
 
 30 27 16 9 4 0 −2
 
 20 16 4 −5 −10 −15 −18
 
 10 6 −9 −18 −25 −29 −33
 
 0 −5 −24 −32 −39 −44 −48
 
 −10 −15 −33 −45 −53 −59 −63
 
 40. Estimate the linear approximation of wind chill at (10, 15) and use it to estimate the wind chill at (12, 13). Explain any differences between this answer and that of exercise 39. 41. In this exercise, we visualize the linear approximation of ex2 ample 4.3. Start with a contour plot of f (x, y) = 2x + e x −y with −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1. Then zoom in on the point (0, 0) of the contour plot until the level curves appear straight and equally spaced. (Level curves for z-values between 0.9 and 1.1 with a graphing window of −0.1 ≤ x ≤ 0.1 and −0.1 ≤ y ≤ 0.1 should work.) You will need the z-values for the level curves. Notice that to move from the z = 1 level curve to the z = 1.05 level curve you move 0.025 unit to the ∂f z 0.05 right. Then (0, 0) ≈ = = 2. Verify graphically ∂x x 0.025 ∂f (0, 0) ≈ −1. Explain how to use the contour plot to that ∂y reproduce the linear approximation 1 + 2x − y. 42. In exercise 41, we specified that you zoom in on the contour plot until the level curves appear linear and equally spaced. To see why the second condition is necessary, sketch a contour plot of f (x, y) = e x−y with −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1. Use ∂f ∂f (0, 0) and (0, 0) and compare to the this plot to estimate ∂x ∂y exact values. Zoom in until the level curves are equally spaced and estimate again. Explain why this estimate is much better.     ∂f ∂f (a, b) × 1, 0, (a, b) 43. Show that 0, 1, ∂y ∂x   ∂f ∂f = (a, b), (a, b), −1 . ∂x ∂y
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 44. Let S be a surface defined parametrically by r(u, v) = x(u, v), y(u, v), z(u, v). Define   ∂x ∂y ∂z ru (u, v) = (u, v), (u, v), (u, v) and ∂u ∂u ∂u   ∂y ∂z ∂x rv (u, v) = (u, v), (u, v), (u, v) . Show that ∂v ∂v ∂v ru × rv is a normal vector to the tangent plane at the point (x(u, v), y(u, v), z(u, v)).
 
 ............................................................
 
 In exercises 45–48, use the result of exercise 44 to find an equation of the tangent plane to the parametric surface at the indicated point. 45. S is defined by x = 2u, y = v and z = 4uv; at u = 1 and v = 2. 46. S is defined by x = 2u 2 , y = uv and z = 4uv 2 ; at u = −1 and v = 1. 47. S is the cylinder x 2 + y 2 = 1 with 0 ≤ z ≤ 2; at (1, 0, 1). 48. S is the cylinder y 2 = 2x with 0 ≤ z ≤ 2; at (2, 2, 1).
 
 ............................................................
 
 49. If f (x) is differentiable at x = a, show that y = f  (a)x + εx, where lim ε(x) = 0. Compare to Definition 4.1.
 
 x→0
 
 50. If f has a Taylor series that converges to f (x) for all x, find a formula for ε(x).
 
 EXPLORATORY EXERCISES For these exercises, we need the notation of matrix algebra.   a b , and Define the 2 × 2 matrix A of real numbers, A  c d   x1 the column vector x of real numbers, x  . The prodx2 uct  of amatrix  and column vector is the (column) vector x1 a b ax1  bx2  . c d x2 cx1  d x2 1. We can extend the linear approximation of this section to quadratic approximations. Define the Hessian matrix   fx x fx y H= , the gradient vector f yx f yy ∇ f (x0 , y0 ) = f x (x0 , y0 ), f y (x0 , y0 ), the column vector
 
 13-46
 
     x x , the vector x0 = 0 and the transpose vector y y0 xT = [x y]. The quadratic approximation of f (x, y) at the point (x0 , y0 ) is defined by x=
 
 Q(x, y) = f (x0 , y0 ) + ∇ f (x0 , y0 ) · (x − x0 ) 1 + (x − x0 )T H (x0 , y0 )(x − x0 ). 2 2 Find the quadratic approximation of f (x, y) = 2x + e x −y and compute Q(x, y) for the points in the table of example 4.3. 2. In this exercise, we extend Newton’s method to functions of several variables. Suppose that f 1 and f 2 are functions of two variables with continuous partial derivatives. To solve the equations f 1 (x, y) = 0 and f 2 (x, y) = 0 simultaneously, start with a guess x = x0 and y = y0 . The idea is to replace f 1 (x, y) and f 2 (x, y) with their linear approximations L 1 (x, y) and L 2 (x, y) and solve the (simpler) equations L 1 (x, y) = 0 and L 2 (x, y) = 0 simultaneously. Write out the linear approximations and show that we want ∂ f1 ∂ f1 (x0 , y0 )(x − x0 ) + (x0 , y0 )(y − y0 ) = − f 1 (x0 , y0 ) ∂x ∂y ∂ f2 ∂ f2 (x0 , y0 )(x − x0 ) + (x0 , y0 )(y − y0 ) = − f 2 (x0 , y0 ). ∂x ∂y If we define the Jacobian matrix ⎡∂f 1 (x ) ⎢ ∂x 0 J (x0 ) = ⎢ ⎣ ∂ f2 (x0 ) ∂x
 
 ⎤ ∂ f1 (x0 ) ⎥ ∂y ⎥ ⎦ ∂ f2 (x0 ) ∂y
 
 where x0 represents the point (x0 , y0 ), the preceding equations can be written as J (x0 )(x − x0 ) = −f(x0 ), which has solution x − x0 = −J −1 (x0 )f(x0 ) or x = x0 − J −1 (x0 )f(x0 ). Here, the matrix J−1 (x0 ) is called the inverse of the matrix J (x0 ) and f 1 (x0 ) . The inverse A−1 of a matrix A (when it is def(x0 ) = f 2 (x0 ) fined) is the matrix for which a = Ab if and only if b = A−1 a, for all column vectors a and b. In general, Newton’s method is defined by the iteration xn+1 = xn − J −1 (xn )f(xn ). Use Newton’s method with an initial guess of x0 = (−1, 0.5) to approximate a solution of the equations x 2 − 2y = 0 and x 2 y − sin y = 0.
 
 13.5 THE CHAIN RULE You already are quite familiar with the chain rule for functions of a single variable. For 2 instance, to differentiate the function esin(x ) , we have d sin(x 2 ) d 2 ] = esin(x ) [e [sin(x 2 )] dx d  x  
 
 the derivative of the inside 2
 
 = esin(x ) cos(x 2 )
 
 d 2 (x ) d x 
 
 the derivative of the inside
 
 =e
 
 sin(x 2 )
 
 cos(x 2 )(2x).
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 The general form of the chain rule says that for differentiable functions f and g, d [ f (g(x))] = f  (g(x)) g  (x) .    dx
 
 the derivative of the inside
 
 We now extend the chain rule to functions of several variables. This takes several slightly different forms, depending on the number of independent variables, but each is a variation of the already familiar chain rule for functions of a single variable. For a differentiable function f (x, y), where x and y are both in turn, differentiable functions of a single variable t, to find the derivative of f (x, y) with respect to t, we first write g(t) = f (x(t), y(t)). Then, from the definition of (an ordinary) derivative, we have g(t + t) − g(t) d [ f (x(t), y(t))] = g  (t) = lim t→0 dt t f (x(t + t), y(t + t)) − f (x(t), y(t)) = lim . t→0 t For simplicity, we write x = x(t + t) − x(t), y = y(t + t) − y(t) z = f (x(t + t), y(t + t)) − f (x(t), y(t)). This gives us
 
 and
 
 d z [ f (x(t), y(t))] = lim . t→0 t dt Since f is a differentiable function of x and y, we have (from the definition of differentiability) that z =
 
 ∂f ∂f x + y + ε1 x + ε2 y, ∂x ∂y
 
 where ε1 and ε2 both tend to 0, as (x, y) → (0, 0). Dividing through by t gives us x y ∂ f x ∂ f y z = + + ε1 + ε2 . t ∂ x t ∂ y t t t Taking the limit as t → 0 now gives us z d [ f (x(t), y(t))] = lim t→0 t dt ∂f ∂f x y = lim + lim ∂ x t→0 t ∂ y t→0 t x y + lim ε2 lim . t→0 t t→0 t→0 t
 
 + lim ε1 lim t→0
 
 Notice that
 
 and
 
 lim
 
 t→0
 
 (5.1)
 
 x x(t + t) − x(t) dx = lim = t→0 t t dt
 
 lim
 
 t→0
 
 dy y y(t + t) − y(t) = lim = . t→0 t t dt
 
 Further, notice that since x(t) and y(t) are differentiable, they are also continuous and so, lim x = lim [x(t + t) − x(t)] = 0.
 
 t→0
 
 t→0
 
 Likewise, lim y = 0, also. Consequently, since (x, y) → (0, 0), as t → 0, we have t→0
 
 lim ε1 = lim ε2 = 0.
 
 t→0
 
 t→0
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch13
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 856
 
 CHAPTER 13
 
 ..
 
 T1: OSO
 
 December 31, 2010
 
 LT (Late Transcendental)
 
 16:55
 
 Functions of Several Variables and Partial Differentiation
 
 13-48
 
 From (5.1), we now have d ∂f ∂f x y [ f (x(t), y(t))] = lim + lim dt ∂ x t→0 t ∂ y t→0 t x y + lim ε1 lim + lim ε2 lim t→0  t→0 t t→0 t→0 t ∂ f dy ∂ f dx + . = ∂ x dt ∂ y dt We summarize the chain rule for the derivative of f (x(t), y(t)) in Theorem 5.1.
 
 THEOREM 5.1 (Chain Rule) If z = f (x(t), y(t)), where x(t) and y(t) are differentiable and f (x, y) is a differentiable function of x and y, then d ∂f dx ∂f dy dz = [ f (x(t), y(t))] = (x(t), y(t)) + (x(t), y(t)) . dt dt ∂x dt ∂y dt
 
 z  f (x, y)
 
 ∂z ∂x x
 
 ∂z ∂y y
 
 dx dt
 
 dy dt t
 
 t
 
 As a convenient device for remembering the chain rule, we sometimes use a tree diagram like the one shown in the margin. Notice that if z = f (x, y) and x and y are both functions of the variable t, then t is the independent variable. We consider x and y to be intermediate variables, since they both depend on t. In the tree diagram, we list the dependent variable z at the top, followed by each of the intermediate variables x and y, with the independent variable t at the bottom level, with each of the variablesconnected by a path. Next to each of the paths, we indicate the corresponding derivative i.e., between z  ∂z dz and x, we indicate . The chain rule then gives as the sum of all of the products of ∂x dt the derivatives along each path to t. That is, dz ∂z d x ∂z dy = + . dt ∂ x dt ∂ y dt This device is especially useful for functions of several variables that are in turn functions of several other variables, as we will see shortly. We illustrate the use of this new chain rule in example 5.1.
 
 EXAMPLE 5.1
 
 Using the Chain Rule 2 y
 
 For z = f (x, y) = x e , x(t) = t 2 − 1 and y(t) = sin t, find the derivative of g(t) = f (x(t), y(t)). ∂z ∂z = 2xe y , = x 2 e y , x  (t) = 2t and ∂x ∂y y  (t) = cos t. The chain rule (Theorem 5.1) then gives us
 
 Solution We first compute the derivatives
 
 g  (t) =
 
 ∂z d x ∂z dy + = 2xe y (2t) + x 2 e y cos t ∂ x dt ∂ y dt
 
 = 2(t 2 − 1)esin t (2t) + (t 2 − 1)2 esin t cos t. „ In example 5.1, notice that you could have first substituted for x and y and then computed the derivative of g(t) = (t 2 − 1)2 esin t , using the usual rules of differentiation. In example 5.2, you don’t have any alternative but to use the chain rule.
 
 EXAMPLE 5.2
 
 A Case Where the Chain Rule Is Needed
 
 Suppose the production of a firm is modeled by the Cobb-Douglas production function P(k, l) = 20k 1/4l 3/4 , where k measures capital (in millions of dollars) and l measures the labor force (in thousands of workers). Suppose that when l = 2 and k = 6,
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 the labor force is decreasing at the rate of 20 workers per year and capital is growing at the rate of $400,000 per year. Determine the rate of change of production. Solution Suppose that g(t) = P(k(t), l(t)). From the chain rule, we have g  (t) =
 
 ∂P  ∂P  k (t) + l (t). ∂k ∂l
 
 ∂P ∂P = 5k −3/4l 3/4 and = 15k 1/4l −1/4 . With l = 2 and k = 6, this gives Notice that ∂k ∂l ∂P ∂P (6, 2) ≈ 2.1935 and (6, 2) ≈ 19.7411. Since k is measured in millions of us ∂k ∂l dollars and l is measured in thousands of workers, we have k  (t) = 0.4 and l  (t) = −0.02. From the chain rule, we now have ∂P  ∂P  k (t) + l (t) ∂k ∂l ≈ 2.1935(0.4) + 19.7411(−0.02) = 0.48258.
 
 g  (t) =
 
 This indicates that the production is increasing at the rate of approximately one-half unit per year. „ We can easily extend Theorem 5.1 to the case of a function f (x, y), where x and y are both functions of the two independent variables s and t, x = x(s, t) and y = y(s, t). Notice that if we differentiate with respect to s, we treat t as a constant. Applying Theorem 5.1 (while holding t fixed), we have ∂ f ∂x ∂ f ∂y ∂ [ f (x, y)] = + . ∂s ∂ x ∂s ∂ y ∂s ∂ Similarly, we can find a chain rule for [ f (x, y)]. This gives us the following more general ∂t form of the chain rule.
 
 THEOREM 5.2 (Chain Rule) Suppose that z = f (x, y), where f is a differentiable function of x and y and where x = x(s, t) and y = y(s, t) both have first-order partial derivatives. Then we have the chain rules: ∂z ∂z ∂ x ∂z ∂ y = + ∂s ∂ x ∂s ∂ y ∂s
 
 z
 
 ∂z ∂x
 
 ∂z ∂y
 
 x ∂x ∂s s
 
 y ∂x ∂t t
 
 ∂y ∂s s
 
 ∂z ∂ x ∂z ∂ y ∂z = + . ∂t ∂ x ∂t ∂ y ∂t
 
 and ∂y ∂t t
 
 The tree diagram shown in the margin serves as a convenient reminder of the chain rules indicated in Theorem 5.2, again by summing the products of the indicated partial derivatives along each path from z to s or t, respectively. The chain rule is easily extended to functions of three or more variables. You will explore this in the exercises.
 
 EXAMPLE 5.3
 
 Using the Chain Rule
 
 Suppose that f (x, y) = e x y , x(u, v) = 3u sin v and y(u, v) = 4v 2 u. For ∂g ∂g g(u, v) = f (x(u, v), y(u, v)), find the partial derivatives and . ∂u ∂v ∂f ∂f = ye x y , = xe x y , Solution We first compute the partial derivatives ∂x ∂y ∂x ∂y = 3 sin v and = 4v 2 . The chain rule (Theorem 5.2) gives us ∂u ∂u ∂ f ∂x ∂ f ∂y ∂g = + = ye x y (3 sin v) + xe x y (4v 2 ). ∂u ∂ x ∂u ∂ y ∂u
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 Substituting for x and y, we get ∂g 2 2 2 2 = 4v 2 ue12u v sin v (3 sin v) + 3u sin ve12u v sin v (4v 2 ). ∂u ∂x = 3u cos v and For the partial derivative of g with respect to v, we compute ∂v ∂y = 8vu. Here, the chain rule gives us ∂v ∂g = ye x y (3u cos v) + xe x y (8vu). ∂v Substituting for x and y, we have ∂g 2 2 2 2 = 4v 2 ue12u v sin v (3u cos v) + 3u sin ve12u v sin v (8vu). ∂v „ Once again, it is often simpler to first substitute in the expressions for x and y. We leave it as an exercise to show that you get the same derivatives either way. On the other hand, there are plenty of times where the general forms of the chain rule seen in Theorems 5.1 and 5.2 are indispensable. You will see some of these in the exercises, while we present several important uses next.
 
 EXAMPLE 5.4
 
 Converting from Rectangular to Polar Coordinates
 
 For a differentiable function f (x, y) with continuous second partial derivatives, x = r cos θ and y = r sin θ, show that fr = f x cos θ + f y sin θ and frr = f x x cos2 θ + 2 f x y cos θ sin θ + f yy sin2 θ. ∂y ∂x = cos θ and = sin θ . From Theorem 5.2, we Solution First, notice that ∂r ∂r now have fr =
 
 ∂ f ∂x ∂ f ∂y ∂f = + = f x cos θ + f y sin θ. ∂r ∂ x ∂r ∂ y ∂r
 
 Be very careful when computing the second partial derivative. Using the expression we have already found for fr and Theorem 5.2, we have ∂ ∂( fr ) ∂ ∂ = ( f x cos θ + f y sin θ) = ( f x ) cos θ + ( f y ) sin θ ∂r ∂r ∂r ∂r     ∂ ∂ ∂ ∂ ∂x ∂y ∂x ∂y = ( fx ) + ( fx ) cos θ + ( fy) + ( fy) sin θ ∂x ∂r ∂y ∂r ∂x ∂r ∂y ∂r
 
 frr =
 
 = ( f x x cos θ + f x y sin θ) cos θ + ( f yx cos θ + f yy sin θ ) sin θ = f x x cos2 θ + 2 f x y cos θ sin θ + f yy sin2 θ, as desired, where we used the fact that f x y = f yx (due to the continuity of the second partial derivatives). „ In the exercises, you will use the chain rule to compute other partial derivatives in polar coordinates. One important exercise is to show that we can write (for r = 0) f x x + f yy = frr +
 
 1 1 fr + 2 f θ θ . r r
 
 This particular combination of second partial derivatives, f x x + f yy , is called the Laplacian of f and appears frequently in equations describing heat conduction and wave propagation, among others. A slightly different use of a change of variables is demonstrated in example 5.5. An important strategy in solving some equations is to first rewrite and solve them in the most general form possible. One convenient approach to this is to convert to dimensionless variables. As the name implies, these are typically combinations of variables such that all
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 the units cancel. One example would be for an object with (one-dimensional) velocity v ft/s v and initial velocity v(0) = v0 ft/s. The variable V = is dimensionless because the units v0 of V are ft/s divided by ft/s, leaving no units. Often, a change to dimensionless variables will simplify an equation.
 
 EXAMPLE 5.5
 
 Dimensionless Variables
 
 An object moves in two dimensions according to the equations of motion: x  (t) = 0, y  (t) = −g, with initial velocity x  (0) = v0 cos θ and y  (0) = v0 sin θ and initial position x(0) = y(0) = 0. Rewrite the equations and initial conditions in terms of the g g g variables X = 2 x, Y = 2 y and T = t. Show that the variables X, Y and T are v0 v0 v0 dimensionless, assuming that x and y are given in feet and t in seconds. Solution To transform the equations, we first need to rewrite the derivatives d2x d2 y x  = 2 and y  = 2 in terms of X, Y and T. From the chain rule, we have dt dt
 
 d v02 X/g d(gt/v0 ) dx dX d x dT v2 d X g = v0 = = = 0 . dt dT dt dT dt g dT v0 dT Again, we must be careful computing the second derivative. We have       dX d X dT d dx d d d2x = = v0 = v0 dt 2 dt dt dt dT dT dT dt = v0
 
 d2 X g d2 X = g . dT 2 v0 dT 2
 
 dY d2 y d 2Y dy = v0 and 2 = g 2 . The dt dT dt dT 2 2 X X d d = 0. differential equation x  (t) = 0 then becomes g 2 = 0 or simply, dT dT 2 2 d Y d 2Y = −1. Similarly, the differential equation y  (t) = −g becomes g 2 = −g or dT dT 2 dX Further, the initial condition x  (0) = v0 cos θ becomes v0 (0) = v0 cos θ or dT dX dY (0) = cos θ and the initial condition y  (0) = v0 sin θ becomes v0 (0) = v0 sin θ dT dT dY (0) = sin θ . The initial value problem is now or dT
 
 You should verify that similar calculations give
 
 dY d 2Y dX d2 X (0) = cos θ, (0) = sin θ, X (0) = 0, Y (0) = 0. = 0, = −1, 2 2 dT dT dT dT Notice that the only parameter left in the entire set of equations is θ, which is measured in radians (which is considered unitless). So, we would not need to know which unit system is being used to solve this initial value problem. Finally, to show that the variables are indeed dimensionless, we look at the units. In the English system, the initial speed v0 has units ft/s and g has units ft/s2 (the same as acceleration). Then g X = 2 x has units v0 ft2 /s2 ft/s2 (ft) = 2 2 = 1. 2 (ft/s) ft /s g Similarly, Y has no units. Finally T = t has units v0 ft/s2 ft/s (s) = = 1. „ ft/s ft/s
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 Implicit Differentiation Suppose that the equation F(x, y) = 0 defines y implicitly as a function of x, say dy y = f (x). In section 2.7, we saw how to calculate in such a case. We can use the dx chain rule for functions of several variables to obtain an alternative method for calculating this. Moreover, this will provide us with new insights into when this can be done and, more important yet, this will generalize to functions of several variables defined implicitly by an equation. We let z = F(x, y), where x = t and y = f (t). From Theorem 5.1, we have dx dy dz = Fx + Fy . dt dt dt dx dz = 0, too. Further, since x = t, we have =1 But, since z = F(x, y) = 0, we have dt dt dy dy = . This leaves us with and dt dx 0 = Fx + Fy
 
 dy . dx
 
 Provided Fy = 0, we have dy Fx =− . dx Fy dy implicitly, this doesn’t appear to give us anydx thing new. However, it turns out that the Implicit Function Theorem (proved in a course in advanced calculus) says that if Fx and Fy are continuous on an open disk containing the point (a, b), where F(a, b) = 0 and Fy (a, b) = 0, then the equation F(x, y) = 0 implicitly defines y as a differentiable function of x nearby the point (a, b). More significantly, we can extend this notion to functions of several variables defined implicitly, as follows. Suppose that the equation F(x, y, z) = 0 implicitly defines a function z = f (x, y), where f is differentiable. Then, we can find the partial derivatives f x and f y using the chain rule, as follows. We first let w = F(x, y, z). From the chain rule, we have
 
 Since we already knew how to calculate
 
 ∂x ∂y ∂z ∂w = Fx + Fy + Fz . ∂x ∂x ∂x ∂x ∂x ∂y ∂w = 0. Also, = 1 and = 0, since x and y Notice that since w = F(x, y, z) = 0, ∂x ∂x ∂x are independent variables. This gives us 0 = Fx + Fz
 
 ∂z . ∂x
 
 As long as Fz = 0, we have Fx ∂z =− . ∂x Fz
 
 (5.2)
 
 Likewise, differentiating w with respect to y leads us to Fy ∂z =− , ∂y Fz
 
 (5.3)
 
 again, as long as Fz = 0. Much as in the two-variable case, the Implicit Function Theorem for functions of three variables says that if Fx , Fy and Fz are continuous inside a sphere containing the point (a, b, c), where F(a, b, c) = 0 and Fz (a, b, c) = 0, then the equation F(x, y, z) = 0 implicitly defines z as a function of x and y nearby the point (a, b, c).
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 BEYOND FORMULAS
 
 EXAMPLE 5.6
 
 There are many more examples of the chain rule beyond the two written out in Theorems 5.1 and 5.2. We ask you to write out other forms of the chain rule in the exercises. All of these variations would be impossible to memorize, but all you need to do to reproduce whichever rule you need is construct the appropriate tree diagram and remember the general format, “derivative of the outside times derivative of the inside.”
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 Finding Partial Derivatives Implicitly
 
 ∂z ∂z and , given that F(x, y, z) = x y 2 + z 3 + sin(x yz) = 0. ∂x ∂y
 
 Solution First, note that using the usual chain rule, we have Fx = y 2 + yz cos(x yz), Fy = 2x y + x z cos(x yz) Fz = 3z 2 + x y cos(x yz).
 
 and
 
 From (5.2) and (5.3), we now have ∂z y 2 + yz cos(x yz) Fx =− 2 =− ∂x Fz 3z + x y cos(x yz) and
 
 Fy 2x y + x z cos(x yz) ∂z =− 2 =− . ∂y Fz 3z + x y cos(x yz) „
 
 Notice that, much like implicit differentiation with two variables, implicit differentiation with three variables yields expressions for the derivatives that depend on all three variables.
 
 EXERCISES 13.5 WRITING EXERCISES 1. In example 5.1, we mentioned that direct substitution followed by differentiation is an option (see exercises 1 and 2 below) and can be preferable. Discuss the advantages and disadvantages of direct substitution versus the method of example 5.1. 2. In example 5.6, we treated z as a function of x and y. Explain how to modify our results from the Implicit Function Theorem for treating x as a function of y and z.
 
 In exercises 7–14, state the chain rule for the general composite function. 7. g(t) = f (x(t), y(t), z(t)) 8. g(u, v) = f (x(u, v), y(u, v), z(u, v)) 9. g(u, v, w) = f (x(u, v, w), y(u, v, w)) 10. g(u, v, w) = f (x(u, v, w), y(u, v, w), z(u, v, w)) 11. g(u, v) = f (u + v, u − v, u 2 + v 2 )
 
 1. Repeat example 5.1 by first substituting x = t − 1 and y = sin t and then computing g  (t). 2
 
 2. Repeat example 5.3 by first substituting x = 3u sin v and ∂g ∂g and . y = 4v 2 u and then computing ∂u ∂v
 
 ............................................................ In exercises 3–6, use the chain rule to find the indicated derivative(s). 3. g  (t), √where g(t) = f (x(t), y(t)), f (x, y) = x 2 y − sin y, x(t) = t 2 + 1, y(t) = et  4. g  (t), where g(t) = f (x(t), y(t)), f (x, y) = x 2 + y 2 , 2 x(t) = sin t, y(t) = t + 2 5.
 
 6.
 
 ∂g ∂g and , where g(u, v) = f (x(u, v), y(u, v)), ∂u ∂v f (x, y) = 4x 2 y 3 , x(u, v) = u 3 − v sin u, y(u, v) = 4u 2 ∂g ∂g and , where g(u, v) = f (x(u, v), y(u, v)), ∂u ∂v √ 2 f (x, y) = x y 3 − 4x 2 , x(u, v) = eu , y(u, v) = v 2 + 1 sin u
 
 ............................................................
 
 12. g(u, v) = f (u 2 v, v, v cos u) 13. g(u, v, w) = f (uv, u/v, w2 ) 14. g(u, v, w) = f (u 2 + w 2 , u + v + w, u cos v)
 
 ............................................................ 15. In example 5.2, suppose that l = 4 and k = 6, the labor force is decreasing at the rate of 60 workers per year and capital is growing at the rate of $100,000 per year. Determine the rate of change of production. 16. In example 5.2, suppose that l = 3 and k = 4, the labor force is increasing at the rate of 80 workers per year and capital is decreasing at the rate of $200,000 per year. Determine the rate of change of production. 17. Suppose the production of a firm is modeled by P(k, l) = 16k 1/3 l 2/3 , with k and l defined as in example 5.2. Suppose that l = 3 and k = 4, the labor force is increasing at the rate of 80 workers per year and capital is decreasing at the rate of $200,000 per year. Determine the rate of change of production.
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 18. Suppose the production of a firm is modeled by P(k, l) = 16k 1/3 l 2/3 , with k and l defined as in example 5.2. Suppose that l = 2 and k = 5, the labor force is increasing at the rate of 40 workers per year and capital is decreasing at the rate of $100,000 per year. Determine the rate of change of production. 19. For a business product, income is the product of the quantity sold and the price, which we can write as I = qp. If the quantity sold increases at a rate of 5% and the price increases at a rate of 3%, show that income increases at a rate of 8%. 20. Assume that I = qp as in exercise 15. If the quantity sold decreases at a rate of 3% and price increases at a rate of 5%, determine the rate of increase or decrease in income.
 
 ............................................................ ∂z In exercises 21–26, use implicit differentiation to find ∂x ∂z . Assume that the equation defines z as a differentiable and ∂y function near each (x, y).
 
 13-54
 
 33. A simple model for the horizontal velocity of an object subject v to drag is v  (t) = −c[v(t)]2 , v(0) = v0 > 0. Show that V = v0 is a dimensionless variable. Find a dimensionless variable of t the form T = for some parameter k such that the simplified k dV = −V 2 , V (0) = 1. initial value problem is dT 34. A simple model for the vertical velocity of an object subject to drag is v  (t) = −g + c[v(t)]2 , v(0) = v0 < 0. Show that v V = is a dimensionless variable. Find a dimensionless variv0 t able of the form T = such that the simplified initial value k dV = −a + V 2 , V (0) = 1, for some parameter a. problem is dT
 
 ............................................................ In exercises 35–40, use the chain rule twice to find the indicated derivative. 35. g(t) = f (x(t), y(t)), find g  (t)
 
 24. 3yz 2 − e4x cos 4z − 3y 2 = 4
 
 36. g(t) = f (x(t), y(t), z(t)), find g  (t) ∂2g 37. g(u, v) = f (x(u, v), y(u, v)), find 2 ∂u ∂2g 38. g(u, v) = f (x(u, v), y(u, v)), find ∂u∂v
 
 25. x yz = cos (x + y + z)
 
 39. g(u, v) = f (u + v, u − v, u 2 + v 2 ), find
 
 21. 3x 2 z + 2z 3 − 3yz = 0 22. x yz − 4y 2 z 2 + cos x y = 0 23. 3e x yz − 4x z 2 + x cos y = 2
 
 26. ln (x 2 + y 2 ) − z = tan−1 (x + z)
 
 ............................................................ 27. For a differentiable function f (x, y) with continuous partial derivatives, x = r cos θ and y = r sin θ, show that f θ = − f x r sin θ + f y r cos θ . 28. For a differentiable function f (x, y) with continuous partial derivatives, x = r cos θ and y = r sin θ, show that f θθ = f x x r 2 sin2 θ − 2 f x y r 2 cos θ sin θ + f yy r 2 cos2 θ − f x r cos θ − f y r sin θ . 29. For a differentiable function f (x, y) with continuous partial derivatives, x = r cos θ and y = r sin θ, use the results of exercises 25 and 26 and example 5.4 to show that 1 1 f x x + f yy = frr + fr + 2 f θθ . This expression is called the r r Laplacian of f.  30. Given that r = x 2 + y 2 , show that ∂r x x x =  , = = cos θ . Starting from r = 2 2 ∂x r cos θ x +y 1 ∂r = ? Explain why it’s not possible does it follow that ∂x cos θ for both calculations to be correct. Find all mistakes. 31. The heat equation for the temperature u(x, t) of a thin rod of length L is α 2 u x x = u t , 0 < x < L , for some constant α 2 , called the thermal diffusivity. Make the change of variables x α2 X= and T = 2 t to simplify the equation. Show that X L L and T are dimensionless, given that the units of α 2 are ft2 /s. 32. The wave equation for the displacement u(x, t) of a vibrating string of length L is a 2 u x x = u tt , 0 < x < L, for some constant a x a 2 . Make the change of variables X = and T = t to simL L plify the equation. Assuming that X and T are dimensionless, find the dimensions of a 2 .
 
 40. g(u, v) = f (u 2 v, v, v cos u), find
 
 ∂2g ∂v 2
 
 ∂2g ∂u∂v
 
 ............................................................ 41. Find the general form for the derivative of g(t) = u(t)v(t) for differentiable functions u and v. (Hint: Start with f (u, v) = u v.) Apply the result to find the derivative of 2 (2t + 1)3t . w(t)
 
 42. Find the general form for the derivative of g(t) = u(t)v(t) for differentiable functions u, v and w. Apply the result to find the 2 3−t 3 derivative of (sin t)(t +4)
 
 ............................................................ Exercises 43–48 relate to Taylor series for functions of two or more variables. 43. Suppose that f (x, y) is a function with all partial derivatives continuous. For constants u 1 and u 2 , define g(h) = f (x + hu 1 , y + hu 2 ). We will construct the Taylor series for g(h) about h = 0. First, show that g(0) = f (x, y). Then show that g  (0) = f x (x, y)u 1 + f y (x, y)u 2 . Next, show that g  (0) = f x x u 21 + 2 f x y u 1 u 2 + f yy u 22 , where the functions f x x , f x y and f yy are all evaluated at (x, y). Evaluate g  (0) and g (4) (0), and briefly describe the pattern of terms that emerges. 44. Use the result of exercise 43 with hu 1 = x and hu 2 = y to show that f (x + x, y + y) = f (x, y) + f x (x, y)x + f y (x, y)y + 12 [ f x x (x, y)x 2 + 2 f x y (x, y)xy + f yy (x, y)y 2 ] + 3!1 [ f x x x (x, y)x 3 + 3 f x x y (x, y)x 2 y + 3 f x yy (x, y) xy 2 + f yyy (x, y)y 3 ] + · · · , which is the form of Taylor series for functions of two variables about the center (x, y). 45. (a) Use the result of exercise 44 to write out the third-order Taylor polynomial for f (x, y) = sin x cos y about (0, 0).
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 (b) Compare your answer to a term-by-term multiplication of the Maclaurin series (Taylor series with center 0) for sin x and cos y. Write out the fourth-order and fifth-order terms for this product. 46. (a) Write out the third-order polynomial for f (x, y) = sin x y about (0, 0). (b) Compare your answer to the Maclaurin series for sin u with the substitution u = x y. 47. Write out the third-order polynomial for f (x, y) = e2x+y about (0, 0). 48. Compare your answer in exercise 47 to the Maclaurin series for eu with the substitution u = 2x + y.
 
 ............................................................
 
 49. Find the rate of change of f (x, y, z) = follows the curve t 2 , t + 4, ln(t 2 + 1).
 
 x + ye z as (x, y, z) y
 
 50. Find the rate of change of f (x, y, z) = tan−1 (y/x) + tan−1 (z/y) as (x, y, z) follows the curve 2 cos t, 2 sin t, t/8. 51. The volume of a right circular cylinder is V = πr 2 h. Find the rate of change of volume if r increases at 0.2 m/s and h decreases at 0.2 m/s. For which values of (r, h) does V increase? 52. Find the rate of change of the volume of a right circular cylinder if r increases at a rate of 2% per second and h decreases at a rate of 2% per second. For which percentages does V increase?
 
 APPLICATIONS 53. The Environmental Protection Agency uses the 55/45 rule for combining a car’s highway gas mileage rating h and its city gas mileage rating c into a single rating R for fuel efficiency 1 using the formula R = . 0.55/c + 0.45/ h (a) Find the first-order Taylor series (terms for c and h but not c2 ) for R(c, h) about (1, 1). (b) Explain why it’s surprising that the EPA would use the complicated formula it does. To see why, consider a car with h = 40 and graphically compare the actual rating R to the Taylor approximation for 0 ≤ c ≤ 40. If c is approximately the same as h, is there much difference in the graphs? As c approaches 0, how do the graphs compare? The EPA wants to convey useful information to the public. If a car got 40 mpg on the highway and 5 mpg in the city, would you want the overall rating to be (relatively) high or low? 54. The pressure, temperature, volume and enthalpy of a gas are all interrelated. Enthalpy is determined by pressure and temperature, so E = f (P, T ), for some function f. Pressure is determined by temperature and volume, so P = g(T, V ), for some function g. Show that E = h(T, V ) ∂f where h is a composition of f and g. Chemists write ∂ T   ∂E as to show that P is being held constant. Similarly,  ∂T P ∂E ∂h . Using this convention, show that would refer to ∂ T ∂  V    T   ∂E ∂E ∂E ∂P = + . ∂T V ∂T P ∂ P T ∂T V
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 55. A baseball player who has h hits in b at bats has a batting h average of a = . For example, 100 hits in 400 at bats would b be an average of 0.250. It is traditional to carry three decimal places and to describe this average as being “250 points.” To use the chain rule to estimate the change in batting average after a player gets a hit, assume that h and b are functions of time and that getting a hit means h  = b = 1. b−h . (a) Show that a  = b2 (b) Early in a season, a typical batter might have 50 hits in 200 at bats. Show that getting a hit will increase batting average by about 4 points. Find the approximate increase in batting average later in the season for a player with 100 hits in 400 at bats. In general, if b and h are both doubled, how does a  change? (c) Approximate the number of points that the batting average will decrease by making an out. 56. An economist analyzing the relationship among capital expenditure, labor and production in an industry might start with production p(x, y) as a function of capital x and labor y. An additional assumption is that if labor and capital are doubled, the production should double. This translates to p(2x, 2y) = 2 p(x, y). This can be generalized to the relationship p(kx, ky) = kp(x, y), for any positive constant k. Differentiate both sides of this equation with respect to k and show that p(x, y) = x px (x, y) + yp y (x, y). This would be stated by the economist as, “The total production equals the sum of the costs of capital and labor paid at their level of marginal product.” Match each term in the quote with the corresponding term in the equation.
 
 EXPLORATORY EXERCISES 1. Recall that if a scalar force F(x) is applied as x increases from b x = a to x = b, then the work done equals W = a F(x) d x. If the position  Tx is a differentiable function of time, then we can write W = 0 F(x(t))x  (t) dt, where x(0) = a and x(T ) = b. Power is defined as the time derivative of work. Work is sometimes measured in foot-pounds, so power could be measured in foot-pounds per second (ft-lb/s). One horsepower is equal to 550 ft-lb/s. Show that if force and velocity are constant, then power is the product of force and velocity. Determine how many pounds of force are required to maintain 400 hp at 80 mph. For a variable force and velocity, use the chain rule to compute power. 2. Engineers and physicists (and thus mathematicians) spend countless hours studying the properties of forced oscillators. Two physical situations that are well modeled by the same mathematical equations are a spring oscillating due to some force and a simple electrical circuit with a voltage source. A general solution of a forced oscillator has the form  t u(t) = g(t) − g(u)e−(t−u)/2 0 $ # √ √ 3 3 2 (t − u) + sin (t − u) du. × cos 2 3 2 If g(0) = 1 and g  (0) = 2, compute u(0) and u  (0).
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 13.6 THE GRADIENT AND DIRECTIONAL DERIVATIVES While hiking in rugged terrain, you might think of your altitude at the point given by longitude x and latitude y as defining a function f (x, y). Although you won’t have a handy formula for this function, you can say more about this function than you might expect. If you face due east (in the direction of the positive x-axis), the slope of the terrain is given ∂f by the partial derivative (x, y). Similarly, facing due north, the slope of the terrain is ∂x ∂f given by (x, y). However, how would you compute the slope in some other direction, ∂y say north-by-northwest? In this section, we develop the notion of directional derivative, which will answer this question. Suppose that we want to find the instantaneous rate of change of f (x, y) at the point P(a, b) and in the direction given by the unit vector u = u 1 , u 2 . Let Q(x, y) be any point − → on the line through P(a, b) in the direction of u. Notice that the vector PQ is then parallel to u. Since two vectors are parallel if and only if one is a scalar multiple of the other, we − → have that PQ = hu, for some scalar h, so that − → PQ = x − a, y − b = hu = h u 1 , u 2  = hu 1 , hu 2 .
 
 y
 
 Q(a  hu1, b  hu2)
 
 It then follows that x − a = hu 1 and y − b = hu 2 , so that x = a + hu 1
 
 →
 
 PQ
 
 P(a, b)
 
 FIGURE 13.33 − → The vector PQ
 
 y = b + hu 2 .
 
 The point Q is then described by (a + hu 1 , b + hu 2 ), as indicated in Figure 13.33. Notice that the average rate of change of z = f (x, y) along the line from P to Q is then
 
 h
 
 u  具u1, u2典
 
 and
 
 f (a + hu 1 , b + hu 2 ) − f (a, b) . h
 
 x
 
 The instantaneous rate of change of f (x, y) at the point P(a, b) and in the direction of the unit vector u is then found by taking the limit as h → 0. We give this limit a special name in Definition 6.1.
 
 DEFINITION 6.1 The directional derivative of f (x, y) at the point (a, b) and in the direction of the unit vector u = u 1 , u 2  is given by Du f (a, b) = lim
 
 h→0
 
 f (a + hu 1 , b + hu 2 ) − f (a, b) , h
 
 provided the limit exists.
 
 Notice that this limit resembles the definition of partial derivative, except that in this case, both variables may change. Further, you should observe that the directional derivative in the direction of the positive x-axis (i.e., in the direction of the unit vector u = 1, 0) is Du f (a, b) = lim
 
 h→0
 
 f (a + h, b) − f (a, b) ∂f = (a, b). h ∂x
 
 Likewise, the directional derivative in the direction of the positive y-axis (i.e., in the direction ∂f of the unit vector u = 0, 1) is . It turns out that any directional derivative can be ∂y calculated simply, as we see in Theorem 6.1.
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 THEOREM 6.1 Suppose that f is differentiable at (a, b) and u = u 1 , u 2  is any unit vector. Then, we can write Du f (a, b) = f x (a, b)u 1 + f y (a, b) u 2 .
 
 PROOF Let g(h) = f (a + hu 1 , b + hu 2 ). Then, g(0) = f (a, b) and so, from Definition 6.1, we have Du f (a, b) = lim
 
 h→0
 
 f (a + hu 1 , b + hu 2 ) − f (a, b) g(h) − g(0) = lim = g  (0). h→0 h h
 
 If we define x = a + hu 1 and y = b + hu 2 , we have g(h) = f (x, y). From the chain rule (Theorem 5.1), we have g  (h) =
 
 ∂ f dx ∂f ∂ f dy ∂f + = u1 + u2. ∂ x dh ∂ y dh ∂x ∂y
 
 Finally, taking h = 0 gives us Du f (a, b) = g  (0) =
 
 ∂f ∂f (a, b)u 1 + (a, b)u 2 , ∂x ∂y
 
 as desired.
 
 EXAMPLE 6.1
 
 Computing Directional Derivatives
 
 For f (x, y) = x 2 y − 4y 3 , compute Du f (2, 1) for the directions (a) u = (b) u in the direction from (2, 1) to (4, 0).
 
 % √3 2
 
 & , 12 and
 
 Solution Regardless of the direction, we first need to compute the first partial ∂f ∂f derivatives = 2x y and = x 2 − 12y 2 . Then, f x (2, 1) = 4 and f y (2, 1) = −8. ∂x ∂y & %√ For (a), the unit vector is given as u = 23 , 12 and so, from Theorem 6.1 we have √   √ 3 1 −8 = 2 3 − 4 ≈ −0.5. Du f (2, 1) = f x (2, 1)u 1 + f y (2, 1)u 2 = 4 2 2 Notice that this says that the function is decreasing in this direction. For (b), we must first find the unit vector u in the indicated direction. Observe that the vector from (2, 1) to (4, 0) corresponds & to the position vector 2, −1 and so, the unit % vector in that direction is u = √25 , − √15 . We then have from Theorem 6.1 that   16 2 1 =√ . Du f (2, 1) = f x (2, 1)u 1 + f y (2, 1)u 2 = 4 √ − 8 − √ 5 5 5 So, the function is increasing rapidly in this direction. „ For convenience, we define the gradient of a function to be the vector-valued function whose components are the first-order partial derivatives of f , as specified in Definition 6.2. We denote the gradient of a function f by grad f or ∇ f (read “del f ”).
 
 DEFINITION 6.2 The gradient of f (x, y) is the vector-valued function   ∂f ∂f ∂f ∂f ∇ f (x, y) = , = i+ j, ∂x ∂y ∂x ∂y provided both partial derivatives exist.
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 Using the gradient, we can write a directional derivative as the dot product of the gradient and the unit vector in the direction of interest, as follows. For any unit vector u = u 1 , u 2 , Du f (x, y) = f x (x, y)u 1 + f y (x, y)u 2 = f x (x, y), f y (x, y) · u 1 , u 2  = ∇ f (x, y) · u. We state this result in Theorem 6.2.
 
 THEOREM 6.2 If f is a differentiable function of x and y and u is any unit vector, then Du f (x, y) = ∇ f (x, y) · u.
 
 Writing directional derivatives as a dot product has many important consequences, one of which we see in example 6.2.
 
 EXAMPLE 6.2
 
 Finding Directional Derivatives
 
 For f (x, y) = x 2 + y 2 , find Du f (1, −1) for (a) u in the direction of v = −3, 4 and (b) u in the direction of v = 3, −4. Solution First, note that 
 
  ∂f ∂f ∇f = , = 2x, 2y. ∂x ∂y At the point (1, −1), %we have & ∇ f (1, −1) = 2, −2. For (a), a unit vector in the same direction as v is u = − 35 , 45 . The directional derivative of f in this direction at the point (1, −1) is then   −6 − 8 14 3 4 Du f (1, −1) = 2, −2 · − , = =− . 5 5 5 5 For (b), the unit vector is u = direction at (1, −1) is
 
 %3 5
 
 & , − 45 and so, the directional derivative of f in this
 
 Du f (1, −1) = 2, −2 ·
 
 
 
  3 4 6+8 14 ,− = = . 5 5 5 5 „
 
 A graphical interpretation of the directional derivatives in example 6.2 is given in Figure 13.34a. Suppose we intersect the surface z = f (x, y) with a plane passing through the point (1, −1, 2), which is perpendicular to the xy-plane and parallel to the vector u. (See Figure 13.34a.) Notice that the intersection is a curve in two dimensions. Sketch this curve on a new set of coordinate axes, chosen so that the new origin corresponds to the point (1, −1, 2), the new vertical axis is in the z-direction and the new positive horizontal axis %points & in the direction of the vector u. In Figure 13.34b, % we &show the case for u = − 35 , 45 and in Figure 13.34c, we show the case for u = 35 , − 45 . In each case, the directional derivative gives the slope of the curve at the origin (in the new coordinate system). Notice that the direction vectors in example 6.2 parts (a) and (b) differ only by sign and the resulting curves in Figures 13.34b and 13.34c are exact mirror images of each other.
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 2
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 867
 
 2
 
 4
 
 u
 
 4
 
 2
 
 2
 
 2
 
 u
 
 2
 
 x
 
 FIGURE & % 13.34b
 
 FIGURE 13.34a
 
 u = − 35 ,
 
 Intersection of surface with plane
 
 4 5
 
 FIGURE & % 13.34c u=
 
 3 , − 45 5
 
 We can use a contour plot to estimate the value of a directional derivative, as we illustrate in example 6.3.
 
 EXAMPLE 6.3
 
 Directional Derivatives and Level Curves
 
 & % Use a contour plot of z = x 2 + y 2 to estimate Du f (1, −1) for u = − 35 , 45 .
 
 y 3 z1 z2 z3
 
 2 1
 
 x
 
 3 2 1 1
 
 u
 
 1
 
 2
 
 3
 
 2 3
 
 FIGURE 13.35 Contour plot of z = x 2 + y 2
 
 2 2 Solution %A contour & plot of z = x + y is shown in Figure 13.35 with the direction 3 4 vector u = − 5 , 5 sketched in with its initial point located at the point (1, −1). The level curves shown correspond to z = 0.2, 0.5, 1, 2 and 3. From the graph, you can z approximate the directional derivative by estimating , where u is the distance u traveled along the unit vector u. For the unit vector shown, u = 1. Further, the vector appears to extend from the z = 2 level curve to the z = 0.2 level curve. In this case, z z = 0.2 − 2 = −1.8 and our estimate of the directional derivative is = −1.8. u 14 Compared to the actual directional derivative of − 5 = −2.8 (found in example 6.2), this is not very accurate. A better estimate could be obtained with a smaller u. For example, to get from the z = 2 level curve to the z = 1 level curve, it appears that we z 1−2 travel along about 40% of the unit vector. Then ≈ = −2.5. You could u 0.4 continue this process by drawing more level curves, corresponding to values of z closer to z = 2. „
 
 Since a directional derivative gives the rate of change of a function in a given direction, it’s reasonable to ask in what direction a function has its maximum or minimum rate of increase. First, recall from Theorem 3.2 in Chapter 11 that for any two vectors a and b, we have a · b = ab cos θ , where θ is the angle between the vectors a and b. Applying this to the form of the directional derivative given in Theorem 6.2, we have Du f (a, b) = ∇ f (a, b) · u = ∇ f (a, b)u cos θ = ∇ f (a, b) cos θ, where θ is the angle between the gradient vector at (a, b) and the direction vector u. Notice now that ∇ f (a, b) cos θ has its maximum value when θ = 0, so that cos θ = 1. The directional derivative is then ∇ f (a, b). This occurs when ∇ f (a, b) and ∇ f (a, b) u are in the same direction, so that u = . Similarly, the minimum value of ∇ f (a, b) the directional derivative occurs when θ = π , so that cos θ = −1. In this case, ∇ f (a, b) ∇ f (a, b) and u have opposite directions, so that u = − . Finally, observe that when ∇ f (a, b) θ = π2 , u is perpendicular to ∇ f (a, b) and the directional derivative in this direction is zero. Since the level curves are curves in the xy-plane on which f is constant, notice that a zero
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 directional derivative at a point indicates that u is tangent to a level curve. We summarize these observations in Theorem 6.3.
 
 THEOREM 6.3 Suppose that f is a differentiable function of x and y at the point (a, b). Then (i) the maximum rate of change of f at (a, b) is ∇ f (a, b), occurring in the direction of the gradient; (ii) the minimum rate of change of f at (a, b) is −∇ f (a, b), occurring in the direction opposite the gradient; (iii) the rate of change of f at (a, b) is 0 in the directions orthogonal to ∇ f (a, b) and (iv) the gradient ∇ f (a, b) is orthogonal to the level curve f (x, y) = c at the point (a, b), where c = f (a, b). In using Theorem 6.3, remember that the directional derivative corresponds to the rate of change of the function f (x, y) in the given direction.
 
 EXAMPLE 6.4
 
 Finding Maximum and Minimum Rates of Change
 
 Find the maximum and minimum rates of change of the function f (x, y) = x 2 + y 2 at the point (1, 3). Solution We first compute the gradient ∇ f = 2x, 2y and evaluate it at the point (1, 3): ∇ f (1, 3) = 2, 6. From √ Theorem 6.3, the maximum rate of change of f at (1, 3) is ∇ f (1, 3) =  2, 6 = 40 and occurs in the direction of
 
 y u
 
 4
 
 u=
 
 z = 16
 
 Similarly, the minimum rate of change of f at (1, 3) is √ −∇ f (1, 3) = − 2, 6 = − 40, which occurs in the direction of
 
 2 z = 10 4
 
 2
 
 x 2
 
 u=−
 
 4
 
 2 4
 
 FIGURE 13.36 Contour plot of z = x 2 + y 2
 
 z = 1.4 1 z = 1.97 x 1 1
 
 2
 
 A(0.6, 0.7)
 
 FIGURE 13.37 Contour plot of z = 3x − x 3 − 3x y 2
 
 − 2, 6 ∇ f (1, 3) = √ . ∇ f (1, 3) 40 „
 
 Notice that the direction of maximum increase in example 6.4 points away√from the origin, since the displacement vector from (0, 0) to (1, 3) is parallel to u = 2, 6/ 40. This should make sense given the familiar shape of the paraboloid. The contour plot of f (x, y) shown in Figure 13.36 indicates that the gradient is perpendicular to the level curves. We expand on this idea in example 6.5.
 
 EXAMPLE 6.5 y
 
 z = 0.5 
 
 2, 6 ∇ f (1, 3) = √ . ∇ f (1, 3) 40
 
 Finding the Direction of Steepest Ascent
 
 The contour plot of f (x, y) = 3x − x 3 − 3x y 2 shown in Figure 13.37 indicates several level curves near a local maximum at (1, 0). Find the direction of maximum increase from the point A(0.6, −0.7) and sketch in the path of steepest ascent. Solution From Theorem 6.3, the direction of maximum increase at (0.6, −0.7) is given by the gradient ∇ f (0.6, −0.7). We have ∇ f = 3 − 3x 2 − 3y 2 , −6x y and so, ∇ f (0.6, −0.7) = 0.45, 2.52. The unit vector in this direction is then u = 0.176, 0.984. A vector in this direction (not drawn to scale) at the point (0.6, −0.7) is shown in Figure 13.38a. Notice that this vector does not point toward the maximum at (1, 0). (By analogy, on a mountain, the steepest path from a given point will not always point toward the actual peak.) The path of steepest ascent is a curve that remains perpendicular to each level curve through which it passes. Notice that at the tip of the vector drawn in Figure 13.38a, the vector is no longer perpendicular to the level curve. Finding an equation for the path of steepest ascent is challenging. In Figure 13.38b, we sketch in a plausible path of steepest ascent.
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 y
 
 (1, 0)
 
 x
 
 z = f(0.6, 0.7)
 
 x
 
 z = f(0.6, 0.7)
 
 FIGURE 13.38a
 
 FIGURE 13.38b
 
 Direction of steepest ascent at (0.6, −0.7)
 
 Path of steepest ascent
 
 „
 
 Most of the results of this section extend easily to functions of any number of variables.
 
 DEFINITION 6.3 The directional derivative of f (x, y, z) at the point (a, b, c) and in the direction of the unit vector u = u 1 , u 2 , u 3  is given by Du f (a, b, c) = lim
 
 h→0
 
 f (a + hu 1 , b + hu 2 , c + hu 3 ) − f (a, b, c) , h
 
 provided the limit exists. The gradient of f (x, y, z) is the vector-valued function   ∂f ∂f ∂f ∂f ∂f ∂f , , = i+ j+ k, ∇ f (x, y, z) = ∂ x ∂ y ∂z ∂x ∂y ∂z provided all the partial derivatives are defined. As was the case for functions of two variables, the gradient gives us a simple representation of directional derivatives in three dimensions.
 
 THEOREM 6.4 If f is a differentiable function of x, y and z and u is any unit vector, then Du f (x, y, z) = ∇ f (x, y, z) · u.
 
 (6.1)
 
 As in two dimensions, we have that Du f (x, y, z) = ∇ f (x, y, z) · u = ∇ f (x, y, z)u cos θ = ∇ f (x, y, z) cos θ, where θ is the angle between the vectors ∇ f (x, y, z) and u. For precisely the same reasons as in two dimensions, it follows that the direction of maximum increase at any given point is given by the gradient at that point.
 
 EXAMPLE 6.6
 
 Finding the Direction of Maximum Increase
 
 If the temperature at point (x, y, z) is given by T (x, y, z) = 85 + (1 − z/100)e−(x +y ) , find the direction from the point (2, 0, 99) in which the temperature increases most rapidly. 2
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 Solution We first compute the gradient   ∂f ∂f ∂f ∇f = , , ∂ x ∂ y ∂z         z z 1 −(x 2 +y 2 ) −(x 2 +y 2 ) −(x 2 +y 2 ) = −2x 1 − , −2y 1 − ,− e e e 100 100 100 % 1 −4 & 1 −4 and ∇ f (2, 0, 99) = − 25 e , 0, − 100 e . To find a unit vector in this direction, you can simplify the algebra by dropping the common factor of e−4 (think about why this makes sense) and multiplying by 100. A unit vector in the direction of −4, 0, −1 and
 
 −4, 0, −1 also in the direction of ∇ f (2, 0, 99), is then . √ 17 „ Recall that for any constant k, the equation f (x, y, z) = k defines a level surface of the function f (x, y, z). Now, suppose that u is any unit vector lying in the tangent plane to the level surface f (x, y, z) = k at a point (a, b, c) on the level surface. Then, it follows that the rate of change of f in the direction of u at (a, b, c) [given by the directional derivative Du f (a, b, c)] is zero, since f is constant on a level surface. From (6.1), we now have that 0 = Du f (a, b, c) = ∇ f (a, b, c) · u. This occurs only when the vectors ∇ f (a, b, c) and u are orthogonal. Since u was taken to be any vector lying in the tangent plane, we now have that ∇ f (a, b, c) is orthogonal to every vector lying in the tangent plane at the point (a, b, c). Observe that this says that ∇ f (a, b, c) is a normal vector to the tangent plane to the surface f (x, y, z) = k at the point (a, b, c). This proves Theorem 6.5.
 
 THEOREM 6.5 Suppose that f (x, y, z) has continuous partial derivatives at the point (a, b, c) and ∇ f (a, b, c) = 0. Then, ∇ f (a, b, c) is a normal vector to the tangent plane to the surface f (x, y, z) = k, at the point (a, b, c). Further, the equation of the tangent plane is 0 = f x (a, b, c)(x − a) + f y (a, b, c)(y − b) + f z (a, b, c)(z − c). We refer to the line through (a, b, c) in the direction of ∇ f (a, b, c) as the normal line to the surface at the point (a, b, c). Observe that this has parametric equations x = a + f x (a, b, c)t,
 
 y = b + f y (a, b, c)t,
 
 z = c + f z (a, b, c)t.
 
 In example 6.7, we illustrate the use of the gradient at a point to find the tangent plane and normal line to a surface at that point.
 
 EXAMPLE 6.7
 
 Using a Gradient to Find a Tangent Plane and Normal Line to a Surface
 
 Find equations of the tangent plane and the normal line to x 3 y − y 2 + z 2 = 7 at the point (1, 2, 3). Solution If we interpret the surface as a level surface of the function f (x, y, z) = x 3 y − y 2 + z 2 , a normal vector to the tangent plane at the point (1, 2, 3) is given by ∇ f (1, 2, 3). We have ∇ f = 3x 2 y, x 3 − 2y, 2z and ∇ f (1, 2, 3) = 6, −3, 6. Given the normal vector 6, −3, 6 and point (1, 2, 3), an equation of the tangent plane is 6(x − 1) − 3(y − 2) + 6(z − 3) = 0. The normal line has parametric equations x = 1 + 6t,
 
 y = 2 − 3t,
 
 z = 3 + 6t. „
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 Recall that in section 13.4, we found that a normal vector to the tangent plane to the  ∂f ∂f surface z = f (x, y) at the point (a, b, f (a, b)) is given by (a, b), (a, b), −1 . Note ∂x ∂y that this is simply a special case of the gradient formula of Theorem 6.5, as follows. First, observe that we can rewrite the equation z = f (x, y) as f (x, y) − z = 0. We can then think of this surface as a level surface of the function g(x, y, z) = f (x, y) − z, which at the point (a, b, f (a, b)) has normal vector   ∂f ∂f ∇g(a, b, f (a, b)) = (a, b), (a, b), −1 . ∂x ∂y
 
 BEYOND FORMULAS The term gradient shows up in a large number of applications and its common usage is very close to our development in this section. By its use in directional derivatives, the gradient gives all the information you need to determine the change in a quantity as you move in a given direction from your current position. Because the gradient gives the direction of maximum increase, many processes that depend on maximizing or minimizing some quantity may be described with the gradient. When you see gradient in an application, think of these properties.
 
 Just as it is important to constantly think of ordinary derivatives as slopes of tangent lines and as instantaneous rates of change, it is crucial to keep in mind at all times the interpretations of gradients. Always think of gradients as vector-valued functions whose values specify the direction of maximum increase of a function and whose values provide normal vectors (to the level curves in two dimensions and to the level surfaces in three dimensions).
 
 EXAMPLE 6.8
 
 Using a Gradient to Find a Tangent Plane to a Surface
 
 Find an equation of the tangent plane to z = sin(x + y) at the point (π, π, 0). Solution We rewrite the equation of the surface as g(x, y, z) = sin(x + y) − z = 0 and compute ∇g(x, y, z) = cos(x + y), cos(x + y), −1. At the point (π, π, 0), the normal vector to the surface is given by ∇g(π, π, 0) = 1, 1, −1. An equation of the tangent plane is then (x − π ) + (y − π ) − z = 0. „
 
 EXERCISES 13.6 WRITING EXERCISES 1. Pick an area outside your classroom that has a small hill. Starting at the bottom of the hill, describe how to follow the gradient path to the top. In particular, describe how to determine the direction in which the gradient points at a given point on the hill. In general, should you be looking ahead or down at the ground? Should individual blades of grass count? What should you do if you encounter a wall? 2. Discuss whether the gradient path described in exercise 1 is guaranteed to get you to the top of the hill. Discuss whether the gradient path is the shortest path, the quickest path or the easiest path. 3. Use the sketch in Figure 13.34a to explain why the curves in Figures 13.34b and 13.34c are different. 4. Suppose the function f (x, y) represents the altitude at various points on a ski slope. Explain in physical terms why the direction of maximum increase is 180◦ opposite the direction of maximum decrease, with the direction of zero change halfway in between. If f (x, y) represents altitude on a rugged mountain instead of a ski slope, explain why the results (which are still true) are harder to visualize. In exercises 1–4, find the gradient of the given function. 1. f (x, y) = x 2 + 4x y 2 − y 5 2
 
 3. f (x, y) = xe x y + cos y 2
 
 In exercises 5–10, find the gradient of the given function at the indicated point. 5. f (x, y) = 2e4x/y − 2x, (2, −1) 6. f (x, y) = sin 3x y + y 2 , (π, 1) 7. f (x, y, z) = 3x 2 y − z cos x, (0, 2, −1) 8. f (x, y, z) = z 2 e2x−y − 4x z 2 , (1, 2, 2) 9. f (w, x, y, z) = w2 cos x + 3 ln y e x z , (2, π, 1, 4)   x1 √ − 3x32 x4 x5 − 2 x1 x3 , 10. f (x1 , x2 , x3 , x4 , x5 ) = sin x2 (2, 1, 2, −1, 4)
 
 ............................................................ In exercises 11–26, compute the directional derivative of f at the given point in the direction of the indicated vector. ' √ ( 11. f (x, y) = x 2 y + 4y 2 , (2, 1), u = 12 , 23 ' ( 12. f (x, y) = x 3 y − 4y 2 , (2, −1), u = √12 , √12 13. f (x, y) =
 
 
 
 x 2 + y 2 , (3, −4), u in the direction of 3i − 2j
 
 14. f (x, y) = e4x
 
 2 −y
 
 , (1, 4), u in the direction of −2i − j
 
 2. f (x, y) = x 3 e3y − y 4
 
 15. f (x, y) = cos(2x − y), (π, 0), u in the direction from (π, 0) to (2π, π)
 
 4. f (x, y) = e3y/x − x 2 y 3
 
 16. f (x, y) = ln(x 2 y) sin 4y, (−2, π8 ), u in the direction from (−2, π8 ) to (0, 0)
 
 ............................................................
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 17. f (x, y, z) = x 3 yz 2 − tan−1 (x/y), (1, −1, 2), u in the direction of 2, 0, −1  18. f (x, y, z) = x 2 + y 2 + z 2 , (1, −4, 8), u in the direction of 1, 1, −2 19. f (x, y, z) = e 4i − 2j + 3k
 
 x y+z
 
 , (1, −1, 1), u in the direction of
 
 20. f (x, y, z) = cos x y + z, (0, −2, 4), u in the direction of 3j − 4k √ 21. f (w, x, y, z) = w2 x 2 + 1 + 3ze x z , (2, 0, 1, 0), u in the direction of 1, 3, 4, −2 22. f (w, x, y, z) = cos(w2 x y) + 3z − tan 2z, (2, −1, 1, 0), u in the direction of −2, 0, 1, 4 √ x2 23. f (x1, x2, x3 , x4 , x5 ) = 1 − sin−1 2x3 + 3 x4 x5 ,(2, 1, 0, 1, 4), x2 u in the direction of 1, 0, −2, 4, −2 √ 24. f (x1 , x2 , x3 , x4 , x5 ) = 3x1 x23 x3 − e4x3 + ln x4 x5 , (−1, 2, 0, 4, 1), u in the direction of 2, −1, 0, 1, −2. 25. f (x, y) defined by 2x y − yz + x z − 2x = 0 (z > 0), at (1, 1) in the direction of 3, −1. 2
 
 3
 
 2
 
 2
 
 26. f (x, y) defined by xe z − y 2 z + 2yz = 2, at (1, 0) in the direction of −1, 2
 
 ............................................................ In exercises 27–34, find the directions of maximum and minimum change of f at the given point, and the values of the maximum and minimum rates of change. 27. f (x, y) = x 2 − y 3 , (a) (2, 1); (b) (−1, −2) 28. f (x, y) = y 2 e4x , (a) (0, −2); (b) (3, −1) 29. f (x, y) = x 2 cos(3x y), (a) (2, 0); (b) (−2, π )  30. f (x, y) = 2x 2 − y, (a) (3, 2); (b) (2, −1)  31. f (x, y) = x 2 + y 2 , (a) (3, −4); (b) (−4, 5) √ 32. f (x, y) = x tan−1 (x/y), (a) (1, 1); (b) (1, 2) 33. f (x, y, z) = 4x 2 yz 3 , (a) (1, 2, 1); (b) (2, 0, 1)  34. f (x, y, z) = x 2 + y 2 + z 2 , (a) (1, 2, −2); (b) (3, 1, −1)
 
 ............................................................ 35. Use the contour plot to estimate Du f (1, 0) for (a) u = 1, 0; (b) u = 0, 1. y
 
 3
 
 38. Suppose that g(x) is a differentiable function and f (x, y) = g(x 2 + y 2 ). Show that ∇ f (a, b) is parallel to a, b. Explain this in graphical terms. 39. Graph z = sin(x + y). The graph should remind you of a sequence of wave crests. If each crest extends parallel to the shoreline, explain why the gradient is perpendicular to the shoreline. If crests of a different wave align with the graph of z = sin(2x − y), find a vector perpendicular to the shoreline. 40. Show that the vector 100, −100 is perpendicular to ∇ sin(x + y). Explain why the directional derivative of sin(x + y) in the direction of 100, −100 must be zero. Sketch a wireframe graph of z = sin(x + y) from the viewpoint (100, −100, 0). Explain why you only see one trace. Find a viewpoint from which z = sin(2x − y) only shows one trace.
 
 ............................................................ In exercises 41–44, find equations of the tangent plane and normal line to the surface at the given point. 41. z = x 2 + y 3 at (1, −1, 0)  42. z = x 2 + y 2 at (3, −4, 5) 43. x 2 + y 2 + z 2 = 6 at (−1, 2, 1) 44. z 2 = x 2 − y 2 at (5, −3, −4)
 
 ............................................................ In exercises 45 and 46, find all points at which the tangent plane to the surface is parallel to the xy-plane. Discuss the graphical significance of each point. 45. z = 2x 2 − 4x y + y 4 46. z = sin x cos y
 
 ............................................................ 47. For f (x, y) = x 2 y − 2y 2 , find (a, b) such that ∇ f (a, b) = 4, 0. 48. For f (x, y) = x 2 y 2 − 2x y, find (a, b) such that ∇ f (a, b) = 4, 12.
 
 ............................................................ In exercises 49 and 50, sketch in the path of steepest ascent from each indicated point. y
 
 z=0 z=1 z=2 z=3
 
 2 1 −3 −2 −1 −1
 
 13-64
 
 37. In exercises 31 and 34, compare the gradient direction to the position vector from the origin to the given point. Explain in terms of the graph of f why this relationship should hold.
 
 49.
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 36. Use the contour plot to estimate Du f (0, 1) for (a) u = 1, 0; (b) u = 0, −1.
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 SECTION 13.6
 
 y
 
 873
 
 B
 
 60. Suppose that a person has money invested in five stocks. Let xi be the number of shares held in stock i and let f (x1 , x2 , x3 , x4 , x5 ) equal the total value of the stocks. If ∇ f = 2, −1, 6, 0, −2, indicate which stocks should be sold and which should be bought, and indicate the relative amounts of each sale or buy.
 
 x
 
 ............................................................ In exercises 51 and 52, use the table to estimate ∇ f (0, 0).
 
 52.
 
 The Gradient and Directional Derivatives
 
 59. Suppose that the elevation on a hill is given by f (x, y) = 200 − y 2 − 4x 2 . (a) From the site at (1, 2), in which direction will the rain run off? (b) If a level road is to be built at elevation 100, find the shape of the road.
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 ............................................................ 53. Label each as true or false and explain why. (a) ∇( f + g) = ∇ f + ∇g, (b) ∇( f g) = (∇ f )g + f (∇g) 54. The Laplacian of a function f (x, y) is defined by ∇ 2 f (x, y) = f x x (x, y) + f yy (x, y). Compute ∇ 2 f (x, y) for f (x, y) = x 3 − 2x y + y 2 .  2 x y if (x, y) = (0, 0) 6 2, and 55. Show that for f (x, y) = x +2y 0, if (x, y) = (0, 0) any u, the directional derivative Du f (0, 0) exists, but f is not continuous at (0, 0).  2x y if (x, y) = (0, 0) 2 2, 56. Show that for f (x, y) = x +y and 0, if (x, y) = (0, 0) any u, the directional derivative Du f (0, 0) exists, but f is not continuous at (0, 0).
 
 APPLICATIONS 57. At a certain point on a mountain, a surveyor sights due east and measures a 10◦ drop-off, then sights due north and measures a 6◦ rise. Find the direction of steepest ascent and compute the degree rise in that direction. 58. At a certain point on a mountain, a surveyor sights due west and measures a 4◦ rise, then sights due north and measures a 3◦ rise. Find the direction of steepest ascent and compute the degree rise in that direction.
 
 61. In example 4.6 of this chapter, we looked at a manufacturing process. Suppose that a gauge of 4 mm results from a gap of 4 mm, a speed of 10 m/s and a temperature of 900◦ . Further, suppose that an increase in gap of 0.05 mm increases the gauge by 0.04 mm, an increase in speed of 0.2 m/s increases the gauge by 0.06 mm and an increase in temperature of 10◦ decreases the gauge by 0.04 mm. Thinking of gauge as a function of gap, speed and temperature, find the direction of maximum increase of gauge. 62. If the temperature at the point (x, y, z) is given by T (x, y, z) = 80 + 5e−z (x −2 + y −1 ), find the direction from the point (1, 4, 8) in which the temperature decreases most rapidly. 63. Sharks find their prey through a keen sense of smell and an ability to detect small electrical impulses. If f (x, y, z) indicates the electrical charge in the water at position (x, y, z) and a shark senses that ∇ f = 12, −20, 5, in which direction should the shark swim to find its prey? 64. The speed S of a tennis serve depends on the speed v of the tennis racket, the tension t of the strings of the racket, the liveliness e of the ball and the angle θ at which the racket is held. Writing S(v, t, e, θ ), if ∇ S = 12, −2, 3, −3, discuss the relative contributions of each factor. That is, for each variable, if the variable is increased, does the ball speed increase or decrease?
 
 EXPLORATORY EXERCISES 1. The horizontal range of a baseball that has been hit depends on its launch angle and the rate of backspin on the ball. The accompanying figure (on the following page; reprinted from Keep Your Eye on the Ball by Watts and Bahill) shows level curves for the range as a function of angle and spin rate for an initial speed of 110 mph. Watts and Bahill suggest using the dashed line to find the best launch angle for a given spin rate. For example, start at ω = 2000, move horizontally to the dashed line and then vertically down to θ = 30. For a spin rate of 2000 rpm, the greatest range is achieved with a launch angle of 30◦ . To understand why, note that the dashed line intersects level curves at points where the level curves have horizontal tangents. Start at a point where the dashed line intersects a level curve and explain why you can conclude from the graph that changing the angle would decrease the range. Therefore, the dashed line indicates optimal angles. As ω increases, does the optimal angle increase or decrease? Explain in physical terms why this makes sense. Explain why you know that the dashed line does not follow a gradient path and explain what a gradient path would represent.
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 the angle between the normal to the surface and the line to the light source. The larger the angle, the darker the portion of the picture should be. Explain why this works. For the sur2 2 face z = e−x −y (shown in Figures A and B with −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1) and a light source at (0, 0, 100), compute the angle at the points (0, 0, 1), (0, 1, e−1 ) and (1, 0, e−1 ). Show that all points with x 2 + y 2 = 1 have the same angle and explain why, in terms of the symmetry of the surface. If the position of the light source is changed, will these points remain equally well lit? Based on Figure B, try to determine where the light source is located.
 
 430 ft 400 ft 360 ft 330 ft
 
 3000 2000 1000 0 0
 
 13-66
 
 10 20 30 40 50 60 u, launch angle (degrees)
 
 z
 
 z
 
 2. In this exercise, we look at one of the basic principles of threedimensional graphics. We have often used wireframe graphs such as Figure A to visualize surfaces in three dimensions. Still, there is something missing, isn’t there? Almost everything we see in real life is shaded by a light source from above. This shading gives us very important clues about the threedimensional structure of the surface. In Figure B, we have simply added some shading to Figure A. We want to understand a basic type of shading called Lambert shading. The idea is to shade a portion of the picture based on the size of
 
 1
 
 1
 
 1
 
 y
 
 1
 
 1
 
 1 x
 
 y
 
 x
 
 FIGURE A
 
 FIGURE B
 
 13.7 EXTREMA OF FUNCTIONS OF SEVERAL VARIABLES You have seen optimization problems reappear in a number of places, since we first introduced the idea in section 3.6. In this section, we introduce the mathematical basis for optimizing functions of several variables. 2 3 From the graph of the surface z = xe−x /2−y /3+y , shown in Figure 13.39a you should be able to identify both a peak and a valley. We show close-up views of these in Figures 13.39b and 13.39c, respectively. Following our discussion for functions of a single variable, we refer to such points as local extrema, which we define as follows.
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 DEFINITION 7.1 We call f (a, b) a local maximum of f if there is an open disk R centered at (a, b), for which f (a, b) ≥ f (x, y) for all (x, y) ∈ R. Similarly, f (a, b) is called a local minimum of f if there is an open disk R centered at (a, b), for which f (a, b) ≤ f (x, y) for all (x, y) ∈ R. In either case, f (a, b) is called a local extremum of f.
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 As with our definition of local extrema for functions of a single variable given in section 3.2, the idea here is that, if f (a, b) ≥ f (x, y) for all (x, y) “near” (a, b), we call f (a, b) a local maximum. Look carefully at Figures 13.39b and 13.39c; it appears that at both local extrema, the tangent plane is horizontal. This makes sense, since if the tangent plane was tilted, the function would be increasing in one direction and decreasing in another direction, which can’t happen at a local extremum (maximum or minimum). Much as with functions of one variable, it turns out that local extrema can occur only where the first (partial) derivatives are zero or do not exist.
 
 DEFINITION 7.2 The point (a, b) is a critical point of the function f (x, y) if (a, b) is in the domain of ∂f ∂f ∂f ∂f f and either (a, b) = (a, b) = 0 or one or both of and do not exist at ∂x ∂y ∂x ∂y (a, b).
 
 Recall that for a function f of a single variable, if f has a local extremum at x = a, then a must be a critical number of f [i.e., f  (a) = 0 or f  (a) is undefined]. Similarly, if f (a, b) is a local extremum, then (a, b) must be a critical point of f. Be careful, though; although local extrema can occur only at critical points, a given critical point need not correspond to a local extremum. For this reason, we refer to critical points as candidates for local extrema.
 
 THEOREM 7.1 If f (x, y) has a local extremum at (a, b), then (a, b) must be a critical point of f.
 
 PROOF Suppose that f (x, y) has a local extremum at (a, b). Holding y constant at y = b, notice that the function g(x) = f (x, b) has a local extremum at x = a. By Fermat’s Theorem (Theorem 2.2 in Chapter 3), either g  (a) = 0 or g  (a) doesn’t exist. Note that ∂f g  (a) = (a, b). Likewise, holding x constant at x = a, observe that the function ∂x h(y) = f (a, y) has a local extremum at y = b. It follows that h  (b) = 0 or h  (b) doesn’t ∂f (a, b). Combining these two observations, we have that each of exist, where h  (b) = ∂y ∂f ∂f (a, b) and (a, b) equals 0 or doesn’t exist. It then follows that (a, b) must be a critical ∂x ∂y point of f. When looking for local extrema, you must first find all critical points, since local extrema can occur only at critical points. Then, analyze each critical point to determine whether it is the location of a local maximum, local minimum or neither. We now return to 2 3 the function f (x, y) = xe−x /2−y /3+y discussed in the introduction to the section.
 
 EXAMPLE 7.1
 
 Finding Local Extrema Graphically
 
 Find all critical points of f (x, y) = xe−x graphically.
 
 2
 
 /2−y 3 /3+y
 
 and analyze each critical point
 
 Solution First, we compute the first partial derivatives: ∂f 2 3 2 3 2 3 = e−x /2−y /3+y + x(−x)e−x /2−y /3+y = (1 − x 2 )e−x /2−y /3+y ∂x
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 ∂f 2 3 = x(−y 2 + 1)e−x /2−y /3+y . ∂y
 
 and
 
 ∂f = 0 if and only if 1 − x 2 = 0, that Since exponentials are always positive, we have ∂x ∂f = 0 if and only if x(−y 2 + 1) = 0, that is, when x = 0 is, when x = ±1. We have ∂y or y = ±1. Notice that both partial derivatives exist for all (x, y) and so, the only ∂f ∂f critical points are solutions of = = 0. For this to occur, we need x = ±1 and ∂x ∂y ∂f either x = 0 or y = ±1. However, if x = 0, then = 0, so there are no critical points ∂x with x = 0. This leaves all combinations of x = ±1 and y = ±1 as critical points: (1, 1), (−1, 1), (1, −1) and (−1, −1). Keep in mind that the critical points are only candidates for local extrema; we must look further to determine whether they correspond to extrema. We zoom in on each critical point in turn, to graphically identify any local extrema. We have already seen (see Figures 13.39b and 13.39c) that f (x, y) has a local maximum at (1, 1) and a local minimum at (−1, 1). Figures 13.40a and 13.40b show z = f (x, y) zoomed in on (1, −1) and (−1, −1), respectively. In Figure 13.40a, notice that in the plane x = 1 (extending left to right), the point at (1, −1) is a local minimum. However, in the plane y = −1 (extending back to front), the point at (1, −1) is a local maximum. This point is therefore not a local extremum. We refer to such a point as a saddle point. (It looks like a saddle, doesn’t it?) Similarly, in Figure 13.40b, notice that in the plane x = −1 (extending left to right), the point at (−1, −1) is a local maximum. However, in the plane y = −1 (extending back to front), the point at (−1, −1) is a local minimum. Again, at (−1, −1) we have a saddle point.
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 x
 
 „
 
 We now pause to carefully define saddle points.
 
 DEFINITION 7.3 The point P(a, b, f (a, b)) is a saddle point of z = f (x, y) if (a, b) is a critical point of f and if every open disk centered at (a, b) contains points (x, y) in the domain of f for which f (x, y) < f (a, b) and points (x, y) in the domain of f for which f (x, y) > f (a, b). To further explore example 7.1 graphically, we show a contour plot of 2 3 f (x, y) = xe−x /2−y /3+y in Figure 13.41. Notice that near the local maximum at (1, 1) and the local minimum at (−1, 1) the level curves resemble concentric circles. This corresponds to the paraboloid-like shape of the surface near these points. (See Figures 13.39b and 13.39c.) Concentric ovals are characteristic of local extrema. Notice that, without the
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch13
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 December 31, 2010
 
 13-69
 
 SECTION 13.7 z = 1.15
 
 2 1 y 0 1
 
 z = 0.4
 
 2 3
 
 LT (Late Transcendental)
 
 16:55
 
 3 2 1
 
 0 x
 
 1
 
 2
 
 3
 
 ..
 
 Extrema of Functions of Several Variables
 
 877
 
 level curves labeled, there is no way to tell from the contour plot which is the maximum and which is the minimum. Saddle points are typically characterized by the hyperbolic-looking curves seen near (−1, −1) and (1, −1). Of course, we can’t rely on interpreting three-dimensional graphs for finding local extrema. Recall that for functions of a single variable, we developed two tests (the first derivative test and the second derivative test) for determining when a given critical number corresponds to a local maximum or a local minimum or neither. The following result, which we prove at the end of the section, is surprisingly simple and is a generalization of the second derivative test for functions of a single variable.
 
 FIGURE 13.41
 
 THEOREM 7.2 (Second Derivatives Test)
 
 Contour plot of 2 3 f (x, y) = xe−x /2−y /3+y
 
 Suppose that f (x, y) has continuous second-order partial derivatives in some open disk containing the point (a, b) and that f x (a, b) = f y (a, b) = 0. Define the discriminant D for the point (a, b) by D(a, b) = f x x (a, b) f yy (a, b) − [ f x y (a, b)]2 . (i) (ii) (iii) (iv)
 
 If If If If
 
 D(a, b) > 0 and f x x (a, b) > 0, then f has a local minimum at (a, b). D(a, b) > 0 and f x x (a, b) < 0, then f has a local maximum at (a, b). D(a, b) < 0, then f has a saddle point at (a, b). D(a, b) = 0, then no conclusion can be drawn.
 
 It’s important to make some sense of this result (in other words, to understand it and not just memorize it). Note that to have D(a, b) > 0, we must have both f x x (a, b) > 0 and f yy (a, b) > 0 or both f x x (a, b) < 0 and f yy (a, b) < 0. In the first case, notice that the surface z = f (x, y) will be concave up in the plane y = b and concave up in the plane x = a. In this case, the surface will look like an upward-opening paraboloid near the point (a, b). Consequently, f has a local minimum at (a, b). In the second case, both f x x (a, b) < 0 and f yy (a, b) < 0. This says that the surface z = f (x, y) will be concave down in the plane y = b and concave down in the plane x = a. So, in this case, the surface looks like a downward-opening paraboloid near the point (a, b) and hence, f has a local maximum at (a, b). Observe that one way to get D(a, b) < 0 is for f x x (a, b) and f yy (a, b) to have opposite signs (one positive and one negative). To have opposite concavities in the planes x = a and y = b means that there is a saddle point at (a, b), as in Figures 13.40a and 13.40b. We note that having f x x (a, b) > 0 and f yy (a, b) > 0, without having D(a, b) > 0 does not say that f (a, b) is a local minimum. We explore this in the exercises.
 
 z 40
 
 EXAMPLE 7.2
 
 Using the Discriminant to Find Local Extrema
 
 Locate and classify all critical points for f (x, y) = 3x 2 − y 3 − 6x y. 5
 
 y
 
 5
 
 5
 
 Solution We first compute the first partial derivatives: f x = 6x − 6y and f y = −3y 2 − 6x. Since both f x and f y are defined for all (x, y), the critical points are solutions of the two equations:
 
 x
 
 f x = 6x − 6y = 0
 
 FIGURE 13.42a z = 3x 2 − y 3 − 6x y Point
 
 (0, 0) (–2, –2)
 
 fx x = 6
 
 6
 
 6
 
 f yy = −6y
 
 0
 
 12
 
 f x y = −6
 
 −6
 
 D(a, b)
 
 −36
 
 −6 36
 
 and
 
 f y = −3y 2 − 6x = 0.
 
 Solving the first equation for y, we get y = x. Substituting this into the second equation, we have 0 = −3x 2 − 6x = −3x(x + 2), so that x = 0 or x = −2. The corresponding y-values are y = 0 and y = −2. The only two critical points are then (0, 0) and (−2, −2). To classify these points, we first compute the second partial derivatives: f x x = 6, f yy = −6y and f x y = −6, and then
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 test the discriminant. We have D(0, 0) = (6)(0) − (−6)2 = −36 < 0
 
 3 2
 
 D (−2, −2) = (6)(12) − (−6)2 = 36 > 0.
 
 and
 
 1
 
 From Theorem 7.2, we conclude that there is a saddle point of f at (0, 0), since D(0, 0) < 0. Further, there is a local minimum at (−2, −2) since D (−2, −2) > 0 and f x x (−2, −2) > 0. The surface is shown in Figure 13.42a (on the preceding page). The locations of the local minimum and the saddle point can be seen more clearly in the contour plot shown in Figure 13.42b. „
 
 y 0 1 2 3 3
 
 2
 
 1
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 2
 
 3
 
 As we see in example 7.3, the Second Derivatives Test does not always help us to classify a critical point.
 
 FIGURE 13.42b Contour plot of f (x, y) = 3x 2 − y 3 − 6x y
 
 EXAMPLE 7.3
 
 Locate and classify all critical points for f (x, y) = x 3 − 2y 2 − 2y 4 + 3x 2 y.
 
 z
 
 Solution Here, we have f x = 3x 2 + 6x y and f y = −4y − 8y 3 + 3x 2 . Since both f x and f y exist for all (x, y), the critical points are solutions of the two equations:
 
 0.8
 
 0.6
 
 Classifying Critical Points
 
 f x = 3x 2 + 6x y = 0 0.6 y
 
 0.5
 
 f y = −4y − 8y 3 + 3x 2 = 0.
 
 and
 
 From the first equation, we have
 
 x
 
 0 = 3x 2 + 6x y = 3x(x + 2y), so that at a critical point, x = 0 or x = −2y. Substituting x = 0 into the second equation, we have 0 = −4y − 8y 3 = −4y(1 + 2y 2 ),
 
 FIGURE 13.43a z = f (x, y) near (0, 0) z
 
 x 2
 
 so that y = 0. Thus, for x = 0, we have only one critical point: (0, 0). Substituting x = −2y into the second equation, we have
 
 2
 
 1 0.2
 
 0 = −4y − 8y 3 + 3(4y 2 ) = −4y(1 + 2y 2 − 3y) = −4y(2y − 1)(y − 1).
 
 y
 
 1.2
 
 The solutions of this equation are y = 0, y = 12 and y = 1, with corresponding critical
 
 points (0, 0), −1, 12 and (−2, 1). To classify the critical points, we compute the second partial derivatives, f x x = 6x + 6y, f yy = −4 − 24y 2 and f x y = 6x, and evaluate the discriminant at each critical point. We have
 
 4 6 8
 
 D(0, 0) = (0)(−4) − (0)2 = 0,  1 = (−3)(−10) − (−6)2 = −6 < 0 D −1, 2 
 
 FIGURE 13.43b z = f (x, y) near (−2, 1)
 
 D(−2, 1) = (−6)(−28) − (−12)2 = 24 > 0. 
 
 From Theorem 7.2, we conclude that f has a saddle point at −1, 12 , since
 
 D −1, 12 < 0. Further, f has a local maximum at (−2, 1) since D(−2, 1) > 0 and f x x (−2, 1) < 0. Unfortunately, Theorem 7.2 gives us no information about the critical point (0, 0), since D(0, 0) = 0. However, notice that in the plane y = 0 we have f (x, y) = x 3 . In two dimensions, the curve z = x 3 has an inflection point at x = 0. This shows that there is no local extremum at (0, 0). The surface near the three critical points is shown in Figures 13.43a–13.43c. „ and
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 FIGURE 13.43c 
 
 z = f (x, y) near −1, 12
 
 x
 
 One commonly used application of the theory of local extrema is the statistical technique of least squares. This technique (or, more accurately, this criterion) is essential to many commonly used curve-fitting and data analysis procedures. Example 7.4 illustrates the use of least squares in linear regression.
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 Linear Regression
 
 Population data from the U.S. census are shown in the following table. x
 
 y
 
 0 1 2 3
 
 179 203 227 249
 
 Year
 
 Population
 
 1960 1970 1980 1990
 
 179,323,175 203,302,031 226,542,203 248,709,873
 
 Find the straight line that “best” fits the data. y 250 240 230 220 210 200 190 180 x 1
 
 2
 
 3
 
 Solution To make the data more manageable, we first transform the raw data into variables x (the number of decades since 1960) and y (population, in millions of people, rounded off to the nearest whole number). We display the transformed data in the table in the margin. A plot of x and y is shown in Figure 13.44. From the plot, it would appear that the population data are nearly linear. Our goal is to find the line that “best” fits the data. (This is called the regression line.) The criterion for “best” fit is the least-squares criterion, as defined below. We take the equation of the line to be y = ax + b, with constants a and b to be determined. For a value of x represented in the data, the error (or residual) is given by the difference between the actual y-value and the predicted value ax + b. The least-squares criterion is to choose a and b to minimize the sum of the squares of all the residuals. (In a sense, this minimizes the total error.) For the given data, the residuals are shown in the following table.
 
 FIGURE 13.44 U.S. population since 1960 (in millions)
 
 x
 
 ax  b
 
 y
 
 Residual
 
 0 1 2 3
 
 b a+b 2a + b 3a + b
 
 179 203 227 249
 
 b − 179 a + b − 203 2a + b − 227 3a + b − 249
 
 The sum of the squares of the residuals is then given by the function f (a, b) = (b − 179)2 + (a + b − 203)2 + (2a + b − 227)2 + (3a + b − 249)2 . ∂f ∂f = = 0 at the minimum point, since f a and f b From Theorem 7.1, we must have ∂a ∂b are defined everywhere. We have 0=
 
 ∂f = 2(a + b − 203) + 4(2a + b − 227) + 6(3a + b − 249) ∂a
 
 and ∂f = 2(b − 179) + 2(a + b − 203) + 2(2a + b − 227) + 2(3a + b − 249). ∂b After multiplying out all terms, we have 0=
 
 28a + 12b = 2808 and
 
 12a + 8b = 1716.
 
 The second equation reduces to 3a + 2b = 429, so that a = 143 − 23 b. Substituting this into the first equation, we have   2 28 143 − b + 12b = 2808, 3   56 or 4004 − 2808 = − 12 b. 3
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 This gives us b =
 
 897 5
 
 13-72
 
 = 179.4, so that 2 a = 143 − 3
 
 
 
 897 5
 
  =
 
 117 = 23.4. 5
 
 100
 
 The regression line with these coefficients is
 
 80
 
 y = 23.4x + 179.4.
 
 60 z
 
 40
 
 Realize that all we have determined so far is that (a, b) is a critical point, a candidate for a local extremum. To verify that our choice of a and b gives the minimum function value, note that the surface z = f (x, y) is a paraboloid opening toward the positive z-axis (as in Figure 13.45) and the only critical point of an upward-curving paraboloid corresponds to an absolute minimum. Alternatively, you can show that D(a, b) = 80 > 0 and f aa > 0. A plot of the regression line y = 23.4x + 179.4 with the data points is shown in Figure 13.46. Look carefully and notice that the line matches the data quite well. This also gives us confidence that we have found the minimum sum of the squared residuals. „
 
 20 0 176
 
 178
 
 22 24 180 26 x 182 184 28 y
 
 FIGURE 13.45 z = f (x, y)
 
 y 250 240 230 220 210 200 190 180 x 1
 
 2
 
 3
 
 FIGURE 13.46 The regression line
 
 As you will see in the exercises, finding critical points of even simple functions of several variables can be challenging. For the complicated functions that often arise in applications, finding critical points by hand can be nearly impossible. Because of this, numerical procedures for estimating maxima and minima are essential. We briefly introduce one such method here. Given a function f (x, y), make your best guess (x0 , y0 ) of the location of a local maximum (or minimum). We call this your initial guess and want to use this to obtain a more precise estimate of the location of the maximum (or minimum). How might we do that? Well, recall that the direction of maximum increase of the function from the point (x 0 , y0 ) is given by the gradient ∇ f (x0 , y0 ). So, starting at (x0 , y0 ), if we move in the direction of ∇ f (x0 , y0 ), f should be increasing, but how far should we go in this direction? One strategy (the method of steepest ascent) is to continue moving in the direction of the gradient until the function stops increasing. We call this stopping point (x1 , y1 ). Starting anew from (x1 , y1 ), we repeat the process, by computing a new gradient ∇ f (x1 , y1 ) and following it until f (x, y) stops increasing, at some point (x2 , y2 ). We then continue this process until the change in function values from f (xn , yn ) to f (xn+1 , yn+1 ) is insignificant. Likewise, to find a local minimum, follow the path of steepest descent, by moving in the direction opposite the gradient, −∇ f (x0 , y0 ) (the direction of maximum decrease of the function). We illustrate the steepest ascent algorithm in example 7.5.
 
 EXAMPLE 7.5
 
 Method of Steepest Ascent
 
 Use the steepest ascent algorithm to estimate the maximum of f (x, y) = 4x y − x 4 − y 4 + 4 in the first octant.
 
 z
 
 Solution A sketch of the surface is shown in Figure 13.47. We will estimate the maximum on the right by starting with an initial guess of (2, 3), where f (2, 3) = −69. (Note that this is obviously not the maximum, but it will suffice as a crude initial guess.) From this point, we want to follow the path of steepest ascent and move in the direction of ∇ f (2, 3). We have
 
 6 5
 
 ∇ f (x, y) = 4y − 4x 3 , 4x − 4y 3  3 2
 
 2
 
 x
 
 FIGURE 13.47 z = 4x y − x 4 − y 4 + 4
 
 y
 
 and so, ∇ f (2, 3) = −20, −100. Note that every point lying on the line through (2, 3) in the direction of −20, −100 will have the form (2 − 20h, 3 − 100h), for some value of h > 0. (Think about this!) Our goal is to move in this direction until f (x, y) stops increasing. Notice that this puts us at a critical point for function values on the line of points (2 − 20h, 3 − 100h). Since the function values along this line are given by g(h) = f (2 − 20h, 3 − 100h), we find the smallest positive h such that g  (h) = 0. From
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 the chain rule, we have ∂f ∂f (2 − 20h, 3 − 100h) − 100 (2 − 20h, 3 − 100h) ∂x ∂y = −20[4(3 − 100h) − 4(2 − 20h)3 ] − 100[4(2 − 20h) − 4(3 − 100h)3 ].
 
 g  (h) = −20
 
 Solving the equation g  (h) = 0 (we did it numerically), we get h ≈ 0.02. This moves us to the point (x1 , y1 ) = (2 − 20h, 3 − 100h) = (1.6, 1), with function value f (x1 , y1 ) = 2.8464. A contour plot of f (x, y) with this first step is shown in Figure 13.48a. Notice that since f (x1 , y1 ) > f (x0 , y0 ), we have found an improved approximation of the local maximum. To improve this further, we repeat the process starting with the new point. In this case, we have ∇ f (1.6, 1) = −12.384, 2.4 and we look for a critical point for the new function g(h) = f (1.6 − 12.384h, 1 + 2.4h), for h > 0. Again, from the chain rule, we have g  (h) = −12.384
 
 ∂f ∂f (1.6 − 12.384h, 1 + 2.4h) + 2.4 (1.6 − 12.384h, 1 + 2.4h). ∂x ∂y y
 
 y
 
 (2, 3) (2, 3)
 
 (1.055, 1.106) (1.6, 1) z = 5.5
 
 z = 5.5
 
 (1.6, 1)
 
 x
 
 x z = f (2, 3) = 69 z = f (2, 3) = 69
 
 z = f (1.6, 1) = 2.8464
 
 FIGURE 13.48a
 
 FIGURE 13.48b
 
 First step of steepest ascent
 
 Second step of steepest ascent
 
 Solving g  (h) = 0 numerically gives us h ≈ 0.044. This moves us to the point (x2 , y2 ) = (1.6 − 12.384h, 1 + 2.4h) = (1.055, 1.106), with function value f (x2 , y2 ) = 5.932. Notice that we have again improved our approximation of the local maximum. A contour plot of f (x, y) with the first two steps is shown in Figure 13.48b. From the contour plot, it appears that we are now very near a local maximum. In practice, you continue this process until you are no longer improving the approximation significantly. (This is easily implemented on a computer.) In the accompanying table, we show the first seven steps of steepest ascent. We leave it as an exercise to show that the local maximum is actually at (1, 1) with function value f (1, 1) = 6. n
 
 xn
 
 yn
 
 f (xn , yn )
 
 0 1 2 3 4 5 6 7
 
 2 1.6 1.055 1.0315 1.0049 1.0029 1.0005 1.0003
 
 3 1 1.106 1.0035 1.0094 1.0003 1.0009 1.0003
 
 −69 2.846 5.932 5.994 5.9995 5.99995 5.999995 5.9999993
 
 „
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 We define absolute extrema in a similar fashion to local extrema.
 
 DEFINITION 7.4 We call f (a, b) the absolute maximum of f on the region R if f (a, b) ≥ f (x, y) for all (x, y) ∈ R. Similarly, f (a, b) is called the absolute minimum of f on R if f (a, b) ≤ f (x, y) for all (x, y) ∈ R. In either case, f (a, b) is called an absolute extremum of f. Recall that for a function f of a single variable, whenever f is continuous on the closed interval [a, b], it will assume a maximum and minimum value on [a, b]. Further, we proved that absolute extrema must occur at either critical numbers of f or at the endpoints of the interval [a, b]. The situation for absolute extrema of functions of two variables is very similar. First, we need some terminology. We say that a region R ⊂ R2 is bounded if there is a disk that completely contains R. We now have the following result (whose proof can be found in more advanced texts).
 
 THEOREM 7.3 (Extreme Value Theorem) Suppose that f (x, y) is continuous on the closed and bounded region R ⊂ R2 . Then f has both an absolute maximum and an absolute minimum on R. Further, an absolute extremum may only occur at a critical point in R or at a point on the boundary of R. Note that if f (a, b) is an absolute extremum of f in R and (a, b) is in the interior of R, then (a, b) is also a local extremum of f, in which case, (a, b) must be a critical point. This says that all of the absolute extrema of a function f in a region R occur either at critical points (and we already know how to find these) or on the boundary of the region. Observe that this also provides us with a method for locating absolute extrema of continuous functions on closed and bounded regions. That is, we find the extrema on the boundary and compare these against the local extrema. We examine this in example 7.6, where the basic steps are as follows:
 
 z 8
 
 x
 
 r Find all critical points of f in the region R. r Find the maximum and minimum values of f on the boundary of R. r Compare the values of f at the critical points with the maximum and minimum
 
 y
 
 values of f on the boundary of R.
 
 FIGURE 13.49a The surface z = 5 + 4x − 2x 2 + 3y − y 2
 
 EXAMPLE 7.6
 
 Finding Absolute Extrema
 
 Find the absolute extrema of f (x, y) = 5 + 4x − 2x 2 + 3y − y 2 on the region R bounded by the lines y = 2, y = x and y = −x. y y  x
 
 (1, 32 ) R
 
 yx y2
 
 x
 
 FIGURE 13.49b The region R
 
 Solution We show a sketch of the surface in Figure 13.49a and a sketch of the region R in Figure 13.49b. From the sketch of the surface, notice that the absolute minimum appears to occur on the line x = −2 and the absolute maximum occurs somewhere near the line x = 1. Since an extremum can occur only at a critical point or at a point on the boundary of R, we first check to see whether there are any interior critical points. We have f x = 4 − 4x = 0 for x = 1 and f y = 3 − 2y = 0 for y = 32 . So, there is only
 
 one critical point 1, 32 and it is located in the interior of R. Next, we look for the maximum and minimum values of f on the boundary of R. In this case, the boundary consists of three separate pieces: the portion of the line y = 2 for −2 ≤ x ≤ 2, the portion of the line y = x for 0 ≤ x ≤ 2 and the portion of the line y = −x for −2 ≤ x ≤ 0. We look for the maximum value of f on each of these separately. On the portion of the line y = 2 for −2 ≤ x ≤ 2, we have f (x, y) = f (x, 2) = 5 + 4x − 2x 2 + 6 − 4 = 7 + 4x − 2x 2 = g(x).
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 To find the maximum and minimum values of f on this portion of the boundary, we need only find the maximum and minimum values of g on the interval [−2, 2]. We have g  (x) = 4 − 4x = 0 only for x = 1. Comparing the value of g at the endpoints and at the only critical number in the interval, we have: g(−2) = −9, g(2) = 7 and g(1) = 9. So, the maximum value of f on this portion of the boundary is 9 and the minimum value is −9. On the portion of the line y = x for 0 ≤ x ≤ 2, we have f (x, y) = f (x, x) = 5 + 7x − 3x 2 = h(x). We have h  (x) = 7 − 6x = 0, only for x = 76 , which is in the interval. Comparing the values of h at the endpoints and the critical number, we have: h(0) = 5, h(2) = 7 and h 76 ≈ 9.08. So, the maximum value of f on this portion of the boundary is approximately 9.08 and its minimum value is 5. On the portion of the line y = −x for −2 ≤ x ≤ 0, we have f (x, y) = f (x, −x) = 5 + x − 3x 2 = k(x). We have k  (x) = 1 − 6x = 0, only for x = 16 , which is not in the interval [−2, 0] under consideration. Comparing the values of k at the endpoints, we have k(−2) = −9 and k(0) = 5, so that the maximum value of f on this portion of the boundary is 5 and its minimum value is −9. Finally, 
 
 we compute the value of f at the lone critical point in the interior of R: f 1, 32 = 37 = 9.25. The largest of all these values we have computed is the 4 absolute maximum 
 
 in R and the smallest is the absolute minimum. So, the absolute maximum is f 1, 32 = 9.25 and the absolute minimum is f (−2, 2) = −9. Note that these are also consistent with what we observed in Figure 13.49a. „ We close this section with a proof of the Second Derivatives Test (Theorem 7.2). To keep the notation to a minimum, we will assume that the critical point to be tested is (0, 0). The proof can be extended to any critical point by a change of variables.
 
 Proof of the Second Derivatives Test Suppose that (0, 0) is a critical point of f (x, y) with f x (0, 0) = f y (0, 0) = 0. We will look
 
 k, 1 , for at the change in f (x, y) from (0, 0) in the direction of the unit vector u = √ k2 + 1 some constant k. (Note that u can point in any direction except the direction of i.) In this direction, notice that x = ky. If we define g(x) = f (kx, x), then by the chain rule, we have g  (x) = k f x (kx, x) + f y (kx, x) and
 
 (7.1)
 
 g  (x) = k 2 f x x (kx, x) + k f x y (kx, x) + k f yx (kx, x) + f yy (kx, x).
 
 At x = 0, this gives us g  (0) = k 2 f x x (0, 0) + 2k f x y (0, 0) + f yy (0, 0),
 
 (7.2)
 
 where we have f x y = f yx , since f was assumed to have continuous second partial derivatives. Since f x (0, 0) = f y (0, 0) = 0, we have from (7.1) that g  (0) = k f x (0, 0) + f y (0, 0) = 0. Using the second derivative test for functions of a single variable, the sign of g  (0) can tell us whether there is a local maximum or a local minimum of g at x = 0. Observe that using (7.2), we can write g  (0) as g  (0) = ak 2 + 2bk + c = p(k), where a, b and c are the constants a = f x x (0, 0), b = f x y (0, 0) and c = f yy (0, 0). Of course, the graph of p(k) is a parabola. Recall that for any parabola, if a > 0, then p(k) has a 2 minimum at k = − ab , given by p − ab = − ba + c. (Hint: Complete the square.) In case (i) of the theorem, we assume that the discriminant satisfies 0 < D(0, 0) = f x x (0, 0) f yy (0, 0) − [ f x y (0, 0)]2 = ac − b2 ,
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 so that − ba + c > 0. In this case, 2
 
 BEYOND FORMULAS You can think about local extrema for functions of n variables in the same way for any value of n ≥ 2. Critical points are points where either all of the first partial derivatives are zero or where one or more is undefined. These provide the candidates for local extrema, in the sense that a local extremum may occur only at a critical point. However, further testing is needed to determine whether a function has a local maximum, a local minimum or neither at a given critical point.
 
   b b2 p(k) ≥ p − = − + c > 0. a a
 
 We have shown that, in case (i), when D(0, 0) > 0 and f x x (0, 0) > 0, g  (0) = p(k) > 0 for all k. So, g has a local minimum at 0 and consequently, in all directions, the point at (0, 0) is a local minimum of f. For case (ii), where D(0, 0) > 0 and f x x (0, 0) < 0, we consider p(k) 2 with a < 0. In a similar fashion, we can show that here, p(k) ≤ − ba + c < 0. Given that  we have g (0) = p(k) < 0 for all k, we conclude that the point at (0, 0) is a local maximum of f. For case (iii), where the discriminant D(0, 0) < 0, the parabola p(k) will assume both positive and negative values. For some values of k, we have g  (0) > 0 and the point (0, 0) is a local minimum along the path x = ky, while for other values of k, we have g  (0) < 0 and the point (0, 0) is a local maximum along the path x = ky. Taken together, this says that the point at (0, 0) must be a saddle point of f. To complete the proof, we must only consider the case where u = i. In this case, the preceding proof is easily revised to show the same results and we leave the details as an exercise.
 
 EXERCISES 13.7 WRITING EXERCISES 1. If f (x, y) has a local minimum at (a, b), explain why the point (a, b, f (a, b)) is a local minimum in the intersection of z = f (x, y) with any vertical plane passing through the point. Explain why the condition f x (a, b) = f y (a, b) = 0 guarantees that (a, b) is a critical point in any such plane.
 
 In exercises 13–16, locate all critical points and analyze each graphically. If you have a CAS, use Theorem 7.2 to classify each point. 4x y x+y 13. f (x, y) = x 2 − 2 14. f (x, y) = 2 y +1 x + y2 + 1 15. f (x, y) = x ye−x
 
 2 −y 2
 
 16. f (x, y) = x ye−x
 
 2 −y 4
 
 ............................................................
 
 2. Suppose that f x (a, b) = 0. Explain why the tangent plane to z = f (x, y) at (a, b) must be “tilted,” so that there is not a local extremum at (a, b).
 
 In exercises 17–20, numerically approximate all critical points. Classify each point graphically or with Theorem 7.2.
 
 3. Suppose that f x (a, b) = f y (a, b) = 0 and f x x (a, b) f yy (a, b) < 0. Explain why there must be a saddle point at (a, b).
 
 18. f (x, y) = 2y(x + 2) − x 2 + y 4 − 9y 2
 
 4. Explain why the center of a set of concentric circles in a contour plot will often represent a local extremum.
 
 17. f (x, y) = x y 2 − x 2 − y + 19. f (x, y) = (x 2 − y 3 )e−x
 
 1 4 x 16
 
 2 −y 2
 
 20. f (x, y) = (x 2 − 3x)e−x
 
 2 −y 2
 
 ............................................................
 
 In exercises 1–12, locate all critical points and classify them using Theorem 7.2. 1. f (x, y) = e−x (y 2 + 1) 2
 
 2. f (x, y) = cos2 x + y 2
 
 21. (a) Show that for data (x1 , y1 ), (x2 , y2 ), . . . , (xn , yn ), the least-squares equations become + ) + ) n n n * * * xk a + 1 b= yk k=1
 
 ) n *
 
 3. f (x, y) = x 3 − 3x y + y 3 4. f (x, y) = 4x y − x 4 − y 4 + 4 5. f (x, y) = y 2 + x 2 y + x 2 − 2y
 
 +
 
 )
 
 xk2 a +
 
 k=1
 
 k=1 n *
 
 +
 
 xk b =
 
 k=1
 
 k=1 n *
 
 xk yk
 
 k=1
 
 (b) Solve the equations for a and b.
 
 6. f (x, y) = 2x 2 + y 3 − x 2 y − 3y
 
 ............................................................
 
 7. f (x, y) = e−x
 
 In exercises 22–24, use least squares as in example 7.4 to find a linear model of the data.
 
 2 −y 2
 
 8. f (x, y) = x sin y 9. f (x, y) = x y +
 
 1 x
 
 +
 
 1 y
 
 10. f (x, y) = e y (x 2 − y 2 ) 11. f (x, y) = xe−x
 
 2 −y 2
 
 12. f (x, y) = x 2 e−x
 
 2 −y 2
 
 ............................................................
 
 22. The following data show the average price of a gallon of regular gasoline in California. Use the linear model to predict the price in 1990 and 1995. The actual prices were $1.09 and $1.23. Explain why your forecasts were not accurate. Year Price
 
 1970 $0.34
 
 1975 $0.59
 
 1980 $1.23
 
 1985 $1.11
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 23. (a) The following data show the height and weight of a small number of people. Use the linear model to predict the weight of a 6 8 person and a 5 0 person. Comment on how accurate you think the model is. Height (inches)
 
 68
 
 70
 
 70
 
 71
 
 Weight (pounds)
 
 160
 
 172
 
 184
 
 180
 
 (b) Add the data point (70, 221) and repeat part (a). How much influence can one point have? 24. The accompanying data show the average number of points professional football teams score when starting different distances from the opponents’ goal line. The number of points is determined by the next score, so that if the opponent scores next, the number of points is negative. Use the linear model to predict the average number of points starting (a) 60 yards from the goal line and (b) 40 yards from the goal line. Yards from goal
 
 15
 
 35
 
 55
 
 75
 
 95
 
 Average points
 
 4.57
 
 3.17
 
 1.54
 
 0.24
 
 −1.25
 
 In The Hidden Game of Pro Football, authors Carroll, Palmer and Thorn claim that when a team loses a fumble they lose an average of 4 points regardless of where they are on the field. That is, a fumble at the 50-yard line costs the same number of points as a fumble at the opponents’ 10-yard line. Use your result to verify this claim.
 
 ............................................................ In exercises 25–28, calculate the first two steps of the steepest ascent algorithm from the given starting point. 25. f (x, y) = 2x y − 2x + y , (0, −1) 2
 
 3
 
 26. f (x, y) = 3x y − x 3 − y 2 , (1, 1) 27. f (x, y) = x − x 2 y 4 + y 2 , (1, 1)
 
 ..
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 37. Heron’s formula gives the area √ of a triangle with sides of lengths a, b and c as A = s(s − a)(s − b)(s − c), where s = 12 (a + b + c). For a given perimeter, find the triangle of maximum area. 38. Find the maximum of x 2 + y 2 on the square with −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1. Use your result to explain why a computer graph of z = x 2 + y 2 with the graphing window −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1 does not show a circular cross section at the top. 39. Find all critical points of f (x, y) = x 2 y 2 and show that Theorem 7.2 fails to identify any of them. Use the form of the function to determine what each critical point represents. Repeat for f (x, y) = x 2/3 y 2 . 40. Complete the square to identify all local extrema of (a) f (x, y) = x 2 + 2x + y 2 − 4y + 1, (b) f (x, y) = x 4 − 6x 2 + y 4 + 2y 2 − 1. 41. In exercise 3, there is a saddle point at (0, 0). One possibility is that there is (at least) one trace of z = x 3 − 3x y + y 3 with a local minimum at (0, 0) and (at least) one trace with a local maximum at (0, 0). To analyze traces in the planes y = kx (for some constant k), substitute y = kx and show that z = (1 + k 3 )x 3 − 3kx 2 . Show that f (x) = (1 + k 3 )x 3 − 3kx 2 has a local minimum at x = 0 if k < 0 and a local maximum at x = 0 if k > 0. (Hint: Use the Second Derivative Test from section 3.4.) 42. In exercise 4, there is a saddle point at (0, 0). As in exercise 41, find traces such that there is a local maximum at (0, 0) and traces such that there is a local minimum at (0, 0). 43. (a) In example 7.3, (0, 0) is a critical point but is not classified by Theorem 7.2. Use the technique of exercise 41 to analyze this critical point. (b) Repeat for f (x, y) = x 2 − 3x y 2 + 4x 3 y.
 
 29. Calculate one step of the steepest ascent algorithm for f (x, y) = 2x y − 2x 2 + y 3 , starting at (0, 0). Explain in graphical terms what goes wrong.
 
 44. (a) For f (x, y, z) = x z − x + y 3 − 3y, show that (0, 1, 1) is a critical point. To classify this critical point, show that f (0 + x, 1 + y, 1 + z) = xz + 3y 2 + y 3 + f (0, 1, 1). Setting y = 0 and xz > 0, conclude that f (0, 1, 1) is not a local maximum. Setting y = 0 and xz < 0, conclude that f (0, 1, 1) is not a local minimum. (b) Repeat for the point (0, −1, 1).
 
 30. Define a steepest descent algorithm for finding local minima.
 
 ............................................................
 
 28. f (x, y) = x y − x − y, (1, 0) 2
 
 2
 
 ............................................................
 
 ............................................................ In exercises 31–36, find the absolute extrema of the function on the region.
 
 In exercises 45–48, label the statement as true or false and explain why.
 
 31. f (x, y) = x 2 + 3y − 3x y, region bounded by y = x, y = 0 and x = 2
 
 45. If f (x, y) has a local ∂f ∂f (a, b) = (a, b) = 0. ∂x ∂y
 
 32. f (x, y) = x 2 + y 2 − 4x y, region bounded by y = x, y = −3 and x = 3 33. f (x, y) = x 2 + y 2 , region bounded by (x − 1)2 + y 2 = 4 34. f (x, y) = x 2 + y 2 − 2x − 4y, region bounded by y = x, y = 3 and x = 0 35. f (x, y) = x ye−x
 
 2 /2−y 2 /2
 
 with 0 ≤ x ≤ 2, 0 ≤ y ≤ 2
 
 maximum
 
 at
 
 (a, b),
 
 then
 
 ∂f ∂f (a, b) = (a, b) = 0, then f (x, y) has a local maxi∂x ∂y mum at (a, b).
 
 46. If
 
 47. In between any two local maxima of f (x, y) there must be at least one local minimum of f (x, y).
 
 36. f (x, y) = ln(x + y + 1) − y 2 /2 with 0 ≤ x 2 + y 2 ≤ 4
 
 48. If f (x, y) has exactly two critical points, they can’t both be local maxima.
 
 ............................................................
 
 ............................................................
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 49. In the contour plot, the locations of four local extrema and nine saddle points are visible. Identify these critical points. 4
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 56. The Hardy-Weinberg law of genetics describes the relationship between the proportions of different genes in populations. Suppose that a certain gene has three types (e.g., blood types of A, B and O). If the three types have proportions p, q and r, respectively, in the population, then the Hardy-Weinberg law states that the proportion of people who carry two different types of genes equals f ( p, q, r ) = 2 pq + 2 pr + 2qr . Explain why p + q + r = 1 and then show that the maximum value of f ( p, q, r ) is 23 . 57. Elvis the dog starts 10 m from shore in the water and wants to reach a ball 16 m downshore (also 10 m from shore). He swims to shore to a point x m downshore, runs along the shore 16 − x − y m and swims out to the ball. If Elvis swims 0.9 m/s and runs 6.4 m/s, find x and y to minimize the total time to the ball. Compare this minimum time to the time to swim directly to the ball.
 
 50. In the contour plot, the locations of two local extrema and one saddle point are visible. Identify each critical point. 2
 
 1
 
 y 0 1 2 2
 
 1
 
 0 x
 
 1
 
 2
 
 51. Show that the function f (x, y) = 5xe y − x 5 − e5y has exactly one critical point, which is a local maximum but not an absolute maximum.
 
 58. If the ball in exercise 57 is thrown z m downshore, find all values of z such that Elvis is better off swimming directly to the ball than going to shore. (See “Do Dogs Know Bifurcations?” the November 2007 issue of The College Mathematics Journal.)
 
 52. Show that the function f (x, y) = 2x 4 + e4y − 4x 2 e y has exactly two critical points, both of which are local minima. 53. (a) Construct the function d(x, y) giving the distance from a point (x, y, z) on the paraboloid z = 4 − x 2 − y 2 to the point (3, −2, 1). Then determine the point that minimizes d(x, y).  (b) Find the closest point on the cone z = x 2 + y 2 to the point (2, −3, 0). 54. (a) Use the method of exercise 53 to find the closest point on the sphere x 2 + y 2 + z 2 = 9 to the point (2, 1, −3). (b) Find the closest point on the plane 3x − 4y + 3z = 12 to the origin.
 
 APPLICATIONS 55. (a) A box is to be constructed out of 96 square feet of material. Find the dimensions x, y and z that maximize the volume of the box. (b) If the bottom of the box must be reinforced by doubling up the material (essentially, there are two bottoms of the box), find the dimensions that maximize the volume of the box.
 
 EXPLORATORY EXERCISES 1. Use the least-squares criterion to find (a) the best quadratic fit (y = ax 2 + bx + c) and (b) the best exponential fit (y = aebx ) to the data of example 7.4. Compare the actual residuals of this model to the actual residuals of the linear model. Explain why there is some theoretical justification for using an exponential model, and then discuss the advantages and disadvantages of the exponential and linear models. 2. A practical flaw with the method of steepest ascent presented in example 7.5 is that the equation g  (h) = 0 may be difficult to solve. An alternative is to use Newton’s method to approximate a solution. A method commonly used in practice is to approximate h using one iteration of Newton’s method with initial guess h = 0. We derive the resulting formula here. Recall that g(h) = f (xk + ah, yk + bh), where (xk , yk ) is the current point and a, b = ∇ f (xk , yk ). Newton’s method applied to g  (h) = 0 with h 0 = 0 is given by g  (0) h 1 = −  . Show that g  (0) = a f x (xk , yk ) + b f y (xk , yk ) = g (0) Also, show that a 2 + b2 = ∇ f (xk , yk ) · ∇ f (xk , yk ).
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 ∇ f (vk ) · ∇ f (vk ) ∇ f (vk ), where comes vk+1 = vk − ∇ f (vk ) · H (vk )∇ f (vk )   x vk = k . yk
 
 g  ( 0 ) = a 2 f x x (xk , yk ) + 2ab f x y (xk , yk ) + b2 f yy (xk , yk ) = ∇ f (xk , yk ) · H (xk , yk )∇ f (xk , yk), where the Hessian matrix fx x fx y is defined by H = . Putting this together with f yx f yy the work in example 7.5, the method of steepest ascent be-
 
 13.8 CONSTRAINED OPTIMIZATION AND LAGRANGE MULTIPLIERS
 
 y 2 1
 
 2
 
 x
 
 1
 
 1
 
 2
 
 1 2
 
 FIGURE 13.50a y = 3 − 2x
 
 The method presented in section 13.7 forms only one piece of the optimization puzzle. In many applications, the goal is to achieve the absolute best possible product given a set of constraints such as limited resources or technology. In this section, we develop a technique for finding the maximum or minimum of a function, given one or more constraints on the function’s domain. We first consider the two-dimensional geometric problem of finding the point on the line y = 3 − 2x that is closest to the origin. A graph of the line is shown in Figure 13.50a. Notice that the set of points that are 1 unit from the origin form the circle x 2 + y 2 = 1. In Figure 13.50b, you can see that the line y = 3 − 2x lies entirely outside this circle, which means that every point on the line y = 3 − 2x lies more than 1 unit from the origin. Looking at the circle x 2 + y 2 = 4 in Figure 13.50c, you can clearly see that there are infinitely many points on the line that are less than 2 units from the origin. If we shrink the circle in Figure 13.50c (or enlarge the circle in Figure 13.50b), it will eventually reach a size at which the line is tangent to the circle. (See Figure 13.50d.) The point of tangency is the closest point on the line to the origin, since all other points on the line are outside the circle and hence, are farther away from the origin.
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 FIGURE 13.50b
 
 FIGURE 13.50c
 
 FIGURE 13.50d
 
 y = 3 − 2x and the circle of radius 1 centered at (0, 0)
 
 y = 3 − 2x and the circle of radius 2 centered at (0, 0)
 
 y = 3 − 2x and a circle tangent to the line
 
 Translating the preceding geometric argument into the language of  calculus, we want to minimize the distance from the point (x, y) to the origin, given by x 2 + y 2 . Before we continue, observe that the distance is minimized at exactly the same point at which the square of the distance is minimized. Minimizing the square of the distance, given by x 2 + y 2 , avoids the mess created by the square root in the distance formula. So, instead, we minimize f (x, y) = x 2 + y 2 , subject to the constraint that the point lie on the line (i.e.,
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 that y = 3 − 2x) or g(x, y) = 2x + y − 3 = 0. We have already argued that at the closest point, the line and circle are tangent. Moreover, since the gradient vector for a given function is orthogonal to its level curves at any given point, for a level curve of f to be tangent to the constraint curve g(x, y) = 0, the gradients of f and g must be parallel. That is, at the closest point (x, y) on the line to the origin, we must have ∇ f (x, y) = λ∇g(x, y), for some constant λ. We illustrate this in example 8.1.
 
 EXAMPLE 8.1
 
 Finding a Minimum Distance
 
 Use the relationship ∇ f (x, y) = λ∇g(x, y) and the constraint y = 3 − 2x to find the point on the line y = 3 − 2x that is closest to the origin. Solution For f (x, y) = x 2 + y 2 , we have ∇ f (x, y) = 2x, 2y and for g(x, y) = 2x + y − 3, we have ∇g(x, y) = 2, 1. The vector equation ∇ f (x, y) = λ∇g(x, y) becomes
 
 2x, 2y = λ 2, 1, from which it follows that 2x = 2λ
 
 HISTORICAL NOTES Joseph-Louis Lagrange (1736–1813) Mathematician who developed many fundamental techniques in the calculus of variations, including the method that bears his name. Lagrange was largely self-taught, but quickly attracted the attention of the great mathematician Leonhard Euler. At age 19, Lagrange was appointed Professor of Mathematics at the Royal Artillery School in his native Turin. Over a long and outstanding career, Lagrange made contributions to probability, differential equations and fluid mechanics, for which he introduced what is now known as the Lagrangian function.
 
 and
 
 2y = λ.
 
 The second equation gives us λ = 2y. The first equation then gives us x = λ = 2y. Substituting x = 2y into the constraint equation y = 3 − 2x, we have y = 3 − 2(2y), or 5y = 3. The solution is y = 35 , giving us x = 2y = 65 . The closest point is then 6 3 , . Look carefully at Figure 13.50d and recognize that this is consistent with our 5 5 graphical solution. Also, note that the line described parametrically by x = λ, y = λ2 is the line through the origin and perpendicular to y = 3 − 2x. „ The technique illustrated in example 8.1 can be applied to a wide variety of constrained optimization problems. We will now develop this method, referred to as the method of Lagrange multipliers. Suppose that we want to find maximum or minimum values of the function f (x, y, z), subject to the constraint that g(x, y, z) = 0. We assume that both f and g have continuous first partial derivatives. Now, suppose that f has an extremum at (x0 , y0 , z 0 ) lying on the level surface S defined by g(x, y, z) = 0. Let C be any curve lying on the level surface and passing through the point (x0 , y0 , z 0 ). Assume that C is traced out by the terminal point of the vector-valued function r(t) = x(t), y(t), z(t) and that r(t0 ) = x0 , y0 , z 0 . Define a function of the single variable t by h(t) = f (x(t), y(t), z(t)). Notice that if f (x, y, z) has an extremum at (x0 , y0 , z 0 ), then h(t) must have an extremum at t0 and so, h  (t0 ) = 0. From the chain rule, we get that 0 = h  (t0 ) = f x (x0 , y0 , z 0 )x  (t0 ) + f y (x0 , y0 , z 0 )y  (t0 ) + f z (x0 , y0 , z 0 )z  (t0 ) = f x (x0 , y0 , z 0 ), f y (x0 , y0 , z 0 ), f z (x0 , y0 , z 0 ) · x  (t0 ), y  (t0 ), z  (t0 ) = ∇ f (x0 , y0 , z 0 ) · r (t0 ). That is, if f (x0 , y0 , z 0 ) is an extremum, the gradient of f at (x0 , y0 , z 0 ) is orthogonal to the tangent vector r (t0 ). Since C was an arbitrary curve lying on the level surface S, it follows that ∇ f (x0 , y0 , z 0 ) must be orthogonal to every curve lying on the level surface S and so, too is orthogonal to S. Recall from Theorem 6.5 that ∇g is also orthogonal to the level surface g(x, y, z) = 0, so that ∇ f (x0 , y0 , z 0 ) and ∇g(x0 , y0 , z 0 ) must be parallel. This proves the following result.
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 THEOREM 8.1 Suppose that f (x, y, z) and g(x, y, z) are functions with continuous first partial derivatives and ∇g(x, y, z) = 0 on the surface g(x, y, z) = 0. Suppose that either (i) the minimum value of f (x, y, z) subject to the constraint g(x, y, z) = 0 occurs at (x0 , y0 , z 0 ); or (ii) the maximum value of f (x, y, z) subject to the constraint g(x, y, z) = 0 occurs at (x0 , y0 , z 0 ). Then ∇ f (x0 , y0 , z 0 ) = λ∇g(x0 , y0 , z 0 ), for some constant λ (called a Lagrange multiplier).
 
 Note that Theorem 8.1 says that if f (x, y, z) has an extremum at a point (x0 , y0 , z 0 ) on the surface g(x, y, z) = 0, we will have for (x, y, z) = (x0 , y0 , z 0 ), f x (x, y, z) = λgx (x, y, z), f y (x, y, z) = λg y (x, y, z), f z (x, y, z) = λgz (x, y, z) g(x, y, z) = 0.
 
 and
 
 Finding such extrema then boils down to solving these four equations for the four unknowns x, y, z and λ. (Actually, we need only find the values of x, y and z.) It’s important to recognize that this method only produces candidates for extrema. Along with finding a solution(s) to the above four equations, you need to verify (graphically as we did in example 8.1 or by some other means) that the solution you found in fact represents the desired optimal point. Notice that the Lagrange multiplier method we have just developed can also be applied to functions of two variables, by ignoring the third variable in Theorem 8.1. That is, if f (x, y) and g(x, y) have continuous first partial derivatives and f (x0 , y0 ) is an extremum of f, subject to the constraint g(x, y) = 0, then we must have ∇ f (x0 , y0 ) = λ∇g(x0 , y0 ), for some constant λ. Graphically, this says that if f (x0 , y0 ) is an extremum, the level curve of f passing through (x0 , y0 ) is tangent to the constraint curve g(x, y) = 0 at (x0 , y0 ). We illustrate this in Figure 13.51. y
 
 f (x, y)  8 f (x, y)  6 f (x, y)  4 (x0, y0)
 
 g (x, y)  0 x f (x, y)  2
 
 FIGURE 13.51 Level curve tangent to constraint curve at an extremum
 
 In this case, we end up with the three equations f x (x, y) = λgx (x, y),
 
 f y (x, y) = λg y (x, y)
 
 and
 
 g(x, y) = 0,
 
 for the three unknowns x, y and λ. We illustrate this in example 8.2.
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 Finding the Optimal Thrust of a Rocket
 
 A rocket is launched with a constant thrust corresponding to an acceleration of u ft/s2 . Ignoring air resistance, the rocket’s height after t seconds is given by f (t, u) = 12 (u − 32)t 2 feet. Fuel usage for t seconds is proportional to u 2 t and the limited fuel capacity of the rocket satisfies the equation u 2 t = 10,000. Find the value of u that maximizes the height that the rocket reaches when the fuel runs out. Solution From Theorem 8.1, we look for solutions of ∇ f (t, u) = λ∇g(t, % u), where & g(t, u) = u 2 t − 10,000 = 0 is the constraint equation. We have ∇f (t, u) = (u − 32)t, 12 t 2 and ∇g(t, u) = u 2 , 2ut. From Theorem 8.1, we must have   1 2 (u − 32)t, t = λ u 2 , 2ut, 2 for some constant λ. It follows that (u − 32)t = λu 2
 
 and
 
 1 2 t = λ2ut. 2
 
 Solving both equations for λ, we have 1 2 t (u − 32)t 2 = . 2 u 2ut 1 This gives us 2u(u − 32)t 2 = t 2 u 2 . 2 Solutions include t = 0 and u = 0, but neither of these satisfies the constraint u 2 t = 10,000. Canceling the factors of t 2 and u, we have 4(u − 32) = u. The solution . With this value of u, the engines can burn for to this is u = 128 3
 
 λ=
 
 t=
 
 10,000 10,000 = ≈ 5.5 seconds, 2 u (128/3)2
 
 − 32)(5.5)2 ≈ 161 feet. „ with the rocket reaching a height of z = 12 ( 128 3 We left example 8.2 unfinished. (Can you tell what’s missing?) It is very difficult to argue that our solution actually represents a maximum height. (Could it be a saddle point?) What we do know is that by Theorem 8.1, if there is a maximum, we found it. Returning to a discussion of the physical problem, it should be completely reasonable that with a limited amount of fuel, there is a maximum attainable altitude and so, we did indeed find the maximum altitude. We next optimize a function subject to an inequality constraint of the form g(x, y) ≤ c. To understand our technique, recall how we solved for absolute extrema of functions of several variables on a closed and bounded region in section 13.7. We found critical points in the interior of the region and compared the values of the function at the critical points with the maximum and minimum function values on the boundary of the region. To find the extrema of f (x, y) subject to a constraint of the form g(x, y) ≤ c, we first find the critical points of f (x, y) that satisfy the constraint, then find the extrema of the function on the boundary g(x, y) = c (the constraint curve) and finally, compare the function values. We illustrate this in example 8.3.
 
 y
 
 R
 
 FIGURE 13.52 A metal plate
 
 EXAMPLE 8.3 x
 
 Optimization with an Inequality Constraint
 
 Suppose that the temperature of a metal plate is given by T (x, y) = x 2 + 2x + y 2 , for points (x, y) on the elliptical plate defined by x 2 + 4y 2 ≤ 24. Find the maximum and minimum temperatures on the plate. Solution The plate corresponds to the shaded region R shown in Figure 13.52. We first look for critical points of T (x, y) inside the region R. We have ∇T (x, y) = 2x + 2, 2y = 0, 0 if (x, y) = (−1, 0), which is in R. At this point, T (−1, 0) = −1. We next look for the extrema of T (x, y) on the ellipse x 2 + 4y 2 = 24.
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 We first rewrite the constraint equation as g(x, y) = x 2 + 4y 2 − 24 = 0. From Theorem 8.1, any extrema on the ellipse will satisfy the Lagrange multiplier equation: ∇T (x, y) = λ∇g(x, y) or
 
 2x + 2, 2y = λ 2x, 8y = 2λx, 8λy. This occurs when
 
 2x + 2 = 2λx
 
 and
 
 2y = 8λy.
 
 Notice that the second equation holds when y = 0 or λ = 14 . If y = 0, the constraint √ x 2 + 4y 2 = 24 gives x = ± 24. If λ = 14 , the first equation becomes 2x + 2 = 12 x, so √
 
 that x = − 43 . The constraint x 2 + 4y 2 = 24 now gives y = ± 350 . Finally, we compare the function values at all of these points (the one interior critical point and the candidates for boundary extrema): T (−1, 0) = −1, √ √ T ( 24, 0) = 24 + 2 24 ≈ 33.8, √ √ T (− 24, 0) = 24 − 2 24 ≈ 14.2, ) √ + 50 14 4 = ≈ 4.7 T − , 3 3 3 ) √ + 4 50 14 T − ,− = ≈ 4.7. 3 3 3
 
 and
 
 From this list, it’s easy to identify the minimum √ value of −1 at the point (−1, 0) and the √ maximum value of 24 + 2 24 at the point ( 24, 0). „ In example 8.4, we illustrate the use of Lagrange multipliers for functions of three variables. In the course of doing so, we develop an interpretation of the Lagrange multiplier λ.
 
 EXAMPLE 8.4
 
 Finding an Optimal Level of Production
 
 For a business that produces three products, suppose that when producing x, y and z thousand units of the products, the profit of the company (in thousands of dollars) can be modeled by P(x, y, z) = 4x + 8y + 6z. Manufacturing constraints force x 2 + 4y 2 + 2z 2 ≤ 800. Find the maximum profit for the company. Rework the problem with the constraint x 2 + 4y 2 + 2z 2 ≤ 801 and use the result to interpret the meaning of λ. Solution We start with ∇ P(x, y, z) = 4, 8, 6 and note that there are no critical points. This says that the extrema must lie on the boundary of the constraint region. That is, they must satisfy the constraint equation g(x, y, z) = x 2 + 4y 2 + 2z 2 − 800 = 0. From Theorem 8.1, the Lagrange multiplier equation is ∇ P(x, y, z) = λ∇g(x, y, z) or
 
 4, 8, 6 = λ 2x, 8y, 4z = 2λx, 8λy, 4λz. This occurs when
 
 4 = 2λx,
 
 8 = 8λy
 
 and
 
 6 = 4λz.
 
 2 1 From the first equation, we get x = . The second equation gives us y = and λ λ 3 . From the constraint equation the third equation gives us z = 2λ 2 2 2 x + 4y + 2z = 800, we now have  2  2  2 1 3 25 2 +4 +2 = 2, 800 = λ λ 2λ 2λ so that λ2 =
 
 25 1600
 
 and
 
 λ=
 
 1 . 8
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 (Why did we choose the positive sign for λ? Hint: Think about what x, y and z represent. Since x > 0, we must have λ = x2 > 0.) The only candidate for an extremum is then 2 = 16, λ and the corresponding profit is x=
 
 y=
 
 1 =8 λ
 
 and
 
 z=
 
 3 = 12, 2λ
 
 P(16, 8, 12) = 4(16) + 8(8) + 6(12) = 200. Observe that this is the maximum profit. Notice that if the constant on the right-hand side of the constraint equation is changed to 801, the first difference occurs in solving for λ, where we now get 25 801 = 2 , 2λ 1 2 so that λ ≈ 0.12492, x = ≈ 16.009997, y = ≈ 8.004998 and λ λ 3 ≈ 12.007498. In this case, the maximum profit is z= 2λ   2 1 3 P , , ≈ 200.12496. λ λ 2λ It is interesting to observe that the increase in profit is   2 1 3 , , − P(16, 8, 12) ≈ 200.12496 − 200 = 0.12496 ≈ λ. P λ λ 2λ As you might suspect from this observation, the Lagrange multiplier λ actually gives you the instantaneous rate of change of the profit with respect to a change in the production constraint. „ We close this section by considering the case of finding the minimum or maximum value of a differentiable function f (x, y, z) subject to two constraints g(x, y, z) = 0 and h(x, y, z) = 0, where g and h are also differentiable. Notice that for both constraints to be satisfied at a point (x, y, z), the point must lie on both surfaces defined by the constraints. Consequently, in order for there to be a solution, we must assume that the two surfaces intersect. We further assume that ∇g and ∇h are nonzero and are not parallel, so that the two surfaces intersect in a curve C and are not tangent to one another. As we have already seen, if f has an extremum at a point (x0 , y0 , z 0 ) on a curve C, then ∇ f (x0 , y0 , z 0 ) must be normal to the curve. Notice that since C lies on both constraint surfaces, ∇g(x0 , y0 , z 0 ) and ∇h(x0 , y0 , z 0 ) are both orthogonal to C at (x0 , y0 , z 0 ). This says that ∇ f (x0 , y0 , z 0 ) must lie in the plane determined by ∇g(x0 , y0 , z 0 ) and ∇h(x0 , y0 , z 0 ). (See Figure 13.53.) That is, for (x, y, z) = (x0 , y0 , z 0 ) and some constants λ and μ (Lagrange multipliers), ∇ f (x, y, z) = λ∇g(x, y, z) + μ∇h(x, y, z). h(x, y, z)  0
 
 g
 
 f
 
 h g(x, y, z)  0 C
 
 FIGURE 13.53 Constraint surfaces and the plane determined by the normal vectors ∇g and ∇h
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 The method of Lagrange multipliers for the case of two constraints then consists of finding the point (x, y, z) and the Lagrange multipliers λ and μ (for a total of five unknowns) satisfying the five equations defined by: f x (x, y, z) = λgx (x, y, z) + μh x (x, y, z), f y (x, y, z) = λg y (x, y, z) + μh y (x, y, z), f z (x, y, z) = λgz (x, y, z) + μh z (x, y, z), g(x, y, z) = 0 h(x, y, z) = 0.
 
 and
 
 We illustrate the use of Lagrange multipliers for the case of two constraints in example 8.5.
 
 EXAMPLE 8.5
 
 Optimization with Two Constraints
 
 The plane x + y + z = 12 intersects the paraboloid z = x 2 + y 2 in an ellipse. Find the point on the ellipse that is closest to the origin. Solution We illustrate the intersection of the plane with the paraboloid in Figure 13.54. Observe that minimizing the distance to the origin is equivalent to minimizing f (x, y, z) = x 2 + y 2 + z 2 [the square of the distance from the point (x, y, z) to the origin]. Further, the constraints may be written as g(x, y, z) = x + y + z − 12 = 0 and h(x, y, z) = x 2 + y 2 − z = 0. At any extremum, we must have that ∇ f (x, y, z) = λ∇g(x, y, z) + μ∇h(x, y, z) or 
 
 2x, 2y, 2z = λ 1, 1, 1 + μ 2x, 2y, −1. z
 
 y x
 
 FIGURE 13.54 Intersection of a paraboloid and a plane
 
 Together with the constraint equations, we now have the system of equations 2x 2y 2z x + y + z − 12 x 2 + y2 − z
 
 and From (8.1), we have while from (8.2), we have
 
 = λ + 2μx, = λ + 2μy, = λ − μ, =0 = 0.
 
 λ = 2x(1 − μ), λ = 2y(1 − μ).
 
 Setting these two expressions for λ equal gives us 2x(1 − μ) = 2y(1 − μ),
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 from which it follows that either μ = 1 (in which case λ = 0) or x = y. However, if μ = 1 and λ = 0, we have from (8.3) that z = − 12 , which contradicts (8.5). Consequently, the only possibility is to have x = y, from which it follows from (8.5) that z = 2x 2 . Substituting this into (8.4) gives us 0 = x + y + z − 12 = x + x + 2x 2 − 12 = 2x 2 + 2x − 12 = 2(x 2 + x − 6) = 2(x + 3)(x − 2), so that x = −3 or x = 2. Since y = x and z = 2x 2 , we have that (2, 2, 8) and (−3, −3, 18) are the only candidates for extrema. Finally, since f (2, 2, 8) = 72
 
 and
 
 f (−3, −3, 18) = 342,
 
 the closest point on the intersection of the two surfaces to the origin is (2, 2, 8). By the same reasoning, observe that the point on the intersection of the two surfaces that is farthest from the origin is (−3, −3, 18). Notice that these are also consistent with what you can see in Figure 13.54. „ The method of Lagrange multipliers can be extended in a straightforward fashion to the case of minimizing or maximizing a function of any number of variables subject to any number of constraints.
 
 EXERCISES 13.8 WRITING EXERCISES 1. Explain why the point of tangency in Figure 13.50d must be the closest point to the origin. 2. Explain why in example 8.1 you know that the critical point found corresponds to the minimum distance and not the maximum distance or a saddle point. 3. In example 8.2, explain in physical terms why there would be a value of u that would maximize the rocket’s height. In particular, explain why a larger value of u wouldn’t always produce a larger height. 4. In example 8.4, we showed that the Lagrange multiplier λ corresponds to the rate of change of profit with respect to a change in production level. Explain how knowledge of this value (positive, negative, small, large) would be useful to a plant manager. In exercises 1–8, use Lagrange multipliers to find the closest point on the given curve to the indicated point.
 
 11.
 
 f (x, y) = 4x 2 y subject to (x, y) on the triangle with vertices (0, 0), (2, 0) and (0, 4)
 
 12.
 
 f (x, y) = 2x 3 y subject to (x, y) on the rectangle with vertices (−2, 1), (1, 1), (1, 3) and (−2, 3)
 
 13.
 
 f (x, y) = xe y subject to 4x 2 + y 2 = 4
 
 14.
 
 f (x, y) = e2x+y subject to x 2 + y 2 = 5
 
 15.
 
 f (x, y) = x 2 e y subject to x 2 + y 2 = 3
 
 16.
 
 f (x, y) = x 2 y 2 subject to x 2 + 4y 2 = 24
 
 17.
 
 f (x, y, z) = 4x 2 + y 2 + z 2 subject to x 4 + y 4 + z 4 = 1
 
 18.
 
 f (x, y, z) = x − y − z subject to x 2 − y 2 + z 2 = 1
 
 19.
 
 f (x, y, z) = y 2 + 3x z + 2yz subject to x + 2y + z = 1
 
 20.
 
 f (x, y, z) = x + y + z subject to
 
 21.
 
 f (x, y) = x + y subject to
 
 22.
 
 y2 x2 + + z2 = 1 4 9
 
 x2 + y 2 = 1 (a > 0) a2 x2 f (x, y) = sin(ax + y) subject to 2 + y 2 = 1 (a, b > 0) b
 
 1. y = 3x − 4, origin
 
 2. y = 2x + 1, origin
 
 3. y = 3 − 2x, (4, 0)
 
 4. y = x − 2, (0, 2)
 
 23.
 
 f (x, y) = x a y b subject to x 2 + y 2 = 1 (a, b > 0)
 
 5. y = x 2 , (3, 0)
 
 7. y = x 2 , 2, 12
 
 6. y = x 2 , (0, 2)
 
 24.
 
 f (x, y) = x + y subject to x n + y n = 1 (n ≥ 2)
 
 8. y = x 2 − 1, (1, 2)
 
 ............................................................ In exercises 9–24, use Lagrange multipliers to find the maximum and minimum of the function f subject to the given constraint.
 
 ............................................................ In exercises 25–32, find the maximum and minimum of the function f (x, y) subject to the constraint g(x, y) ≤ c. 25.
 
 f (x, y) = 4x 2 y subject to x 2 + y 2 ≤ 3
 
 9.
 
 f (x, y) = 4x y subject to x 2 + y 2 = 8
 
 26.
 
 f (x, y) = 2x 3 y subject to x 2 + y 2 ≤ 4
 
 10.
 
 f (x, y) = 4x y subject to 4x 2 + y 2 = 8
 
 27.
 
 f (x, y) = x 3 + y 3 subject to x 4 + y 4 ≤ 1
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 28.
 
 f (x, y) = 4x y subject to 4x 2 + y 2 ≤ 8
 
 29.
 
 f (x, y) = 3 − x + x y − 2y inside and on the triangle with vertices (1, 0), (5, 0) and (1, 4)
 
 30.
 
 f (x, y) = x y 2 subject to x 2 + y 2 ≤ 3 (x, y ≥ 0)
 
 31.
 
 f (x, y, z) = x 2 + y 2 + z 2 subject to x 4 + y 4 + z 4 ≤ 1
 
 50. Maximize f (x, y, z) = 3x + y + 2z, subject to the constraints y 2 + z 2 = 1 and x + y − z = 1.
 
 32.
 
 f (x, y, z) = x 2 y 2 + z 2 subject to x 2 + y 2 + z 2 ≤ 1
 
 ............................................................
 
 ............................................................ 33. Rework example 8.2 with extra fuel, so that u 2 t = 11,000. 34. In exercise 33, compute λ. Comparing solutions to example 8.2 and exercise 33, compute the change in z divided by the change in u 2 t. 35. Solve example 8.2 by substituting t = 10,000/u 2 into the height equation. Be sure to show that your solution represents a maximum height. 36. In example 8.2, the general constraint is u 2 t = k and the resulting maximum height is h(k). Use the technique of exercise 35 and the results of example 8.2 to show that λ = h  (k). 37. Suppose that the business in example 8.4 has profit function P(x, y, z) = 3x + 6y + 6z and manufacturing constraint 2x 2 + y 2 + 4z 2 ≤ 8800. Maximize the profits. 38. Suppose that the business in example 8.4 has profit function P(x, y, z) = 3x z + 6y and manufacturing constraint x 2 + 2y 2 + z 2 ≤ 6. Maximize the profits. 39. In exercise 37, show that the Lagrange multiplier gives the rate of change of the profit relative to a change in the production constraint. 40. Use the value of λ (do not solve any equations) to determine the amount of profit if the constraint in exercise 38 is changed to x 2 + 2y 2 + z 2 ≤ 7. 41. Minimize 2x + 2y subject to the constraint x y = c for some constant c > 0 and conclude that for a given area, the rectangle with smallest perimeter is the square. 42. As in exercise 41, find the rectangular box of a given volume that has the minimum surface area. 43. Maximize y − x subject to the constraint x 2 + y 2 = 1. 44. Maximize e x+y subject to the constraint x 2 + y 2 = 2. 45. Consider the problem of finding extreme values of x y 2 subject to x + y = 0. Show that the Lagrange multiplier method identifies (0, 0) as a critical point. Show that this point is neither a local minimum nor a local maximum. 46. Make the substitution y = −x in the function f (x, y) = x y 2 . Show that x = 0 is a critical point and determine what type point is at x = 0. Explain why the Lagrange multiplier method fails in exercise 45.
 
 planes given in exercise 47. Interpret exercise 47 as finding the closest point on a line to the origin. 49. Maximize f (x, y, z) = x yz, subject to the constraints x + y + z = 4 and x + y − z = 0.
 
 51. Find the points on the intersection of x 2 + y 2 = 1 and x 2 + z 2 = 1 that are (a) closest to and (b) farthest from the origin. 52. Find the point on the intersection of x + 2y + z = 2 and y = x that is closest to the origin. 53. Use Lagrange multipliers to explore the problem of finding the closest point on y = x n to the point (0, 1), for some positive integer n. Show that (0, 0) is always a solution to the Lagrange multiplier equation. Show that (0, 0) is the location of a local maximum for n = 2, but a local minimum for n > 2. As n → ∞, show that the difference between the absolute minimum and the local minimum at (0, 0) goes to 0. 54. Repeat example 8.4 with constraints x ≥ 0, y ≥ 0 and z ≥ 0. Note that you can find the maximum on the boundary x = 0 by maximizing 8y + 6z subject to 4y 2 + 2z 2 ≤ 800. 55. Estimate the closest point on the paraboloid z = x 2 + y 2 to the point (1, 0, 0). 56. Estimate the closest point on the hyperboloid x 2 + y 2 − z 2 = 1 to the point (0, 2, 0).
 
 APPLICATIONS 57. In the picture, a sailboat is sailing into a crosswind. The wind is blowing out of the north; the sail is at an angle α to the east of due north and at an angle β north of the hull of the boat. The hull, in turn, is at an angle θ to the north of due east. Explain why α + β + θ = π2 . If the wind is blowing with speed w, then the northward component of the wind’s force on the boat is given by w sin α sin β sin θ. If this component is positive, the boat can travel “against the wind.” Taking w = 1 for convenience, maximize sin α sin β sin θ subject to the constraint α + β + θ = π2 .
 
 a
 
 b
 
 u
 
 ............................................................ Exercises 47–50 involve optimization with two constraints. 47. Minimize f (x, y, z) = x 2 + y 2 + z 2 , subject to the constraints x + 2y + 3z = 6 and y + z = 0. 48. Interpret the function f (x, y, z) of exercise 47 in terms of the distance from a point (x, y, z) to the origin. Sketch the two
 
 58. Suppose a music company sells two types of speakers. The profit for selling x speakers of style A and y speakers of style B is modeled by f (x, y) = x 3 + y 3 − 5x y. The company can’t manufacture more than k speakers total in a given month
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 for some constant k > 5. Show that the maximum profit is k 2 (k − 5) df and show that λ = . 4 dk
 
 ............................................................ In exercises 59 and 60, you will illustrate the least-cost rule.
 
 59. Minimize the cost function C = 25L + 100K , given the production constraint P = 60L 2/3 K 1/3 = 1920. 60. In exercise 59, show that the minimum cost occurs when the ∂P , to the marginal ratio of marginal productivity of labor, ∂L ∂P productivity of capital, , equals the ratio of the price of ∂K ∂C ∂C labor, , to the price of capital, . ∂L ∂K
 
 ............................................................
 
 61. A person has $300 to spend on entertainment. Assume that CDs cost $10 apiece, DVDs cost $15 apiece and the person’s utility function is 10c0.4 d 0.6 for buying c CDs and d DVDs. Find c and d to maximize the utility function. 62. To generalize exercise 61, suppose that on a fixed budget of $k you buy x units of product A purchased at $a apiece and y units of product B purchased at $b apiece. For the utility function x p y q with p + q = 1 and 0 < p < 1, show that the kq kp and y = . utility function is maximized with x = a b
 
 13-88
 
 EXPLORATORY EXERCISES 1. (This exercise was suggested by Adel Faridani of Oregon State University.) The maximum height found in example 8.2 is actually the height at the time the fuel runs out. A different problem is to find the maximum total height, including the extra height gained after the fuel runs out. In this exercise, we find the value of u that maximizes the total height. First, find the velocity and height when the fuel runs out. (Hint: This should be a function of u only.) Then find the total height of a rocket with that initial height and initial velocity, again assuming that gravity is the only force. Find u to maximize this function. Compare this u-value with that found in example 8.2. Explain in physical terms why this one is larger. 2. Find the maximum value of f (x, y, z) = x yz subject to x + y + z = 1 with x > 0, y > 0 and z > 0. Conclude that x+y+z √ 3 x yz ≤ . The expression on the left is called the 3 geometric mean of x, y and z while the expression on the right is the more familiar arithmetic mean. Generalize this result in two ways. First, show that the geometric mean of any three positive numbers does not exceed the arithmetic mean. Then, show that the geometric mean of any number of positive numbers does not exceed the arithmetic mean.
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Level curve Level surface Partial derivative Linear approximation Chain rule Directional derivative Critical point Linear regression Contour plot
 
 Limit of f (x, y) Tangent plane Differential Laplacian Gradient Saddle point Extreme Value Theorem Density plot
 
 Continuous Normal line Differentiable Implicit differentiation Local extremum Second Derivatives Test Lagrange multiplier
 
 TRUE OR FALSE State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true. 1. Quadric surfaces are examples of graphs of functions of two variables. 2. Level curves are traces in planes z = c of the surface z = f (x, y).
 
 3. If a function is continuous on every line through (a, b), then it is continuous at (a, b). ∂f (a, b) equals the slope of the tangent line to z = f (x, y) at ∂x (a, b). ∂2 f , the order of partial derivatives 5. For the partial derivative ∂ x∂ y does not matter. 4.
 
 6. The normal vector to the tangent plane is given by the partial derivatives. 7. A linear approximation is an equation for a tangent plane. 8. The gradient vector is perpendicular to all level curves. 9. If Du f (a, b) < 0, then f (a + u 1 , b + u 2 ) < f (a, b). 10. A normal vector to the tangent plane to z = f (x, y) is ∇ f (x, y). ∂f ∂f (a, b) > 0 and (a, b) < 0, then there is a saddle point ∂x ∂y at (a, b).
 
 11. If
 
 12. The maximum of f on a region R occurs either at a critical point or on the boundary of R. 13. Solving the equation ∇ f = λ∇g gives the maximum of f subject to g = 0.
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 Review Exercises In exercises 1–10, sketch the graph of z  f (x, y). 1. 2. 3.
 
 f (x, y) = x 2 − y 2  f (x, y) = x 2 + y 2
 
 6.
 
 f (x, y) = 2 − x 2 − y 2  f (x, y) = 2 − x 2 − y 2  f (x, y) = 4x 2 + y 2  f (x, y) = 4 − y 2 − x
 
 7.
 
 f (x, y) = sin(x 2 y)
 
 8.
 
 f (x, y) = sin(y − x 2 )
 
 4. 5.
 
 9. 10.
 
 z
 
 z
 
 y
 
 y y x
 
 x
 
 SURFACE 5
 
 SURFACE 6
 
 12. In parts a–d, match the surfaces to the contour plots.
 
 f (x, y) = 3xe − x − e 3
 
 z
 
 (a)
 
 z
 
 (b)
 
 3y
 
 f (x, y) = 4x 2 e y − 2x 4 − e4y
 
 ............................................................
 
 y
 
 y
 
 11. In parts a–f, match the functions to the surfaces. (a) f (x, y) = sin x y  (c) f (x, y) = sin x 2 + y 2
 
 (b) f (x, y) = sin (x/y) (d) f (x, y) = x sin y
 
 x
 
 x z
 
 (c)
 
 (d)
 
 z
 
 4 (e) f (x, y) = 2 2x + 3y 2 − 1 (f) f (x, y) =
 
 2x 2
 
 4 + 3y 2 + 1
 
 y
 
 y x
 
 z
 
 z
 
 x 6
 
 2
 
 4 1
 
 2 y 0
 
 y 0
 
 y y x
 
 2 2
 
 x
 
 SURFACE 1
 
 2
 
 1
 
 SURFACE 2
 
 4 1
 
 0 x
 
 1
 
 2
 
 6 6 4 2 0 x
 
 CONTOUR A z
 
 z
 
 y y x x
 
 SURFACE 3
 
 6
 
 4
 
 4
 
 2
 
 2
 
 y 0
 
 y 0
 
 2
 
 2
 
 4
 
 4 2
 
 4
 
 CONTOUR C
 
 SURFACE 4
 
 4
 
 6
 
 CONTOUR B
 
 6
 
 6 6 4 2 0 x
 
 2
 
 6
 
 6 6 4 2 0 x
 
 2
 
 4
 
 CONTOUR D
 
 6
 
 ............................................................
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 Review Exercises 13. In parts a–d, match the density plots to the contour plots of exercise 12. (b) 2
 
 (a) 6 4
 
 1
 
 2
 
 ............................................................
 
 y 0
 
 y 0 2
 
 1
 
 4 6 6 4 2 0 x
 
 2
 
 4
 
 2 2
 
 6
 
 (c) 2
 
 1
 
 In exercises 29 and 30, use the chart to estimate the partial derivatives. 0 x
 
 1
 
 2
 
 29.
 
 6
 
 (d)
 
 4
 
 1
 
 2 y 0
 
 y 0
 
 2
 
 1
 
 4
 
 2 2
 
 1
 
 0 x
 
 1
 
 6 6 4 2 0 x
 
 2
 
 2
 
 4
 
 6
 
 14. Compute the indicated limit. (a)
 
 lim
 
 (x,y)→(0,2)
 
 3x y2 + 1
 
 (b)
 
 lim
 
 (x,y)→(1,π)
 
 In exercises 15–18, show that the indicated limit does not exist.
 
 17.
 
 lim
 
 (x,y)→(0,0)
 
 lim
 
 (x,y)→(0,0)
 
 3x 2 y x 4 + y2 x 2 + y2 x 2 + x y + y2
 
 ∂f ∂f (0, 0) and (0, 0) ∂x ∂y
 
 y x –20 –10 0 10 20
 
 30.
 
 ∂f ∂f (10, 0) and (10, 0) ∂x ∂y
 
 –20
 
 –10
 
 0
 
 10
 
 20
 
 2.4 2.6 2.7 2.9 3.1
 
 2.1 2.2 2.4 2.5 2.7
 
 0.8 1.4 2.0 2.6 3.0
 
 0.5 1.0 1.6 2.2 2.9
 
 1.0 1.2 1.2 1.8 2.7
 
 ............................................................ xy − 1 cos x y
 
 ............................................................
 
 15.
 
 27. Show that the function f (x, y) = e x sin y satisfies Laplace’s ∂2 f ∂2 f equation + = 0. 2 ∂x ∂ y2 28. Show that the function f (x, y) = e x cos y satisfies Laplace’s equation. (See exercise 27.)
 
 16. 18.
 
 lim
 
 (x,y)→(0,0)
 
 lim
 
 (x,y)→(0,0)
 
 2x y 3/2 x 2 + y3 x2 x 2 + x y + y2
 
 ............................................................
 
 In exercises 31–34, compute the linear approximation of the function at the given point. √ 31. f (x, y) = 3y x 2 + 5 at (−2, 5) x +2 at (2, 3) 4y − 2
 
 32.
 
 f (x, y) =
 
 33.
 
 f (x, y) = tan(x + 2y) at (π, π2 )
 
 34.
 
 f (x, y) = ln(x 2 + 3y) at (4, 2)
 
 ............................................................
 
 In exercises 19 and 20, show that the indicated limit exists. 19.
 
 lim
 
 (x,y)→(0,0)
 
 x 3 + x y2 x 2 + y2
 
 20.
 
 3y 2 ln (x + 1) (x,y)→(0,0) x 2 + 3y 2 lim
 
 ............................................................ In exercises 21 and 22, find the region on which the function is continuous. 3y 21. f (x, y) = 3x 2 e4y − x  2 22. f (x, y) = 4 − 4x − y 2
 
 ............................................................ In exercises 23–26, find both first-order partial derivatives. 23.
 
 4x f (x, y) = + xe x y y
 
 24.
 
 f (x, y) = xe x y + 3y 2
 
 25. 26.
 
 √ f (x, y) = 3x 2 y cos y − x  f (x, y) = x 3 y + 3x − 5
 
 ............................................................
 
 In exercises 35 and 36, find the indicated derivatives. 35.
 
 f (x, y) = 2x 4 y + 3x 2 y 2 ; f x x , f yy , f x y
 
 36.
 
 f (x, y) = x 2 e3y − sin y; f x x , f yy , f yyx
 
 ............................................................ In exercises 37–40, find an equation of the tangent plane. 37. z = x 2 y + 2x − y 2 at (1, −1, 0)  38. z = x 2 + y 2 at (3, −4, 5) 39. x 2 + 2x y + y 2 + z 2 = 5 at (0, 2, 1) 40. x 2 z − y 2 x + 3y − z = −4 at (1, −1, 2)
 
 ............................................................ In exercises 41 and 42, use the chain rule to find the indicated derivative(s). 41. g  (t) where g(t) = f (x(t), y(t)), f (x, y) = x 2 y + y 2 , 4t x(t) = e and y(t) = sin t
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 Review Exercises 42.
 
 ∂g ∂g and where g(u, v) = f (x(u, v), y(u, v)), ∂u ∂v 2 f (x, y) = 4x − y, x(u, v) = u 3 v + sin u and y(u, v) = 4v 2
 
 In exercises 59–62, find all critical points and use Theorem 7.2 (if applicable) to classify them.
 
 ............................................................
 
 59.
 
 f (x, y) = 2x 4 − x y 2 + 2y 2
 
 In exercises 43 and 44, state the chain rule for the general composite function.
 
 60.
 
 f (x, y) = 2x 4 + y 3 − x 2 y
 
 61.
 
 f (x, y) = 4x y − x 3 − 2y 2
 
 62.
 
 f (x, y) = 3x y − x 3 y + y 2 − y
 
 43. g(t) = f (x(t), y(t), z(t), w(t)) 44. g(u, v) = f (x(u, v), y(u, v))
 
 ............................................................ In exercises 45 and 46, use implicit differentiation to find and
 
 ∂z . ∂y
 
 ∂z ∂x
 
 ............................................................ 63. The following data show the height and weight of a small number of people. Use the linear model to predict the weight of a 6 2 person and a 5 0 person. Comment on how accurate you think the model is.
 
 45. x 2 + 2x y + y 2 + z 2 = 1 46. x 2 z − y 2 x + 3y − z = −4
 
 Height (inches)
 
 64
 
 66
 
 70
 
 71
 
 ............................................................
 
 Weight (pounds)
 
 140
 
 156
 
 184
 
 190
 
 In exercises 47 and 48, find the gradient of the given function at the indicated point. √ 47. f (x, y) = 3x sin 4y − x y, (π, π ) 48.
 
 f (x, y, z) = 4x z 2 − 3 cos x + 4y 2 , (0, 1, −1)
 
 ............................................................
 
 64. The following data show the age and income for a small number of people. Use the linear model to predict the income of a 20-year-old and of a 60-year-old. Comment on how accurate you think the model is.
 
 In exercises 49–52, compute the directional derivative of f at the given point in the direction of the indicated vector. % & 49. f (x, y) = x 3 y − 4y 2 , (−2, 3), u = 35 , 45
 
 Age (years)
 
 28
 
 32
 
 40
 
 56
 
 Income ($)
 
 36,000
 
 34,000
 
 88,000
 
 104,000
 
 f (x, y) = x 2 + x y 2 , (2, 1), u in the direction of 3, −2
 
 ............................................................
 
 f (x, y) = e3x y − y 2 , (0, −1), u in the direction from (2, 3) to (3, 1)  52. f (x, y) = x 2 + x y 2 , (2, 1), u in the direction of 1, −2
 
 In exercises 65 and 66, find the absolute extrema of the function on the given region.
 
 50. 51.
 
 ............................................................ In exercises 53–56, find the directions of maximum and minimum change of f at the given point, and the values of the maximum and minimum rates of change.
 
 65.
 
 f (x, y) = 2x 4 − x y 2 + 2y 2 , 0 ≤ x ≤ 4, 0 ≤ y ≤ 2
 
 66.
 
 f (x, y) = 2x 4 + y 3 − x 2 y, region bounded by y = 0, y = x and x = 2
 
 ............................................................
 
 53.
 
 f (x, y) = x 3 y − 4y 2 , (−2, 3)
 
 54. 55.
 
 f (x, y) = x 2 + x y 2 , (2, 1)  f (x, y) = x 4 + y 4 , (2, 0)
 
 67.
 
 f (x, y) = x + 2y, subject to x 2 + y 2 = 5
 
 56.
 
 f (x, y) = x + x y , (1, 2)
 
 68.
 
 f (x, y) = 2x 2 y, subject to x 2 + y 2 = 4
 
 69.
 
 57. Suppose that the elevation on a hill is given by f (x, y) = 100 − 4x 2 − 2y. From the site at (2, 1), in which direction will the rain run off?
 
 f (x, y) = x y, subject to x 2 + y 2 = 1
 
 70.
 
 f (x, y) = x 2 + 2y 2 − 2x, subject to x 2 + y 2 = 1
 
 58. If the temperature at the point (x, y, z) is given by 2 T (x, y, z) = 70 + 5e−z (4x + 3y −1 ), find the direction from the point (1, 2, 1) in which the temperature decreases most rapidly.
 
 In exercises 71 and 72, use Lagrange multipliers to find the closest point on the given curve to the indicated point.
 
 2
 
 2
 
 ............................................................
 
 In exercises 67–70, use Lagrange multipliers to find the maximum and minimum of the function f (x, y), subject to the constraint g(x, y)  c.
 
 ............................................................
 
 71. y = x 3 , (4, 0)
 
 72. y = x 3 , (2, 1)
 
 ............................................................
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 EXPLORATORY EXERCISES 1. The graph (from the excellent book Tennis Science for Tennis Players by Howard Brody) shows the vertical angular acceptance of a tennis serve as a function of velocity and the height at which the ball is hit. With vertical angular acceptance, Brody is measuring a margin of error. For example, if serves with angles ranging from 5◦ to 8◦ will land in the service box (for a given height and velocity), the vertical angular acceptance is 3◦ . For a given height, does the angular acceptance increase or decrease as velocity increases? Explain why this is reasonable. For a given velocity, does the angular acceptance increase or decrease as height increases? Explain why this is reasonable.
 
 v  67 mi/hr 3 v  90 mi/hr 2
 
 h  105 in., v0  67 mi/hr
 
 3
 
 h  85 in., v0  67 mi/hr 2
 
 h  105 in., v0  90 mi/hr h  85 in., v0  90 mi/hr
 
 1
 
 0
 
 0
 
 1 2 3 4 5 6 7 Distance behind baseline (feet)
 
 3. The horizontal range of a golf ball or baseball depends on the launch angle and the rate of backspin on the ball. The accompanying figure, reprinted from Keep Your Eye on the Ball by Watts and Bahill, shows level curves for this relationship for an initial velocity of 110 mph, although the dependent variable (range) is graphed vertically and the level curves represent constant values of one of the independent variables. Estimate the partial derivatives of range at 30◦ and 1910 rpm and use them to find a linear approximation of range. Predict the range at 25◦ and 2500 rpm, and also at 40◦ and 4000 rpm. Discuss the accuracy of each prediction. v  5700 rpm 4780
 
 480
 
 1 v  112 mi/hr 0
 
 40
 
 60
 
 80 100 120 140 Height
 
 Range of ball (feet)
 
 Vertical angular acceptance (degrees)
 
 4
 
 Vertical angular acceptance (degrees)
 
 Review Exercises
 
 440
 
 3820
 
 400 360 320
 
 2870 1910 955
 
 280 0
 
 2. The graphic in exercise 1 is somewhat like a contour plot. Assuming that angular acceptance is the dependent variable, explain what is different about this plot from the contour plots drawn in this chapter. Which type of plot do you think is easier to read? The accompanying plot shows angular acceptance in terms of a number of variables. Identify the independent variables and compare this plot to the level surfaces drawn in this chapter.
 
 0 10 20 30 40 Launch angle (degrees)
 
 4. Following up on exercises 57 and 58 in section 13.7, suppose that Elvis starts w1 m from shore (in the water) and the ball is thrown z m downshore and w2 m from shore. If Elvis runs r m/s and swims s m/s, find x and y to minimize the total time to the ball. Compare to the time to swim straight to the ball. Find all values of z such that Elvis is better off swimming directly to the ball than going to shore.
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 14 COEFFICIENT OF RESTITUTION RACKETS HELD BY VISE BALL VELOCITY OF 385 M PA
 
 FRAME
 
 55
 
 FIRST STRING Prince Racket
 
 The design of modern sports equipment has become a sophisticated engineering enterprise. Many innovations can be traced back to a brilliant aeronautical engineer but mediocre athlete named Howard Head, who in the 1940s became frustrated learning to ski on the wooden skis of the day. Following years of experimentation, Head revolutionized the ski indus24 17 25 27 77 44 try by introducing metal skis designed using principles borrowed from 35 27 26 25 35 25 32 aircraft design. 32 40 26 22 34 45 35 After retiring from the Head Ski Company as a wealthy ski mogul, 44 32 27 74 45 47 in 1970, Head quickly became frustrated by his slow progress learning to 28 30 20 42 43 42 42 27 45 play tennis, a sport then played exclusively with wooden rackets. Head 45 34 50 30 again focused on his equipment, reasoning that a larger racket would twist 55 45 55 52 40 4152 53 less and therefore be easier to control. However, years of experimentation 45 52 47 showed that large wooden rackets either broke easily or were too heavy to swing. 65 52 FIRST STRING 53 66 Given that Head’s metal skis were successful largely because they Greater Than 3 THROAT reduced the twisting of the skis in turns, it is not surprising that his exGreater Than 4 Greater Than 5 perimentation turned to oversized metal tennis rackets. The rackets that Greater Than 6 Head eventually marketed as Prince rackets revolutionized tennis racket A M.F. Wood Standard design. As the accompanying diagram shows, the sweet spot of the overRacket THROAT sized racket is considerably larger than the sweet spot of the smaller wooden racket. In this chapter, we introduce double and triple integrals, which are needed to compute the mass, moment of inertia and other important properties of threedimensional solids. The moment of inertia is a measure of the resistance of an object to rotation. As shown in the exercises in section 14.2, compared to smaller rackets, the larger Head rackets have a larger moment of inertia and thus, twist less on off-center shots. Engineers use similar calculations as they test new materials for strength and weight for the next generation of sports equipment. BALL HITS FRAME IN THIS AREA
 
 14.1 DOUBLE INTEGRALS Before we introduce the idea of a double integral for a function of two variables, we first introduce a slight generalization of the definition of definite integral for a function of a single variable. Recall that to find the area A under the graph of a continuous function f defined on an interval [a, b], where f (x) ≥ 0 on [a, b], we began by partitioning the interval [a, b] into n subintervals [xi−1 , xi ], for b−a i = 1, 2, . . . , n, of equal width x = , where n a = x0 < x1 < · · · < xn = b. 901
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 y y y  f(x) (ci , f (ci ))
 
 f(ci )
 
 f (ci) xi1 ci
 
 x
 
 xi
 
 a  x0
 
 b  xn
 
 FIGURE 14.1a
 
 FIGURE 14.1b
 
 Approximating the area on the subinterval [xi−1 , xi ]
 
 Area under the curve
 
 x
 
 On each subinterval [xi−1 , xi ], for i = 1, 2, . . . , n, we approximated the area under the curve by the area of the rectangle of height f (ci ), for some point ci ∈ [xi−1 , xi ], as indicated in Figure 14.1a. Adding together the areas of these n rectangles, we obtain an approximation of the area, as indicated in Figure 14.1b: n  A≈ f (ci )x. i=1
 
 Finally, taking the limit as n → ∞ (which also means that x → 0), we get the exact area (assuming that the limit exists and is the same for all choices of the evaluation points ci ): n  A = lim f (ci )x. n→∞
 
 i=1
 
 We defined the definite integral as this limit:  b n  f (x) d x = lim f (ci ) x. n→∞
 
 a
 
 (1.1)
 
 i=1
 
 We generalize this by allowing partitions to be irregular (that is, where not all subintervals have the same width). We need this kind of generalization, among other reasons, for more sophisticated numerical methods for approximating definite integrals. This generalization is also needed for theoretical purposes; this is pursued in a more advanced course. We proceed as above, except that we define the width of the ith subinterval [xi−1 , xi ] to be xi = xi − xi−1 . (See Figure 14.2 for the case where n = 7.) x5 a  x0
 
 x1 x2
 
 x3
 
 x4
 
 x5
 
 x6
 
 b  x7
 
 FIGURE 14.2 Irregular partition of [a, b]
 
 An approximation of the area is then (essentially, as before) A≈
 
 n 
 
 f (ci ) xi ,
 
 i=1
 
 for any choice of the evaluation points ci ∈ [xi−1 , xi ], for i = 1, 2, . . . , n. To get the exact area, we need to let n → ∞, but since the partition is irregular, this alone will not guarantee that all of the xi ’s will approach zero. We take a little extra care, by defining P (the norm of the partition) to be the largest of all the xi ’s. We then arrive at the following more general definition of definite integral.
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 DEFINITION 1.1 For any function f defined on the interval [a, b], the definite integral of f on [a, b] is  b n  f (x) d x = lim f (ci ) xi , P→0
 
 a
 
 i=1
 
 provided the limit exists and is the same for all choices of the evaluation points ci ∈ [xi−1 , xi ], for i = 1, 2, . . . , n. In this case, we say that f is integrable on [a, b].
 
 Here, by saying that the limit in Definition 1.1 equals some value L, we mean that n  f (ci ) xi as close as needed to L, just by making P sufficiently small. we can make i=1
 
 How close must the sum get to L? We must be able to make the sum within any specified distance ε > 0 of L. More precisely, given any ε > 0, there must be a δ > 0 (depending on the choice of ε), such that z
 
   n     f (ci ) xi − L  < ε,   i=1  z  f(x, y)
 
 O
 
 c
 
 a b
 
 d
 
 R
 
 x
 
 FIGURE 14.3 Volume under the surface z = f (x, y)
 
 for every partition P with P < δ. Notice that this is only a very slight generalization of our original notion of definite integral. All we have done is to allow the partitions to be irregular and then defined P to ensure that xi → 0, for every i.
 
 y
 
 Double Integrals over a Rectangle For a function f (x, y), where f is continuous and f (x, y) ≥ 0 for all a ≤ x ≤ b and c ≤ y ≤ d, we wish to find the volume of the solid lying below the surface z = f (x, y) and above the rectangle R = {(x, y)|a ≤ x ≤ b and c ≤ y ≤ d} in the x y-plane. (See Figure 14.3.) Proceeding essentially as we did to find the area under a curve, we first partition the rectangle R by laying down a grid on top of R consisting of n smaller rectangles. (See Figure 14.4a.) (Note: The rectangles in the grid need not be all of the same size.) Call the smaller rectangles R1 , R2 , . . . , Rn . (The order in which you number them is irrelevent.) For each rectangle Ri (i = 1, 2, . . . , n) in the partition, we approximate the volume Vi lying beneath the surface z = f (x, y) and above the rectangle Ri by constructing a rectangular box whose height is f (u i , vi ), for some point (u i , vi ) ∈ Ri . (See Figure 14.4b.) z y
 
 d
 
 z  f(x, y)
 
 Ri c O a a
 
 b
 
 x
 
 b
 
 c
 
 d y (ui, vi)
 
 x
 
 FIGURE 14.4a
 
 FIGURE 14.4b
 
 Partition of R
 
 Approximating the volume above Ri by a rectangular box
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 z
 
 z
 
 z  f (x, y)
 
 z  f(x, y)
 
 O
 
 c
 
 O
 
 d
 
 a
 
 c
 
 a
 
 y
 
 b
 
 d y
 
 b
 
 x
 
 x
 
 FIGURE 14.4c
 
 FIGURE 14.4d
 
 Approximate volume
 
 Approximate volume
 
 Notice that the volume Vi beneath the surface z = f (x, y) and above Ri is approximated by the volume of the box: Vi ≈ Height × Area of base = f (u i , vi ) Ai , where Ai denotes the area of the rectangle Ri . The total volume is then approximately V ≈
 
 n 
 
 f (u i , vi ) Ai .
 
 (1.2)
 
 i=1
 
 As in our development of the definite integral in Chapter 4, we call the sum in (1.2) a Riemann sum. We illustrate the approximation of the volume under a surface by a Riemann sum in Figures 14.4c and 14.4d. Notice that the larger number of rectangles used in Figure 14.4d appears to give a better approximation of the volume.
 
 EXAMPLE 1.1
 
 Approximating the Volume Lying Beneath a Surface
 
 πy and above the Approximate the volume lying beneath the surface z = x 2 sin 6 rectangle R = {(x, y)|0 ≤ x ≤ 6, 0 ≤ y ≤ 6}. πy Solution First, note that f is continuous and f (x, y) = x 2 sin ≥ 0 on R. (See 6 Figure 14.5a.) Next, a simple partition of R is a partition into four squares of equal size, as indicated in Figure 14.5b. We choose points  the evaluation    (u i , vi ) to be the centers of each of the four squares, that is, 32 , 32 , 92 , 32 , 32 , 92 and 92 , 92 . y
 
 z 20
 
 6 2
 
 4 6 y
 
 R3
 
 R4
 
 R1
 
 R2
 
 3
 
 6 x O
 
 FIGURE 14.5a z = x 2 sin
 
 πy 6
 
 3
 
 x 6
 
 FIGURE 14.5b Partition of R into four equal squares
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 Since the four squares are the same size, we have Ai = 9, for each i. For πy f (x, y) = x 2 sin , we have from (1.2) that 6
 
 y
 
 V ≈
 
 6
 
 4 
 
 f (u i , vi ) Ai
 
 i=1
 
 4
 
 R7
 
 R8
 
 R9
 
 R4
 
 R5
 
 R6
 
 R1
 
 R2
 
 R3
 
 
 
 2
 
 O
 
 2
 
 4
 
    3 3 9 3 3 9 9 9 , (9) + f , (9) + f , (9) + f , (9) 2 2 2 2 2 2 2 2
 
    2   2   2   3 2 π π 3π 3π 9 3 9 =9 sin sin sin sin + + + 2 4 2 4 2 4 2 4 √ 405 = 2 ≈ 286.38. 2
 
 = f
 
 x 6
 
 FIGURE 14.5c Partition of R into nine equal squares
 
 We can improve on this approximation by increasing the number of rectangles in the partition. For instance, partitioning R into nine squares of equal size (as in Figure 14.5c) and again using the center of each square as the evaluation point, we have Ai = 4 for each i and V ≈
 
 9 
 
 f (u i , vi ) Ai
 
 i=1
 
 = 4 [ f (1, 1) + f (3, 1) + f (5, 1) + f (1, 3) + f (3, 3) + f (5, 3)
 
 No. of Squares in Partition 4 9 36 144 400 900
 
 Approximate Volume 286.38 280.00 276.25 275.33 275.13 275.07
 
 + f (1, 5) + f (3, 5) + f (5, 5)]      π π π 3π 3π 2 2 2 2 2 = 4 1 sin + 3 sin + 5 sin + 1 sin + 3 sin 6 6 6 6 6     3π 5π 5π 5π + 52 sin + 12 sin + 32 sin + 52 sin 6 6 6 6 = 280. Continuing in this fashion to divide R into more and more squares of equal size and using the center of each square as the evaluation point, we construct increasingly better and better approximations of the volume. (See the table in the margin.) From the table, it appears that a reasonable approximation to the volume is slightly less than 275.07. In ≈ 275.02. (We’ll show you how to find this shortly.) „ fact, the exact volume is 864 π Turning (1.2) into an exact formula for volume takes more than simply letting n → ∞, since we need to have all of the rectangles in the partition shrink to zero area. A convenient way of doing this is to define the norm of the partition P to be the largest diagonal of any rectangle in the partition. Note that if P → 0, then all of the rectangles must shrink to zero area. We can now make the volume approximation (1.2) exact: V = lim
 
 P→0
 
 NOTES The choice of the center of each square as the evaluation point, as used in example 1.1, corresponds to the Midpoint rule for approximating the value of a definite integral for a function of a single variable (discussed in section 4.7). This choice of evaluation points generally produces a reasonably good approximation.
 
 n 
 
 f (u i , vi ) Ai ,
 
 i=1
 
 assuming the limit exists and is the same for every choice of the evaluation points. Here, n  f (u i , vi ) Ai as close as by saying that this limit equals V, we mean that we can make i=1
 
 needed to V, just by making P sufficiently small. More precisely, this says that given any ε > 0, there is a δ > 0 (depending on the choice of ε), such that   n     f (u i , vi ) Ai − V  < ε,    i=1 for every partition P with P < δ. More generally, we have the following definition, which applies even when the function takes on negative values.
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 DEFINITION 1.2 For any function f defined on the rectangle R = {(x, y)|a ≤ x ≤ b and c ≤ y ≤ d}, we define the double integral of f over R by  n  f (x, y) d A = lim f (u i , vi ) Ai , P→0
 
 R
 
 i=1
 
 provided the limit exists and is the same for every choice of the evaluation points (u i , vi ) in Ri , for i = 1, 2, . . . , n. When this happens, we say that f is integrable over R.
 
 REMARK 1.1 It can be shown that if f is continuous on R, then it is also integrable over R. The proof can be found in more advanced texts.
 
 Note that just as when we first defined the definite integral of a function of one variable, we don’t yet know how to compute this double integral. We first consider the special case wheref (x, y) ≥ 0 on the rectangle R = {(x, y)|a ≤ x ≤ b and c ≤ y ≤ d}. Notice that here, f (x, y) dA represents the volume lying beneath the surface z = f (x, y) and above R
 
 the region R. Recall that we already know how to compute this volume, from our work in section 5.2. We can do this by slicing the solid with planes parallel to the yz-plane, as indicated in Figure 14.6a. If we denote the area of the cross section of the solid for a given value of x by A(x), then we have from equation (2.1) in section 5.2 that the volume is given by  b V = A(x) d x. a
 
 Now, note that for each fixed value of x, the area of the cross section is simply the area under the curve z = f (x, y) for c ≤ y ≤ d, which is given by the integral  d f (x, y) dy. A(x) = c
 
 This integration is called a partial integration with respect to y, since x is held fixed and f (x, y) is integrated with respect to y. This leaves us with
 
  b  d  b A(x) d x = f (x, y) dy d x. (1.3) V = a
 
 a
 
 c
 
 Likewise, if we instead slice the solid with planes parallel to the xz-plane, as indicated in Figure 14.6b, we get that the volume is given by
 
  d  b  d A(y) dy = f (x, y) d x dy. (1.4) V = c
 
 c
 
 a
 
 z
 
 z
 
 z  f (x, y)
 
 z  f (x, y)
 
 A(x) a
 
 A(y) a
 
 O
 
 b
 
 c
 
 x R
 
 O
 
 b
 
 c
 
 x
 
 d
 
 R y
 
 d y
 
 FIGURE 14.6a
 
 FIGURE 14.6b
 
 Slicing the solid parallel to the yz-plane
 
 Slicing the solid parallel to the xz-plane
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 The integrals in (1.3) and (1.4) are called iterated integrals. Note that each of these indicates a partial integration with respect to the inner variable (i.e., you first integrate with respect to the inner variable, treating the outer variable as a constant), to be followed by an integration with respect to the outer variable. For simplicity, we ordinarily write the iterated integrals without the brackets:
 
  b d  b  d f (x, y) dy d x = f (x, y) d y d x 
 
 a
 
 d
 
 
 
 c
 
 b
 
 and c
 
 a 
 
 
 
 f (x, y) d x dy =
 
 a
 
 d
 
 
 
 c
 
 b
 
 f (x, y) d x d y. c
 
 a
 
 As indicated, these integrals are evaluated inside out, using the methods of integration we’ve already established for functions of a single variable. This now establishes the following result for the special case where f (x, y) ≥ 0. The proof of the result for the general case is rather lengthy and we omit it.
 
 HISTORICAL NOTES Guido Fubini (1879–1943) Italian mathematician who made wide-ranging contributions to mathematics, physics and engineering. Fubini’s early work was in differential geometry, but he quickly diversified his research to include analysis, the calculus of variations, group theory, non-Euclidean geometry and mathematical physics. Mathematics was the family business, as his father was a mathematics teacher and his sons became engineers. Fubini moved to the United States in 1939 to escape the persecution of Jews in Italy. He was working on an engineering textbook inspired by his sons’ work when he died.
 
 THEOREM 1.1 (Fubini’s Theorem) Suppose that f is integrable over the rectangle R = {(x, y)|a ≤ x ≤ b and c ≤ y ≤ d}. Then we can write the double integral of f over R as either of the iterated integrals:   b d  d b f (x, y) dA = f (x, y) d y d x = f (x, y) d x d y. (1.5) a
 
 R
 
 c
 
 c
 
 a
 
 Fubini’s Theorem simply tells you that you can always rewrite a double integral over a rectangle as either one of a pair of iterated integrals. We illustrate this in example 1.2.
 
 EXAMPLE 1.2
 
 Double Integral over a Rectangle
 
 If R = {(x, y)|0 ≤ x ≤ 2 and 1 ≤ y ≤ 4}, evaluate Solution From (1.5), we have   (6x 2 + 4x y 3 ) dA =
 
 4
 
 
 
 1
 
 R
 
 
 
 R
 
 (6x 2 + 4x y 3 ) d x d y
 
 
 
 2 
 
 (6x + 4x y ) d x dy 2
 
 1
 
  =
 
 4
 
 
 
 1 4
 
 =
 
 3
 
 0
 
 6 
 
 (6x 2 + 4x y 3 ) dA.
 
 0 4
 
 =
 
 2
 
 
 
 x=2  x3 x2 + 4 y 3  dy 3 2 x=0
 
 (16 + 8y 3 ) dy
 
 1
 
   y 4 4 = 16y + 8 4 1 = [16(4) + 2(4)4 ] − [16(1) + 2(1)4 ] = 558. Note that we evaluated the first integral above by integrating with respect to x, while treating y as a constant. We leave it as an exercise to show that you get the same value by integrating first with respect to y, that is, that   2 4 (6x 2 + 4x y 3 ) dA = (6x 2 + 4x y 3 ) d y d x = 558, R
 
 0
 
 1
 
 also. „
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 Double Integrals over General Regions
 
 R
 
 x
 
 FIGURE 14.7a Nonrectangular region
 
 We now wish to extend the notion of double integral to a bounded, nonrectangular region like the one shown in Figure 14.7a. (Recall that a region is bounded if it fits inside a circle of some finite radius.) We begin, as we did for the case of rectangular regions, by looking for the volume lying beneath the surface z = f (x, y) and lying above the region R, where f (x, y) ≥ 0 and f is continuous on R. First, notice that the grid we used initially to partition a rectangular region must be modified, since such a rectangular grid won’t “fit” a nonrectangular region, as shown in Figure 14.7b. We resolve this problem by considering only those rectangular subregions that lie completely inside the region R. (See Figure 14.7c, where we have labeled these rectangles.) We call the collection of these rectangles an inner partition of R. For instance, in the inner partition indicated in Figure 14.7c, there are nine subregions. z y
 
 y d
 
 d
 
 R1 R2 R3 R4 R5 R6 R7
 
 R
 
 R8 R9
 
 O
 
 y
 
 c
 
 c a
 
 b
 
 x
 
 a
 
 x
 
 b
 
 x
 
 FIGURE 14.7b
 
 FIGURE 14.7c
 
 FIGURE 14.7d
 
 Grid for a general region
 
 Inner partition
 
 Sample volume box
 
 From this point on, we proceed essentially as we did for the case of a rectangular region. That is, on each rectangular subregion Ri (i = 1, 2, . . . , n) in an inner partition, we construct a rectangular box of height f (u i , vi ), for some point (u i , vi ) ∈ Ri . (See Figure 14.7d for a sample box.) The volume Vi beneath the surface and above Ri is then approximately Vi ≈ Height × Area of base = f (u i , vi ) Ai , where we again denote the area of Ri by Ai . The total volume V lying beneath the surface and above the region R is then approximately V ≈
 
 n 
 
 f (u i , vi ) Ai .
 
 (1.6)
 
 i=1
 
 We define the norm of the inner partition P to be the length of the largest diagonal of any of the rectangles R1 , R2 , . . . , Rn . Notice that as we make P smaller and smaller, the inner partition fills in R nicely (as in Figure 14.8a) and the approximate volume given by (1.6) should get closer and closer to the actual volume. (See Figure 14.8b.) We then have V = lim
 
 ||P||→0
 
 n 
 
 f (u i , vi ) Ai ,
 
 i=1
 
 assuming the limit exists and is the same for every choice of the evaluation points.
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 z y d
 
 O
 
 y
 
 c a
 
 x
 
 b
 
 x
 
 FIGURE 14.8a
 
 FIGURE 14.8b
 
 Refined grid
 
 Approximate volume
 
 More generally, we have Definition 1.3.
 
 REMARK 1.2 DEFINITION 1.3
 
 Once again, it can be shown that if f is continuous on R, then it is integrable over R, although the proof is beyond the level of this course.
 
 For any function f defined on a bounded region R ⊂ R2 , we define the double integral of f over R by  n  f (x, y) dA = lim f (u i , vi ) Ai , (1.7) P→0
 
 R
 
 provided the limit exists and is the same for every choice of the evaluation points (u i , vi ) in Ri , for i = 1, 2, . . . , n. In this case, we say that f is integrable over R.
 
 y y  g2(x)
 
 Calculating a double integral over a nonrectangular region is a bit more complicated than it was for the case of a rectangular region and depends on the exact form of R. We first consider the case where the region R lies between the vertical lines x = a and x = b, with a < b, has a top defined by the curve y = g2 (x) and a bottom defined by y = g1 (x), where g1 (x) ≤ g2 (x) for all x in (a, b). That is, R has the form
 
 R y  g1(x)
 
 a
 
 x
 
 b
 
 R = {(x, y)|a ≤ x ≤ b and g1 (x) ≤ y ≤ g2 (x)}. See Figure 14.9a for a typical region of this form lying in the first quadrant of the x y-plane. Think about this for the special case where f (x, y) ≥ 0 on R. Here, the double integral of f over R gives the volume lying beneath the surface z = f (x, y) and above the region R in the x y-plane. We can find this volume by the method of slicing, just as we did for the case of a double integral over a rectangular region. From Figure 14.9b, observe that for each fixed x ∈ [a, b], the area of the slice lying above the line segment indicated and below the surface z = f (x, y) is given by
 
 FIGURE 14.9a The region R z z  f (x, y)
 
  x A(x)
 
 i=1
 
 A(x) =
 
 g2 (x)
 
 f (x, y) dy.
 
 g1 (x)
 
 b
 
 The volume of the solid is then given by equation (2.1) in section 5.2 to be
 
 a
 
 R
 
 O
 
  V =
 
 a
 
 b
 
  A(x) d x =
 
 y
 
 FIGURE 14.9b Volume by slicing
 
 Recognizing the volume as V = case where f (x, y) ≥ 0 on R.
 
 
 
 a
 
 b
 
 
 
 g2 (x)
 
 f (x, y) d y d x.
 
 g1 (x)
 
 f (x, y) dA proves the following theorem, for the special
 
 R
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 THEOREM 1.2 Suppose that f is continuous on the region R defined by R = {(x, y)|a ≤ x ≤ b and g1 (x) ≤ y ≤ g2 (x)}, for continuous functions g1 and g2 , where g1 (x) ≤ g2 (x), for all x in [a, b]. Then,   b  g2 (x) f (x, y) dA = f (x, y) d y d x.
 
 Be sure to draw a reasonably good sketch of the region R before you try to write down the iterated integrals. Without doing this, you may be lucky enough (or clever enough) to get the first few exercises to work out, but you will ultimately be doomed to failure. It is essential that you have a clear picture of the region in order to set up the integrals correctly.
 
 a
 
 R
 
 g1 (x)
 
 Although the general proof of Theorem 1.2 is beyond the level of this text, the derivation given above for the special case where f (x, y) ≥ 0 should help to make some sense of this. We illustrate the process of writing a double integral as an iterated integral in example 1.3.
 
 y
 
 EXAMPLE 1.3
 
 Evaluating a Double Integral
 
 Let R be the region bounded by the graphs of y = x, y = 0 and x = 4. Evaluate  2 (4e x − 5 sin y) dA.
 
 y⫽x
 
 R
 
 R
 
 y⫽0
 
 x 4
 
 Solution First, we draw a graph of the region R in Figure 14.10. To help with determining the limits of integration, we have drawn a line segment illustrating that for each fixed value of x on the interval [0, 4], the y-values range from 0 up to x. From Theorem 1.2, we have  4 x  2 x2 (4e − 5 sin y) dA = (4e x − 5 sin y) d y d x (1.8)
 
 FIGURE 14.10
 
 0
 
 R
 
 The region R
 
 
 
 0 4
 
 =
 
 y=0
 
 0
 
 
 
 4
 
 =
 
  y=x  (4ye + 5 cos y)  d x x2
 
 (4xe x + 5 cos x − 5) d x 2
 
 0
 
 4 2  = (2e x + 5 sin x − 5x)  0
 
 = 2e16 + 5 sin 4 − 22 ≈ 1.78 × 107 . Be very careful here; there are plenty of traps to fall into. The most common error is to simply look for the minimum and maximum values of x and y and mistakenly write   4 4 f (x, y) dA = f (x, y) d y d x. This is incorrect! R
 
 0
 
 0
 
 Notice that instead of integrating over the region R shown in Figure 14.10, as in (1.8), this corresponds to integration over the rectangle 0 ≤ x ≤ 4, 0 ≤ y ≤ 4. „ As with any other integral, iterated integrals often cannot be evaluated symbolically (even with a very good computer algebra system). In such cases, we must rely on approximate methods. This is easily accomplished if you evaluate the inner integral symbolically and then use a numerical method (e.g., Simpson’s Rule) to approximate the outer integral.
 
 EXAMPLE 1.4 Evaluate
 
  R 2
 
 Approximate Limits of Integration
 
 (x 2 + 6y) dA, where R is the region bounded by the graphs of y = cos x
 
 and y = x .
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 SECTION 14.1
 
 y
 
 y  x2
 
 R
 
 0.824 . . .
 
 y  cos x x
 
 ..
 
 Double Integrals
 
 911
 
 Solution Notice that the inner limits of integration are easy to see from Figure 14.11; for each fixed x, y ranges from x 2 up to cos x. To find the outer limits, we must find the intersections of the two curves by solving the equation cos x = x 2 . We can’t solve this exactly, but using a numerical procedure (e.g., Newton’s method or one built into your calculator or computer algebra system), we get approximate intersections of x ≈ ±0.82413. From Theorem 1.2, we now have   0.82413  cos x 2 (x + 6y) dA ≈ (x 2 + 6y) d y d x
 
 0.824 . . .
 
 −0.82413
 
 R
 
  =
 
 −0.82413
 
 
 
 FIGURE 14.11 The region R
 
 =
 
 0.82413
 
 0.82413 −0.82413
 
 x2
 
  x2y + 6
 
 y2 2
 
  y=cos x    2 dx y=x
 
 [(x 2 cos x + 3 cos2 x) − (x 4 + 3x 4 )] d x
 
 ≈ 3.659765588,
 
 y
 
 where we have evaluated the last integral approximately, even though it could be done exactly, using integration by parts and a trigonometric identity. „
 
 d
 
 x  h1(y)
 
 R
 
 Not all double integrals can be computed using the technique of examples 1.3 and 1.4. Often, it is necessary (or at least convenient) to think of the geometry of the region R in a different way. Suppose that the region R has the form
 
 x  h 2(y)
 
 x
 
 c
 
 FIGURE 14.12
 
 R = {(x, y)|c ≤ y ≤ d and h 1 (y) ≤ x ≤ h 2 (y)}, as indicated in Figure 14.12. Then, much as in Theorem 1.2, we can write double integrals as iterated integrals, as in Theorem 1.3.
 
 Typical region
 
 THEOREM 1.3
 
 TODAY IN MATHEMATICS Mary Ellen Rudin (1924 – ) An American mathematician who published more than 70 research papers while supervising Ph.D. students, raising four children and earning the love and respect of students and colleagues. As a child, she and her friends played games that were “very elaborate and purely in the imagination. I think actually that that is something that contributes to making a mathematician—having time to think and being in the habit of imagining all sorts of complicated things.” She says, “I’m very geometric in my thinking. I’m not really interested in numbers.” She describes her teaching style as, “I bubble and I get students enthusiastic.”
 
 Suppose that f is continuous on the region R defined by R = {(x, y)|c ≤ y ≤ d and h 1 (y) ≤ x ≤ h 2 (y)}, for continuous functions h 1 and h 2 , where h 1 (y) ≤ h 2 (y), for all y in [c, d]. Then,  d  h 2 (y)  f (x, y) dA = f (x, y) d x d y. R
 
 c
 
 h 1 (y)
 
 The general proof of this theorem is beyond the level of this course, although the reasonableness of this result should be apparent from Theorem 1.2 and the analysis preceding that theorem, for the special case where f (x, y) ≥ 0 on R.
 
 EXAMPLE 1.5 Write
 
 
 
 Integrating First with Respect to x
 
 f (x, y) dA as an iterated integral, where R is the region bounded by the graphs
 
 R
 
 of x = y 2 and x = 2 − y. Solution From the graph of the region in Figure 14.13a (on the following page), notice that integrating first with√respect to y is not a very good choice, since the upper boundary of the region is y = x for 0 ≤ x ≤ 1 and y = 2 − x for 1 ≤ x ≤ 4. A more reasonable choice is to use Theorem 1.3 and integrate first with respect to x. In Figure 14.13b (on the following page), we have included a horizontal line segment indicating the inner limits of integration: for each fixed y, x runs from x = y 2 over to x = 2 − y. The value of y then runs between the values at the intersections of the two curves. To find these, we solve y 2 = 2 − y or 0 = y 2 + y − 2 = (y + 2) (y − 1),
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 y
 
 y
 
 3 y  x
 
 2
 
 x  y2
 
 1
 
 1 R
 
 R
 
 x 1
 
 2
 
 3
 
 4
 
 x
 
 5
 
 1
 
 x2y
 
 y  x
 
 2
 
 2
 
 y2x
 
 FIGURE 14.13a
 
 FIGURE 14.13b
 
 The region R
 
 The region R
 
 so that the intersections are at y = −2 and y = 1. From Theorem 1.3, we now have  1  2−y  f (x, y) dA = f (x, y) d x d y. −2
 
 R
 
 y2
 
 „
 
 You will often have to choose which variable to integrate with respect to first. Sometimes, you make your choice on the basis of the region. Often, a double integral can be set up either way but is much easier to calculate one way than the other. This is the case in example 1.6. y
 
 EXAMPLE 1.6
 
 Evaluating a Double Integral
 
 Let  R be2 the region bounded by the graphs of y = (2x y + 2y cos x) dA.
 
 3
 
 √
 
 x, x = 0 and y = 3. Evaluate
 
 R
 
 R
 
 Solution We show a graph of the region in Figure 14.14. From Theorem 1.3, we have   3  y2 (2x y 2 + 2y cos x) dA = (2x y 2 + 2y cos x) d x d y
 
 x  y2
 
 0
 
 R
 
 
 
 x
 
 3
 
 =
 
 9
 
 
 
 FIGURE 14.14
 
 x=y 2  (x 2 y 2 + 2y sin x)  dy x=0
 
 0 3
 
 =
 
 The region R
 
 0
 
 (y 6 + 2y sin y 2 ) dy
 
 0
 
  =
 
 3  y7 2  − cos y  7 0
 
 37 − cos 9 + cos 0 ≈ 314.3. 7 Alternatively, integrating with respect to y first, we get  9 3  (2x y 2 + 2y cos x) dA = (2x y 2 + 2y cos x) d y d x √ =
 
 0
 
 R
 
  =
 
 
 
 9
 
 
 
 0
 
  = 0
 
 x
 
  y=3  y3 2 + y cos x  √ d x 2x 3 y= x
 
 9 
 
 2 x(27 − x 3/2 ) + (32 − x) cos x d x, 3
 
 which leaves you with an integration by parts to carry out. We leave the details as an exercise. Which way do you think is easier? „
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 913
 
 In example 1.6, we saw that changing the order of integration may make a given double integral easier to compute. As we see in example 1.7, sometimes you will need to change the order of integration in order to evaluate a double integral.
 
 1
 
 EXAMPLE 1.7 yx
 
 R
 
 A Case Where We Must Switch the Order of Integration 
 
 1
 
 
 
 1
 
 Evaluate the iterated integral 0
 
 x 1
 
 FIGURE 14.15 The region R
 
 CAUTION
 
 2
 
 y
 
 Solution First, note that we cannot evaluate the integral the way it is presently 2 written, as we don’t know an antiderivative for e x . On the other hand, if we switch the order of integration, the integral becomes quite simple, as follows. First, recognize that for each fixed y on the interval [0, 1], x ranges from y over to 1, giving us the triangular region of integration shown in Figure 14.15. If we switch the order of integration, notice that for each fixed x in the interval [0, 1], y ranges from 0 up to x and we get the double iterated integral:  1 x  1 1 2 x2 e dx dy = ex d y d x y
 
 0
 
 Carefully study the steps we used to change the order of integration in example 1.7. Notice that we did not simply swap the two integrals, nor did we just switch y’s to x’s on the inside limits. When you change the order of integration, it is extremely important that you sketch the region over which you are integrating, as in Figure 14.15. This allows you to see the orientation of the different parts of the boundary of the region. Failing to do this is the single most common error made by students at this point. This is a skill you need to practice, as you will use it throughout the rest of the course. (Sketching a picture takes only a few moments and will help you to avoid many fatal errors. So, do this routinely!)
 
 e x d x d y.
 
 0
 
  = 
 
 0
 
 1
 
 y=0
 
 0 1
 
 =
 
  y=x  2 e x y  d x e x x d x. 2
 
 0
 
 We can evaluate this last integral with the substitution u = x 2 , since du = 2x d x and the first integration has conveniently provided us with the needed factor of x. We have   1 1 1 1 x2 x2 e dx dy = e (2x) d x 2 0     0 y eu
 
 du
 
  1 2 x=1 1 = e x  = (e1 − 1). 2 2 x=0 „ We complete the section by stating several simple properties of double integrals.
 
 THEOREM 1.4 Let f and g be integrable over the region R ⊂ R2 and let c be any constant. Then, the following hold:   (i) c f (x, y) dA = c f (x, y) dA,
 
 y
 
 R
 
 R
 
 R
 
 R1
 
 
 
 [ f (x, y) + g(x, y)] dA =
 
 (ii)
 
  f (x, y) dA +
 
 R
 
 g(x, y) dA and R
 
 (iii) if R = R1 ∪ R2 , where R1 and R2 are nonoverlapping regions (as in Figure 14.16), then    f (x, y) dA = f (x, y) dA + f (x, y) dA.
 
 R2
 
 R
 
 R1
 
 R2
 
 x
 
 FIGURE 14.16 R = R1 ∪ R2
 
 Each of these follows directly from the definition of double integral in (1.7) and the proofs are left as exercises.
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 BEYOND FORMULAS You should think of double integrals in terms of the Rule of Three: symbolic, graphical and numerical interpretations. Symbolically, you compute double integrals as iterated integrals, where the greatest challenge is correctly setting up the limits of integration. Graphically, the volume calculation that motivates Definition 1.2 is analogous to the area interpretation of single integrals. Numerically, double integrals can be approximated by Riemann sums. From your experience with single integrals and partial derivatives in Chapter 13, what percentage of double integrals do you expect to be able to evaluate symbolically?
 
 EXERCISES 14.1 WRITING EXERCISES 1. If f (x, y) ≥ 0 on a region R, then
 
 
 
 f (x, y) dA gives the vol-
 
 R
 
 ume of the solid above the region R in the x y-plane and below the surface z = f (x, y). If f (x, y) ≥ 0 on a region R1 and f (x, y) ≤ 0 on a region   R2 , discuss the geometric meaning of f (x, y) dA and f (x, y) dA, where R = R1 ∪ R2 . R2
 
 R
 
 
 
 In exercises 5–8, find the volume beneath the surface and above the rectangular region. 5. z = x 2 + y 2 , 0 ≤ x ≤ 3, 1 ≤ y ≤ 4 6. z = 3x 2 + 2y, 1 ≤ x ≤ 3, 0 ≤ y ≤ 1 7. z = 6 + xe x + 2y sin y, 0 ≤ x ≤ 2, 1 ≤ y ≤ 4  8. z = 4 − x 2 y + y 1 + y 2 , −1 ≤ x ≤ 1, 0 ≤ y ≤ 3
 
 f (x, y) dA requires that the norm of the
 
 ............................................................
 
 partition P approaches 0. Explain why it is not enough to simply require that the number of rectangles n in the partition approaches ∞.
 
 In exercises 9 and 10, evaluate the double integral.  9. (1 − ye x y ) dA, where R = {(x, y)| 0 ≤ x ≤ 2, 0 ≤ y ≤ 3}
 
 2. The definition of
 
 R
 
 3. When computing areas between curves in section 5.1, we discussed strategies for deciding whether to integrate with respect to x or y. Compare these strategies to those given in this section for deciding which variable to use as the inside variable of a double integral. 4. Suppose you (or your software) are using Riemann  sums to approximate a particularly difficult double integral f (x, y) dA.
 
 R
 
 10.
 
 R
 
 In exercises 1–4, compute the Riemann sum for the given function and region, a partition with n rectangles divided as indicated and the given evaluation rule. 1. f (x, y) = x + 2y , 0 ≤ x ≤ 2, −1 ≤ y ≤ 1, evaluate at the center of each rectangle; (a) n = 4, divide at x = 1, y = 0; (b) n = 8, divide at x = 1, y = −0.5, y = 0, y = 0.5 2
 
 2. f (x, y) = 4x 2 + y, 1 ≤ x ≤ 5, 0 ≤ y ≤ 2, evaluate at the center of each rectangle; (a) n = 4, divide at x = 3, y = 1; (b) n = 8, divide at x = 2, x = 3, x = 4, y = 1 3. f (x, y) = x + 2y 2 , 0 ≤ x ≤ 2, −1 ≤ y ≤ 1, evaluate at the lower right of each rectangle; (a) n = 4, divide at x = 1, y = 0; (b) n = 8, divide at x = 0.5, x = 1, x = 1.5, y = 0 4. f (x, y) = 4x + y, 1 ≤ x ≤ 5, 0 ≤ y ≤ 2, evaluate at the upper left of each rectangle; (a) n = 4, divide at x = 3, y = 1; (b) n = 8, divide at x = 3, y = 0.5, y = 1, y = 1.5 2
 
 √ (3x − 4x x y) dA, where R = {(x, y)| 0 ≤ x ≤ 4, 0 ≤ y ≤ 9}
 
 ............................................................ In exercises 11–24, evaluate the iterated integral.  2  x2  1  2x (x + 2y) d y d x 12. (x + 3) d y d x 11. 
 
 R
 
 Further, suppose that R = R1 ∪ R2 and the function f (x, y) is nearly constant on R1 but oscillates wildly on R2 , where R1 and R2 are nonoverlapping regions. Explain why you would need more rectangles in R2 than R1 to get equally accurate approximations. Thus, irregular partitions can be used to improve the efficiency of numerical integration routines.
 
 
 
 0 1
 
 13. 0
 
  15.
 
 2
 
  
 
 0
 
 
 
 2t
 
 √ (4u t + t) du dt
 
 1 2
 
 19.
 
 
 
 
 
 2
 
 ey d x d y
 
 16. 
 
 1/u
 
 18.
 
 0
 
 
 
 x
 
 21. 
 
 0
 
 1
 
 
 
 1
 
 
 
 0
 
 23. 0
 
 1
 
 0 x
 
 
 
 u2 + 1 du dt t2 + 1
 
 22. 
 
 (x − 2y)e x−2y d y d x
 
 0
 
 0
 
 θ sin(r θ ) dr dθ 
 
 0
 
 
 
 1
 
 
 
 1
 
 
 
 2/x
 
 b2
 
 1
 
 
 
 x2
 
 0
 
 0
 
 24.
 
 2
 
 0
 
 0
 
 t
 
 
 
 ex y d y d x
 
 0
 
 0
 
 20.
 
 ye d y d x 0
 
 2
 
 1
 
 3x
 
 
 
 π 0
 
 2y
 
 
 
 0
 
 0
 
 14.
 
 0
 
 cos (uy) dy du 
 
 
 
 0 4
 
 17.
 
 0
 
 v
 
 3 da db 4 + b3 x +1 dy dx (y + 1)2
 
 √ u + v du dv
 
 1 x
 
 x 2 ex y d y d x
 
 0
 
 ............................................................ In exercises 25–32, find an integral equal to the volume of the solid bounded by the given surfaces and evaluate the integral. 25. z = x 2 + y 2 , z = 0, y = x 2 , y = 1 26. z = 3x 2 + 2y, z = 0, y = 1 − x 2 , y = 0 27. z = 6 − x − y, z = 0, x = 4 − y 2 , x = 0 28. z = 4 − 2y, z = 0, x = y 4 , x = 1
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 29. z = y 2 , z = 0, y = 0, y = x, x = 2
 
 52. (a)
 
 30. z = x 2 , z = 0, y = x, y = 4, x = 0 32. z = 1 − x − y, z = 0, x = 2, x = 3, y = 3, y = 4
 
 ............................................................ In exercises 33–36, approximate the double integral.  (2x − y) dA, where R is bounded by y = sin x and 33. R
 
 y = 1 − x2  34. (2x − y) dA, where R is bounded by y = e x and y = 2 − x 2 R
 
  R
 
 36.
 
 2
 
 e x d A, where R is bounded by y = x 2 and y = 1
 
   R
 
 y 2 + 1 dA, where R is bounded by x = 4 − y 2 and x = 0
 
 ............................................................ In exercises 37–42, change the order of integration.  1  2x  1 2 37. f (x, y) d y d x 38. f (x, y) d y d x 0
 
  39.
 
 0
 
 2
 
 
 
 0
 
 
 
 4
 
 0
 
  41.
 
 0
 
 
 
 
 
 4
 
 
 
 ln y
 
 f (x, y) d x d y
 
 In exercises 43–46, evaluate the iterated integral by first changing the order of integration.  2 2  1 1 3 2 43. 2e y d y d x 44. dy dx √ 4 + y3 x 0 x 0  1 1  1 1 3 3xe x d x d y 46. cos x 3 d x d y 45. √ y
 
 y
 
 0
 
 ............................................................ 
 
 1
 
 47. (a) Show that
 
 
 
 
 
 2x
 
 2
 
 
 
 √ 1−x 2
 
 
 
 Double Integrals
 
  (x + y ) d y d x 2
 
 2
 
 √ 1−x 2
 
 
 
 1/2
 
 (b) 0
 
 0
 
 915
 
 (x 2 + y 2 ) d y d x
 
 0
 
 ............................................................ In exercises 53 and 54, evaluate the iterated integral by sketching a graph and using a basic geometric formula.  1  √1−x 2  1 − x 2 − y2 d y d x 53. √ −1
 
 −
 
 1−x 2
 
  2  √4−y 2  4 − x 2 − y2 d x d y 54. √
 
 − 4−y 0 ............................................................ 2
 
 
 
 b
 
 
 
 
 
 d
 
 
 
 b
 
 55. (a) Prove that f (x)g(y) d y d x = f (x) d x a  d a c g(y) dy for continuous functions f and g. c  2π  38 2 e−4y sin x dy d x. (b) Quickly evaluate 0
 
 15
 
 56. Prove Theorem 1.4. 57. (a) For the table of function values here, use upper-left corner  1 1 evaluations to estimate f (x, y) d y d x. 0
 
 0 1 0 ............................................................
 
 0
 
 1
 
 2y
 
 0
 
 2
 
 42.
 
 f (x, y) d y d x
 
 ex
 
 
 
 f (x, y) d x d y
 
 2y ln 4
 
 2x
 
 1
 
 40.
 
 f (x, y) d x d y
 
  0
 
 31. z = x 2 + y 2 − 4, z = 0, x = −1, x = 1, y = −1, y = 1
 
 35.
 
 ..
 
 SECTION 14.1
 
 y 0.0 0.25 0.5 0.75 1.0
 
 x
 
 0
 
 0.0
 
 0.25
 
 0.5
 
 0.75
 
 1.0
 
 2.2 2.3 2.5 2.8 3.2
 
 2.0 2.1 2.3 2.6 3.0
 
 1.7 1.8 2.0 2.3 2.8
 
 1.4 1.6 1.8 2.2 2.7
 
 1.0 1.1 1.4 1.8 2.5
 
 (b) Repeat with lower-right corner evaluations. 58. (a) For the table of function values in exercise 57, use upper 1  0.5 f (x, y) d y d x. right corner evaluations to estimate 0
 
 0
 
 (b) Repeat with lower-left corner evaluations.
 
 y/2
 
 x 2 d y d x =
 
 x 2 d x d y.
 
 (b) Sketch the solids whose volumes are given in part (a) and explain why the volumes are not equal.
 
 59. For the function in exercise 57, use an inner√partition and lower 1  1−x 2 f (x, y) d y d x. right corner evaluations to estimate
 
 48. (a) Determine whether your CAS can evaluate the integrals  2  2 2 2 2 2e y dy and 2e y d y d x.
 
 60. Use the function in exercise 57, an inner partition and upper 1  1−y right corner evaluations to estimate f (x, y) d x d y.
 
 0
 
 x
 
 0
 
 0
 
 0
 
 0
 
 x
 
 0
 
 (b) Based on your result, does it appear that your CAS can switch orders of integration to evaluate a double integral?
 
 ............................................................ In exercises 49–52, sketch the solid whose volume is described by the given iterated integral. 49. (a)
 
  3 0
 
 50. (a)
 
 
 
 4
 
 0 4−x
 
  (4 − x − y) d y d x
 
 0
 
 −2
 
 
 
 2
 
 −
 
 4−x 2
 
 (4 − x 2 − y 2 ) d y d x
 
  √4−x 2
 
 0
 
 0
 
 0
 
 0
 
 y
 
 0
 
 (4 − x − y) d y d x
 
 1.4 1.2 1 0.8 0.6 0.4 0.2
 
 z=1 z=2 z=3 z=4 x
 
 0.80.6 0.4 0.2
 
 (4 − x 2 − y 2 ) d y d x
 
 (b)
 
 4−x
 
 (b)
 
  2  √4−x 2 √
 
 (6 − 2x − y) d y d x
 
 0
 
 2 0
 
 0
 
 61. Use the contour plot to determine which is the best estimate of  1 1 (a) f (x, y) d y d x: 1, 2 or 4 −1 0  1  1−x f (x, y) d y d x: 1, 2 or 4. (b)
 
 6−2x
 
 (b)
 
 0
 
 0
 
 51. (a)
 
  1
 
 6−2x
 
 (6 − 2x − y) d y d x
 
 0
 
 0
 
 0.2 0.4 0.6 0.8
 
 0.4
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 62. From the Fundamental Theorem of Calculus, we have  b
 
 f (x) d x = f (b) − f (a). Find the corresponding rule for a  d b f x y (x, y) d x d y. Use evaluating the double integral c 1 a 1 this rule to evaluate 24x y 2 d x d y, with 0
 
 f (x, y) = 3x + 4x 2 y 3 + y 2 .
 
 EXPLORATORY EXERCISES 1. As mentioned in the text, numerical methods for approximating double integrals can be troublesome. The Monte Carlo method makes clever use of probability theory to approximate  f (x, y) dA for a bounded region R. Suppose, for example, R
 
 0
 
 that R is contained within the rectangle 0 ≤ x ≤ 1, 0 ≤ y ≤ 1. Generate two random numbers a and b from the uniform distribution on [0, 1]; this means that every number between 0 and 1 is in some sense equally likely. Determine whether or not the point (a, b) is in the region R and then repeat the process a large number of times. If, for example, 64 out of 100 points generated were within R, explain why a reasonable estimate of the area of R is 0.64 times the area of the rectangle 0 ≤ x ≤ 1, 0 ≤ y ≤ 1. For each point (a, b) that is within R, compute f (a, b). If the average of all of these function values is 13.6, explain why a reasonable estimate of f (x, y) dA is
 
 63. Determine whether the rule from exercise 62 holds for double integrals over nonrectangular regions. Test it on  1 x 24x y 2 d y d x. 0
 
 0
 
 64. Repeat exercise 63 with f (x, y) = 4x 2 + 4x 2 y 3 + sin y. Explain why you get the same value, and discuss which f is easier to use. 65. Evaluate the integral by rewriting it as a double integral and switching the order of integration.  2 (a) [tan−1 (4 − x) − tan−1 x] d x
 
 R
 
 (0.64)(13.6) = 8.704. Use the Monte Carlo method to estimate  2  √x sin(x y) d y d x. (Hint: Show that y is between ln 1 = 0 1 ln √x and 2 < 2.)
 
 0
 
  (b)
 
 1/2
 
 [sin−1 (1 − x) − sin−1 x] d x
 
 2. Improper double integrals can be treated much like improper ∞∞ single integrals. Evaluate 0 0 e−2x−3y d x d y by first evaluatR ing the inside integral as lim 0 e−2x−3y d x. To explore
 
 0
 
  66. Evaluate
 
 2
 
 
 
 2y
 
 f (x, y) d x d y for (a) f (x, y) = min{2x, y} 0
 
 0
 
 R→∞
 
 whether integral is well the integral as  defined, evaluate   the  2R  R 2 R R lim 0 0 e−2x−3y d x d y and lim 0 0 e−2x−3y d x d y . R→∞ R→∞  2 Then evaluate R e−x −y d A, where R is the portion of the xy-plane with 0 ≤ x ≤ y.
 
 (b) f (x, y) = min{x, y }. 2
 
 14.2 AREA, VOLUME AND CENTER OF MASS y
 
 To use double integrals to solve problems, it’s very important that you recognize what each component of the integral represents. For this reason, we pause briefly to set up a double iterated integral as a double sum. Consider the case of a continuous function f , where f (x, y) ≥ 0 on some region R ⊂ R2 . If R has the form
 
 y  g2(x)
 
 R = {(x, y)|a ≤ x ≤ b and g1 (x) ≤ y ≤ g2 (x)},
 
 R y  g1(x)
 
 a
 
 b
 
 FIGURE 14.17 The region R
 
 x
 
 as indicated in Figure 14.17, then we have from our work in section 14.1 that the volume V lying beneath the surface z = f (x, y) and above the region R is given by  b  g2 (x)  b A(x) d x = f (x, y) d y d x. (2.1) V = a
 
 a
 
 g1 (x)
 
 Here, for each fixed x, A(x) is the area of the cross section of the solid corresponding to that particular value of x. Our aim is to write the volume integral in (2.1) in a slightly different way from our derivation in section 14.1. First, notice that by the definition of definite integral, we have that  b n  A(x) d x = lim A(ci ) xi , (2.2) a
 
 P1 →0
 
 i=1
 
 where P1 represents a partition of the interval [a, b], ci is some point in the ith subinterval [xi−1 , xi ] and xi = xi − xi−1 (the width of the ith subinterval). For each fixed x ∈ [a, b],
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 Area, Volume and Center of Mass
 
 since A(x) is the area of the cross section, we have that  g2 (x) m  A(x) = f (x, y) dy = lim f (x, vj )yj , ||P2 ||→0
 
 g1 (x)
 
 (2.3)
 
 j=1
 
 where P2 represents a partition of the interval [g1 (x), g2 (x)], vj is some point in the jth subinterval [y j−1 , yj ] of the partition P2 and yj = yj − y j−1 (the width of the jth subinterval). Putting (2.1), (2.2) and (2.3) together, we get n  A(ci )xi V = lim
 
 z
 
 P1 →0
 
 P1 →0
 
 y
 
 FIGURE 14.18 Volume of a typical box 
 
 
 
 m 
 
 lim
 
 P2 →0
 
 i=1
 
 = lim
 
 xi yj
 
 i=1 n 
 
 = lim
 
 f (ci , vj)
 
 O
 
 x
 
 917
 
 lim
 
 P1 →0 P2 →0
 
  f (ci , vj )yj xi
 
 j=1
 
 m n  
 
 f (ci , vj )yj xi .
 
 (2.4)
 
 i=1 j=1
 
 The double summation in (2.4) is called a double Riemann sum. Notice that each term corresponds to the volume of a box of length xi , width yj and height f (ci , vj ). (See Figure 14.18.) Observe that by superimposing the two partitions, we have produced an inner partition of the region R. If we represent this inner partition of R by P and the norm of the partition P by P, the length of the longest diagonal of any rectangle in the partition, we can write (2.4) with only one limit, as m n   V = lim f (ci , vj )yj xi . (2.5) P→0
 
 i=1 j=1
 
 When you write down an iterated integral representing volume, you can use (2.5) to help identify each of the components as follows: m n  
 
 V = lim
 
 P→0
 
  =
 
 b
 
 
 
 a
 
 i=1 j=1 g2 (x)
 
 g1 (x)
 
 f (ci , vj ) yj xi      height
 
 width length
 
 f (x, y) dy d x .      height
 
 (2.6)
 
 width length
 
 You should make at least a mental picture of the components of the integral in (2.6), keeping in mind the corresponding components of the Riemann sum. We leave it as an exercise to show that for a region of the form R = {(x, y)|c ≤ y ≤ d and h 1 (y) ≤ x ≤ h 2 (y)}, we get a corresponding interpretation of the iterated integral: V = lim
 
 n m  
 
 P→0
 
  =
 
 d c
 
 
 
 j=1 i=1 h 2 (y)
 
 h 1 (y)
 
 f (ci , vj ) xi yj      height
 
 length width
 
 f (x, y) d x dy .      height
 
 (2.7)
 
 length width
 
  Observe that for any bounded region R ⊂ R2 , 1 dA, which we sometimes write simply R  as dA, gives the volume under the surface z = 1 and above the region R in the R
 
 xy-plane. Since all of the cross sections parallel to the xy-plane are the same, the solid is a cylinder and so, its volume is the product of its height (1) and its cross-sectional area. That is,  d A = (1) (Area of R) = Area of R. (2.8) R
 
 So, we now have the option of using a double integral to find the area of a plane region.
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 EXAMPLE 2.1 yx3
 
 Find the area of the plane region bounded by the graphs of x = y 2 , y − x = 3, y = −3 and y = 2. (See Figure 14.19.)
 
 y2 x dx dy R
 
 Using a Double Integral to Find Area
 
 y  3 x  y2
 
 Solution Note that we have indicated in the figure a small rectangle with sides dx and dy, respectively. This helps to indicate the limits for the iterated integral. From (2.8), we have   2  y2  2 x=y 2  A= dA = dx dy = x  dy −3
 
 R
 
  =
 
 FIGURE 14.19 The region R
 
 2
 
  [y − (y − 3)] dy = 2
 
 −3
 
 −3
 
 y−3
 
 x=y−3
 
 2  y3 175 y2 − + 3y  = . 3 2 6 „ −3
 
 Think about example 2.1 a little further. Recall that we had worked similar problems in section 5.1 using single integrals. In fact, you might have set up the desired area directly as  2 [y 2 − (y − 3)] dy, A= −3
 
 exactly as you see in the second line of work above. While we will sometimes use double integrals to more easily solve familiar problems, double integrals will allow us to solve many new problems as well. We have already developed formulas for calculating the volume of a solid lying below a surface of the form z = f (x, y) and above a region R (of several different forms), lying in the xy-plane. As you will see in examples 2.2–2.4, the challenge in setting up the iterated integrals comes in seeing the region R that the solid lies above and then determining the limits of integration for the iterated integrals.
 
 z
 
 2 2x  y  z  2
 
 EXAMPLE 2.2
 
 ~
 
 Find the volume of the tetrahedron bounded by the plane 2x + y + z = 2 and the three coordinate planes.
 
 R
 
 1
 
 Using a Double Integral to Find Volume
 
 2
 
 y
 
 x
 
 FIGURE 14.20a Tetrahedron
 
 y 2
 
 Solution Since the plane 2x + y + z = 2 intersects the coordinate axes at the points (1, 0, 0), (0, 2, 0) and (0, 0, 2), it’s easy to sketch the solid. Simply connect the three points of intersection with the coordinate axes and you’ll get the graph of the tetrahedron (a four-sided object with all triangular sides) seen in Figure 14.20a. In order to use our volume formula, though, we’ll first need to visualize the tetrahedron as a solid lying below a surface of the form z = f (x, y) and lying above some region R in the xy-plane. Notice that the solid lies below the plane z = 2 − 2x − y and above the triangular region R in the xy-plane, as indicated in Figure 14.20a. Here, R is the triangular region bounded by the x- and y-axes and the trace of the plane 2x + y + z = 2 in the xy-plane. The trace is found by simply setting z = 0: 2x + y = 2. (See Figure 14.20b.) From (2.6), the volume is then 
 
 y  2  2x
 
 V = 1
 
 1
 
 
 
 0
 
 R
 
 2−2x 0
 
 (2 − 2x − y) dy  dx     height
 
 
 
 dy
 
 1
 
 =
 
 dx
 
 0
 
 
 
 x 1
 
 2
 
 FIGURE 14.20b The region R
 
 1
 
 = 0
 
 width length
 
  y 2  y=2−2x 2y − 2x y − dx 2  y=0
 
  
 
 (2 − 2x)2 2 2(2 − 2x) − 2x(2 − 2x) − dx = , 2 3
 
 where we leave the routine details of the final calculation to you. „
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 z
 
 EXAMPLE 2.3 O
 
 y
 
 x2
 
 FIGURE 14.21a Solid in the first octant y 2
 
 Finding the Volume of a Solid
 
 Solution First, draw a sketch of the solid. You should note that z = 4 − x 2 is a cylinder (since there’s no y term), x + y = 2 is a plane and x = 0, y = 0 and z = 0 are the coordinate planes. (See Figure 14.21a.) Notice that the solid lies below the surface z = 4 − x 2 and above the triangular region R in the xy-plane formed by the x- and y-axes and the trace of the plane x + y = 2 in the xy-plane (i.e., the line x + y = 2). This is shown in Figure 14.21b. Although we could integrate with respect to either x or y first, we integrate with respect to x first. From (2.7), we have  2  2−y (4 − x 2 )  d x dy V =     0 0 height
 
 x2y 1
 
 
 
 2
 
 =
 
 R dx
 
 2
 
 =
 
 x
 
 0
 
 2
 
 FIGURE 14.21b The region R
 
 EXAMPLE 2.4
 
 length width
 
  x 3 x=2−y 4x − dy 3 x=0
 
 
 
 0
 
 
 
 dy
 
 1
 
 919
 
 Find the volume of the solid lying in the first octant and bounded by the graphs of z = 4 − x 2 , x + y = 2, x = 0, y = 0 and z = 0.
 
 2
 
 x z4
 
 Area, Volume and Center of Mass
 
 We cannot emphasize enough the need to draw reasonable sketches of the solid and particularly of the base of the solid in the xy-plane. You may be lucky enough to guess the limits of integration for a few of the simpler problems, but don’t be deceived: you need to draw good sketches and look carefully to determine the limits of integration correctly.
 
 xy2
 
 2
 
 ..
 
 4(2 − y) − 
 
 (2 − y)3 20 dy = . 3 3 „
 
 Finding the Volume of a Solid Bounded Above the xy-Plane
 
 Find the volume of the solid bounded by the graphs of z = 2, z = x 2 + 1, y = 0 and x + y = 2. Solution First, observe that the graph of z = x 2 + 1 is a parabolic cylinder with axis parallel to the y-axis. It intersects the plane z = 2 where x 2 + 1 = 2 or x = ±1. This forms a long trough, which is cut off by the planes y = 0 (the xz-plane) and x + y = 2. (See Figure 14.22a.) The solid lies below z = 2 and above the cylinder z = x 2 + 1. You can view the integrand f (x, y) in (2.6) as the height of the solid above the point (x, y). Drawing a vertical line from the xy-plane through the solid in Figure 14.22a shows that the height of the solid is the difference between 2 and x 2 + 1, so that f (x, y) = 2 − (x 2 + 1) = 1 − x 2 . In Figure 14.22a, notice that the solid lies above the region R in the xy-plane bounded by y = 0, x + y = 2, x = −1 and x = 1. (See Figure 14.22b.) y
 
 NOTES Notice in example 2.4 that the limits of integration come from the two defining surfaces for y (that is, y = 0 and y = 2 − x) and the x-values for the intersection of the other two defining surfaces z = 2 and z = x 2 + 1. The defining surfaces and intersections are the sources of the limits of integration, but don’t just guess which one to put where: use a sketch of the surface to see how to arrange these elements.
 
 3 z 5
 
 2.5 2 1.5 1
 
 1.25 x 15
 
 R 1.25
 
 1
 
 0.5
 
 0.5 x 0
 
 0.5
 
 FIGURE 14.22a
 
 FIGURE 14.22b
 
 The solid
 
 The region R
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 It’s easy to see from Figure 14.22b that we should integrate with respect to y first. For each fixed x in the interval [−1, 1], y runs from 0 to 2 − x. The volume is then  1  2−x V = (1 − x 2 ) d y d x  =
 
 −1 1
 
 0
 
  y=2−x  (1 − x )y  dx 2
 
  =
 
 −1 1 −1
 
 y=0
 
 (1 − x 2 )(2 − x) d x =
 
 8 . 3 „
 
 Double integrals are used to calculate numerous quantities of interest in applications. We present one application in example 2.5, while others can be found in the exercises.
 
 EXAMPLE 2.5
 
 Estimating Population
 
 Suppose that f (x, y) = 20,000ye−x −y models the population density (population per square mile) of a species of small animals, with x and y measured in miles. Estimate the population in the triangular-shaped habitat with vertices (1, 1), (2, 1) and (1, 0). 2
 
 y 2
 
 2
 
 Solution The population in any region R is estimated by   2 2 f (x, y) dA = 20,000ye−x −y dA. 1
 
 R
 
 R
 
 x 1
 
 2
 
 FIGURE 14.23 Habitat region
 
 R
 
 [As a quick check on the reasonableness of this formula, note that f (x, y) is measured in units of population per square mile and the area increment dA carries units of square miles, so that the product f (x, y) dA carries the desired units of population.] Notice that 2 2 2 2 the integrand is 20,000ye−x −y = 20,000e−x ye−y , which suggests that we should integrate with respect to y first. As always, we first sketch a graph of the region R (shown in Figure 14.23). Notice that the line through the points (1, 0) and (2, 1) has the equation y = x − 1, so that R extends from y = x − 1 up to y = 1, as x increases from 1 to 2. We now have   2 1 2 2 f (x, y) dA = 20,000e−x ye−y d y d x x−1
 
 1
 
 R
 
  =
 
 2
 
 10,000e−x [e−(x−1) − e−1 ] d x ≈ 698, 2
 
 2
 
 1
 
 where we approximated the last integral numerically. „ y
 
 Moments and Center of Mass R
 
 x
 
 FIGURE 14.24a Lamina
 
 We close this section by briefly discussing a physical application of double integrals. Consider a thin, flat plate (a lamina) in the shape of the region R ⊂ R2 whose density (mass per unit area) varies throughout the plate (i.e., some areas of the plate are more dense than others). From an engineering standpoint, it’s often important to determine where you could place a support to balance the plate. We call this point the center of mass of the lamina. We’ll first need to find the total mass of the plate. For a real plate, we’d simply place it on a scale, but for our theoretical plate, we’ll need to be more clever. Suppose the lamina has the shape of the region R shown in Figure 14.24a and has mass density (mass per unit area) given by the function ρ(x, y). Construct an inner partition of R, as in Figure 14.24b. Notice that if the norm of the partition P is small, then the density will be nearly constant on each rectangle of the inner partition. So, for each i = 1, 2, . . . , n, pick some point (u i , vi ) ∈ Ri .
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 Then, the mass m i of the portion of the lamina corresponding to the rectangle Ri is given approximately by m i ≈ ρ(u i , vi ) Ai ,    
 
 R1 R2 R3
 
 mass/unit area area
 
 R4 R5 R6 R7
 
 where Ai denotes the area of Ri . The total mass m of the lamina is then approximately
 
 R8 R9
 
 m≈
 
 n 
 
 ρ(u i , vi ) Ai .
 
 i=1
 
 x
 
 FIGURE 14.24b Inner partition of R
 
 To get the mass exactly, we take the limit as P tends to zero, which you should recognize as a double integral:  n  m = lim ρ(u i , vi ) Ai = ρ(x, y) dA. (2.9) P→0
 
 i=1
 
 R
 
 Notice that if you want to balance a lamina like the one shown in Figure 14.24a, you’ll need to balance it both from left to right and from top to bottom. In the language of our previous discussion of center of mass in section 5.6, we’ll need to find the first moments: both left to right (we call this the moment with respect to the y-axis) and top to bottom (the moment with respect to the x-axis). First, we approximate the moment M y with respect to the y-axis. Assuming that the mass in the ith rectangle of the partition is concentrated at the point (u i , vi ), we have n  My ≈ u i ρ(u i , vi ) i=1
 
 (i.e., the sum of the products of the masses and their directed distances from the y-axis). Taking the limit as P tends to zero, we get  n  u i ρ(u i , vi ) = xρ(x, y) dA. (2.10) M y = lim P→0
 
 i=1
 
 R
 
 Similarly, looking at the sum of the products of the masses and their directed distances from the x-axis, we get the moment Mx with respect to the x-axis,  n  Mx = lim vi ρ(u i , vi ) = yρ(x, y) dA. (2.11) P→0
 
 i=1
 
 R
 
 The center of mass is the point (x¯ , y¯ ) defined by x¯ =
 
 EXAMPLE 2.6
 
 y  x2
 
 R
 
 −2
 
 R
 
  = x
 
 Lamina
 
 (2.12)
 
 Finding the Center of Mass of a Lamina
 
 2
 
 FIGURE 14.25
 
 Mx . m
 
 Solution We sketch the region in Figure 14.25. From (2.9), we have that the total mass of the lamina is given by  2 4  ρ(x, y) dA = (1 + 2y + 6x 2 ) d y d x m=
 
 4
 
 2
 
 y¯ =
 
 and
 
 Find the center of mass of the lamina in the shape of the region bounded by the graphs of y = x 2 and y = 4, having mass density given by ρ(x, y) = 1 + 2y + 6x 2 .
 
 y
 
 2
 
 My m
 
 2 −2
 
  = =
 
 2
 
 −2
 
 
 
 x2
 
  y=4  y2 2 y + 2 + 6x y  dx 2 y=x 2
 
 [(4 + 16 + 24x 2 ) − (x 2 + x 4 + 6x 4 )] d x
 
 1696 ≈ 113.1. 15
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 We compute the moment M y from (2.10):   xρ(x, y) dA = My =
 
 −2
 
 R
 
  =
 
 
 
 2
 
 −2
 
  =
 
 2
 
 4 x2
 
 =
 
 −2 2 −2
 
 4 x2
 
 x(1 + 2y + 6x 2 ) d y d x
 
 (x + 2x y + 6x 3 ) d y d x
 
  y=4  (x y + x y + 6x y)  dx 2 2
 
 
 
 
 
 2
 
 3
 
 y=x
 
 [(4x + 16x + 24x 3 ) − (x 3 + x 5 + 6x 5 )] d x = 0.
 
 Note that from (2.12), this says that the x-coordinate of the center of mass is My 0 x¯ = = = 0. This should not surprise you since both the region and the mass m 113.1 density are symmetric with respect to the y-axis. [Notice that ρ(−x, y) = ρ(x, y).] Next, from (2.11), we have  Mx =
 
 yρ(x, y) dA = R
 
  =
 
 
 
 2
 
 −2
 
 
 
 4 x2
 
 2
 
 −2
 
 
 
 4 x2
 
 y(1 + 2y + 6x 2 ) d y d x
 
 (y + 2y 2 + 6x 2 y) d y d x
 
  y 2  y=4 y2 y3 + 2 + 6x 2 dx 2 3 2  y=x 2 −2  4  2  128 x 2 8+ + 48x 2 − + x 6 + 3x 6 d x = 3 2 3 −2 11,136 ≈ 318.2 = 35 
 
 =
 
 2
 
 
 
 Mx 318.2 and so, from (2.12) we have y¯ = ≈ ≈ 2.8. The center of mass is then m 113.1 located at approximately (x¯ , y¯ ) ≈ (0, 2.8). „ In example 2.6, we computed the first moments M y and Mx to find the balance point (center of mass) of the lamina in Figure 14.25. Further physical properties of this lamina can be determined using the second moments I y and I x . Much as we defined the first moments in equations (2.10) and (2.11), the second moment about the y-axis (often called the moment of inertia about the y-axis) of a lamina in the shape of the region R, with density function ρ(x, y) is defined by  x 2 ρ(x, y) dA. Iy = R
 
 Similarly, the second moment about the x-axis (also called the moment of inertia about the x-axis) of a lamina in the shape of the region R, with density function ρ(x, y) is defined by  y 2 ρ(x, y) dA. Ix = R
 
 Physics tells us that the larger I y is, the more difficult it is to rotate the lamina about the y-axis. Similarly, the larger Ix is, the more difficult it is to rotate the lamina about the x-axis. We explore this briefly in example 2.7.
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 Finding the Moments of Inertia of a Lamina
 
 Find the moments of inertia I y and Ix for the lamina in example 2.6. Solution The region R is the same as in example 2.6 (see Figure 14.25), so that the limits of integration are the same. We have  2 4 x 2 (1 + 2y + 6x 2 ) d y d x Iy = −2 2
 
  =
 
 −2
 
 x2
 
 (20x 2 + 23x 4 − 7x 6 ) d x
 
 2176 ≈ 145.07 15  2 4 y 2 (1 + 2y + 6x 2 ) d y d x Ix = =
 
 and
 
 −2 2
 
  =
 
 −2
 
 x2
 
 
 
 448 1 5 + 128x 2 − x 6 − x 8 3 3 2
 
 dx
 
 61,952 ≈ 983.37. 63 A comparison of the two moments of inertia shows that it is much more difficult to rotate the lamina of Figure 14.25 about the x-axis than about the y-axis. Examine the figure and the density function to be sure that this makes sense to you. „ =
 
 EXERCISES 14.2 WRITING EXERCISES 1. The double Riemann sum in (2.5) disguises the fact that the order of integration is important. Explain how the order of integration affects the details of the double Riemann sum. 2. Many double integrals can be set up in two steps: first identify the integrand f (x, y), then identify the two-dimensional region R and set up the limits of integration. Explain how these two steps are separated in examples 2.2, 2.3 and 2.4. 3. The sketches in examples 2.2, 2.3 and 2.4 are essential, but somewhat difficult to draw. Explain each sketch, including which surface should be drawn first, second and so on. Also, when a previously drawn surface is cut in half by a plane, explain how to identify which half of the cut surface to keep. 4. The moment M y is the moment about the y-axis, but is used to find the x-coordinate of the center of mass. Explain why it is M y and not Mx that is used to compute the x-coordinate of the center of mass.
 
 In exercises 1–6, use a double integral to compute the area of the region bounded by the curves.
 
 In exercises 7–22, compute the volume of the solid bounded by the given surfaces. 7. 2x + 3y + z = 6 and the three coordinate planes 8. x + 2y − 3z = 6 and the three coordinate planes 9. z = 4 − x 2 − y 2 and z = 0, with −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1 10. z = x 2 + y 2 , z = 0, x = 0, x = 1, y = 0, y = 1 11. z = sin y, z = −1, y = x, y = 2 − x, y = 0 12. z = cos(x + y), z = 0, y = 0, x = 0, y =
 
 ,x =
 
 π 4
 
 13. z = 1 − y 2 , x + y = 1 and the three coordinate planes (first octant) 14. z = 1 − x 2 − y 2 , x + y = 1 and the three coordinate planes 15. z = x 2 + y 2 + 3, z = 1, y = x 2 , y = 4 16. z = x 2 + y 2 + 1, z = −1, y = x 2 , y = 2x + 3 17. z = x + 2, z = y − 2, x = y 2 − 2, x = y 18. z = 2x + y + 1, z = −2x, x = y 2 , x = 1 19. z − x + y 2 = 0 (z ≥ 0), z = 0, x = 4
 
 1. y = x 2 , y = 8 − x 2
 
 2. y = x 2 , y = x + 2
 
 20. z + y − x 2 = 0 (z ≤ 0), z = 0, y = 2
 
 3. y = 2x, y = 3 − x, y = 0
 
 4. y = 3x, y = 5 − 2x, y = 0
 
 21. z = 2 − y, z = |x|, y = 0, y = 1
 
 5. y = x 2 , x = y 2
 
 6. y = x 3 , y = x 2
 
 22. z = y 2 + 1, z = 3 − x, x = −1
 
 ............................................................
 
 π 4
 
 ............................................................
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 In exercises 23–26, set up a double integral for the volume bounded by the given surfaces and estimate it numerically.  23. z = x 2 + y 2 , y = 4 − x 2 , first octant  24. z = 4 − x 2 − y 2 , inside x 2 + y 2 = 1, first octant 25. z = e x y , x + 2y = 4 and the three coordinate planes 26. z = e x
 
 2 +y 2
 
 LT (Late Transcendental)
 
 , z = 0 and x 2 + y 2 = 4
 
 ............................................................ In exercises 27–32, find the mass and center of mass of the lamina with the given density. 27. Lamina bounded by y = x 3 and y = x 2 , ρ(x, y) = 4 28. Lamina bounded by y = x 4 and y = x 2 , ρ(x, y) = 4 29. Lamina bounded by x = y 2 and x = 1, ρ(x, y) = y 2 + x + 1 30. Lamina bounded by x = y 2 and x = 4, ρ(x, y) = y + 3 31. Lamina bounded by y = x 2 (x > 0), y = 4 and x = 0, ρ(x, y) = distance from y-axis 32. Lamina bounded by y = x 2 − 4 and y = 5, ρ(x, y) = square of the distance from the y-axis
 
 ............................................................ 33. (a) The laminae of exercises 29 and 30 are both symmetric about the x-axis. Explain why it is not true in both exercises that the center of mass is located on the x-axis. (b) Suppose that a lamina is symmetric about the x-axis. State a condition on the density function ρ(x, y) that guarantees that the center of mass is located on the x-axis. 34. Suppose that a lamina is symmetric about the y-axis. State a condition on the density function ρ(x, y) that guarantees that the center of mass is located on the y-axis. −x 2 −y 2
 
 35. Suppose that f (x, y) = 15,000xe is the population density of a species of small animals. Estimate the population in the triangular region with vertices (1, 1), (2, 1) and (1, 0). 36. Suppose that f (x, y) = 15,000xe−x −y is the population density of a species of small animals. Estimate the population in the region bounded by y = x 2 , y = 0 and x = 1. 2
 
 2
 
 37. (a) A triangular lamina has vertices (0, 0), (0, 1) and (c, 0) for some positive constant c. Assuming constant mass density, show that the y-coordinate of the center of mass of the lamina is independent of the constant c. (b) Find the x-coordinate of the center of mass as a function of c. 38. A lamina is bounded by y = 0, y = f (x) and x = c, where f (0) = 0, f (c) = 1, f (x) ≥ 0 for 0 ≤ x ≤ c and f (x) = g( xc ) for some polynomial g. If the density is constant, show that the y-coordinate of the center of mass is independent of c. 39. Let T be the tetrahedron with vertices (0, 0, 0), (a, 0, 0), (0, b, 0) and (0, 0, c). Let B be the rectangular box with the same vertices plus (a, b, 0), (a, 0, c), (0, b, c), and (a, b, c). (a) Show that the volume of T is 16 the volume of B. (b) Explain how to slice the box B to get the tetrahedron T. Identify the percentage of volume that is sliced off each time. 40. Show that V1 = V2 , where V1 is the volume under z = 4 − x 2 − y 2 and above the xy-plane and V2 is the volume between z = x 2 + y 2 and z = 4. Illustrate this with a graph.
 
 14-24
 
 The average value of a function   f on a two-dimensional region 1 R of area a is defined by f (x, y) dA. Use this definition in a exercises 41–44.
 
 R
 
 41. (a) Compute the average value of f (x, y) = y on the region bounded by y = x 2 and y = 4. (b) Compare the average value of f to the y-coordinate of the center of mass of a lamina with the same shape and constant density. 42. (a) Compute the average value of f (x, y) = y 2 on the region bounded by y = x 2 and y = 4. (b) In part (a), R extends from y = 0 to y = 4. Explain why the average value of f corresponds to a y-value larger than 2.  43. (a) Compute the average value of f (x, y) = x 2 + y 2 on the region bounded by y = x 2 − 4 and y = 3x. (b) Interpret the geometric meaning of the average value in  this case. (Hint: What does x 2 + y 2 represent geometrically?) 44. Suppose the temperature at the point (x, y) in a region R is given by T (x, y) = 50 + cos(2x + y), where R is bounded by y = x 2 and y = 8 − x 2 . Estimate the average temperature in R.
 
 ............................................................ In exercises 45–52, use the following definition of joint pdf (probability density function): a function f is a joint pdf on the two-dimensional region S if f (x, y) ≥ 0 for all (x, y) in S and  f (x, y) dA  1. Then for any region R ⊂ S, the probability S  that (x, y) is in R is given by f (x, y) dA. R −x −y
 
 45. Show that f (x, y) = e e is a joint pdf in the first quadrant x ≥ 0, y ≥ 0. (Hint: You will need to evaluate an improper double integral as iterated improper integrals.) 46. Show that f (x, y) = 0.3x + 0.4y is a joint pdf on the rectangle 0 ≤ x ≤ 2, 0 ≤ y ≤ 1. 47. Find a constant c such that f (x, y) = c(x + 2y) is a joint pdf on the triangle with vertices (0, 0), (2, 0) and (2, 6). 48. Find a constant c such that f (x, y) = c(x 2 + y) is a joint pdf on the region bounded by y = x 2 and y = 4. 49. Suppose that f (x, y) is a joint pdf on the region bounded by y = x 2 , y = 0 and x = 2. Set up a double integral for the probability that y < x. 50. Suppose that f (x, y) is a joint pdf on the region bounded by y = x 2 , y = 0 and x = 2. Set up a double integral for the probability that y < 2. 51. A point is selected at random from the region bounded by y = 4 − x 2 (x > 0), x = 0 and y = 0. This means that the joint pdf for the point is constant, f (x, y) = c. Find the value of c. Then compute the probability that y > x for the randomly chosen point. 52. A point is selected at random from the region bounded by y = 4 − x 2 (x > 0), x = 0 and y = 0. Compute the probability that y > 2.
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 APPLICATIONS 53. (a) Suppose that f (x, t) = 20e−t/6 is the yearly rate of change of the price per barrel of oil. If x is the number of billions of barrels purchased and t is the number of years since 2000, 10  4 compute and interpret 0 0 f (x, t) dt d x.  −t/6 20e , if 0 ≤ x ≤ 4 (b) Repeat for f (x, t) = . 14e−t/6 , if x > 4 54. (a) Estimate the moment of inertia about the y-axis of the two ellipses R1 bounded by x 2 + 4y 2 = 16 and R2 bounded by x 2 + 4y 2 = 36. Assuming a constant density of ρ = 1, R1 and R2 can be thought of as models of two tennis racket heads. The rackets have the same shape, but the second racket is much bigger than the first (the difference in size is about the same as the difference between rackets of the 1960s and rackets of the 1990s). (b) A rotation about the y-axis corresponds to the racket twisting in your hand, which is undesirable. Compare the tendencies of the two rackets to twist. As related in Blandig and Monteleone’s What Makes a Boomerang Come Back, the larger moment of inertia is what motivated a sore-elbowed Howard Head to construct large-headed tennis rackets in the 1970s.
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 58. Suppose that the function p(x, y) gives the population density at the point (x, y) in a region  R. State in words what p(x, y) dA  R  (a) p(x, y) dA and (b) represent. 1 dA R R
 
 EXPLORATORY EXERCISES 1. When solving projectile motion problems, we track the motion of an object’s center of mass. For a high jumper, the athlete’s entire body must clear the bar. Amazingly, a high jumper can accomplish this without raising his or her center of mass above the bar. To see how, suppose the athlete’s √ body is bent into a√shape modeled by the region between y = 9 − x 2 and y = 8 − x 2 with the bar at the point (0, 2). Assuming constant mass density, show that the center of mass is below the bar, but the body does not touch the bar.
 
 55. Figure skaters can control their rate of spin ω by varying their body positions, utilizing the principle of conservation of angular momentum. This states that in the absence of outside forces, the quantity I y ω remains constant. Thus, reducing I y by a factor of 2 will increase spin rate by a factor of 2. Compare the spin rates of the following two crude models of a figure skater, the first with arms extended (use ρ = 1) and the second with arms raised and legs crossed (use ρ = 2). y
 
 y
 
 x
 
 x
 
 2. In this exercise, we explore an important issue in rocket design. We will work with the crude model shown, where the main tower of the rocket is 1 unit by 8 units and each triangular fin has height 1 and width w. First, find the y-coordinate y1 of the center of mass, assuming a constant density ρ(x, y) = 1. Second, find the y-coordinate y2 of the center of mass assuming the following density structure: the top half of the main tower has density ρ = 1, the bottom half of the main tower has density ρ = 2 and the fins have density ρ = 14 . Find the smallest value of w such that y1 < y2 . In this case, if the rocket tilts slightly, air drag will push the rocket back in line. This stability criterion explains why model rockets have large, lightweight fins.
 
 56. Lamina A is in the shape of the rectangle −1 ≤ x ≤ 1 and −5 ≤ y ≤ 5, with density ρ(x, y) = 1. It models a diver in the “layout” position. Lamina B is in the shape of the rectangle −1 ≤ x ≤ 1 and −2 ≤ y ≤ 2 with density ρ(x, y) = 2.5. It models a diver in the “tuck” position. Find the moment of inertia Ix for each lamina, and explain why divers use the tuck position to do multiple rotation dives. 57. Suppose that the function f (x, y) gives the rainfall per unit area at the point (x, y) in aregion R. State in words what f (x, y) dA  R  (a) represent. f (x, y) dA and (b) 1 dA R R
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 14.3 DOUBLE INTEGRALS IN POLAR COORDINATES y
 
 Polar coordinates are particularly useful for dealing with certain double integrals, for several reasons. Most importantly, if the region over which you are integrating is in some way circular, polar coordinates may significantly simplify the integration. For instance,  (x 2 + y 2 + 3) dA
 
 y  4  x 2
 
 2
 
 R 2
 
 2 dx
 
 x
 
 R
 
 dy
 
 might look simple enough, until we tell you that R is the circle of radius 2, centered at the origin, as shown in Figure 14.26. Writing the top half of the circle as the graph of √ √ y = 4 − x 2 and the bottom half as y = − 4 − x 2 , the double integral now becomes
 
 2
 
 y  4  x 2
 
 
 
 FIGURE 14.26
 
  (x + y + 3) dA = 2
 
 A circular region R
 
 y
 
 r  g1(u)
 
 √
 
 
 
 4−x 2
 
 (x √ − 4−x 2
 
 2
 
 + y 2 + 3) d y d x
 
  y=√4−x 2 3  y = x2y + dx + 3y  √ 3 −2 y=− 4−x 2
 
  2  1 =2 (x 2 + 3) 4 − x 2 + (4 − x 2 )3/2 d x. 3 −2
 
 ua r  g2(u)
 
 −2
 
 
 
 ub
 
 R
 
 2
 
 2
 
 2
 
 
 
 (3.1)
 
 We probably don’t need to convince you that the integral in (3.1) is rather unpleasant. On the other hand, as we’ll see shortly, this double integral is simple when it’s written in polar coordinates. We consider several types of polar regions. Suppose the region R can be written in the form
 
 x
 
 FIGURE 14.27a Polar region R
 
 R = {(r, θ )|α ≤ θ ≤ β and g1 (θ ) ≤ r ≤ g2 (θ )},
 
 y
 
 where 0 ≤ g1 (θ ) ≤ g2 (θ), for all θ in [α, β], as pictured in Figure 14.27a. First, we partition R, but rather than use a rectangular grid, as we have done with rectangular coordinates, we use a partition consisting of a number of concentric circular arcs (of the form r = constant) and rays (of the form θ = constant). We indicate such a partition of the region R in Figure 14.27b. Notice that rather than consisting of rectangles, the “grid” in this case is made up of elementary polar regions, each bounded by two circular arcs and two rays (as shown in Figure 14.27c). In an inner partition, we include only those elementary polar regions that lie completely inside R. We pause now briefly to calculate the area A of the elementary polar region indicated in Figure 14.27c. Let r¯ = 12 (r1 + r2 ) be the average radius of the two concentric circular arcs r = r1 and r = r2 . Recall that the area of a circular sector is given by A = 12 θr 2 , where r = radius and θ is the central angle of the sector. Consequently, we have that
 
 ub
 
 ua r  g2(u) r  g1(u)
 
 x
 
 FIGURE 14.27b Partition of R y
 
 A = Area of outer sector − Area of inner sector 1 1 θr22 − θr12 2 2  1 2 r − r12 θ = 2 2 =
 
 u  u2 u  u1
 
 r
 
 u
 
 r  r2
 
 =
 
 r  r1 x
 
 FIGURE 14.27c Elementary polar region
 
 1 (r2 + r1 )(r2 − r1 ) θ 2
 
 = r¯ r θ.
 
 (3.2)
 
 As a familiar starting point, we first consider the problem of finding the volume lying beneath a surface z = f (r, θ ), where f is continuous and f (r, θ ) ≥ 0 on R. Using (3.2), we
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 find that the volume Vi lying beneath the surface z = f (r, θ ) and above the ith elementary polar region in the partition is then approximately the volume of the cylinder: Vi ≈ f (ri , θi )   
 
 A i
 
 = f (ri , θi ) ri ri θi ,
 
 area of base
 
 height
 
 where (ri , θi ) is a point in Ri and ri is the average radius in Ri . We get an approximation to the total volume V by summing over all the regions in the inner partition: V ≈
 
 n 
 
 f (ri , θi ) ri ri θi .
 
 i=1
 
 As we have done a number of times now, we obtain the exact volume by taking the limit as the norm of the partition P tends to zero and recognizing the iterated integral: V = lim
 
 n 
 
 P→0
 
  =
 
 β
 
 
 
 α
 
 f (ri , θi ) ri ri θi
 
 i=1 g2 (θ )
 
 g1 (θ )
 
 f (r, θ ) r dr dθ.
 
 In this case, P is the longest diagonal of any elementary polar region in the inner partition. More generally, we have the result in Theorem 3.1, which holds regardless of whether or not f (r, θ ) ≥ 0 on R.
 
 NOTES THEOREM 3.1 (Fubini’s Theorem)
 
 Theorem 3.1 says that to write a double integral in polar coordinates, we write x = r cos θ, y = r sin θ, find the limits of integration for r and θ and replace dA by r dr dθ . Be certain not to omit the factor of r in dA = r dr dθ ; this is a very common error.
 
 Suppose that f (r, θ ) is continuous on the region R = {(r, θ )|α ≤ θ ≤ β and g1 (θ) ≤ r ≤ g2 (θ )}, where 0 ≤ g1 (θ ) ≤ g2 (θ ) for all θ in [α, β]. Then,   β  g2 (θ ) f (r, θ ) dA = f (r, θ ) r dr dθ. α
 
 R
 
 (3.3)
 
 g1 (θ )
 
 The proof of this result is beyond the level of this text. However, the result should seem reasonable from our development for the case where f (r, θ ) ≥ 0. y
 
 EXAMPLE 3.1
 
 Find the area inside the curve defined by r = 2 − 2 sin θ .
 
 1 3 2 1 1 2
 
 Computing Area in Polar Coordinates
 
 x 1
 
 2
 
 R
 
 3 4
 
 3
 
 Solution From the graph of the region in Figure 14.28, note that for each fixed θ, r ranges from 0 (corresponding to the origin) to 2 − 2 sin θ (corresponding to the cardioid). To go around the cardioid exactly once, θ ranges from 0 to 2π . From (3.3), we then have  2π  2−2 sin θ  dA = r dr dθ A= 
 
 FIGURE 14.28
 
 r dr dθ
 
 R
 
 5
 
 
 
 2π
 
 = 0
 
 r = 2 − 2 sin θ
 
 =
 
 1 2
 
 
 
 0
 
 0
 
  r 2 r =2−2 sin θ dθ 2 r =0
 
 2π
 
 [(2 − 2 sin θ )2 − 0] dθ = 6π,
 
 0
 
 where we have left the details of the final calculation as an exercise. „ We now return to our introductory example and show how the introduction of polar coordinates can dramatically simplify certain double integrals in rectangular coordinates.
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 y
 
 EXAMPLE 3.2 2
 
 Evaluate
 
  R
 
 r2
 
 R
 
 u
 
 x
 
 2
 
 2
 
 2
 
 FIGURE 14.29 The region R
 
 Evaluating a Double Integral in Polar Coordinates
 
 (x + y + 3) dA, where R is the circle of radius 2 centered at the origin. 2
 
 2
 
 Solution First, recall from this section’s introduction that in rectangular coordinates as in (3.1), this integral is extremely messy. From the region of integration shown in Figure 14.29, it’s easy to see that for each fixed θ, r ranges from 0 (corresponding to the origin) to 2 (corresponding to a point on the circle). Then, in order to go around the circle exactly once, θ ranges from 0 to 2π . Finally, notice that the integrand contains the quantity x 2 + y 2 , which you should recognize as r 2 in polar coordinates. From (3.3), we now have   2π  2 (x 2 + y 2 + 3)  dA = (r 2 + 3) r dr dθ    0 0 R
 
 r2 + 3
 
 r dr dθ
 
 2π  2
 
  =
 
 NOTES
 
 0
 
 
 
 r4 r 2 
 
 r =2 +3 dθ = 4 2 r =0 0  2π  4 2 22 +3 − 0 dθ = 4 2 0  2π dθ = 20π. = 10 
 
 For integrals of the form  b double d a c f (r )dr dθ , note that the inner integral does not depend on θ . As a result, we can rewrite the double integral as  b  d 1 dθ f (r ) dr a
 
 
 
 = (b − a)
 
 c d
 
 f (r ) dr.
 
 2π
 
 
 
 0
 
 c
 
 Notice how simple this iterated integral was, as compared to the corresponding integral in rectangular coordinates in (3.1). „
 
 z 9
 
 (r 3 + 3r ) dr dθ
 
 0
 
 r2  4
 
 When dealing with double integrals, you should always consider whether the region over which you’re integrating is in some way circular. If it is a circle or some portion of a circle, consider using polar coordinates.
 
 EXAMPLE 3.3
 
 z  9  r2
 
 Find the volume inside the paraboloid z = 9 − x 2 − y 2 , outside the cylinder x 2 + y 2 = 4 and above the xy-plane.
 
 3 y
 
 x
 
 Finding Volume Using Polar Coordinates
 
 FIGURE 14.30a Volume outside the cylinder and inside the paraboloid y
 
 Solution Notice that the paraboloid has its vertex at the point (0, 0, 9) and the axis of the cylinder is the z-axis. (See Figure 14.30a.) You should observe that the solid lies below the paraboloid and above the region in the xy-plane lying between the traces of the cylinder and the paraboloid in the xy-plane, that is, between the circles of radius 2 and 3, both centered at the origin. So, for each fixed θ ∈ [0, 2π ], r ranges from 2 to 3. We call such a region a circular annulus. (See Figure 14.30b.) From (3.3), we have
 
 r3
 
  V =
 
 R
 
 R
 
 x
 
  =
 
 FIGURE 14.30b Circular annulus
 
 r dr dθ
 
 9 − r2
 
 2π 
 
 3
 
 2π  3
 
 0
 
 2
 
 
 
 (9r − r ) dr dθ = 2π
 
 
 
  2 25 r 4 
 
 r =3 r = π. = 2π 9 − 2 4 r =2 2
 
 (9 − r 2 ) r dr dθ
 
 2 3
 
 3
 
 0
 
 r2
 
  (9 − x 2 − y 2 )  dA =   
 
 (9r − r 3 ) dr
 
 2
 
 „
 
 There are actually two things that you should look for when you are considering using polar coordinates for a double integral. The first is most obvious: Is the geometry of the
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 region circular? The other is: Does the integral contain the expression x 2 + y 2 (particularly inside of other functions such as square roots, exponentials, etc.)? Since r 2 = x 2 + y 2 , changing to polar coordinates will often simplify terms of this form.
 
 EXAMPLE 3.4
 
 y
 
 Changing a Double Integral to Polar Coordinates 
 
 1
 
 √
 
 
 
 1−x 2
 
 x 2 (x 2 + y 2 )2 d y d x.
 
 Evaluate the iterated integral
 
 1
 
 −1
 
 R x
 
 1
 
 1
 
 FIGURE 14.31 The region R
 
 0
 
 Solution First, you should recognize that evaluating this integral in rectangular coordinates is nearly hopeless. (Try it and see why!) On the other hand, it does have a term of the form x 2 + y 2 , which we discussed above. Even more significantly, the region over which you’re integrating turns out to be a semicircle, as follows. Reading the inside limits of integration√first, observe that for each fixed x between −1 and 1, y ranges from y = 0 up to y = 1 − x 2 (the top half of the circle of radius 1 centered at the origin). We sketch the region in Figure 14.31. From (3.3), we have 
 
 1
 
 √
 
 
 
 1−x 2
 
  x (x + y ) d y d x = 2
 
 −1
 
 2
 
 x 2 (x 2 + y 2 )2  dA    
 
 2 2
 
 0
 
 r cos θ
 
 R
 
 2
 
 π 
 
  = 0
 
 z
 
  0
 
 2
 
 2
 
 y
 
 EXAMPLE 3.5 FIGURE 14.32a Volume inside the sphere and inside the cylinder
 
 y
 
 r 7 cos2 θ dr dθ
 
 
 
  r 8 r =1 cos2 θ dθ 8 r =0 π
 
 Finding Volume Using Polar Coordinates
 
 Find the volume cut out of the sphere x 2 + y 2 + z 2 = 4 by the cylinder x 2 + y 2 = 2y. Solution We show a sketch of the solid in Figure 14.32a. (If you complete the square in the equation of the cylinder, you’ll see that it is a circular cylinder of radius 1, whose axis is the line: x = 0, y = 1, z = t.) Notice that equal portions of the volume lie above and below the circle of radius 1 centered at (0, 1), indicated  in Figure 14.32b. So, we compute the volume lying below the top hemisphere z = 4 − x 2 − y 2 and above the region R indicated in Figure 14.32b and double it. We have
 
 2 r  2 sin u
 
 (r )
 
 Since x = r cos θ.
 
 r dr dθ
 
 1 Since cos2 θ = (1 + cos 2θ ) dθ 1 2 (1 + cos 2θ ). 0 2  π  1 1 π θ + sin 2θ  = . = 16 2 16 „ 0 =
 
 x
 
 1 8
 
 1
 
 2 2
 
 0 π
 
 =
 
 2
 
 V =2
 
  
 
 R
 
 4 − x 2 − y 2 dA.
 
 R
 
 x
 
 Since R is a circle and the integrand includes a term of the form x 2 + y 2 , we introduce polar coordinates. Since y = r sin θ, the circle x 2 + y 2 = 2y becomes r 2 = 2r sin θ or simply r = 2 sin θ . This gives us 
 
 FIGURE 14.32b The region R
 
 V =2 0
 
 π
 
 
 
 2 sin θ
 
 
 
 4 − r 2 r dr dθ,
 
 0
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 since the entire circle r = 2 sin θ is traced out for 0 ≤ θ ≤ π and since for each fixed θ ∈ [0, π ], r ranges from r = 0 to r = 2 sin θ . Notice further that by symmetry, we get  π/2  2 sin θ  V =4 4 − r 2 r dr dθ 0
 
 0
 
 
 
 π/2
 
 = −2
 
 
 
 2 (4 − r 2 )3/2 3
 
 0
 
 4 =− 3
 
 
 
 dθ r =0
 
 
 
  (4 − 4 sin2 θ)3/2 − 43/2 dθ
 
 0
 
 32 =− 3
 
 
 
 π/2
 
 [(cos2 θ )3/2 − 1] dθ
 
 0
 
  32 π/2 (cos3 θ − 1) dθ =− 3 0 64 16 = − + π ≈ 9.644. 9 3
 
 5 x
 
 π/2 
 
 r =2 sin θ
 
 5
 
 There are several things to observe here. First, our use of symmetry was crucial. By restricting the integral to the interval [0, π2 ], we could write (cos2 θ )3/2 = cos3 θ , which is not true on the entire interval [0, π ]. (Why not?) Second, if you think that this integral was messy, consider what it looks like in rectangular coordinates. (It’s not pretty!) „ FIGURE 14.33a Intersecting paraboloids
 
 EXAMPLE 3.6
 
 Finding the Volume Between Two Paraboloids
 
 Find the volume of the solid bounded by z = 8 − x 2 − y 2 and z = x 2 + y 2 . Solution Observe that the surface z = 8 − x 2 − y 2 is a paraboloid with vertex at the point (0, 0, 8) and opening downward, while z = x 2 + y 2 is a paraboloid with vertex at the origin and opening upward. The solid is shown in Figure 14.33a. At a given point (x, y), the height of the solid is given by
 
 y 2
 
 1
 
 2
 
 1
 
 x 0
 
 1
 
 1
 
 R
 
 2
 
 We now have
 
 (8 − x 2 − y 2 ) − (x 2 + y 2 ) = 8 − 2x 2 − 2y 2 .  V = (8 − 2x 2 − 2y 2 ) dA, R
 
 where the region of integration R is the shadow of the solid in the xy-plane. The solid is widest at the intersection of the two paraboloids, which occurs where 8 − x 2 − y 2 = x 2 + y 2 or x 2 + y 2 = 4. The region of integration R is then the disk shown in Figure 14.33b and is most easily described in polar coordinates. The integrand becomes 8 − 2x 2 − 2y 2 = 8 − 2r 2 and we have  2π  2 (8 − 2r 2 ) r dr dθ = 16π. V =
 
 2
 
 FIGURE 14.33b The region R
 
 0
 
 y
 
 Finally, we observe that we can also evaluate double integrals in polar coordinates by integrating first with respect to θ . Although such integrals are uncommon (given the way in which we change variables from rectangular to polar coordinates), we provide this for the sake of completeness. Suppose the region R can be written in the form
 
 u  h 2(r)
 
 R u  h 1(r)
 
 R = {(r, θ )|0 ≤ a ≤ r ≤ b and h 1 (r ) ≤ θ ≤ h 2 (r )},
 
 rb ra
 
 FIGURE 14.34 The region R
 
 „
 
 0
 
 x
 
 where h 1 (r ) ≤ h 2 (r ), for all r in [a, b], as pictured in Figure 14.34. Then, it can be shown that if f (r, θ ) is continuous on R, we have   b  h 2 (r ) f (r, θ ) dA = f (r, θ ) r dθ dr. (3.4) R
 
 a
 
 h 1 (r )
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 BEYOND FORMULAS This section may change the way you think of polar coordinates. While they allow us to describe a variety of unusual curves (roses, cardioids and so on) in a convenient form, polar coordinates are an essential computational tool for double integrals. In section 14.6, they serve the same role in triple integrals. In general, polar coordinates are useful in applications where some form of radial symmetry is present. Can you describe any situations in engineering, physics or chemistry where a structure or force has radial symmetry?
 
 EXERCISES 14.3 WRITING EXERCISES 1. Thinking of dy dx as representing the area dA of a small rectangle, explain in geometric terms why   f (x, y) dA = f (r cos θ, r sin θ) dr dθ. R
 
 3. Given a double integral in rectangular coordinates as in example 3.2 or 3.4, identify at least two indications that the integral would be easier to evaluate in polar coordinates. b 4. In section 10.5, we derived a formula A = a 12 [ f (θ)]2 dθ for the area bounded by the polar curve r = f (θ) and rays θ = a and θ = b. Discuss how this formula relates to the formula used in example 3.1. Discuss which formula is easier to remember and which formula is more generally useful. In exercises 1–6, find the area of the region bounded by the given curves. r = 3 + 2 sin θ 2. r = 2 − 2 cos θ one leaf of r = sin 3θ 4. r = 3 cos θ inside r = 2 sin 3θ, outside r = 1, first quadrant inside r = 1 and outside r = 2 − 2 cos θ
 
 ............................................................ In exercises 7–12, use polar coordinates to evaluate the double integral.   x 2 + y 2 dA, where R is the disk x 2 + y 2 ≤ 9 7. R
 
 8.
 
   R
 
 9.
 
  R
 
 10.
 
  R
 
 11.
 
  R
 
 12.
 
 
 
 x 2 + y 2 + 1 dA, where R is the disk x 2 + y 2 ≤ 16
 
 e−x
 
 2 −y 2
 
 √
 
 e−
 
 R
 
 14.
 
 dA, where R is the disk x 2 + y 2 ≤ 4
 
 x 2 +y 2
 
 dA, where R is the disk x 2 + y 2 ≤ 1
 
 y dA, where R is bounded by r = 2 − cos θ x dA, where R is bounded by r = 1 − sin θ
 
 R ............................................................
 
  R
 
 R
 
 2. In all of the examples in this section, we integrated with respect to r first. It is perfectly legitimate to integrate with respect to θ first. Explain why you would need functions of the form θ(r ) for the limits of integration and why a circle would satisfy this requirement.
 
 1. 3. 5. 6.
 
 In exercises 13–16, use the most appropriate coordinate system to evaluate the double integral.  2 13. (x + y 2 ) dA, where R is bounded by x 2 + y 2 = 9
 
 15.
 
  R
 
 2x y dA, where R is bounded by y = 4 − x 2 and y = 0 (x 2 + y 2 ) dA, where R is bounded by y = x, y = 0 and
 
 x =2   cos x 2 + y 2 dA, where R is bounded by x 2 + y 2 = 9 16.
 
 R ............................................................
 
 In exercises 17–30, use an appropriate coordinate system to compute the volume of the indicated solid. 17. Below z = x 2 + y 2 , above z = 0, inside x 2 + y 2 = 9 18. Below z = x 2 + y 2 − 4, above z = 0, inside x 2 + y 2 = 9  19. Below z = x 2 + y 2 , above z = 0, inside x 2 + y 2 = 4  20. Below z = x 2 + y 2 , above z = 0, inside x 2 + (y − 1)2 = 1  21. Below z = 4 − x 2 − y 2 , above z = 1, inside x 2 + y 2 = 14 22. Below z = 8 − x 2 − y 2 , above z = 3x 2 + 3y 2 23. Below z = 6 − x − y, in the first octant 24. Below z = 4 − x 2 − y 2 , between y = x, y = 0 and x = 1 25. Below z = 4 − x 2 − y 2 , above z = x 2 + y 2 , between y = 0 and y = x, in the first octant  26. Above z = x 2 + y 2 , below z = 4, above the xy-plane, between y = x and y = 2x, in the first octant  27. Below z = 2, above z = − x 2 + y 2 and inside x 2 + y 2 = 1 28. Below z = x 2 + y 2 + 4, above z = 1 and inside x 2 + y 2 = 2 29. The volume cut out of x 2 + y 2 + z 2 = 4 by the cylinder x 2 + y2 = 1 30. The volume cut out of x 2 + y 2 + z 2 = 4 by the cylinder r = 1 − sin θ
 
 ............................................................
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 In exercises 31–38, evaluate the iterated integral by converting to polar coordinates.  2  √4−x 2  x 2 + y2 d y d x 31. √ −2
 
 32.
 
  52. Evaluate
 
 0
 
 √
 
 0
 
 53. Suppose that f (x, y) = 20,000 e−x −y is the population density of a species of small animals. Estimate the population in the region bounded by x 2 + y 2 = 1. 2
 
 e−x
 
 2 −y 2
 
 
 
 4−x 2
 
 2
 
 2
 
 d y d x 34.
 
  √8−x 2  2 x dy dx 35. y x 0  1  √1−x 2 √ 2 2 37. e x +y d y d x 
 
 APPLICATIONS
 
 sin(x 2 + y 2 ) d y d x
 
 −
 
 ln(x 2 + y 2 ) dA where R is bounded by r = 1 and x 2 + y2
 
 4−x 2
 
  2  √4−x 2 0
 
 R
 
 r = 2.
 
  2  √4−x 2 −2
 
 33.
 
 −
 
 LT (Late Transcendental)
 
 7:14
 
 4−x 2
 
 x y d x dy 
 
 y
 
 2
 
 38.
 
 
 
 0 √ − 4−x 2
 
 54. Suppose that f (x, y) = 15,000 e−x −y is the population density of a species of small animals. Estimate the population in the region bounded by (x − 1)2 + y 2 = 1. 2
 
  √2y−y 2
 
 0
 
 0
 
 0
 
 y dy d x
 
 √
 
 1
 
 36.
 
 0 −
 
 0
 
 
 
 
 
 2
 
 2 dy dx 1 + x 2 + y2
 
 ............................................................
 
 2
 
 In exercises 55–58, compute the probability that a dart lands in R, assuming that the probability is given by  1the− xregion 2 − y2 e dA. π R
 
 39. Find the center of mass of a lamina inthe shape of x 2 + (y − 1)2 = 1, with density ρ(x, y) = 1/ x 2 + y 2 .
 
 55. A double bull’s-eye, R is the region inside r =
 
 40. Find the center of mass of a lamina in the shape of r = 2 − 2 cos θ , with density ρ(x, y) = x 2 + y 2 .
 
 57. A triple-20, R bounded by r = 3 34 , r = 4, θ =
 
 41. Find the moment of inertia I y of the circular lamina bounded by x 2 + y 2 = R 2 , with density ρ(x, y) = 1. If the radius doubles, by what factor does the moment of inertia increase? 42. Repeat exercise  41 for the density function ρ(x, y) = x 2 + y 2 . 43. Use a double integral to derive the formula for the volume of a sphere of radius a. 44. Use a double integral to derive the formula for the volume of a right circular cone of height h and base radius a. (Hint: Show that the desired  volume equals the volume under z = h and above z = ah x 2 + y 2 .) 45. Show that the volume under the cone z = k − r and above the x y-plane (where k > 0) grows as a cubic function of k. Show that the volume under the paraboloid z = k − r 2 and above the xy-plane (where k > 0) grows as a quadratic function of k. Explain why this volume increases less rapidly than that of the cone. 46. Show that the volume under the surface z = k − r n and above the xy-plane (where k > 0) approaches a linear function of k as n → ∞. Explain why this makes sense. 47. Find the volume cut out of the sphere x 2 + y 2 + z 2 = 9 by the cylinder x 2 + y 2 = 2x. 48. Find the volume of the wedge sliced out of the sphere x 2 + y 2 + z 2 = 4 by the planes y = x and y = 2x. (Keep the portion with x ≥ 0.) 49. Set up a double integral for the volume of the piece sliced off of the top of x 2 + y 2 + z 2 = 4 by the plane y + z = 2. 50. Set up a double integral for the volume of the portion of the region below x + 2y + 3z = 6 and above z = 0 cut out by the cylinder x 2 + 4y 2 = 4.  2 51. Evaluate dA where R is outside r = 1 and 1 + x 2 + y2 R
 
 inside r = 2 sin θ .
 
 56. A single bull’s-eye, R bounded by r = 58. A double-20, R bounded by r = θ = 11π 20
 
 1 4
 
 1 4
 
 (inch)
 
 and r =
 
 6 14 , r
 
 =
 
 1 2
 
 9π and θ = 11π 20 20 1 6 2 , θ = 9π and 20
 
 ............................................................
 
 59. Find the area of the triple-20 region described in exercise 57. 60. Find the area of the double-20 region described in exercise 58.
 
 EXPLORATORY EXERCISES 1. Suppose that the following data give the density of a lamina at different locations. Estimate the mass of the lamina. 0
 
 π 2
 
 π
 
 3π 2
 
 2π
 
 1 2
 
 1.0
 
 1.4
 
 1.4
 
 1.2
 
 1.0
 
 1
 
 0.8
 
 1.2
 
 1.0
 
 1.0
 
 0.8
 
 3 2
 
 1.0
 
 1.3
 
 1.4
 
 1.3
 
 1.2
 
 2
 
 1.2
 
 1.6
 
 1.6
 
 1.4
 
 1.2
 
 θ
 
 r
 
 2. One the most important integrals in probability theory is  ∞ of 2 2 e−x d x. Since there is no antiderivative of e−x among the −∞ elementary functions, we can’t evaluate this integral directly. A clever use of polar coordinates is needed. Start by giving the integral a name,  ∞
 
 −∞
 
 e−x d x = I. 2
 
 Now, assuming that all the integrals converge, argue that  ∞ −y 2 e dy = I and −∞  ∞  ∞ ∞  ∞ 2 2 2 2 e−x d x e−y dy = e−x −y d y d x = I 2 . −∞
 
 −∞
 
 −∞
 
 −∞
 
 Convert the iterated integral to polar coordinates and evaluate it. The desired integral I is simply the square root of the iterated integral.  1 −x 2 Explain why the same trick can’t be used to evaluate e d x. −1
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 14.4 SURFACE AREA z
 
 Ti O x y
 
  xi
 
  yi
 
 FIGURE 14.35a Surface area
 
 Recall that in section 5.4, we devised a method of finding the surface area for a surface of revolution. In this section, we consider how to find surface area in a more general setting. Suppose that f (x, y) ≥ 0 and f has continuous first partial derivatives in some region R in the xy-plane. Our aim is to find a way to calculate the surface area of that portion of the surface z = f (x, y) lying above R. As we have done innumerable times now, we begin by forming an inner partition of R, consisting of the rectangles R1 , R2 , . . . , Rn . For each i = 1, 2, . . . , n, let (xi , yi , 0) represent the corner of Ri closest to the origin and construct the tangent plane to the surface z = f (x, y) at the point (xi , yi , f (xi , yi )). Since the tangent plane stays close to the surface near the point of tangency, the area Ti of the portion of the tangent plane that lies above Ri is an approximation to the surface area above Ri . (See Figure 14.35a.) Notice too, that the portion of the tangent plane lying above Ri is a parallelogram, Ti , whose area Ti you should be able to easily compute. Adding together these approximations, we get that the total surface area S is approximately S≈
 
 z
 
 n 
 
 Also note that as the norm of the partition P tends to zero, the approximations should approach the exact surface area and so we have
 
 (xi , yi , f (xi , yi)) Ti
 
 ai xi
 
 yi
 
 S = lim
 
 bi
 
 O
 
 P→0
 
 yi y
 
 Ri
 
 x
 
 Ti .
 
 i=1
 
 xi
 
 FIGURE 14.35b Portion of the tangent plane above Ri
 
 n 
 
 Ti ,
 
 (4.1)
 
 i=1
 
 assuming the limit exists. The only remaining question is how to find the values of Ti , for i = 1, 2, . . . , n. Let the dimensions of Ri be xi and yi , and let the vectors ai and bi form two adjacent sides of the parallelogram Ti , as indicated in Figure 14.35b. Recall from our discussion of tangent planes in section 13.4 that the tangent plane is given by z − f (xi , yi ) = f x (xi , yi ) (x − xi ) + f y (xi , yi ) (y − yi ).
 
 (4.2)
 
 Look carefully at Figure 14.35b; the vector ai has its initial point at (xi , yi , f (xi , yi )). Its terminal point is the point on the tangent plane corresponding to x = xi + xi and y = yi . From (4.2), we get that the z-coordinate of the terminal point satisfies z − f (xi , yi ) = f x (xi , yi ) (xi + xi − xi ) + f y (xi , yi ) (yi − yi ) = f x (xi , yi ) xi . This says that the vector ai is given by ai = xi , 0, f x (xi , yi ) xi .
 
 bi
 
 Likewise, bi has its initial point at (xi , yi , f (xi , yi )), but has its terminal point at the point on the tangent plane corresponding to x = xi and y = yi + yi . Again, using (4.2), we get that the z-coordinate of this point is given by
 
 bi sin u
 
 u ai
 
 FIGURE 14.36 The parallelogram Ti
 
 z − f (xi , yi ) = f x (xi , yi ) (xi − xi ) + f y (xi , yi ) (yi + yi − yi ) = f y (xi , yi ) yi . This says that bi is given by bi = 0, yi , f y (xi , yi ) yi . Notice that Ti is the area of the parallelogram shown in Figure 14.36, which you should recognize as Ti = ai bi  sin θ = ai × bi ,
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 where θ indicates the angle between ai and bi . We have     i j k    0 f x (xi , yi ) xi  ai × bi = xi  0 yi f y (xi , yi ) yi  = − f x (xi , yi ) xi yi i − f y (xi , yi ) xi yi j + xi yi k. This gives us Ti = ai × bi  =
 
  [ f x (xi , yi )]2 + [ f y (xi , yi )]2 + 1 xi yi ,    Ai
 
 where Ai = xi yi is the area of the rectangle Ri . From (4.1), we now have that the total surface area is given by n 
 
 S = lim
 
 P→0
 
 = lim
 
 P→0
 
 Surface area
 
 Ti
 
 i=1 n  
 
 [ f x (xi , yi )]2 + [ f y (xi , yi )]2 + 1 Ai .
 
 i=1
 
 You should recognize this limit as the double integral   S= [ f x (x, y)]2 + [ f y (x, y)]2 + 1 dA.
 
 (4.3)
 
 R
 
 There are several things to note here. First, you can easily show that the surface area formula (4.3) also holds for the case where f (x, y) ≤ 0 on R. Second, you should note the similarity to the arc length formula derived in section 5.4. Further, recall that n =  f x (x, y), f y (x, y), −1 is a normal vector for the tangent plane to the surface z = f (x, y) at (x, y). With this in mind, recognize that you can think of the integrand in (4.3) as n, an idea we’ll develop more fully in Chapter 15.
 
 z 40
 
 EXAMPLE 4.1
 
 Calculating Surface Area
 
 Find the surface area of that portion of the surface z = y 2 + 4x lying above the triangular region R in the xy-plane with vertices at (0, 0), (0, 2) and (2, 2). 4
 
 4
 
 Solution We show a computer-generated sketch of the surface in Figure 14.37a and the region R in Figure 14.37b. If we take f (x, y) = y 2 + 4x, then we have f x (x, y) = 4 and f y (x, y) = 2y. From (4.3), we now have   S= [ f x (x, y)]2 + [ f y (x, y)]2 + 1 dA
 
 y
 
 x
 
 FIGURE 14.37a The surface z = y 2 + 4x
 
 R
 
 =
 
 y
 
  
 
 42 + 4y 2 + 1 dA.
 
 R
 
 Looking carefully at Figure 14.37b, you can read off the limits of integration, to obtain x=y  2 y  2  2 2 S= 4y + 17 d x d y = 4y + 17 x  dy
 
 (2, 2)
 
 2 R yx
 
 x
 
 O
 
 2
 
 FIGURE 14.37b The region R
 
 0
 
 0
 
 0
 
 x=0
 
  2 1 2  = y 4y 2 + 17 dy = (4y 2 + 17)3/2 8 3 0 0  1  [4(22 ) + 17]3/2 − [4(0)2 + 17]3/2 ≈ 9.956. = 12 „ 
 
 2
 
 
 
 Computing surface area requires more than simply substituting into formula (4.3). You will also need to carefully determine the region over which you’re integrating and the best coordinate system to use, as in example 4.2.
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 z
 
 EXAMPLE 4.2 z5
 
 x
 
 y
 
 FIGURE 14.38a Intersection of the paraboloid with the plane z = 5
 
 Finding Surface Area Using Polar Coordinates
 
 Find the surface area of that portion of the paraboloid z = 1 + x 2 + y 2 that lies below the plane z = 5. Solution First, note that we have not given you the region of integration; you’ll need to determine that from a careful analysis of the graph. (See Figure 14.38a.) Next, observe that the plane z = 5 intersects the paraboloid in a circle of radius 2, parallel to the xy-plane and centered at the point (0, 0, 5). (Simply plug z = 5 into the equation of the paraboloid to see why.) So, the surface area below the plane z = 5 lies above the circle in the xy-plane of radius 2, centered at the origin. We show the region of integration R in Figure 14.38b. Taking f (x, y) = 1 + x 2 + y 2 , we have f x (x, y) = 2x and f y (x, y) = 2y, so that from (4.3), we have   S= [ f x (x, y)]2 + [ f y (x, y)]2 + 1 dA R
 
 =
 
 y
 
  
 
 4x 2 + 4y 2 + 1 dA.
 
 R
 
 2
 
 R 2
 
 x
 
 2
 
 Note that since the region of integration is circular and the integrand contains the term x 2 + y 2 , polar coordinates are indicated. We have   4(x 2 + y 2 ) + 1  dA S=    √
 
 R
 
 2π 
 
  =
 
 2
 
 0
 
 FIGURE 14.38b
 
 =
 
 The region R
 
 1 8
 
  0
 
 2 0
 
 2π
 
 
 
 
 
 4r 2 + 1
 
 r dr dθ
 
 4r 2 + 1 r dr dθ
 
 r =2   2 (4r 2 + 1)3/2  dθ 3 r =0
 
 2π 1 (173/2 − 13/2 ) dθ 12 0 2π (173/2 − 1) ≈ 36.18. = „ 12
 
 =
 
 We must point out that ( just as with arc length) most surface area integrals cannot be computed exactly. Most of the time, you must rely on numerical approximations of the integrals. If possible, evaluate at least one of the iterated integrals and then approximate the second integral numerically (e.g., using Simpson’s Rule). This is the situation in example 4.3. z
 
 EXAMPLE 4.3
 
 Surface Area That Must Be Approximated Numerically
 
 Find the surface area of that portion of the paraboloid z = 4 − x 2 − y 2 that lies above the triangular region R in the xy-plane with vertices at the points (0, 0), (1, 1) and (1, 0). Solution We sketch the paraboloid and the region R in Figure 14.39a. Taking f (x, y) = 4 − x 2 − y 2 , we get f x (x, y) = −2x and f y (x, y) = −2y. From (4.3), we have   [ f x (x, y)]2 + [ f y (x, y)]2 + 1 dA S= x
 
 R
 
 y
 
 FIGURE 14.39a z = 4 − x 2 − y2
 
 =
 
  
 
 4x 2 + 4y 2 + 1 dA.
 
 R
 
 Note that you have little hope of evaluating this double integral in rectangular coordinates. (Think about this!) Even though the region of integration is not circular,
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 we’ll try polar coordinates, since the integrand contains the term x 2 + y 2 . We indicate the region R in Figure 14.39b. The difficulty here is in describing the region R in terms of polar coordinates. Look carefully at Figure 14.39b and notice that for each fixed angle θ, the radius r varies from 0 out to a point on the line x = 1. Since in polar coordinates x = r cos θ, the line x = 1 corresponds to r cos θ = 1 or r = sec θ , in polar coordinates. Further, θ varies from θ = 0 (the x-axis) to θ = π4 (the line y = x). The surface area integral now becomes   S= 4x 2 + 4y 2 + 1  dA    √ 4r 2 + 1
 
 R
 
 x
 
 
 
 1
 
 π/4
 
 =
 
 FIGURE 14.39b
 
 0
 
 The region R
 
 1 = 8
 
  0
 
 
 
 sec θ 0
 
 π/4
 
 
 
 r dr dθ
 
 4r 2 + 1 r dr dθ
 
 r =sec θ   2 2 3/2  dθ (4r + 1)  3 r =0
 
  π/4 1 [(4 sec2 θ + 1)3/2 − 1] dθ = 12 0 ≈ 0.93078,
 
 where we have approximated the value of the final integral, since no exact means of integration was available. „
 
 BEYOND FORMULAS The surface area calculations in this section are important in their own right. Architects often need to know the surface area of the structure they are designing. However, for our purposes, the ideas in this section will assume more importance when we introduce surface integrals in section 15.6. For surface integrals, surface area is a basic component used in the setup of the integral. This is similar to how the arc length formula is incorporated in the formula for the surface area of a surface of revolution in section 5.4.
 
 EXERCISES 14.4 WRITING EXERCISES 1. Starting at equation (4.1), there are several ways to estimate Ti . Explain why it is important that we were able to find an approximation of the form f (xi , yi )xi yi . 2. In example 4.3, we evaluated the inner integral before estimating the remaining integral numerically. Discuss the number of calculations that would be necessary to use a rule such as Simpson’s Rule to estimate an iterated integral. Explain why we thought it important to evaluate the inner integral first.
 
 In exercises 1–12, find the surface area of the indicated surface. 1. The portion of z = x 2 + 2y between y = x, y = 0 and x = 4. 2. The portion of z = 4y + 3x 2 between y = 2x, y = 0 and x = 2. 3. The portion of z = 4 − x 2 − y 2 above the xy-plane.
 
 4. The portion of z = x 2 + y 2 below z = 4.  5. The portion of z = x 2 + y 2 below z = 2.  6. The portion of z = x 2 + y 2 between y = x 2 and y = 4. 7. The portion of x + 3y + z = 6 in the first octant. 8. The portion of 2x + y + z = 8 in the first octant. 9. The portion of x − y − 2z = 4 with x ≥ 0, y ≤ 0 and z ≤ 0. 10. The portion of 2x + y − 4z = 4 with x ≥ 0, y ≥ 0 and z ≤ 0.  11. The portion of z = 4 − x 2 − y 2 above z = 0. 12. The portion of z = sin x + cos y with 0 ≤ x ≤ 2π and 0 ≤ y ≤ 2π.
 
 ............................................................ In exercises 13–20, numerically estimate the surface area. 13. The portion of z = e x
 
 2 +y 2
 
 14. The portion of z = e−x
 
 inside of x 2 + y 2 = 4.
 
 2 −y 2
 
 inside of x 2 + y 2 = 1.
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 15. The portion of z = x 2 + y 2 between z = 5 and z = 7. 16. The portion of z = x 2 + y 2 inside r = 2 − 2 cos θ.
 
 SECTION 14.4
 
 ..
 
 Surface Area
 
 937
 
 30. Use the formula from exercise 27 to find the surface area of the surface defined by x = u, y = v + 2, z = 2uv for 0 ≤ u ≤ 2 and 0 ≤ v ≤ 1.
 
 17. The portion of z = y 2 below z = 4 and between x = −2 and x = 2.
 
 ............................................................
 
 18. The portion of z = 4 − x 2 above z = 0 and between y = 0 and y = 4.
 
 In exercises    ∂r S  ou ×
 
 19. The portion of z = sin x cos y with 0 ≤ x ≤ π and 0 ≤ y ≤ π.  20. The portion of z = x 2 + y 2 − 4 below z = 1.
 
 r(u, v).
 
 ............................................................ 21. (a) In exercises 5 and 6, determine the surface area of the cone as a function of the area A of the base R of the solid and the height of the cone. (b) Quickly find the sur face area of the portion of z = x 2 + y 2 above the rectangle 0 ≤ x ≤ 2, 1 ≤ y ≤ 4. 22. (a) In exercises 9 and 10, determine the surface area of the portion of the plane indicated as a function of the area A of the base R of the solid and the angle θ between the given plane and the xy-plane. (b) Quickly find the surface area of the portion of z = 1 + y above the rectangle −1 ≤ x ≤ 3, 0 ≤ y ≤ 2. 23. Generalizing exercises 17 and 18, determine the surface area of the portion of the cylinder indicated as a function of the arc length L of the base (two-dimensional) curve of the cylinder and the height h of the surface in the third dimension. 24. Use your solution to exercise 23 to quickly find the surface area of the portion of the cylinder with triangular cross sections parallel to the triangle with vertices (1, 0, 0), (0, 1, 0) and the origin lying between the planes z = 0 and z = 4. 25. In example 4.2, find the value of k such that the plane z = k slices off half of the surface area. Before working the problem, explain why k = 3 (halfway between z = 1 and z = 5) won’t work. 26. Find the value of k such that the indicated surface area equals that of example 4.2: the surface area of that portion of the paraboloid z = x 2 + y 2 that lies below the plane z = k.
 
 ............................................................ Exercises 27–30 involve parametric surfaces. 27. Let S be a surface defined by parametric equations r(u, v) = x(u, v), y(u, v), z(u, v), for a ≤ u ≤ b and c ≤ v ≤ d. Show that the surface area of S is given by d b ru × rv du dv, where c a   ∂y ∂z ∂x (u, v), (u, v), (u, v) and ru (u, v) = ∂u ∂u  ∂u  ∂x ∂y ∂z rv (u, v) = (u, v), (u, v), (u, v) . ∂v ∂v ∂v 28. Use the formula from exercise 27 to find the surface area of the portion of the hyperboloid defined by parametric equations x = 2 cos u cosh v, y = 2 sin u cosh v, z = 2 sinh v for 0 ≤ u ≤ 2π and −1 ≤ v ≤ 1. (Hint: Set up the double integral and approximate it numerically.) 29. Use the formula from exercise 27 to find the surface area of the surface defined by x = u, y = v cos u, z = v sin u for 0 ≤ u ≤ 2π and 0 ≤ v ≤ 1.
 
 R
 
 31–33, use the surface area formula  d A for a surface defined parametrically by
 
 ∂r  ov 
 
 31. If r = x, y, f (x, y), show that S reduces to equation (4.3). 32. Find the surface area of the prolate spheroid with x = cos v cos u, y = cos v sin u and z = 2 sin v. 33. Find the surface area of the torus with x = (c + a cos v) cos u, y = (c + a cos v) sin u and z = a sin v for constants c > a > 0.
 
 EXPLORATORY EXERCISES 1. An old joke tells of the theoretical mathematician hired to improve dairy production who starts his report with the assumption, “Consider a spherical cow.” In this exercise, we will approximate an animal’s body with ellipsoids. Estimate the volume and surface area of the ellipsoids 16x 2 + y 2 + 4z 2 = 16 and 16x 2 + y 2 + 4z 2 = 36. Note that the second ellipsoid retains the proportions of the first ellipsoid, but the length of each dimension is multiplied by 32 . Show that the volume increases by a much greater proportion than does the surface area. In general, volume increases as the cube  3 of length (in this case, 32 = 3.375) and surface area in 2 creases as the square of length (in this case, 32 = 2.25). This has implications for the sizes of animals, since volume tends to be proportional to weight and surface area tends to be proportional to strength. Explain why a cow increased in size proportionally by a factor of 32 might collapse under its weight. 2. For a surface z = f (x, y), recall that a normal vector to the tangent plane at (a, b, f (a, b)) is  f x (a, b), f y (a, b), −1. Show that the surface area formula can be rewritten as  Surface area = R
 
 n dA, |n · k|
 
 where n is the unit normal vector to the surface. Use this formula to set up a double integral for the surface area of the top half of the sphere x 2 + y 2 + z 2 = 4 and compare this to the work required to set up the same integral in exercise 17. (Hint: Use  the gradient to compute the normal vector and substitute z = 4 − x 2 − y 2 to write the integral in terms of x and y.) For a surface such as y = 4 − x 2 − z 2 , it is convenient to think of y as the dependent variable and double integrate with respect to x and z. Write out the surface area formula in terms of the normal vector for this orientation and use it to compute the surface area of the portion of y = 4 − x 2 − z 2 inside x 2 + z 2 = 1 and to the right of the xz-plane.
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 14.5 TRIPLE INTEGRALS We developed the definite integral of a function of one variable f (x) initially to compute the area under the curve y = f (x) and first devised the double integral of a function of two variables f (x, y) to compute the volume lying beneath the surface z = f (x, y). However, we have no comparable geometric motivation for defining the triple integral of a function of three variables f (x, y, z), since the graph of u = f (x, y, z) is a hypersurface in four dimensions. (We can’t even visualize a graph in four dimensions.) Despite this lack of immediate geometric significance, integrals of functions of three variables have many very significant applications. We’ll consider two of these applications (finding the mass and center of mass of a solid) at the end of this section. We pattern our development of the triple integral of a function of three variables after our development of the double integral of a function of two variables. We first consider the relatively simple case of a function f (x, y, z) defined on a rectangular box Q in threedimensional space defined by
 
 z
 
 O
 
 Q = {(x, y, z)|a ≤ x ≤ b, c ≤ y ≤ d and r ≤ z ≤ s}.
 
 x y
 
 FIGURE 14.40a Partition of the box Q z
 
 We begin by partitioning the region Q by slicing it by planes parallel to the xy-plane, planes parallel to the xz-plane and planes parallel to the yz-plane. Notice that this divides Q into a number of smaller boxes. (See Figure 14.40a.) Number the smaller boxes in any order: Q 1 , Q 2 , . . . , Q n . For each box Q i (i = 1, 2, . . . , n), call the x, y and z dimensions of the box xi , yi and z i , respectively. (See Figure 14.40b.) The volume of the box Q i is then Vi = xi yi z i . As we did in both one and two dimensions, we pick any point (u i , vi , wi ) in the box Q i and form the Riemann sum n 
 
 f (u i , vi , wi ) Vi .
 
 i=1
 
 Qi O
 
 yi
 
 In this three-dimensional case, we define the norm of the partition P to be the longest diagonal of any of the boxes Q i , i = 1, 2, . . . , n. We can now define the triple integral of f (x, y, z) over Q.
 
 zi xi
 
 x y
 
 FIGURE 14.40b Typical box Q i
 
 REMARK 5.1 It can be shown that as long as f is continuous over Q, f will be integrable over Q.
 
 DEFINITION 5.1 For any function f (x, y, z) defined on the rectangular box Q, we define the triple integral of f over Q by  n  f (x, y, z) d V = lim f (u i , vi , wi ) Vi , (5.1) Q
 
 P→0
 
 i=1
 
 provided the limit exists and is the same for every choice of evaluation points (u i , vi , wi ) in Q i , for i = 1, 2, . . . , n. When this happens, we say that f is integrable over Q. Now that we have defined a triple integral, how can we calculate the value of one? The answer should prove to be no surprise. Just as a double integral can be written as two iterated integrals, a triple integral turns out to be equivalent to three iterated integrals.
 
 THEOREM 5.1 (Fubini’s Theorem) Suppose that f (x, y, z) is continuous on the box Q defined by Q = {(x, y, z)|a ≤ x ≤ b, c ≤ y ≤ d and r ≤ z ≤ s}. Then, we can write the triple integral over Q as a triple iterated integral:   s d b f (x, y, z) d V = f (x, y, z) d x d y dz. (5.2) Q
 
 r
 
 c
 
 a
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 As was the case for double integrals, the three iterated integrals in (5.2) are evaluated from the inside out, using partial integrations. That is, in the innermost integral, we hold y and z fixed and integrate with respect to x and in the second integration, we hold z fixed and integrate with respect to y. Notice also that in this simple case (where Q is a rectangular box) the order of the integrations in (5.2) is irrelevant, so that we might just as easily write the triple integral as  f (x, y, z) d V =
 
  b d
 
 s
 
 f (x, y, z) dz dy d x, a
 
 Q
 
 c
 
 r
 
 or in any of the four remaining orders.
 
 EXAMPLE 5.1
 
 Triple Integral over a Rectangular Box
 
 Evaluate the triple integral
 
 
 
 2xe y sin z d V, where Q is the rectangular box defined by
 
 Q
 
 Q = {(x, y, z)|1 ≤ x ≤ 2, 0 ≤ y ≤ 1 and 0 ≤ z ≤ π }. Solution From (5.2), we have 
 
 y
 
 2xe sin z d V =
 
  π 1 0
 
 Q
 
 z
 
 =
 
 0
 
  π 0
 
 2
 
 2xe y sin z d x dy dz
 
 1 1
 
 e y sin z
 
 0
 
  =3 0
 
 π
 
  2x 2 x=2 dy dz 2 x=1
 
  y=1  sin z e  dz y
 
 y=0
 
 z=π  = 3(e1 − 1) (−cos z)
 
 O
 
 z=0
 
 y
 
 = 3(e − 1) (−cos π + cos 0)
 
 x
 
 = 6(e − 1).
 
 FIGURE 14.41a Partition of a solid
 
 You should pick one of the other five possible orders of integration and show that you get the same result. „
 
 z
 
 z i
 
 As we did for double integrals, we can define triple integrals for more general regions in three dimensions by using an inner partition of the region. For any bounded solid Q in three dimensions, we partition Q by slicing it with planes parallel to the three coordinate planes. As in the case where Q was a box, these planes form a number of boxes. (See Figures 14.41a and 14.41b.) In this case, we consider only those boxes Q 1 , Q 2 , . . . , Q n that lie entirely in Q and call this an inner partition of the solid Q. For each i = 1, 2, . . . , n, we pick any point (u i , vi , wi ) ∈ Q i and form the Riemann sum
 
 Qi yi
 
  xi
 
 O y x
 
 n 
 
 f (u i , vi , wi ) Vi ,
 
 i=1
 
 FIGURE 14.41b Typical rectangle in inner partition of solid
 
 where Vi = xi yi z i represents the volume of Q i . We can then define a triple integral over a general region Q as the limit of Riemann sums, as follows.
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 DEFINITION 5.2 For a function f (x, y, z) defined on the (bounded) solid Q, we define the triple integral of f (x, y, z) over Q by  n  f (x, y, z) d V = lim f (u i , vi , wi ) Vi , P→0
 
 Q
 
 (5.3)
 
 i=1
 
 provided the limit exists and is the same for every choice of the evaluation points (u i , vi , wi ) in Q i , for i = 1, 2, . . . , n. When this happens, we say that f is integrable over Q.
 
 z z  g2 (x, y)
 
 Observe that (5.3) is a generalization of (5.1), where in (5.3), we are summing over an inner partition of a more general solid Q. The (very) big remaining question is how to evaluate triple integrals over more general regions. The fact that there are six different orders of integration possible in a triple iterated integral makes it difficult to write down a single result that will allow us to evaluate all triple integrals. So, rather than write down an exhaustive list, we’ll indicate the general idea by looking at several specific cases. For instance, if the region Q can be written in the form
 
 Q
 
 z  g1(x, y) y
 
 R
 
 x
 
 Q = {(x, y, z)|(x, y) ∈ R and g1 (x, y) ≤ z ≤ g2 (x, y)}, FIGURE 14.42 where R is some region in the xy-plane and where g1 (x, y) ≤ g2 (x, y) for all (x, y) in R (as in Figure 14.42), then it can be shown that
 
 Solid with defined top and bottom surfaces z
 
 
 
   f (x, y, z) d V =
 
 4
 
 Q
 
 2x  y z  4
 
 f (x, y, z) dz dA.
 
 (5.4)
 
 g1 (x,y)
 
 As we have seen before, the innermost integration in (5.4) is a partial integration, where we hold x and y fixed and integrate with respect to z, and the outer double integral is evaluated using the methods we have already developed in sections 14.1 and 14.3.
 
 R
 
 2
 
 4
 
 y
 
 EXAMPLE 5.2
 
 x
 
 Evaluate
 
 FIGURE 14.43a
 
 Triple Integral over a Tetrahedron
 
 6x y d V, where Q is the tetrahedron bounded by the planes
 
 x = 0, y = 0, z = 0 and 2x + y + z = 4. (See Figure 14.43a.)
 
 y 4 y  4  2x R dy dx x 2
 
  Q
 
 Tetrahedron
 
 2
 
 R
 
 g2 (x,y)
 
 4
 
 FIGURE 14.43b The base of the solid in the xy-plane
 
 Solution Notice that each point in the solid lies above the triangular region R in the xy-plane indicated in Figures 14.43a and 14.43b. You can think of R as forming the base of the solid. Notice that for each fixed point (x, y) ∈ R, z ranges from z = 0 up to z = 4 − 2x − y. It helps to draw a vertical line from the base and through the top surface of the solid, as we have indicated in Figure 14.43a. The line first enters the solid on the xy-plane (z = 0) and exits the solid on the plane z = 4 − 2x − y. This tells you that the innermost limits of integration (given that the first integration is with respect to z) are z = 0 and z = 4 − 2x − y. From (5.4), we now have    4−2x−y  6x y d V = 6x y dz dA. Q
 
 R
 
 0
 
 This leaves us with setting up the double integral over the triangular region shown in Figure 14.43b. Notice that for each fixed x ∈ [0, 2], y ranges from 0 up to y = 4 − 2x.
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 We now have  
 
 
 
 4−2x−y
 
 6x y d V = Q
 
 6x y dz dA 0
 
 R
 
  =
 
 NOTES
 
 
 
 4−2x
 
 
 
 4−2x−y
 
 6x y dz dy d x 
 
 0
 
 =
 
 Observe that in example 5.2, the boundary of R consists of x = 0 and y = 0 (corresponding to the defining surfaces of Q that do not involve z) and y = 4 − 2x (corresponding to the intersection of the two defining surfaces of Q that do involve z). The limits of integration for the outer two integrals can typically be found in this fashion.
 
 2
 
 2
 
 
 
 2
 
 
 
 0
 
  = 
 
 0
 
 0
 
 
 
 2
 
 =
 
 0
 
 4−2x
 
 z=4−2x−y  (6x yz)  dy dx z=0
 
 0 4−2x
 
 6x y(4 − 2x − y) d y d x
 
 0 2
 
 =
 
 0
 
 
 
 y2 y2 y3 6 4x − 2x 2 − x 2 2 3
 
  y=4−2x   dx  y=0
 
 
 
  12x(4 − 2x)2 − 6x 2 (4 − 2x)2 − 2x(4 − 2x)3 d x
 
 0
 
 =
 
 64 , 5
 
 where we leave the details of the last integration to you. „
 
 The greatest challenge in setting up a triple integral is to get the limits of integration correct. You can improve your chances of doing this by taking the time to draw a good sketch of the solid and identifying either the base of the solid in one of the coordinate planes (as we did in example 5.2) or top and bottom boundaries of the solid when both lie above or below the same region R in one of the coordinate planes. In particular, if the solid extends from z = f (x, y) to z = g(x, y) for each (x, y) in some two-dimensional region R, then z is a good choice for the innermost variable of integration. This may seem like a lot to keep in mind, but we’ll illustrate these ideas generously in the examples that follow and in the exercises. Be sure that you don’t rely on making guesses. Guessing may get you through the first several exercises, but will not work in general. Once you have identified a base or a top and bottom surface of a solid, draw a line from a representative point in the base (or bottom surface) through the top surface of the solid, as we did in Figure 14.43a, indicating the limits for the innermost integral. To illustrate this, we take several different views of example 5.2. z
 
 EXAMPLE 5.3 4 2x  y  z  4
 
 Evaluate
 
  Q
 
 A Triple Integral Where the First Integration Is with Respect to x
 
 6x y d V , where Q is the tetrahedron bounded by the planes x = 0, y = 0,
 
 z = 0 and 2x + y + z = 4, as in example 5.2, but this time, integrate first with respect to x.
 
 R 2 4 x
 
 FIGURE 14.44a Tetrahedron viewed with base in the yz-plane
 
 y
 
 Solution You might object that our only evaluation result for triple integrals (5.4) is for integration with respect to z first. While this is true, you need to realize that x, y and z are simply variables that we represent by letters of the alphabet. Who cares which letter is which? Notice that we can think of the tetrahedron as a solid with its base in the triangular region R of the yz-plane, as indicated in Figure 14.44a. In this case, we draw a line orthogonal to the yz-plane, which enters the solid in the yz-plane (x = 0) and exits in the plane x = 12 (4 − y − z). Adapting (5.4) to this situation (i.e.,
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 interchanging the roles of x and z), we have    6x y d V =
 
 4
 
   =
 
 2
 
 6 
 
 R 
 
 R
 
 =
 
 dz dy y 2
 
 4
 
 FIGURE 14.44b The region R 
 
 6x y d x dA
 
 0
 
 R
 
 Q
 
 z4y
 
 1 2 (4−y−z)
 
 3 R
 
 x= 12 (4−y−z)  x2 dA y  2 x=0
 
 (4 − y − z)2 y dA. 4
 
 To evaluate the remaining double integral, we look at the region R in the yz-plane, as shown in Figure 14.44b. We now have    3 4 4−y 64 6x y d V = (4 − y − z)2 y dz dy = , 4 0 0 5 Q
 
 NOTES Notice in example 5.3 that the boundary of R consists of y = 0 and z = 0 (the defining surfaces of Q that do not involve x) and z = 4 − y (the intersection of the two defining surfaces that do involve x). These are the typical sources of surfaces for the limits of integration in the outer two integrals.
 
 where we have left the routine details for you to verify. Finally, we leave it to you to show that we can also write this triple integral as a triple iterated integral where we integrate with respect to y first, as in  2  4−2x  4−2x−z  6x y d V = 6x y dy dz d x. Q
 
 
 
 4
 
 
 
 4
 
 
 
 0
 
 x
 
 FIGURE 14.45a
 
 0
 
 „
 
 x
 
 Evaluating a Triple Integral by Changing the Order of Integration y
 
 Evaluate
 
 2
 
 0
 
 We want to emphasize again that the challenge here is to get the correct limits of integration. While you can always use a computer algebra system to evaluate the integrals (at least approximately), no computer algebra system will set up the limits of integration for you! Keep in mind that the innermost limits of integration correspond to two threedimensional surfaces. (You can think of these as the top and the bottom of the solid, if you orient yourself properly.) The limits of integration for the middle integral represent two curves in one of the coordinate planes and can involve only the outermost variable of integration. Keep these ideas in mind as you work through the examples and exercises. Triple integrals can look intimidating at first and the only way to become proficient with these is to work plenty of problems! Multiple integrals form the basis of much of the remainder of the book, so don’t skimp on your effort now.
 
 EXAMPLE 5.4
 
 5
 
 0
 
 0
 
 6 dz dy d x. 1 + 48z − z 3
 
 Solution First, notice that evaluating the innermost integral requires a partial fractions decomposition, which produces three natural logarithm terms. The second integration is not pretty. We can significantly simplify the integral by changing the order of integration, but we must first identify the surfaces that bound the solid over which we are integrating. Starting with the inside limits, observe that the slanted plane z = y forms the top of the solid and z = 0 forms the bottom. The middle limits of integration indicate that the solid is also bounded by the planes y = x and y = 4. The outer limits of x = 0 and x = 4 indicate that the solid is also bounded by the plane x = 0. (Here, x = 4 corresponds to the intersection of y = x and y = 4.) A sketch of the solid is shown in Figure 14.45a. Notice that since y is involved in three different boundary planes, it is a poor choice for the inner variable of integration. To integrate with respect to x first, notice that a ray in the direction of the positive x-axis enters the solid through the plane x = 0 and exits through the plane x = y. We now have   y  4 4 y 6 6 dz dy d x = d x dA, 3 3 0 x 0 1 + 48z − z 0 1 + 48z − z R
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 FIGURE 14.45b The region R
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 where R is the triangle bounded by z = y, z = 0 and y = 4. (See Figure 14.45b.) In R, y extends from y = z to y = 4, as z ranges from z = 0 to z = 4. The integral then becomes  4 4 y  4 4 y 6 6 dz dy d x = d x d y dz 3 1 + 48z − z 1 + 48z − z3 0 x 0 0 z 0  4 4 6 = y dy dz 3 0 z 1 + 48z − z   4 6 y 2  y=4 =  dz 3 0 1 + 48z − z 2 y=z  4 48 − 3z 2 = dz 3 0 1 + 48z − z z=4  = ln 1 + 48z − z 3  z=0
 
 = ln 129. „
 
 NOTES Try the original triple integral in example 5.4 on your CAS. Many integration packages are unable to evaluate this triple integral exactly. However, most packages will correctly return ln (129) if you ask them to evaluate the integral with the order of integration reversed. Technology does not replace an understanding of calculus techniques.
 
 As you can see from example 5.4, there are clear advantages to considering alternative approaches for calculating a triple integral. So, take an extra moment to look at a sketch of a solid and consider your alternatives before jumping into the problem (i.e., look before you leap).  Recall that for double integrals, we had found that dA gives the area of the region R
 
 R. Similarly, observe that if f (x, y, z) = 1 for all (x, y, z) ∈ Q, then from (5.3), we have  1 d V = lim
 
 P→0
 
 Q
 
 n 
 
 Vi = V,
 
 (5.5)
 
 i=1
 
 where V is the volume of the solid Q.
 
 EXAMPLE 5.5
 
 Using a Triple Integral to Find Volume
 
 Find the volume of the solid bounded by the graphs of z = 4 − y 2 , x + z = 4, x = 0 and z = 0. z
 
 z
 
 z  4  y2
 
 xz4
 
 z4
 
 y2 R
 
 y x
 
 y
 
 2
 
 2
 
 FIGURE 14.46a
 
 FIGURE 14.46b
 
 The solid Q
 
 Base R of the solid
 
 Solution We show a sketch of the solid in Figure 14.46a. First, observe that we can consider the base of the solid to be the region R formed by the projection of the solid onto the yz-plane (x = 0). Notice that this is the region bounded by the parabola z = 4 − y 2 and the y-axis. (See Figure 14.46b.) Then, for each fixed y and z, the
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 corresponding values of x range from 0 to 4 − z. The volume of the solid is then given by     4−z V = dV = d x dA
 
 NOTES To integrate with respect to z first, you must identify surfaces forming the top and bottom of the solid. To integrate with respect to y first, you must identify surfaces forming (from the standard viewpoint) the right and left sides of the solid. To integrate with respect to x first, you must identify surfaces forming the front and back of the solid. Often, the easiest pair of surfaces to identify will indicate the best choice of variable for the innermost integration.
 
  =   =  =
 
 Q 2
 
 
 
 4−y 2
 
 0
 
 R
 
 
 
 4−z
 
 d x dz d y
 
 =
 
 −2 2 −2 2 −2 2
 
 
 
 0
 
 0 4−y 2
 
 (4 − z) dz dy
 
 0
 
 2  z 2 z=4−y 4z − dy 2 z=0
 
  
 
 128 1 2 2 , 4(4 − y ) − (4 − y ) dy = 2 5 2
 
 −2
 
 where we have left the details of the last integration to you. „
 
 z
 
 Mass and Center of Mass In section 14.2, we discussed finding the mass and center of mass of a lamina (a thin, flat plate). We now pause briefly to extend these results to three dimensions. Suppose that a solid Q has mass density given by ρ(x, y, z) (in units of mass per unit volume). To find the total mass of a solid, we proceed (as we did for laminas) by constructing an inner partition of the solid: Q 1 , Q 2 , . . . , Q n . Realize that if each box Q i is small (see Figure 14.47), then the density should be nearly constant on Q i and so, it is reasonable to approximate the mass m i of Q i by
 
 Qi z i O
 
 LT (Late Transcendental)
 
 10:17
 
 yi
 
  xi y
 
 m i ≈ ρ (u i , vi , wi ) Vi ,    
 
 x
 
 mass/unit volume volume
 
 FIGURE 14.47 One box Q i of the inner partition of Q
 
 for any point (u i , vi , wi ) ∈ Q i , where Vi is the volume of Q i . The total mass m of Q is then given approximately by n  ρ(u i , vi , wi ) Vi . m≈ i=1
 
 Letting the norm of the partition P approach zero, we get the exact mass, which we recognize as a triple integral:  n  ρ (u i , vi , wi ) Vi = ρ (x, y, z) d V. (5.6) m = lim P→0
 
 i=1
 
 Q
 
 Now, recall that the center of mass of a lamina was the point at which the lamina will balance. For an object in three dimensions, you can think of this as balancing it left to right (i.e., along the y-axis), front to back (i.e., along the x-axis) and top to bottom (i.e., along the z-axis). To do this, we need to find first moments with respect to each of the three coordinate planes. We define these moments as   M yz = xρ(x, y, z) d V, Mx z = yρ(x, y, z) d V (5.7) Q
 
 Q
 
  Mx y =
 
 and
 
 zρ(x, y, z) d V,
 
 (5.8)
 
 Q
 
 the first moments with respect to the yz-plane, the xz-plane and the xy-plane, respectively. The center of mass is then given by the point (x¯ , y¯ , z¯ ), where x¯ =
 
 M yz , m
 
 y¯ =
 
 Mx z , m
 
 z¯ =
 
 Mx y . m
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 Notice that these are straightforward generalizations of the corresponding formulas for the center of mass of a lamina.
 
 EXAMPLE 5.6
 
 z
 
 Center of Mass of a Solid
 
 Find the center of mass of the  solid of constant mass density ρ bounded by the graphs of the right circular cone z = x 2 + y 2 and the plane z = 4. (See Figure 14.48a.)
 
 z4
 
 y z   x2  y2
 
 x
 
 Solution Notice that the projection R of the solid onto the xy-plane is the disk of radius 4 centered at the origin. (See Figure 14.48b.) Further, for each (x, y) ∈ R,  z ranges from the cone (z = x 2 + y 2 ) up to the plane z = 4. From (5.6), the total mass of the solid is given by   4  ρ (x, y, z) d V = ρ dz dA m= √ Q
 
  FIGURE 14.48a
 
 
 
 =ρ
 
 The solid Q
 
 4−
 
 
 
  x 2 + y 2 dA,
 
 R
 
 where R is the disk of radius 4 in the xy-plane, centered at the origin, as indicated in Figure 14.48b.  Since the region R is circular and since the integrand contains a term of the form x 2 + y 2 , we use polar coordinates for the remaining double integral. We have     m=ρ 4 − x 2 + y 2  dA   
 
 z
 
 z4
 
 R
 
 
 
 x
 
 2π
 
 =ρ
 
 R 4
 
 x 2 +y 2
 
 R
 
 4
 
 4
 
 (4 − r ) r dr dθ
 
 0
 
  r 2 r 3 r =4 4 − dθ =ρ 2 3 r =0 0  64 43 (2π ) = πρ. = ρ 32 − 3 3 
 
 y
 
 x2  y2 z  
 
 FIGURE 14.48b Projection of the solid onto the xy-plane
 
 0
 
 r dr dθ
 
 r
 
 
 
 2π
 
 
 
 From (5.8), we get that the moment with respect to the xy-plane is    4 Mx y = z ρ (x, y, z) d V = ρ z dz dA √ Q
 
  =ρ R
 
 ρ = 2
 
 x 2 +y 2
 
 R
 
  z 2 4 dA 2 √x 2 +y 2
 
  [16 − (x 2 + y 2 )] dA. R
 
 For the same reasons as when we computed the mass, we change to polar coordinates in the double integral to get
 
  ρ 16 − (x 2 + y 2 )  dA Mx y =    2 R
 
 =
 
 ρ 2
 
 ρ = 2
 
  
 
 2π 0
 
 4
 
 (16 − r 2 ) r dr dθ
 
 0
 
 2π 0
 
 r dr dθ
 
 r2
 
  
 
 r2 r4 16 − 2 4
 
 r =4   dθ  r =0
 
 = 32ρ(2π ) = 64πρ.
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 Notice that the solid is symmetric with respect to both the x z-plane and the yz-plane and so, the moments with respect to both of those planes are zero, since the density is constant. (Why does constant density matter?) That is, Mx z = M yz = 0. From (5.9), the center of mass is then given by   M yz Mx z Mx y 64πρ (x¯ , y¯ , z¯ ) = , , = 0, 0, = (0, 0, 3). m m m 64πρ/3 „
 
 EXERCISES 14.5 WRITING EXERCISES 1. Discuss the importance of having a reasonably accurate sketch to help determine the limits (and order) of integration. Identify which features of a sketch are essential and which are not. Discuss whether it’s important for your sketch to distinguish between two surfaces like z = 4 − x 2 − y 2 and  z = 4 − x 2 − y2. 2. In example 5.2, explain why all six orders of integration are equally simple. Given this choice, most people prefer to integrate in the order of example 5.2 (dz dy d x). Discuss the visual advantages of this order. 3. In example 5.4, identify any clues in the problem statement that might indicate that y should be the innermost variable of integration. In example 5.5, identify any clues that might indicate that z should not be the innermost variable of integration. (Hint: With how many surfaces is each variable associated?) 4. In example 5.6, we used polar coordinates in x and y. Explain why this is permissible and when it is likely to be convenient to do so.
 
 In exercises 1–20, evaluate the triple integral
 
  Q
 
 13. f (x, y, z) = 15, Q is bounded by 2x + y + z = 4, z = 0, x = 1 − y 2 and x = 0 14. f (x, y, z) = 2x + y, Q is bounded by z = 6 − x − y, z = 0, y = 2 − x, y = 0 and x = 0 15. f (x, y, z) = 2x, Q is bounded by z = y 2 , z = 4, x = 0 and x+z =6 16. f (x, y, z) = 2y, Q is bounded by z = x 2 − 2, z = 0, x + y = 1 and x − y = 1  3  1  √1−z 2 y  2  ez  y 17. 0 0 0 ze d x dz d y 18. 1 0 2 x 2yz−1 d x d y dz 1u w 1vw 2 19. 0 0 0 ue−w dv dw du 20. 0 0 0 ue−w du dw dv
 
 ............................................................
 
 21. Sketch the region Q in exercise 9 and explain why the triple integral equals 0. Would the integral equal 0 for f (x, y, z) = 2x 2 y? For f (x, y, z) = 2x 2 y 2 ?  22. Show that (z − x) d V = 0, where Q is bounded by
 
 In exercises 23–34, compute the volume of the solid bounded by the given surfaces. 23. z = x 2 , z = 1, y = 0 and y = 2 24. z = 1 − y 2 , z = 0, x = 2 and x = 4
 
 4. f (x, y, z) = 2x y − 3x z 2 , Q = {(x, y, z)|0 ≤ x ≤ 2, −1 ≤ y ≤ 1, 0 ≤ z ≤ 2} bounded
 
 25. z = 1 − y 2 , z = 0, z = 4 − 2x and x = 4 26. z = x 2 , z = x + 2, y + z = 5 and y = −1 by
 
 6. f (x, y, z) = 3x − 2y, Q is the tetrahedron bounded by 4x + y + 3z = 12 and the coordinate planes 7. f (x, y, z) = 3y − 2z, Q is the tetrahedron bounded by 3x + 2y − z = 6 and the coordinate planes 2
 
 bounded
 
 z = 6 − x − y and the coordinate planes. Explain geometrically why this is correct.
 
 ............................................................
 
 2. f (x, y, z) = 2x 2 + y 3 , Q = {(x, y, z)|0 ≤ x ≤ 3, −2 ≤ y ≤ 1, 1 ≤ z ≤ 2} √ 3. f (x, y, z) = y − 3z 2 , Q = {(x, y, z)|2 ≤ x ≤ 3, 0 ≤ y ≤ 1, −1 ≤ z ≤ 1}
 
 8. f (x, y, z) = 6x z 2 , Q is the tetrahedron −2x + y + z = 4 and the coordinate planes
 
 is bounded by z = 1 − y 2 , z = 0,
 
 Q
 
 f (x, y, z) d V.
 
 1. f (x, y, z) = 2x + y − z, Q = {(x, y, z)|0 ≤ x ≤ 2, −2 ≤ y ≤ 2, 0 ≤ z ≤ 2}
 
 5. f (x, y, z) = 4yz, Q is the tetrahedron x + 2y + z = 2 and the coordinate planes
 
 12. f (x, y, z) = x 3 y, Q x = −1 and x = 1
 
 by
 
 9. f (x, y, z) = 2x y, Q is bounded by z = 1 − x 2 − y 2 and z = 0
 
 27. y = 4 − x 2 , z = 0 and z − y = 6 28. x = y 2 , x = 4, x + z = 6 and x + z = 8 29. y = 3 − x, y = 0, z = x 2 and z = 1 30. x = y 2 , x = 4, z = 2 + x and z = 0 31. z = 1 + x, z = 1 − x, z = 1 + y, z = 1 − y and z = 0 (a pyramid) 32. z = 5 − y 2 , z = 6 − x, z = 6 + x and z = 1
 
 10. f (x, y, z) = x − y, Q is bounded by z = x 2 + y 2 and z = 4
 
 33. z = 4 − x 2 − y 2 and the x y-plane
 
 11. f (x, y, z) = 2yz, Q is bounded by z + x = 2, z − x = 2, z = 1, y = −2 and y = 2
 
 34. z = 6 − x − y, x 2 + y 2 = 1 and z = −1
 
 ............................................................
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 In exercises 35–38, find the mass and center of mass of the solid with density ρ(x, y, z) and the given shape. 35. ρ(x, y, z) = 4, solid bounded by z = x 2 + y 2 and z = 4 36. ρ(x, y, z) = 2 + x, solid bounded by z = x 2 + y 2 and z = 4 37. ρ(x, y, z) = 10 + x, tetrahedron bounded by x + 3y + z = 6 and the coordinate planes 38. ρ(x, y, z) = 1 + x, tetrahedron bound by 2x + y + 4z = 4 and the coordinate planes
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 0 ≤ x ≤ 12, 0 ≤ y ≤ 12 and 0 ≤ z ≤ 8. Find the total amount of pollutant in the room. Divide by the volume of the room to get the average density of pollutant in the room. 54. If the danger level for the pollutant in exercise 53 is 1 gram per 1000 cubic feet, show that the room on the whole is below the danger level, but there is a portion of the room that is well above the danger level.
 
 ............................................................
 
 ............................................................
 
 Exercises 55–58 involve probability.
 
 39. Explain why the x-coordinate of the center of mass in exercise 35 is zero, but the x-coordinate in exercise 36 is not zero.
 
 55. A function f (x, y, z) is a pdf on the three-dimensional solid Q  if f (x, y, z) ≥ 0 for all (x, y, z) in Q and f (x, y, z) d V = 1.
 
 40. In exercise 35, if ρ(x, y, z) = 2 + x 2 , is the x-coordinate of the center of mass zero? Explain.
 
 Find c such that f (x, y, z) = c is a pdf on the tetrahedron bounded by x + 2y + z = 2 and the coordinate planes.
 
 41. In exercise 5, evaluate the integral in three different ways, using each variable as the innermost variable once.
 
 56. If a point is chosen at random from the tetrahedron in exercise 55, find the probability that z < 1.
 
 42. In exercise 6, evaluate the integral in three different ways, using each variable as the innermost variable once.
 
 57. Find the value of k such that the probability that z < k in exercise 55 equals 12 .
 
 ............................................................ In exercises 43–48, sketch the solid whose volume is given and rewrite the iterated integral using a different innermost variable.  2  4−2y  4−2y−z 43. d x dz d y 
 
 0 1
 
 44. 45.
 
 0 2−2y
 
 
 
 0
 
 0
 
 0
 
 0
 
 2−x−2y 0
 
  1  √1−x 2  √1−x 2 −y 2 
 
 1
 
 
 
 1−x 2
 
 dz dy d x
 
 0
 
 
 
 2−x
 
 d y dz d x 0
 
 0
 
 0
 
  2  √4−z 2 
 
 4
 
 d y d x dz 0
 
 0
 
 
 
 2
 
 48. 0
 
  √4−z 2 
 
 x 2 +z 2 2
 
 √
 
 0
 
 58. Compare your answer to exercise 57 to the z-coordinate of the center of mass of the tetrahedron Q with constant density.
 
 EXPLORATORY EXERCISES
 
 0
 
 dz d x dy
 
 46. 47.
 
 
 
 Q
 
 d x d y dz y 2 +z 2
 
 ............................................................ 49. Let T be the tetrahedron in the first octant with vertices (0, 0, 0), (a, 0, 0), (0, b, 0) and (0, 0, c), for positive constants a, b and c. Let C be the parallelepiped in the first octant with the same vertices. Show that the volume of T is one-sixth the volume of C. bd s 50. Write a c r f (x)g(y)h(z) dz dy d x as a product of three single integrals. In general, can any triple integral with integrand f (x)g(y)h(z) be factored as the product of three single integrals?  51. Compute f (x, y, z) d V , where Q is the tetrahedron Q
 
 bounded by 2x + y + 3z = 6 and the coordinate planes, and f (x, y, z) = max{x, y, z}. 52. Repeat exercise 51 with f (x, y, z) = min{x, y, z}
 
 APPLICATIONS 53. Suppose that the density of an airborne pollutant in a room is 2 2 2 given by f (x, y, z) = x yze−x −2y −4z grams per cubic foot for
 
 1. In this exercise, you will examine several models of baseball bats. Sketch the region extending from y = 0 to y = 32 with 3 distance from the y-axis given by r = 12 + 128 y. This should look vaguely like a baseball bat, with 32 representing the 32inch length of a typical bat. Assume a constant weight density of ρ = 0.39 ounce per cubic inch. Compute the weight of the bat and the center of mass of the bat. (Hint: Compute the ycoordinate and argue that the x- and z-coordinates are zero.) Sketch each of the following regions, explain what the name means and compute the mass and center of mass. (a) Long bat: same as the original except y extends from y = 0 to y = 34. 3 (b) Choked up: y goes from −2 to 30 with r = 35 + 128 y. (c) 64 Corked bat: same as the original with the cylinder 26 ≤ y ≤ 32 and 0 ≤ r ≤ 14 removed. (d) Aluminum bat: same as the 3 original with the section from r = 0 to r = 38 + 128 y, 0 ≤ y ≤ 32 removed and density ρ = 1.56. Explain why it makes sense that the choked-up bat has the center of mass 2 inches to the left of the original bat. Part of the “folklore” of baseball is that batters with aluminum bats can hit “inside” pitches better than batters with traditional wood bats. If “inside” means smaller values of y and the center of mass represents the “sweet spot” of the bat (the best place to hit the ball), discuss whether your calculations support baseball’s folk wisdom. 2. In this exercise, we continue with the baseball bats of exercise  1.2 This time, we want to compute the moment of inertia y ρ d V for each of the bats. The smaller the moment of Q
 
 inertia is, the easier it is to swing the bat. Use your calculations to answer the following questions. How much harder is it to swing a slightly longer bat? How much easier is it to swing a bat that has been choked up 2 inches? Does corking really make a noticeable difference in the ease with which a bat can be swung? How much easier is it to swing a hollow aluminum bat, even if it weighs the same as a regular bat?
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 14.6 CYLINDRICAL COORDINATES z
 
 In example 5.6 of section 14.5, we found it convenient to introduce polar coordinates in order to evaluate the outer double integral in a triple integral problem. Sometimes, this is more than a mere convenience, as we see in example 6.1.
 
 z5
 
 EXAMPLE 6.1 Evaluate
 
 x2  y2  9
 
 
 
 ex
 
 2
 
 +y
 
 2
 
 Q
 
 d V , where Q is the solid bounded by the cylinder x 2 + y 2 = 9, the
 
 xy-plane and the plane z = 5.
 
 R 3
 
 x
 
 A Triple Integral Requiring Polar Coordinates
 
 3
 
 Solution We show a sketch of the solid in Figure 14.49a. Here, the base of the solid is the circle R of radius 3 centered at the origin and lying in the x y-plane and for each (x, y) in R, z ranges from 0 up to 5. So, we have    5 2 2 2 2 e x +y d V = e x +y dz dA
 
 y
 
 FIGURE 14.49a The solid Q
 
 Q
 
 0
 
 R
 
 
 
 y
 
 ex
 
 =5
 
 R x 3
 
 dA.
 
 √ From Figure 14.49b, observe √ that for each fixed x ∈ [−3, 3], y ranges from − 9 − x 2 (the bottom semicircle) up to 9 − x 2 (the top semicircle), so that    3  √9−x 2 2 2 x 2 +y 2 x 2 +y 2 e dV = 5 e dA = 5 e x +y d y d x. √ Q
 
 y  9 
 
 +y 2
 
 R
 
 y  9  x 2
 
 3
 
 2
 
 −3
 
 R
 
 − 9−x 2
 
 Unfortunately, we don’t know an antiderivative for e x +y . Even the authors’ computer algebra system has difficulty with this. On the other hand, if we introduce polar coordinates: x = r cos θ and y = r sin θ , we get that for each θ ∈ [0, 2π ], r ranges from 0 up to 3. We now have an integral requiring only a simple substitution:   2 2 2 +y 2 e x +y d V = 5 e x dA  
 
 x2
 
 FIGURE 14.49b The region R
 
 Q
 
 z
 
 R
 
 =5 0
 
 5 = 2
 
 (r, u, z)
 
 er 3
 
 2π
 
 
 
 
 
 0
 
 0 2π
 
 2
 
 2
 
 2
 
 r dr dθ
 
 er r dr dθ 2
 
 r =3  r2 
 
 e 
 
 dθ
 
 r =0
 
 = 5π (e9 − 1). „ z
 
 O u
 
 r
 
 x
 
 FIGURE 14.50 Cylindrical coordinates
 
 y
 
 The process of replacing two of the variables in a three-dimensional coordinate system by polar coordinates, as we illustrated in example 6.1, is so common that we give this coordinate system a name: cylindrical coordinates. To be precise, we specify a point P(x, y, z) ∈ R3 by identifying polar coordinates for the point (x, y) ∈ R2: x = r cos θ and y = r sin θ , where r 2 = x 2 + y 2 and θ is the angle made by the line segment connecting the origin and the point (x, y, 0) with the positive y x-axis, as indicated in Figure 14.50. Then, tan θ = . We refer to (r, θ, z) as cylindrical x coordinates for the point P.
 
 EXAMPLE 6.2
 
 Equation of a Cylinder in Cylindrical Coordinates
 
 Write the equation for the cylinder x 2 + y 2 = 16 (see Figure 14.51) in cylindrical coordinates.
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 z
 
 x 2  y 2  16
 
 x
 
 4
 
 4 y
 
 FIGURE 14.51 The cylinder r = 4
 
 Solution In cylindrical coordinates r 2 = x 2 + y 2 , so the cylinder becomes r 2 = 16 or r = ±4. But note that since θ is not specified, the equation r = 4 describes the same cylinder. „ z
 
 EXAMPLE 6.3 z2  x 2  y 2
 
 x y
 
 Equation of a Cone in Cylindrical Coordinates
 
 Write the equation for the cone z 2 = x 2 + y 2 (see Figure 14.52) in cylindrical coordinates. Solution Since x 2 + y 2 = r 2 , the cone becomes z 2 = r 2 or z = ±r . In cases where we need r to be positive, we write separate equations for the top cone z = r and the bottom cone z = −r . „ As we did on a case-by-case basis in example 5.6 and in example 6.1, we can use cylindrical coordinates to simplify certain triple integrals. For instance, suppose that we can write the solid Q as Q = {(r, θ, z)|(r, θ ) ∈ R and k1 (r, θ ) ≤ z ≤ k2 (r, θ )},
 
 FIGURE 14.52 The cone z = r
 
 where k1 (r, θ ) ≤ k2 (r, θ ), for all (r, θ ) in the region R of the xy-plane defined by R = {(r, θ )|α ≤ θ ≤ β and g1 (θ ) ≤ r ≤ g2 (θ )},
 
 y
 
 where 0 ≤ g1 (θ) ≤ g2 (θ), for all θ in [α, β], as shown in Figure 14.53. Then, notice that from (5.4), we can write
 
     k2 (r,θ ) f (r, θ, z) d V = f (r, θ, z) dz dA.
 
 ub
 
 ua
 
 R
 
 Q
 
 r  g2(u ) r  g1(u )
 
 FIGURE 14.53
 
 x
 
 k1 (r,θ )
 
 R
 
 Since the outer double integral is a double integral in polar coordinates, we already know how to write it as an iterated integral. We have
 
     k2 (r,θ ) f (r, θ, z) d V = f (r, θ, z) dz  dA Q
 
 The region R
 
 k1 (r,θ )
 
 R
 
 =
 
 α
 
 r dr dθ
 
 g2 (θ ) 
 
 β
 
 
 
 g1 (θ )
 
 k2 (r,θ )
 
 k1 (r,θ ) 
 
 f (r, θ, z) dz r dr dθ.
 
 This gives us an evaluation formula for triple integrals in cylindrical coordinates: 
 
  f (r, θ, z) d V =
 
 Q
 
 α
 
 β
 
 
 
 g2 (θ ) g1 (θ )
 
 
 
 k2 (r,θ )
 
 k1 (r,θ )
 
 f (r, θ, z) r dz dr dθ.
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 In setting up triple integrals in cylindrical coordinates, it often helps to visualize the volume element d V = r dz dr dθ . (See Figure 14.54.) z
 
 r du du dz r dr x
 
 O
 
 y
 
 FIGURE 14.54 Volume element for cylindrical coordinates
 
 EXAMPLE 6.4 Write
 
  Q
 
 A Triple Integral in Cylindrical Coordinates
 
 f (r, θ, z) d V as a triple iterated integral in cylindrical coordinates if     Q = (x, y, z)| x 2 + y 2 ≤ z ≤ 18 − x 2 − y 2 .
 
 Solution The first task in setting up any iteratedmultiple integral is to sketch the region over which you are integrating. Here, z = x 2 + y 2 is the top half of a right circular  cone, with vertex at the origin and axis lying√along the z-axis, and z = 18 − x 2 − y 2 is the top hemisphere of radius 18 centered at the origin. So, we are looking for the set of all points lying above the cone and below the hemisphere. (See Figure 14.55a.) Recognize that√in cylindrical coordinates, the cone is written z = r and the hemisphere becomes z =√ 18 − r 2 , since x 2 + y 2 = r 2 . This says that for each r and θ, z ranges from r up to 18 − r 2 . Notice that the cone and the hemisphere intersect when  18 − r 2 = r 18 − r 2 = r 2 ,
 
 or
 
 18 = 2r 2
 
 so that
 
 or r = 3.
 
 z
 
 z z⫽r
 
 y
 
 y x
 
 z ⫽ 兹苶苶苶苶 18 ⫺ r 2
 
 x
 
 FIGURE 14.55a
 
 FIGURE 14.55b
 
 The solid Q
 
 Projection of Q onto the xy-plane
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 That is, the two surfaces intersect in a circle of radius 3 lying in the plane z = 3. The projection of the solid down onto the xy-plane is then the circle of radius 3 centered at the origin (see Figure 14.55b) and we have 2π  3 
 
 
 
  f (r, θ, z) d V =
 
 0
 
 Q
 
 √
 
 18−r 2
 
 r
 
 0
 
 f (r, θ, z) r dz dr dθ. „
 
 Very often, a triple integral in rectangular coordinates is simpler to evaluate in cylindrical coordinates. You must then recognize how to write the solid in cylindrical coordinates, as well as how to rewrite the integral.
 
 EXAMPLE 6.5
 
 Changing from Rectangular to Cylindrical Coordinates 
 
 1
 
 Evaluate the triple iterated integral −1
 
 
 
 √
 
 1−x 2
 
 
 
 √ − 1−x 2
 
 2−x 2 −y 2 x 2 +y 2
 
 (x 2 + y 2 )3/2 dz dy d x.
 
 Solution As written, the integral is virtually impossible to evaluate exactly. (Even our computer algebra system had trouble with it.) Notice that the integrand involves x 2 + y 2 , which is simply r 2 in cylindrical coordinates. You should also try to visualize the region over which you are integrating. First, from the innermost limits of integration, notice that z = 2 − x 2 − y 2 is a paraboloid opening downward, with vertex at the point (0, 0, 2) and z = x 2 + y 2 is a paraboloid opening upward with vertex at the origin. So, the solid is some portion of the solid bounded by the two paraboloids. The paraboloids intersect when 2 − x 2 − y2 = x 2 + y2 1 = x 2 + y2.
 
 or
 
 TODAY IN MATHEMATICS Enrico Bombieri (1940– ) An Italian mathematician who proved what is now known as the Bombieri-Vinogradov Mean Value Theorem on the distribution of prime numbers. Bombieri is known as a solver of “deep” problems, which are fundamental questions that baffle the world’s best mathematicians. This is a risky enterprise, because many such problems are unsolvable. One of Bombieri’s special talents is a seemingly instinctual sense of which problems are both solvable and interesting. To see why this is a true talent, think about how hard it would be to write double and triple integrals that are at the same time interesting, challenging and solvable (antiderivatives found and evaluated) and then imagine performing an equivalent task for problems that nobody has ever solved.
 
 So, the intersection forms a circle of radius 1 lying in the plane z = 1 and centered at the point (0, 0, 1). √Looking at the outer two integrals, note that for each x ∈ [−1, 1], y ranges from − 1 − x 2 (the bottom semicircle of radius 1 centered at the origin) to √ 1 − x 2 (the top semicircle of radius 1 centered at the origin). Since this corresponds to the projection of the circle of intersection onto the xy-plane, the triple integral is over the entire solid below the one paraboloid and above the other. (See Figure 14.56.) z
 
 z  r2
 
 z  2  r2
 
 x
 
 y
 
 FIGURE 14.56 The solid Q
 
 In cylindrical coordinates, the top paraboloid becomes z = 2 − x 2 − y 2 = 2 − r 2 and the bottom paraboloid becomes z = x 2 + y 2 = r 2 . So, for each fixed value of r and θ, z varies from r 2 up to 2 − r 2 . Further, since the projection of the solid onto the xy-plane
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch14
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 952
 
 CHAPTER 14
 
 ..
 
 T1: OSO
 
 January 5, 2011
 
 LT (Late Transcendental)
 
 10:17
 
 Multiple Integrals
 
 14-52
 
 is the circle of radius 1 centered at the origin, r varies from 0 to 1 and θ varies from 0 to 2π . We can now write the triple integral in cylindrical coordinates as  1
 
 √
 
 1−x 2  2−x 2 −y 2
 
 √ −1 − 1−x 2 x 2 +y 2
 
 2π  1  2−r 2
 
  (x 2 + y 2 )3/2 dz dy d x =
 
 (r 2 )3/2 r dz dr dθ 0
 
 0
 
 r2
 
 2π  1  2−r 2
 
  =
 
 r 4 dz dr dθ 
 
 0
 
 =
 
 0
 
 2π  1
 
 0
 
 
 
 =2
 
 r2
 
 r 4 (2 − 2r 2 ) dr dθ
 
 0 2π
 
 
 
 0
 
 r5 r7 − 5 7
 
 r =1  8π  dθ = .  35 r =0
 
 Evaluating the triple integral in cylindrical coordinates was easy, compared to evaluating the original integral directly. „
 
 When converting an iterated integral from rectangular to cylindrical coordinates, it’s important to carefully visualize the solid over which you are integrating. While we have so far defined cylindrical coordinates by replacing x and y by their polar coordinate representations, we can do this with any two of the three variables, as we see in example 6.6.
 
 EXAMPLE 6.6
 
 Using a Triple Integral to Find Volume
 
 Use a triple integral to find the volume of the solid Q bounded by the graph of y = 4 − x 2 − z 2 and the xz-plane. Solution Notice that the graph of y = 4 − x 2 − z 2 is a paraboloid with vertex at (0, 4, 0), whose axis is the y-axis and that opens toward the negative y-axis. We show the solid in Figure 14.57a. Without thinking too much about it, we might consider integration with respect to z first. In this case, the projection of the solid onto the xy-plane is the parabola formed by the intersection of the paraboloid with the xy-plane. (See Figure 14.57b.) Notice from Figure 14.57b that for each fixed x and y, the line through the point (x, y, 0) and perpendicular to the xy-plane enters the solid on the  bottom half of the paraboloid (z= − 4 − x 2 − y) and exits the solid on the top surface of the paraboloid (z = 4 − x 2 − y). This gives you the innermost limits of integration. We get the rest from looking at the projection of the paraboloid onto the xy-plane. (See Figure 14.57c.) z
 
 z
 
 y 4 z   4  x2  y
 
 O
 
 y  4  x2
 
 O y
 
 x
 
 y x
 
 z   4  x2  y
 
 x
 
 2
 
 2
 
 FIGURE 14.57a
 
 FIGURE 14.57b
 
 FIGURE 14.57c
 
 The solid Q
 
 Solid, showing projection onto xy-plane
 
 Projection onto the xy-plane
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 Reading the outer limits of integration from Figure 14.57c and using (5.5), we get 
 
  dV =
 
 V = Q
 
  =
 
 
 
 2 −2
 
  =
 
 2
 
 −2
 
 
 
 −2
 
 NOTES Example 6.6 suggests that polar coordinates may be used with any two of x, y and z, to produce a cylindrical coordinate representation of a solid.
 
 y  4  x2  z2 O
 
 4−x −y
 
  2 4 − x 2 − y dy d x
 
 2
 
 0
 
 2
 
 y
 
 
 
  
 
 V =
 
 x
 
 Q
 
 R
 
 =
 
 FIGURE 14.57d Paraboloid with base in the xz-plane
 
 dy dA
 
 0
 
 (4 − x 2 − z 2 ) dA, R
 
 where R is the disk indicated in Figure 14.57e. Since the region R is a circle and the integrand contains the combination of variables x 2 + z 2 , we define polar coordinates x = r cos θ and z = r sin θ . From Figure 14.57e, notice that for each fixed angle θ ∈ [0, 2π ], r runs from 0 to 2. This gives us
 
 z 2 r=2 R
 
 
 
 u 2
 
 x
 
 (4 − x 2 − z 2 )  
 
 dA   
 
 V = R
 
 
 
 2π
 
 =
 
 Base of the solid
 
 4−x 2 −z 2
 
 dV = 
 
 FIGURE 14.57e
 
 dz dy d x
 
 4−x 2 −y
 
 Notice that the last integration here is challenging. (We used a CAS to carry it out.) Alternatively, if you look at Figure 14.57a and turn your head to the side, you should see a paraboloid with a circular base in the xz-plane. This suggests that you might want to integrate first with respect to y. Referring to Figure 14.57d, observe that for each point in the base of the solid in the xz-plane, y ranges from 0 to 4 − x 2 − z 2 . Notice that the base in this case is formed by the intersection of the paraboloid with the xz-plane (y = 0): 0 = 4 − x 2 − z 2 or x 2 + z 2 = 4 (i.e., the circle of radius 2 centered at the origin; see Figure 14.57e). We can now write the volume as
 
 z
 
 2
 
 √
 
 −
 
 0
 
 z=−
 
 0 4−x
 
  √4−x 2 −y
 
  y=4−x 2    2 2 3/2  = (−2) dx (4 − x − y)  3 −2 y=0  4 2 = (4 − x 2 )3/2 d x = 8π. 3 −2 
 
 2
 
 4−x 2
 
 z=√4−x 2 −y  z  √ dy dx 2
 
 4−x 2
 
 
 
 2
 
 0
 
 4 − r2
 
 
 
 2
 
 r dr dθ
 
 (4 − r 2 ) r dr dθ
 
 0
 
   1 2π (4 − r 2 )2 r =2 dθ =−  2 0 2 r =0  2π dθ = 8π. =4 0
 
 Notice that in some sense, viewing the solid as having its base in the xz-plane is more natural than our first approach to the problem and the integrations are much simpler. „
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 EXERCISES 14.6 WRITING EXERCISES 1. Using the examples in this section as a guide, make a short list of figures that are easily described in cylindrical coordinates. 2. In example 6.4, explain why the outer double integration limits are determined by the intersection of the cone and the hemisphere (and not, for example, by the trace of the hemisphere in the xy-plane). 3. Carefully examine the rectangular and cylindrical limits of integration in example 6.5. Note that in both integrals, z is the innermost variable of integration. In this case, explain why the innermost limits of integration for the triple integral in cylindrical coordinates can be obtained by substituting polar coordinates into the innermost limits of integration of the triple integral in rectangular coordinates. Explain why this would not be the case if the order of integration had been changed. 4. In example 6.6, the cylindrical coordinates used were r, θ and y, and the integrand was 4 − r 2 . If the integrand had been x − x 2 − z 2 , discuss whether x = r cos θ or x = r sin θ would have been correct, or whether it would matter.
 
 In exercises 1–8, write the given equation in cylindrical coordinates. 2. x 2 + y 2 = 1 1. x 2 + y 2 = 16 3. (x − 2)2 + y 2 = 4 4. x 2 + (y − 3)2 = 9  2 2 5. z = x + y 6. z = x 2 + y 2 7. y = 2x
 
 8. z = e−x
 
 2 −y 2
 
 ............................................................ In exercises 9–24, set up the triple integral
 
 
 
 f (x, y, z) d V in
 
 Q
 
 cylindrical coordinates.
 
 21. Q is the solid bounded by the hyperboloid x 2 − y 2 − z 2 = 1, (x > 0) and x = 4. 22. Q is the solid bounded by the hyperboloid x 2 + y 2 − z 2 = 1, z = −2 and z = 2. √ 2 2 23. Q is the solid above z = e x +y and below z = 2. 24. Q is the solid bounded by x = e4−z
 
 2 −y 2
 
 and x = e z
 
 2 +y 2
 
 .
 
 ............................................................ In exercises 25–40, set up and evaluate the indicated triple integral in the appropriate coordinate system.  x 2 +y 2 25. e d V , where Q is the solid inside x 2 + y 2 = 4 and Q
 
 between z = 1 and z = 2.  √x 2 +y 2 26. ze d V , where Q is the solid inside x 2 + y 2 = 4, Q
 
 outside x 2 + y 2 = 1 and between z = 0 and z = 3.  (x + z) d V , where Q is the solid below x + 2y + 3z = 6 27. Q
 
 in the first octant.  28. (y + 2) d V , where Q is the solid below x + z = 4 in the Q
 
 first octant between y = 1 and y = 2.   29. z d V , where Q is the solid between z = x 2 + y 2 and Q  z = 4 − x 2 − y2.   x 2 + y 2 d V , where Q is the solid between 30. Q  z = x 2 + y 2 and z = 0 and inside x 2 + y 2 = 4.  (x + y) d V , where Q is the tetrahedron bounded by 31. Q
 
 below
 
 x + 2y + z = 4 and the coordinate planes.  32. (2x − y) d V , where Q is the tetrahedron bounded by
 
 10. Q is the solid above z = − x 2 + y 2 , below z = 0 and inside x 2 + y 2 = 4.
 
 3x + y + 2z = 6 and the coordinate planes.   z 33. e d V , where Q is the solid above z = − 4 − x 2 − y 2 ,
 
 9. Q  is the solid z = 8 − x 2 − y2.
 
 above
 
 z=
 
 
 
 x 2 + y2
 
 and
 
 Q
 
 
 
 11. Q is the solid above the xy-plane and below z = 9 − x − y . 2
 
 2
 
 12. Q is the solid above the xy-plane and below z = 4 − x 2 − y 2 in the first octant. 13. Q is the solid above z = x 2 + y 2 − 1, below z = 8 and between x 2 + y 2 = 3 and x 2 + y 2 = 8. 14. Q is the solid above z = x 2 + y 2 − 4 and below z = −x 2 − y 2 . 15. Q is the solid bounded by y = 4 − x 2 − z 2 and y = 0. √ 16. Q is the solid bounded by y = x 2 + z 2 and y = 9. 17. Q is the solid bounded by x = y 2 + z 2 and x = 2 − y 2 − z 2 .  18. Q is the solid bounded by x = y 2 + z 2 and x = 4. 19. Q isthe frustum of a cone bounded by z = 2, z = 3 and z = x 2 + y2. 20. Q is the solid bounded by z = 1 and z = 3 and under z = 4 − x 2 − y2.
 
 Q
 
 below the x y-plane and outside x 2 + y 2 = 3.   x 2 + y 2 e z d V , where Q is the solid inside x 2 + y 2 = 1 34. Q
 
 and between z = (x 2 + y 2 )3/2 and z = 0.   2x d V , where Q is the solid between z = x 2 + y 2 and 35. Q
 
 z = 0 and inside x 2 + (y − 1)2 = 1.  yd V , where Q is the solid between z = x 2 + y 2 and z = 0 36. Q
 
 and inside (x − 2)2 + y 2 = 4.    sin y 2 + z 2 d V , where Q is bounded by x = y 2 + z 2 37. Q
 
 and x = 4. √  2 2 2 (x + z 2 )e x +z d V , 38.
 
 where
 
 Q
 
 is
 
 bounded
 
 Q
 
 y=
 
 1 , y = 0, x 2 + z 2 = 1 and x 2 + z 2 = 2. x 2 + z2
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  Q
 
 1 z
 
 d V , where Q is bounded by z = e x y , z = 1, y = x + 1,
 
 y = 0 and x = 0.  40. 2x d V , where Q is bounded by z = sin(x + y), z = 0, Q
 
 y = π − x, y = 0 and x = 0.
 
 ............................................................ In exercises 41–46, evaluate the iterated integral after changing coordinate systems.  √   √ −1
 
 
 
 1
 
 42.
 
  √1−x 2  √
 
 1−x 2
 
 2−x 2 −y 2
 
 4
 
 4−y 2
 
 
 
 3  −3
 
 
 
 0
 
 √
 
 −
 
 9−x 2
 
  0  √4−z 2  −2
 
 √
 
 −
 
 4−z 2
 
 x 2 + y 2 dz dy d x
 
 955
 
 61. For the vector vfrom (1, −1, 0) to (1, 1, 0), find a constant c π/4 ˆ such that v = c −π/4 θdθ. 62. For thevector v from (−1, −1, 0) to (1, 1, 0), write v in the b form c a θˆ dθ. Compare to exercise 60. ˆ Illus63. For the point (−1, −1, 0), sketch the vectors rˆ and θ. trate graphically how the vector v from (−1, −1, 0) to ˆ (1, 1, 0) can be represented both in terms of rˆ and in terms of θ. √ 64. For the vector v from (−1, −1, 0) to (1, 3, 1), find constants θ a, b, θ1 , θ2 and c such that v = a rˆ + b θ12 θˆ dθ + ck.
 
 APPLICATIONS In exercises 65–68, find the mass and center of mass of the solid with the given density and bounded by the graphs of the indicated equations.   65. ρ(x, y, z) = x 2 + y 2 , bounded by z = x 2 + y 2 and z = 4.
 
 2 dz d x dy
 
 x 2 +y 2
 
 
 
 1−x 2 −y 2
 
 0
 
 Cylindrical Coordinates
 
 3z 2 dz dy d x
 
 0
 
  1  √1−x 2 
 
 −
 
 ..
 
 0
 
 √
 
 
 
 46.
 
 1−x 2
 
 √
 
 0
 
 45.
 
 −
 
  2  √4−y 2  √8−x 2 −y 2 0
 
 44.
 
 √
 
 −
 
 0
 
 x 2 +y 2
 
 1−x 2
 
 1
 
 41.
 
 43.
 
 LT (Late Transcendental)
 
 x 2 +z 2
 
 x 2 + y 2 dz dy d x
 
 66. ρ(x, y, z) = e−x xy-plane.
 
 (x 2 + z 2 ) d y dz d x
 
 0 4 y 2 +z 2
 
 (y 2 + z 2 )3/2 d x d y dz
 
 ............................................................
 
 2 −y 2
 
 , bounded by z = 4 − x 2 − y 2 and the
 
 67. ρ(x, y, z) = 4, between z = x 2 + y 2 and z = 4 and inside x 2 + (y − 1)2 = 1. √ 68. ρ(x, y, z) = x 2 + z 2 , bounded by y = x 2 + z 2 and √ y = 8 − x 2 − z2.
 
 In exercises 47–54, sketch graphs of the cylindrical equations. 47. z = r √ 50. z = 4 − r 2 53. θ = π/4
 
 48. z = r 2
 
 49. z = 4 − r 2
 
 51. r = 2 sec θ 54. r = 4
 
 52. r = 2 sin θ
 
 ............................................................ Exercises 55–64 relate to unit basis vectors in cylindrical coordinates. 55. For the position vector r = x, y, 0 = r cos θ, r sin θ, 0 in r cylindrical coordinates, compute the unit vector rˆ = , where r r = r = 0. 56. Referring to exercise 55, for the unit vector θˆ = − sin θ, cos θ, 0, show that rˆ , θˆ and k are mutually orthogonal. 57. The unit vectors rˆ and θˆ in exercises 55 and 56 are not constant vectors. This changes many of our calculations and interpretations. For an object in motion (that is, where r, θ and z are functions of time), compute the derivatives of rˆ and θˆ in terms of each other. 58. For the vector v from (0, 0, 0) to (2, 2, 0), show that v = r rˆ . 59. For the vector v from (1, 1, 0) to (3, 3, 0), find a constant c such that v = cˆr. Compare to exercise 58. 60. For the vector v from (−1, −1, 0) to (1, 1, 0), find a constant c such that v = cˆr. Compare to exercise 59.
 
 EXPLORATORY EXERCISES 1. Many computer graphing packages will sketch graphs in cylindrical coordinates, with one option being to have r as a function of z and θ. In some cases, the graphs are very familiar. Sketch the following and solve for z to √ write the equation in the notation√of this section: (a) r = z, (b) r = z 2 , (c) r = ln z, (d) r = 4 − z 2 , (e) r = z 2 cos θ. By leaving z out altogether, some old polar curves get an interesting three-dimensional extension: (f) r = sin2 θ, 0 ≤ z ≤ 4, (g) r = 2 − 2 cos θ, 0 ≤ z ≤ 4. Many graphs are simply new. Explore the following graphs and others of your own creation: (h) r = cos θ − ln z, (i) r = z 2 ln(θ + 1), (j) r = zeθ/8 , (k) r = θ e−z . 2. In this exercise, you will explore a class of surfaces known as Plucker’s ¨ conoids. In parametric equations, the conoid with n folds is given by x = r cos θ, y = r sin θ and z = sin(nθ ). Use a CAS to sketch the conoid with 2 folds. Show that on this surface z = x 22x+yy 2 . In vector notation, the parametric equations can be written as 0, 0, sin(nθ ) + r cos θ, r sin θ, 0, with the interpretation that the conoid is generated by moving a line around and perpendicular to the circle cos θ, sin θ, 0. For n = 2, sketch a parametric graph with 1 ≤ r ≤ 2 and 0 ≤ θ ≤ 2π and compare the surface to a M¨obius strip. Explain how the line segment moving around the circle rotates according to the function sin 2θ. Sketch similar graphs for n = 3, n = 4 and n = 5, and explain why n is referred to as the number of folds.
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 14.7 SPHERICAL COORDINATES We introduce here another common coordinate system that is frequently more convenient than either rectangular or cylindrical coordinates. We can specify a point P with rectangular coordinates (x, y, z) by the corresponding spherical coordinates (ρ, φ, θ). Here, ρ is defined to be the distance from the origin,  ρ = x 2 + y2 + z2. (7.1)
 
 z Q(0, 0, z)
 
 f O
 
 P(x, y, z) r
 
 u y R(x, y, 0)
 
 x
 
 FIGURE 14.58
 
 Note that specifying the distance a point lies away from the origin specifies a sphere on which the point must lie (i.e., the equation ρ = ρ0 > 0 represents the sphere of radius ρ0 centered at the origin). To name a specific point on the sphere, we further specify two angles, φ and θ , as indicated in Figure 14.58. Notice that φ is the angle from the positive z-axis to the −→ −→ vector OP and θ is the angle from the positive x-axis to the vector OR , where R is the point lying in the xy-plane with rectangular coordinates (x, y, 0) (i.e., R is the projection of P onto the xy-plane). You should observe from this description that ρ≥0
 
 Spherical coordinates
 
 and
 
 0 ≤ φ ≤ π.
 
 If you look closely at Figure 14.58, you can see how to relate rectangular and spherical coordinates. Notice that −→ −→ x = OR  cos θ =  QP  cos θ. −→ Looking at the triangle OQP, we find that  QP  = ρ sin φ, so that
 
 Similarly, we have
 
 x = ρ sin φ cos θ. −→ y =  OR  sin θ = ρ sin φ sin θ.
 
 (7.2) (7.3)
 
 Finally, focusing again on triangle OQP, we have z = ρ cos φ. z
 
 EXAMPLE 7.1
 
 (7.4)
 
 Converting from Spherical to Rectangular Coordinates
 
 Find rectangular coordinates for the point described by (8, π /4, π/3) in spherical coordinates.
 
 (
 
 d O
 
 )
 
 8, d, u
 
 8
 
 u y x
 
 FIGURE 14.59
 
 The point (8, π4 , π3 )
 
 Solution We show a sketch of the point in Figure 14.59. From (7.2), (7.3) and (7.4), we have √ !  √ π π 1 2 x = 8 sin cos = 8 = 2 2, 4 3 2 2 √ ! √ ! √ π π 2 3 y = 8 sin sin = 8 =2 6 4 3 2 2 √ ! √ π 2 z = 8 cos = 8 = 4 2. and 4 2 „
 
 It’s often very helpful (especially when dealing with triple integrals) to represent common surfaces in spherical coordinates.
 
 EXAMPLE 7.2
 
 Equation of a Cone in Spherical Coordinates
 
 Rewrite the equation of the cone z 2 = x 2 + y 2 in spherical coordinates. Solution Using (7.2), (7.3) and (7.4), the equation of the cone becomes ρ 2 cos2 φ = ρ 2 sin2 φ cos2 θ + ρ 2 sin2 φ sin2 θ = ρ 2 sin2 φ(cos2 θ + sin2 θ) = ρ 2 sin2 φ.
 
 Since cos2 θ + sin2 θ = 1.
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 Notice that in order to have ρ 2 cos2 φ = ρ 2 sin2 φ, we must either have ρ = 0 (which corresponds to the origin) or cos2 φ = sin2 φ. For the latter to occur, we must have φ = π4 or φ = 3π . (Recall that 0 ≤ φ ≤ π .) Observe that taking φ = π4 (and allowing ρ and θ 4 to be anything) describes the top half of the cone, as shown in Figure 14.60a. You can think of this as taking a single ray (say in the yz-plane) with φ = π4 and revolving this around the z-axis. (This is the effect of letting θ run from 0 to 2π.) Similarly, φ = 3π 4 describes the bottom half cone, as seen in Figure 14.60b. „
 
 p 4
 
 y
 
 O x
 
 FIGURE 14.60a Top half-cone φ = z
 
 π 4
 
 Notice that, in general, the equation ρ = k (for any constant k > 0) represents the sphere of radius k, centered at the origin. (See Figure 14.61a.) The equation θ = k (for any constant k) represents a vertical half-plane, with its edge along the z-axis. (See Figure 14.61b.) Further, the equation φ = k (for any constant k) represents the top half of a cone if 0 < k < π2 (as in Figure 14.62a) and represents the bottom half of a cone if π < k < π (as in Figure 14.62b). Finally, note that φ = π2 describes the x y-plane. Can you 2 think of what the equations φ = 0 and φ = π represent? z
 
 z
 
 3p 4
 
 O
 
 ..
 
 y
 
 x
 
 O k y
 
 FIGURE 14.60b Bottom half-cone φ = z
 
 x
 
 3π 4
 
 y
 
 x
 
 FIGURE 14.61a
 
 FIGURE 14.61b
 
 The sphere ρ = k
 
 The half-plane θ = k
 
 Triple Integrals in Spherical Coordinates
 
 fk
 
 y
 
 O
 
 uk
 
 x
 
 FIGURE 14.62a Top half-cone φ = k, where 0 < k < π2 z
 
 Just as polar coordinates are indispensable in calculating double integrals over circular regions, especially when the integrand involves the particular combination of variables x 2 + y 2 , spherical coordinates are an indispensable aid in dealing with triple integrals over spherical regions, particularly with those where the integrand involves the combination x 2 + y 2 + z 2 . Integrals of this type are encountered frequently in applications. For instance, consider the triple integral  cos(x 2 + y 2 + z 2 )3/2 d V, Q
 
 O
 
 fk y
 
 where Q is the unit ball: x 2 + y 2 + z 2 ≤ 1. No matter which order you choose for the integrations, you will arrive at a triple iterated integral that looks like   √ 2 √ 2 2 1
 
 x
 
 −1
 
 FIGURE 14.62b Bottom half-cone φ = k, where π 0).  2(y − 2x)e y+4x dA, where R is bounded by y = 2x, 33.
 
 u1 =
 
 R
 
 y = 2x + 1, y = 3 − 4x and y = 1 − 4x.  34. y 2 dA, where R is bounded by y = x + 1, y = x + 2,
 
 for constants c11 , c21 , . . . , c81 and d11 , d21 and d31 . Similarly, camera 2 “sees” this dot at pixel (u 2 , v2 ) where
 
 R
 
 c12 x + c22 y + c32 z + c42 and d12 x + d22 y + d32 z + 1 c52 x + c62 y + c72 z + c82 , v2 = d12 x + d22 y + d32 z + 1
 
 x 2 − 2x y = −1 and x 2 − 2x y = −2 (x > 0).
 
 u2 =
 
 ............................................................ 35. In Theorem 8.1, we required that the Jacobian be nonzero. To see why this is necessary, consider a transformation where x = u − v and y = 2v − 2u. Show that the Jacobian is zero. Then try solving for u and v. 36. Compute the Jacobian for the spherical-like transformation x = ρ sin φ, y = ρ cos φ cos θ and z = ρ cos φ sin θ.  1 1 1 37. The integral d x d y arises in the study 2 0 0 1 − (x y) of the Riemann-zeta function. Use the transformation sin v sin u and y = to write this integral in the form x= cos cos u   v π/2
 
 0
 
 π/2−v
 
 f (u, v) du dv and then evaluate the integral.
 
 0
 
 sin u sin v and y = in exercos v cos u cise 37 transforms the square 0 ≤ x ≤ 1, 0 ≤ y ≤ 1 into the triangle 0 ≤ u ≤ π2 − v, 0 ≤ v ≤ π2 . (Hint: Transform each side of the square separately.)
 
 38. Show that the transformation x =
 
 EXPLORATORY EXERCISE 1. Transformations are involved in many important applications of mathematics. The direct linear transformation discussed in this exercise was used by Titleist golf researchers Gobush, Pelletier and Days to study the motion of golf balls (see Sci-
 
 for a different set of constants c12 , c22 , . . . , c82 and d12 , d22 and d32 . The constants are determined by taking a series of measurements of motionless balls to calibrate the model. Given that the model for each camera consists of eleven constants, explain why in theory, six different measurements would more than suffice to determine the constants. In reality, more measurements are taken and a least-squares criterion is used to find the best fit of the model to the data. Suppose that this procedure gives us the model 2x + y + z + 1 3x + z , v1 = , x + y + 2z + 1 x + y + 2z + 1 x +z+6 4x + y + 3 , v2 = . u2 = 2x + 3z + 1 2x + 3z + 1 u1 =
 
 If the screen coordinates of a dot are (u 1 , v1 ) = (0, −3) and (u 2 , v2 ) = (5, 0), solve for the actual position (x, y, z) of the dot. Actually, a dot would not show up as a single pixel, but as a somewhat blurred image over several pixels. The dot is officially located at the pixel nearest the center of mass of the pixels involved. Suppose that a dot’s image activates the following pixels: (34, 42), (35, 42), (32, 41), (33, 41), (34, 41), (35, 41), (36, 41), (34, 40), (35, 40), (36, 40) and (36, 39). Find the center of mass of these pixels and round off to determine the “location” of the dot.
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Irregular partition Fubini’s Theorem Center of mass Surface area
 
 Definite integral Double Riemann sum First moment Triple integral
 
 Double integral Volume Moment of inertia Mass
 
 Cylindrical Spherical coordinates Rectangular coordinates Transformation coordinates Jacobian
 
 TRUE OR FALSE State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true.
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 Review Exercises 1. When using a double integral to compute volume, the choice of integration variables and order is determined by the geometry of the region.  2. f (x, y) dA gives the volume between z = f (x, y) and the
 
  
 
 4. A line through the center of mass of a region divides the region into subregions of equal area.  5. If R is bounded by a circle, f (x, y) dA should be computed R
 
 using polar coordinates.
 
 1
 
  
 
  R
 
 10.
 
 2x x2
 
 (2x y − 1) d y d x
 
 2
 
 (3y 2 x + 4) d y d x 0
 
 9.
 
 3. When using a double integral to compute area, the choice of integration variables and order is determined by the geometry of the region.
 
 −1
 
 8.
 
 R
 
 xy-plane.
 
 1
 
 7.
 
  R
 
 2x
 
 x y dA, where R is bounded by r = 2 cos θ sin(x 2 + y 2 ) dA, where R is bounded by x 2 + y 2 = 4
 
 ............................................................ In exercises 11 and 12, approximate the double integral.  4x y dA, where R is bounded by y = x 2 − 4 and y = ln x 11. R
 
 12.
 
  R
 
 6x 2 y dA, where R is bounded by y = cos x and y = x 2 − 1
 
 ............................................................
 
 6. The surface area of a region is approximately equal to the area of the projection of the region into the xy-plane. 7. A triple integral in rectangular coordinates has three possible orders of integration. 8. The choice of coordinate systems for a triple integral is determined by the function being integrated. 9. If a region or a function involves x 2 + y 2 , you should use cylindrical coordinates. 10. For a triple integral in spherical coordinates, the order of integration does not matter. 11. Transforming a double integral in xy-coordinates to one in uv-coordinates, you need formulas for u and v in terms of x and y.
 
 In exercises 13–24, compute the volume of the solid. 13. Bounded by z = 1 − x 2 , z = 0, y = 0 and y = 1 14. Bounded by z = 4 − x 2 − y 2 , z = 0, x = 0, x + y = 1 and y=0 15. Between z = x 2 + y 2 and z = 8 − x 2 − y 2 √ 2 2 16. Under z = e x +y and inside x 2 + y 2 = 4 17. Bounded by x + 2y + z = 8 and the coordinate planes 18. Bounded by x + 5y + 7z = 1 and the coordinate planes  19. Bounded by z = x 2 + y 2 and z = 4  20. Bounded by x = y 2 + z 2 and x = 2  21. Between z = x 2 + y 2 and x 2 + y 2 + z 2 = 4 22. Inside x 2 + y 2 + z 2 = 4z and below z = 1
 
 In exercises 1 and 2, compute the Riemann sum for the given function and region, a partition with n equal-sized rectangles and the given evaluation rule. 1. f (x, y) = 5x − 2y, 1 ≤ x ≤ 3, 0 ≤ y ≤ 1, n = 4, evaluate at midpoint 2. f (x, y) = 4x + y, 0 ≤ x ≤ 1, 1 ≤ y ≤ 3, n = 4, evaluate at midpoint 2
 
 23. Under z = 6 − x 2 − y 2 , above z = 0 and inside x 2 + y 2 = 1 24. Under z = x and inside r = cos θ
 
 ............................................................ In exercises 25 and 26, change the order of integration.  2  x2 25. f (x, y) d y d x
 
 In exercises 3–10, evaluate the double integral.  (4x + 9x 2 y 2 ) dA, where R = {(x, y)|0 ≤ x ≤ 3, 1 ≤ y ≤ 2} 3. R
 
 4.
 
  R
 
 5.
 
 
 
 2e4x+2y dA, where R = {(x, y)|0 ≤ x ≤ 1, 0 ≤ y ≤ 1} e
 
 −x 2 −y 2
 
 R
 
 6.
 
  R
 
 dA, where R = {(x, y)|1 ≤ x + y ≤ 4} 2
 
 2
 
 2x y dA, where R is bounded by y = x, y = 2 − x and
 
 y=0
 
 0
 
 0
 
 ............................................................
 
  26.
 
 2
 
 
 
 4
 
 f (x, y) d y d x x2
 
 0
 
 ............................................................ In exercises 27 and 28, convert to polar coordinates and evaluate the integral.   √ √
 
 −
 
 0
 
  28.
 
 4−x 2
 
 2
 
 27.
 
 2
 
 2x dy d x
 
 4−x 2
 
  √4−x 2  2 x 2 + y2 d y d x
 
 0 0 ............................................................
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 Review Exercises In exercises 29–32, find the mass and center of mass. 29. The lamina bounded by ρ(x, y) = 2x
 
 y = 2x, y = x
 
 and
 
 49. Q is the region below z = x = 2,
 
 30. The lamina bounded by y = x, y = 4 − x and y = 0, ρ(x, y) = 2y 31. The solid bounded by z = 1 − x , z = 0, y = 0, y + z = 2, ρ(x, y, z) = 2  32. The solid bounded by x = y 2 + z 2 , x = 2, ρ(x, y, z) = 3x 2
 
 50. Q is the region below z = 6 − x − y, above z = 0 and inside x 2 + y 2 = 8.
 
 ............................................................ In exercises 51–54, evaluate the integral after changing coordinate systems.  √   √
 
 √
 
 52.
 
 2
 
 2
 
 4z dz d x dy 
 
 y 1
 
 53.
 
 −1
 
 ............................................................
 
 e z dz dy d x
 
 0
 
  √4−y 2 
 
 0
 
 33. Bounded by y = x 2 , y = 2 − x and y = 0 34. One leaf of r = sin 4θ
 
 x
 
 0
 
 
 
 x 2 +y 2
 
 2−x 2
 
 1
 
 51.
 
 ............................................................ In exercises 33 and 34, use a double integral to find the area.
 
  4 − x 2 − y 2 and above z = 0.
 
 
 
 2
 
 0
 
  √1−x 2  √2−x 2 −y 2  √
 
 0
 
 x 2 +y 2
 
  √4−y 2  √4−x 2 −y 2
 
 x 2 + y 2 + z 2 dz dy d x
 
 In exercises 35 and 36, find the average value of the function on the indicated region.
 
 54.
 
 35. f (x, y) = x 2 , region bounded by y = 2x, y = x and x = 1  36. f (x, y) = x 2 + y 2 , region bounded by x 2 + y 2 = 1, x = 0, y=0
 
 In exercises 55–60, write the given equation in (a) cylindrical and (b) spherical coordinates.
 
 −2
 
 0
 
 dz d x dy
 
 0
 
 ............................................................
 
 ............................................................
 
 55. y = 3
 
 56. x 2 + y 2 = 9
 
 In exercises 37–42, evaluate or estimate the surface area.
 
 57. x 2 + y 2 + z 2 = 4  59. z = x 2 + y 2
 
 58. y = x
 
 37. The portion of z = 2x + 4y between y = x, y = 2 and x = 0 38. The portion of z = x 2 + 6y between y = x 2 and y = 4 39. The portion of z = x y inside x 2 + y 2 = 8, in the first octant 40. The portion of z = sin(x 2 + y 2 ) inside x 2 + y 2 = π  41. The portion of z = x 2 + y 2 below z = 4 42. The portion of x + 2y + 3z = 6 in the first octant
 
 ............................................................ In exercises 43–50, set up the triple integral
 
 
 
 f (x, y, z) d V in
 
 Q
 
 an appropriate coordinate system. If f (x, y, z) is given, evaluate the integral. 43. f (x, y, z) = z(x + y), Q = {(x, y, z)|0 ≤ x ≤ 2, −1 ≤ y ≤ 1, −1 ≤ z ≤ 1} 44. f (x, y, z) = 2x ye yz , Q = {(x, y, z)|0 ≤ x ≤ 2, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1}   45. f (x, y, z) = x 2 + y 2 + z 2 , Q is above z = x 2 + y 2 and below x 2 + y 2 + z 2 = 4.  46. f (x, y, z) = 3x, Q is the region below z = x 2 + y 2 , above z = 0 and inside x 2 + y 2 = 4. 47. Q is bounded by x + y + z = 6, z = 0, y = x, y = 2 and x = 0.  48. Q is the region below z = 4 − x 2 − y 2 , above z = 0 and inside x 2 + y 2 = 1.
 
 60. z = 4
 
 ............................................................ In exercises 61–66, sketch the graph. 61. r = 4 64. φ =
 
 π 4
 
 π 4
 
 62. ρ = 4
 
 63. θ =
 
 65. r = 2 cos θ
 
 66. ρ = 2 sec φ
 
 ............................................................ In exercises 67 and 68, find a transformation from a rectangular region S in the uv-plane to the region R. 67. R bounded by y = 2x − 1, y = 2x + 1, y = 2 − 2x and y = 4 − 2x 68. R inside x 2 + y 2 = 9, outside x 2 + y 2 = 4 and in the second quadrant
 
 ............................................................ In exercises 69 and 70, evaluate the double integral.  y−2x e dA, where R is given in exercise 67 69. R
 
 70.
 
  R
 
 (y + 2x)3 dA, where R is given in exercise 67
 
 ............................................................ In exercises 71 and 72, find the Jacobian of the given transformation. 71. x = u 2 v, y = 4u + v 2 72. x = 4u − 5v, y = 2u + 3v
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 Review Exercises EXPLORATORY EXERCISES 1. Let S be a sphere of radius R centered at the origin. Different types of symmetry produce different simplifications    in integration. If f (x, y, z) = − f (−x, y, z), show that f d V = 0.  S  If f (x, y, z) = − f (x, −y, z), show that f d V = 0.  S  If f (x, y, z) = − f (−x, −y, z), show that f d V = 0. If f (x, y, z) = − f (−x, −y,  −z), what, can be said about f d V ? Next, S
 
 S
 
 if anything, suppose that
 
 2 2 f (a, b, c) = f (x, c2 = x 2 + y 2 + z 2 .  y, z) whenever a +  Rb + 2 Show that f (x, y, z) d V = 4π 0 ρ g(ρ) dρ for some S
 
 function g. (State the relationship between g and f.) If f can be written in cylindrical coordinates as f (r, θ, z) = g(r ), for some continous function g, simplify f d V as much as S
 
 possible.  2. Let S be the solid bounded above by z = R 2 − x 2 − y 2 and below by z = x 2 + y 2 . Set up and simplify as much as possible f d V in each of the following cases: S
 
 (a) f (x, y, z) = − f (−x, y, z); (b) f (x, y, z) = − f (x, −y, z); (c) f (x, y, z) = − f (−x, −y, z); (d) f (x, y, z) = − f (−x, −y, −z); (e) f (r, θ, z) = g(r ), for some function g and (f ) f (ρ, φ, θ) = g(ρ), for some function g
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 15 The Volkswagen Beetle was one of the most beloved and recognizable cars of the 1950s, 1960s and 1970s. So, Volkswagen’s decision to release a redesigned Beetle in 1998 created quite a stir in the automotive world. The new Beetle resembles the classic Beetle, but has been modernized to improve fuel efficiency, safety, handling and overall performance. The calculus that we introduce in this chapter will provide you with some of the basic tools necessary for designing and analyzing automobiles, aircraft and other types of complex machinery. Engineers have identified many important principles of aerodynamics, but the design of a complicated structure like a car still has an element of trial and error. Before high-speed computers were available, engineers built small-scale or full-scale models of new designs and tested them in a wind tunnel. Unfortunately, such models don’t always provide adequate information and can be prohibitively expensive to build. Today, mathematical models are used to accurately simulate wind tunnel tests. A computer simulation of a wind tunnel must keep track of the air velocity at each point on and around a car. A function assigning a vector (e.g., a velocity vector) to each point in space is called The new Beetle a vector field, which we introduce in section 15.1. Additional mathematical concepts that are crucial for a study of fluid mechanics and other important applications are developed in this chapter. In the case of the redesigned Beetle, computer simulations resulted in numerous improvements over the original. One measure of a vehicle’s aerodynamic efficiency is its drag coefficient (with a lower drag coefficient corresponding to a more aerodynamic vehicle). The original Beetle has a drag coefficient of 0.46 (as reported by Robertson and Crowe in Engineering Fluid Mechanics), while a (quite aerodynamic) 1985 Chevrolet Corvette has a drag coefficient of 0.34. According to Volkswagen, the new Beetle boasts a drag coefficient of 0.38, representing a considerable reduction in air drag from the original Beetle, through careful engineering and detailed mathematical analysis.
 
 15.1 VECTOR FIELDS To analyze the flight characteristics of an airplane, engineers use wind tunnel tests to provide information about the flow of air over the wings and around the fuselage. To model such a test mathematically, we need to be able to describe the velocity 977
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 of the air at various points. So, we need to define a function that assigns a vector to each point in space. Such a function would have both a multidimensional domain (like the functions of Chapters 13 and 14) and a multidimensional range (like the vector-valued functions introduced in Chapter 12). We call such a function a vector field. Although vector fields in higher dimensions can be very useful, we will focus here on vector fields in two and three dimensions.
 
 DEFINITION 1.1 A vector field in the plane is a function F(x, y) mapping points in R2 into the set of two-dimensional vectors V2 . We write F(x, y) =  f 1 (x, y), f 2 (x, y) = f 1 (x, y)i + f 2 (x, y)j, for scalar functions f 1 (x, y) and f 2 (x, y). In space, a vector field is a function F(x, y, z) mapping points in R3 into the set of three-dimensional vectors V3 . In this case, we write F(x, y, z) =  f 1 (x, y, z), f 2 (x, y, z), f 3 (x, y, z) = f 1 (x, y, z)i + f 2 (x, y, z)j + f 3 (x, y, z)k, for scalar functions f 1 (x, y, z), f 2 (x, y, z) and f 3 (x, y, z). To describe a two-dimensional vector field graphically, we draw a collection of the vectors F(x, y) for various points (x, y) in the domain, in each case drawing the vector so that its initial point is located at (x, y). We illustrate this in example 1.1. y
 
 EXAMPLE 1.1
 
 Plotting a Vector Field
 
 For the vector field F(x, y) = x + y, 3y − x, evaluate (a) F(1, 0), (b) F(0, 1) and (c) F(−2, 1). Plot each vector F(x, y) using the point (x, y) as the initial point.
 
 F(2, 1) F(0, 1)
 
 x F(1, 0)
 
 FIGURE 15.1
 
 Values of F(x, y)
 
 Solution (a) Taking x = 1 and y = 0, we have F(1, 0) = 1 + 0, 0 − 1 = 1, −1. In Figure 15.1, we have plotted the vector 1, −1 with its initial point located at the point (1, 0), so that its terminal point is located at (2, −1). (b) Taking x = 0 and y = 1, we have F(0, 1) = 0 + 1, 3 − 0 = 1, 3. In Figure 15.1, we have also indicated the vector 1, 3, taking the point (0, 1) as its initial point, so that its terminal point is located at (1, 4). (c) With x = −2 and y = 1, we have F(−2, 1) = −2 + 1, 3 + 2 = −1, 5. In Figure 15.1, the vector −1, 5 is plotted by placing its initial point at (−2, 1) and its terminal point at (−3, 6). „ Graphing vector fields poses something of a problem. Notice that the graph of a two-dimensional vector field would be four-dimensional (i.e., two independent variables plus two dimensions for the vectors). However, we can visualize many of the important properties of a vector field by plotting a number of values of the vector field as we had started to do in Figure 15.1. In general, by the graph of the vector field F(x, y), we mean a two-dimensional graph with vectors F(x, y), plotted with their initial point located at (x, y), for a variety of points (x, y). Many graphing calculators and computer algebra systems have commands to graph vector fields.
 
 EXAMPLE 1.2
 
 Graphing Vector Fields
 
 x, y Graph the vector fields F(x, y) = x, y, G(x, y) =  and H(x, y) = y, −x x 2 + y2 and identify any patterns.
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 y
 
 FIGURE 15.2a F(x, y) = x, y
 
 2 y 1 0 1
 
 2
 
 1
 
 0
 
 x
 
 1
 
 2
 
 FIGURE 15.2b F(x, y) = x, y
 
 2
 
 1
 
 0
 
 x
 
 1
 
 FIGURE 15.2c
 
 (x, y)
 
 x, y
 
 2, 0
 
 (−2, 1)
 
 −2, 1
 
 (1, 2)
 
 1, 2
 
 (−2, 0)
 
 −2, 0
 
 (2, 1)
 
 2, 1
 
 (−1, −2)
 
 −1, −2
 
 (0, 2)
 
 0, 2
 
 (0, −2)
 
 0, −2
 
 −1, 2
 
 (1, −2)
 
 1, −2
 
 −2, −1
 
 (2, −1)
 
 2, −1
 
 979
 
 The vectors indicated in the table are plotted in Figure 15.2a. A computer-generated plot of the vector field is shown in Figure 15.2b. Notice that the vectors drawn here have not been drawn to scale, in order to improve the readability of the graph. In both plots, notice that the vectors all point away from the origin and increase in length as the initial points get farther from the origin. In fact, the initial point (x, y) lies   a distance x 2 + y 2 from the origin and the vector x, y has length x 2 + y 2 . So, the length of each vector corresponds to the distance from its initial point to the origin.  Notice that G(x, y) is the same as F(x, y) except for the division by x 2 + y 2 , which is the magnitude of the vector x, y. Thus, for each (x, y), G(x, y) has the same direction as F(x, y), but is a unit vector. A computer-generated plot of G(x, y) is shown in Figure 15.2c. We compute some sample vectors for H(x, y) in the following table and plot these in Figure 15.3a. (x, y)
 
  y, − x
 
 (x, y)
 
  y, − x
 
 (2, 0)
 
 0, −2
 
 (−2, 1)
 
 1, 2
 
 (1, 2)
 
 2, −1
 
 (−2, 0)
 
 0, 2
 
 (2, 1)
 
 1, −2
 
 (−1, −2)
 
 −2, 1
 
 (0, 2)
 
 2, 0
 
 (0, −2)
 
 −2, 0
 
 (−1, 2)
 
 2, 1
 
 (1, −2)
 
 −2, −1
 
 (−2, −1)
 
 −1, 2
 
 (2, −1)
 
 −1, −2
 
 0
 
 2
 
 x, y
 
 (2, 0)
 
 (−1, 2)
 
 1
 
 1
 
 (x, y)
 
 (−2, −1)
 
 2
 
 y
 
 Vector Fields
 
 Solution First choose a variety of points (x, y), evaluate the vector field at these points and plot the vectors using (x, y) as the initial point. Notice that in the following table we have chosen points on the axes and in each of the four quadrants.
 
 x
 
 2
 
 ..
 
 2 y
 
 2
 
 x, y G(x, y) =  x 2 + y2
 
 y
 
 1 0
 
 x 1 2
 
 FIGURE 15.3a
 
 H(x, y) = y, −x
 
 2
 
 1
 
 0
 
 x
 
 1
 
 FIGURE 15.3b
 
 H(x, y) = y, −x
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 A computer-generated plot of H(x, y) is shown in Figure 15.3b. If you think of H(x, y) as representing the velocity field for a fluid in motion, the vectors suggest a circular rotation of the fluid. Also, notice that  the vectors are not of constant size. As for F(x, y), the length of the vector y, −x is x 2 + y 2 , which is the distance from the origin to the initial point (x, y). „
 
 Although the ideas in example 1.2 are very important, most vector fields are too complicated to effectively draw by hand. Example 1.3 illustrates how to relate the component functions of a vector field to its graph.
 
 EXAMPLE 1.3
 
 Matching Vector Fields to Graphs
 
 Match the vector fields F(x, y) = y 2 , x − 1, G(x, y) = y + 1, e x/6  and H(x, y) = y 3 , x 2 − 1 to the graphs shown. Solution It helps to look for special features of the components of the vector fields and try to locate these in the graphs. For instance, the first component of F(x, y) is y 2 ≥ 0, so the vectors F(x, y) will never point to the left. Graphs A and C both have vectors with negative first components (in the fourth quadrant), so Graph B must be the graph of F(x, y). The vectors in Graph B also have small vertical components near x = 1, where the second component of F(x, y) equals zero. Similarly, the second component of G(x, y) is e x/6 > 0, so the vectors G(x, y) will always point upward. Graph A is the only one of these graphs with this property. Further, the vectors in Graph A are almost vertical near y = −1, where the first component of G(x, y) equals zero. Observe that the first component of H(x, y) is y 3 , which is negative for y < 0 and positive for y > 0. The vectors then point to the left for y < 0 and to the right for y > 0, as seen in Graph C. Finally, the vectors in Graph C have small vertical components near x = 1 and x = −1, where the second component of H(x, y) equals zero.
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 GRAPH C
 
 „
 
 As you might imagine, vector fields in space are typically more difficult to sketch than vector fields in the plane, but the idea is the same. That is, pick a variety of representative points and plot the vector F(x, y, z) with its initial point located at (x, y, z). Unfortunately, the difficulties associated with representing three-dimensional vectors on two-dimensional paper reduce the usefulness of these graphs.
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 −x, −y, −z . (x 2 + y 2 + z 2 )3/2
 
 Solution In Figure 15.4, we show a computer-generated plot of the vector field F(x, y, z). Notice that the vectors all point toward the origin, getting larger near the origin (where the field is undefined). You should get the sense of an attraction to the origin that gets stronger the closer you get. In fact, you might have recognized that F(x, y, z) describes the gravitational force field for an object located at the origin or the electrical field for a charge located at the origin. „
 
 0 4 4 y
 
 Vector Fields
 
 Graphing a Vector Field in Space
 
 Use a CAS to graph the vector field F(x, y, z) =
 
 4 4
 
 ..
 
 0 4
 
 FIGURE 15.4 Gravitational force field
 
 If the vector field graphed in Figure 15.4 represents a force field, then the graph suggests that an object acted on by this force field will be drawn toward the origin. However, this does not mean that a given object must move in a straight path toward the origin. For instance, an object with initial position (2, 0, 0) and initial velocity 0, 2, 0 will spiral in toward the origin. To determine the path followed by an object, we need additional information. Notice that in many cases, we can think of velocity as not explicitly depending on time, but instead depending on location. For instance, imagine watching a mountain stream with waterfalls and whirlpools that don’t change (significantly) over time. In this case, the motion of a leaf dropped into the stream would depend on where you drop the leaf, rather than when you drop the leaf. This says that the velocity of the stream is a function of location. That is, the velocity of any particle located at the point (x, y) in the stream can be described by a vector field F(x, y) =  f 1 (x, y), f 2 (x, y), called the velocity field. The path of any given particle starting at the point (x0 , y0 ) is then the curve traced out by x(t), y(t), where x(t) and y(t) are the solutions of the differential equations x  (t) = f 1 (x(t), y(t)) and y  (t) = f 2 (x(t), y(t)), with initial conditions x(t0 ) = x0 and y(t0 ) = y0 . In these cases, we can use the velocity field to construct flow lines, which indicate the path followed by a particle starting at a given point. One way to visualize the velocity field for a given process is to plot a number of velocity vectors at a single instant in time. Figure 15.5 shows the velocity field of Pacific Ocean currents in March 1998. The graph is color-coded for temperature, with a band of water swinging up from South America to the Pacific northwest representing “El Ni˜no.” The velocity field provides information about how the warmer and cooler areas of ocean water are likely to change. Since El Ni˜no is associated with significant climate changes, an understanding of its movement is critically important.
 
 FIGURE 15.5 Velocity field for Pacific Ocean currents (March 1998)
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 FIGURE 15.6a y, −x 2
 
 Solution We previously graphed the vector field y, −x in example 1.2 and show a computer-generated graph of the vector field in Figure 15.6a. Notice that the plotted vectors nearly join together as concentric circles. In Figure 15.6b, we have superimposed circular paths that stay tangent to the velocity field and pass through the points (0, 1), (0, −1) and (1, 1). (Notice that the first two of these paths are the same.) It isn’t difficult to verify that the flow lines are indeed circles, as follows. Observe that a circle of radius a centered at the origin with a clockwise orientation (as indicated) can be described by the endpoint of the vector-valued function r(t) = a sin t, a cos t. The velocity vector r (t) = a cos t, −a sin t gives a tangent vector to the curve for each t. If we eliminate the parameter, the velocity field for the position vector r = x, y is given by T = y, −x, which is the vector field we are presently plotting.
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 2
 
 2
 
 0 y 1 2
 
 Graphing Vector Fields and Flow Lines
 
 Graph the vector fields y, −x and 2, 1 + 2x y and for each, sketch-in approximate flow lines through the points (0, 1), (0, −1) and (1, 1).
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 FIGURE 15.6b Flow lines: y, −x
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 FIGURE 15.7a
 
 FIGURE 15.7b
 
 2, 1 + 2x y
 
 Flow lines: 2, 1 + 2x y
 
 2
 
 We show a computer-generated graph of the vector field 2, 1 + 2x y in Figure 15.7a, which suggests some parabolic-like paths. In Figure 15.7b, we sketch two of these paths through the points (0, 1) and (0, −1). However, the vectors in Figure 15.7a also indicate some paths that look more like cubics, such as the path through (0, 0) sketched in Figure 15.7b. In this case, though, it’s more difficult to determine equations for the flow lines. As it turns out, these are neither parabolic nor cubic. We’ll explore this further in the exercises. „ A good sketch of a vector field allows us to visualize at least some of the flow lines. However, even a great sketch can’t replace the information available from an exact equation for the flow lines. We can solve for an equation of a flow line by noting that if F(x, y) =  f 1 (x, y), f 2 (x, y) is a velocity field and x(t), y(t) is the position function, then x  (t) = f 1 (x, y) and y  (t) = f 2 (x, y). By the chain rule, we have dy/dt y  (t) f 2 (x, y) dy = =  = . dx d x/dt x (t) f 1 (x, y)
 
 (1.1)
 
 Equation (1.1) is a first-order differential equation for the unknown function y(x). We refer you to section 8.2, where we developed a technique for solving one group of differential equations, called separable equations. In section 8.3, we presented a method (Euler’s method) for approximating the solution of any first-order differential equation passing through a given point.
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 Using a Differential Equation to Construct Flow Lines
 
 Construct the flow lines for the vector field y, −x. Solution From (1.1), the flow lines are solutions of the differential equation x dy =− . dx y From our discussion in section 8.2, this differential equation is separable and can be solved as follows. We first rewrite the equation as y
 
 dy = −x. dx
 
 Integrating both sides with respect to x gives us   dy d x = − x d x, y dx so that
 
 y2 x2 = − + k. 2 2
 
 Multiplying both sides by 2 and replacing the constant 2k by c, we have y 2 = −x 2 + c or
 
 x 2 + y 2 = c.
 
 That is, for any choice of the constant c > 0, the solution corresponds to a circle centered at the origin. The vector field and the flow lines are then exactly as plotted in Figures 15.6a and 15.6b. „ In example 1.7, we illustrate the use of Euler’s method for constructing an approximate flow line.
 
 EXAMPLE 1.7
 
 Using Euler’s Method to Approximate Flow Lines
 
 Use Euler’s method with h = 0.05 to approximate the flow line for the vector field 2, 1 + 2x y passing through the point (0, 1), for 0 ≤ x ≤ 1. Solution Recall that for the differential equation y  = f (x, y) and for any given value of h, Euler’s method produces a sequence of approximate values of the solution function y = y(x) corresponding to the points xi = x0 + i h, for i = 1, 2, . . . . Specifically, starting from an initial point (x0 , y0 ), where y0 = y(x0 ), we construct the approximate values yi ≈ y(xi ), where the yi ’s are determined iteratively from the equation yi+1 = yi + h f (xi , yi ),
 
 i = 0, 1, 2, . . . .
 
 Since the flow line must pass through the point (0, 1), we start with x0 = 0 and y0 = 1. Further, here we have the differential equation 1 + 2x y 1 dy = = + x y = f (x, y). dx 2 2 In this case (unlike example 1.6), the differential equation is not separable and you do not know how to solve it exactly. For Euler’s method, we then have   1 yi+1 = yi + h f (xi , yi ) = yi + 0.05 + xi yi , 2
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 with x0 = 0, y0 = 1. For the first two steps, we have   1 + x0 y0 = 1 + 0.05(0.5) = 1.025, y1 = y0 + 0.05 2 x1 = 0.05,
 
 
 
 1 y2 = y1 + 0.05 + x1 y1 2
 
  = 1.025 + 0.05(0.5 + 0.05125) = 1.0525625
 
 and x2 = 0.1. Continuing in this fashion, we get the sequence of approximate values indicated in the following table.
 
 y 2.5 2 1.5 1 0.5 x 0.2
 
 0.4
 
 0.6
 
 0.8
 
 1
 
 FIGURE 15.8 Approximate flow line through (0, 1)
 
 xi 0 0.05 0.10 0.15 0.20 0.25 0.30
 
 yi 1 1.025 1.0526 1.0828 1.1159 1.1521 1.1915
 
 xi 0.35 0.40 0.45 0.50 0.55 0.60 0.65
 
 yi 1.2344 1.2810 1.3316 1.3866 1.4462 1.5110 1.5813
 
 xi 0.70 0.75 0.80 0.85 0.90 0.95 1.00
 
 yi 1.6577 1.7407 1.8310 1.9293 2.0363 2.1529 2.2801
 
 A plot of these points is shown in Figure 15.8. Compare this path to the top curve (also through the point (0, 1)) shown in Figure 15.7b. „ An important type of vector field with which we already have some experience is the gradient field, where the vector field is the gradient of some scalar function. Because of the importance of gradient fields, there are a number of terms associated with them. In Definition 1.2, we do not specify the number of independent variables, since the terms can be applied to functions of two, three or more variables.
 
 NOTES
 
 DEFINITION 1.2
 
 If you read about conservative vector fields and potentials in some applied areas (such as physics and engineering), you will sometimes see the function − f referred to as the potential function. This is a minor difference in terminology, only. In this text (as is traditional in mathematics), we will consistently refer to f as the potential function. Rest assured that everything we say here about conservative vector fields is also true in these applications areas.
 
 For any scalar function f, the vector field F = ∇ f is called the gradient field for the function f. We call f a potential function for F. Whenever F = ∇ f on a region R, for some scalar function f, we say that F is a conservative vector field on R.
 
 Finding the gradient field corresponding to a given scalar function is a simple matter.
 
 EXAMPLE 1.8
 
 Finding Gradient Fields
 
 Find the gradient fields corresponding to the functions (a) f (x, y) = x 2 y − e y and 1 (b) g(x, y, z) = 2 , and use a CAS to sketch the fields. x + y2 + z2 Solution For (a), we have  ∇ f (x, y) =
 
  ∂f ∂f , = 2x y, x 2 − e y . ∂x ∂y
 
 A computer-generated graph of ∇ f (x, y) is shown in Figure 15.9a. (b) For g(x, y, z) = (x 2 + y 2 + z 2 )−1 , we have 2x ∂g , = −(x 2 + y 2 + z 2 )−2 (2x) = − 2 ∂x (x + y 2 + z 2 )2
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 2 1
 
 y
 
 0 1 2
 
 2
 
 1
 
 0
 
 x
 
 1
 
 2
 
 FIGURE 15.9a
 
 FIGURE 15.9b 
 
 ∇(x 2 y − e y )
 
 ∇
 
 and by symmetry (think about this!), we conclude that
 
 1 x 2 + y2 + z2
 
 ∂g 2y and =− 2 ∂y (x + y 2 + z 2 )2
 
 2z ∂g . This gives us =− 2 ∂z (x + y 2 + z 2 )2   2x, y, z ∂g ∂g ∂g . , , =− 2 ∇g(x, y, z) = ∂ x ∂ y ∂z (x + y 2 + z 2 )2
 
 A computer-generated graph of ∇g(x, y, z) is shown in Figure 15.9b. „ You will discover that many calculations involving vector fields simplify dramatically if the vector field is a gradient field (i.e., if the vector field is conservative). To take full advantage of these simplifications, you will need to be able to construct a potential function that generates a given conservative field. The technique introduced in example 1.9 will work for most of the examples in this chapter.
 
 EXAMPLE 1.9
 
 Finding Potential Functions
 
 Determine whether each of the following vector fields is conservative. If it is, find a corresponding potential function f (x, y): (a) F(x, y) = 2x y − 3, x 2 + cos y and (b) G(x, y) = 3x 2 y 2 − 2y, x 2 y − 2x. Solution The idea here is to try to construct a potential function. In the process of trying to do so, we may instead recognize that there is no potential function for the given vector field. For (a), if f (x, y) is a potential function for F(x, y), we have that ∇ f (x, y) = F(x, y) = 2x y − 3, x 2 + cos y, so that
 
 ∂f = 2x y − 3 ∂x
 
 and
 
 ∂f = x 2 + cos y. ∂y
 
 (1.2)
 
 Integrating the first of these two equations with respect to x and treating y as a constant, we get  f (x, y) = (2x y − 3) d x = x 2 y − 3x + g(y). (1.3) Here, we have added an arbitrary function of y alone, g(y), rather than a constant of integration, because any function of y is treated as a constant when integrating with respect to x. Differentiating the expression for f (x, y) with respect to y gives us ∂f (x, y) = x 2 + g  (y) = x 2 + cos y, ∂y
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 from (1.2). This gives us g  (y) = cos y, so that  g(y) =
 
 cos y dy = sin y + c.
 
 From (1.3), we now have f (x, y) = x 2 y − 3x + sin y + c, where c is an arbitrary constant. Since we have been able to construct a potential function, the vector field F(x, y) is conservative. (b) Again, we assume that there is a potential function g for G(x, y) and try to construct it. In this case, we have ∇g(x, y) = G(x, y) = 3x 2 y 2 − 2y, x 2 y − 2x, ∂g = 3x 2 y 2 − 2y ∂x
 
 so that
 
 and
 
 ∂g = x 2 y − 2x. ∂y
 
 (1.4)
 
 Integrating the first equation in (1.4) with respect to x, we have
 
 REMARK 1.1 To find a potential function, you ∂f with can either integrate ∂x ∂f with respect to x or integrate ∂y respect to y. Before choosing which one to integrate, think about which integral will be easier to compute. In section 15.3, we introduce a simple method for determining whether or not a vector field is conservative.
 
  g(x, y) =
 
 (3x 2 y 2 − 2y) d x = x 3 y 2 − 2yx + h(y),
 
 where h is an arbitrary function of y. Differentiating this with respect to y, we have ∂g (x, y) = 2x 3 y − 2x + h  (y) = x 2 y − 2x, ∂y from (1.4). Solving for h  (y), we get h  (y) = x 2 y − 2x − 2x 3 y + 2x = x 2 y − 2x 3 y, which is impossible, since h(y) is a function of y alone. We then conclude that there is no potential function for G(x, y) and so, the vector field is not conservative. „ Coulomb’s law states that the electrostatic force on a charge q0 due to a charge q is qq0 given by F = 2 u, where r is the distance (in cm) between the charges and u is a unit r vector from q to q0 . The unit of charge is esu and F is measured in dynes. The electrostatic field E is defined as the force per unit charge, so that E=
 
 F q = 2 u. q0 r
 
 In example 1.10, we compute the electrostatic field for an electric dipole.
 
 EXAMPLE 1.10
 
 Electrostatic Field of a Dipole
 
 Find the electrostatic field due to a charge of +1 esu at (1, 0) and a charge of −1 esu at (−1, 0).  Solution The distance r from (1, 0) to an arbitrary point (x, y) is (x − 1)2 + y 2 and 1 a unit vector from (1, 0) to (x, y) is x − 1, y. The contribution to E from (1, 0) is r x − 1, y 1 x − 1, y . Similarly, the contribution to E from the = then 2 r r [(x − 1)2 + y 2 ]3/2
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 −1 x + 1, y −x + 1, y . Adding the two = 2 r r [(x + 1)2 + y 2 ]3/2 terms, we get the electrostatic field
 
 negative charge at (−1, 0) is
 
 E=
 
 x + 1, y x − 1, y − . 2 2 3/2 [(x − 1) + y ] [(x + 1)2 + y 2 ]3/2
 
 A computer-generated graph of this vector field is shown in Figures 15.10a to 15.10c. 0.4
 
 0.4 y
 
 y
 
 0.2
 
 0.2 0
 
 0
 
 0.2
 
 0.2
 
 0.4 1.6
 
 1.5
 
 1.4
 
 1.3 x
 
 1.2
 
 0.4 0.8 0.6 0.4 0.2 0.2
 
 FIGURE 15.10a
 
 0.4 x
 
 0.6
 
 0.8
 
 FIGURE 15.10b
 
 0.4 y 0.2 0 0.2 0.4 1.2
 
 1.3
 
 1.4
 
 x
 
 1.5
 
 1.6
 
 FIGURE 15.10c Notice that the field lines point away from the positive charge at (1, 0) and toward the negative charge at (−1, 0). „
 
 EXERCISES 15.1 WRITING EXERCISES 1. Compare hand-drawn sketches of the vector fields y, −x and 10y, −10x. In particular, describe which graph is easier to interpret. Computer-generated graphs of these vector fields are identical when the software “scales” the vector field by dividing out the 10. It may seem odd that computers don’t draw accurate graphs, but explain why the software programmers might choose to scale the vector fields. 2. The gravitational force field is an example of an “inverse square law.” That is, the magnitude of the gravitational force is inversely proportional to the square of the distance from the origin. Explain why the 32 exponent in the denominator of example 1.4 is correct for an inverse square law. 3. Explain why each vector in a vector field graph is tangent to a flow line. Explain why this means that a flow line can
 
 be visualized by joining together a large number of small (scaled) vector field vectors. 4. In example 1.9(b), explain why the presence of the x’s in the expression for g  (y) proves that there is no potential function.
 
 In exercises 1–10, sketch the vector field by hand. 1. F(x, y) = −y, x −y, x 2. F(x, y) =  x 2 + y2 3. F(x, y) = 0, x 2  4. F(x, y) = 2x, 0
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 5. F(x, y) = −(x − 1)i + (y − 2)j
 
 x
 
 6. F(x, y) = −i + (y − 2)j
 
 1
 
 7. F(x, y, z) = 0, z, 1
 
 1
 
 8. F(x, y, z) = 2, 0, 0
 
 z 0
 
 9. F(x, y, z) = 
 
 −1 0
 
 1 0.5 z 0 −0.5
 
 x, y, z x 2 + y2 + z2
 
 x, y, z 10. F(x, y, z) = 2 x + y2 + z2
 
 ............................................................
 
 −1 −1
 
 0 y
 
 1
 
 GRAPH D
 
 ............................................................
 
 x, y , F1 (x, y) =  x 2 + y2
 
 F2 (x, y) = x, y,
 
 F3 (x, y) = e , x,
 
 F4 (x, y) = e , y
 
 In exercises 13–16, sketch the vector field, find equations for the flow lines and sketch several flow lines on top of the vector field.
 
 y
 
 1.5
 
 1.5
 
 1
 
 GRAPH C
 
 11. Match the vector fields F1 –F4 with graphs A–D.
 
 y
 
 0 y
 
 0 x 0.5 1
 
 13. 2, cos x
 
 14. x 2 , 2
 
 15. y, x
 
 16. e y , x
 
 ............................................................ y
 
 y
 
 17. Sketch the vector field 4x, 3x 2 y − 2x y 2  and several flow lines. What is unusual about the flow lines that connect to the point (0, 1)?
 
 0
 
 0
 
 1.5 1.5
 
 0
 
 1.5
 
 x
 
 1.5 1.5
 
 GRAPH A
 
 18. Repeat exercise 17 for the vector field 2x, x y 2 − 2x 3 . 0
 
 1.5
 
 x
 
 In exercises 19–28, find the gradient field corresponding to f.
 
 GRAPH B
 
 19. f (x, y) = x 2 + y 2  21. f (x, y) = x 2 + y 2
 
 1.5
 
 1.5
 
 0
 
 0
 
 27. f (x, y, z) = 1.5 1.5
 
 0
 
 1.5
 
 x
 
 1.5 1.5
 
 GRAPH C
 
 0
 
 1.5 x
 
 GRAPH D
 
 1
 
 z 0 1 10.5 0 0.5 1 y
 
 GRAPH A
 
 28. f (x, y, z) = 
 
 2x x 2 + y2 + z2
 
 A–D.
 
 In exercises 29–40, determine whether or not the vector field is conservative on R2 or R3 . If it is, find a potential function. 29. y, x
 
 30. 2, y
 
 31. y, −x
 
 32. y, 1
 
 33. (x − 2x y)i + (y 2 − x 2 )j
 
 34. (x 2 − y)i + (x − y)j
 
 35. y sin x y, x sin x y
 
 36. y cos x, sin x − y
 
 37. 4x − z, 3y + z, y − x
 
 38. z 2 + 2x y, x 2 − z, 2x z − 1
 
 39. y 2 z 2 − 1, 2x yz 2 , 4z 3 
 
 40. z 2 + 2x y, x 2 + 1, 2x z − 3
 
 ............................................................
 
 z 0 1 0.5 0 x 0.5 1
 
 x2 y + z2
 
 x2
 
 ............................................................
 
 12. Match the vector fields F1 –F4 with graphs F1 (x, y, z) = 1, x, y, F2 (x, y, z) = 1, 1, y, y, −x, 0 z, 0, −x , F4 (x, y, z) = . F3 (x, y, z) = 2−z 2−y
 
 1
 
 22. f (x, y) = sin(x 2 + y 2 )
 
 23. f (x, y) = xe−x y 24. f (x, y) = (x + y) sin−1 x  25. f (x, y, z) = x 2 + y 2 + z 2 26. f (x, y, z) = x 2 y + yz
 
 y
 
 y
 
 20. f (x, y) = ln (x 2 + y 2 )
 
 In exercises 41–46, find equations for the flow lines.
 
 1
 
 1
 
 10.5 0 0.5 1 y 1
 
 0 x
 
 GRAPH B
 
 41. 2y, 3x 2 
 
 42.  1y , 2x
 
 43. yi + xe y j
 
 44. e−x i + 2xj
 
 45. y, y 2 + 1
 
 46. 2, y 2 + 1
 
 ............................................................
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 In exercises  47–54, use the notation r  x, y and r  r  x 2  y 2 . 47. Show that ∇(r ) =
 
 r . r
 
 48. Show that ∇(r 2 ) = 2r.
 
 49. Find ∇(r ). 3
 
 50. Use exercises 47–49 to conjecture the value of ∇(r n ), for any positive integer n. Prove that your answer is correct. 1, 1 51. Show that is not conservative. r −y, x is conservative on the domain y > 0 by 52. Show that r2 finding a potential function. Show that the potential function can be thought of as the polar angle θ. k−y, x . 53. The current in a wire produces a magnetic field B = r2 Draw a sketch showing a wire and its magnetic field. x, y r is conservative, for any integer n. 54. Show that n = 2 r (x + y 2 )n/2
 
 ..
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 constant k > 0. This is known as Fourier’s law. Use this vector field to determine whether heat flows from hot to cold or vice versa. Would anything change if the law were F = k∇T ? 64. An isotherm is a curve on a map indicating areas of constant temperature. Given Fourier’s law (exercise 63), determine the angle between the velocity field for heat flow and an isotherm.
 
 ............................................................
 
 55. Suppose that f (x), g(y) and h(z) are continuous functions. Show that  f (x), g(y), h(z) is conservative, by finding a potential function. 56. Show that k1 , k2  is conservative, for constants k1 and k2 .
 
 APPLICATIONS 57. A two-dimensional force acts radially away from the origin with magnitude 3. Write the force as a vector field. 58. A two-dimensional force acts radially toward the origin with magnitude equal to the square of the distance from the origin. Write the force as a vector field.
 
 EXPLORATORY EXERCISES 1. Show that the vector field F(x, y) = y, x has potential function f (x, y) = x y. The curves f (x, y) = c for constants c are called equipotential curves. Sketch equipotential curves for several constants (positive and negative). Find the flow lines for this vector field and show that the flow lines and equipotential curves intersect at right angles. This situation is common. To further develop these relationships, show that the potential function and the flow function g(x, y) = 12 (y 2 − x 2 ) are both solutions of Laplace’s equation ∇ 2 u = 0 where ∇ 2 u = u x x + u yy .
 
 60. A three-dimensional force acts radially away from the z-axis (parallel to the xy-plane) with magnitude equal to the cube of the distance from the z-axis. Write the force as a vector field.
 
 2. In example 1.5, we graphed the flow lines for the vector field 2, 1 + 2x y and mentioned that finding equations for the flow lines was beyond what’s been presented in the text. We develop a method for finding the flow lines here by solving linear ordinary differential equations. We will illustrate this for an easier vector field, x, 2x − y. First, note that if x  (t) = x and y  (t) = 2x − y, then
 
 61. Derive the electrostatic field for positive charges q at (−1, 0) and (1, 0) and negative charge −q at (0, 0).
 
 dy 2x − y y = =2− . dx x x
 
 59. A three-dimensional force acts radially toward the origin with magnitude equal to the square of the distance from the origin. Write the force as a vector field.
 
 62. The figure shows the magnetic field of the Earth. Compare this to the electrostatic field of a dipole shown in example 1.10. Inner Van Allen belt
 
 Outer Van Allen belt
 
 Magnetic field lines
 
 63. If T (x, y, z) gives the temperature at position (x, y, z) in space, the velocity field for heat flow is given by F = −k∇T for a
 
 The flow lines will be the graphs of functions y(x) such that y  (x) = 2 − xy , or y  + x1 y = 2. The left-hand side of the equation should look a little like a product rule. Our main goal is to multiply by a term called an integrating factor, to make the left-hand side exactly a product rule derivative. It turns out that for the equation y  + f (x)y = g(x), an inf (x) d x tegrating . In the present case, for x > 0, we  factor is e 1/xd x ln x have e = e = x. (We have chosen the integration constant to be 0 to keep the integrating factor simple.) Multiply both sides of the equation by x and show that x y  + y = 2x. Show that x y  + y = (x y) . From (x y) = 2x, integrate to get x y = x 2 + c, or y = x + xc . To find a flow line passing through the point (1, 2), show that c = 1 and thus, y = x + x1 . To find a flow line passing through the point (1, 1), show that c = 0 and thus, y = x. Sketch the vector field and highlight the curves y = x + x1 and y = x.
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 15.2 LINE INTEGRALS In section 5.6, we showed that for a thin rod with variable mass density, ρ(x), extending from b x = a to x = b, the mass of the rod is given by a ρ(x) d x. However, to find the mass of a three-dimensional object, such as the helical spring in Figure 15.11, we must extend this idea to three dimensions. Here, the density function has the form ρ(x, y, z) (where ρ is measured in units of mass per unit length). We assume that the object is in the shape of a curve C that is oriented, which means that there is a direction to the curve. We assume that C starts at the point (a, b, c) and ends at (d, e, f ). We first partition the curve into n pieces with endpoints (a, b, c) = (x0 , y0 , z 0 ), (x1 , y1 , z 1 ), (x2 , y2 , z 2 ), . . . , (xn , yn , z n ) = (d, e, f ), as indicated in Figure 15.12. We denote the point (xi , yi , z i ) by Pi and the section of the curve C extending from Pi−1 to Pi by Ci for each i = 1, 2, . . . , n. Note that if the segment Ci is small enough, we can consider the density to be constant on Ci . In this case, the mass of this segment would simply be the product of the density and the length of Ci . For some point (xi∗ , yi∗ , z i∗ ) on Ci , we approximate the density on Ci by ρ(xi∗ , yi∗ , z i∗ ). The mass of the section Ci is then approximately
 
 FIGURE 15.11 A helical spring
 
 ρ(xi∗ , yi∗ , z i∗ ) si ,
 
 (xn, yn, zn) (x0, y0, z0)
 
 where si represents the arc length of Ci . The mass m of the entire object is then approximately the sum of the masses of the n segments,
 
 (x1, y1, z1)
 
 m≈
 
 n 
 
 ρ(xi∗ , yi∗ , z i∗ ) si .
 
 i=1
 
 (x2, y2, z2)
 
 FIGURE 15.12
 
 You should expect that this approximation will improve as we divide the curve into more and more segments that are shorter and shorter in length. Finally, taking the norm of the partition P to be the maximum of the arc lengths si (i = 1, 2, . . . , n), we have
 
 Partitioned curve
 
 m = lim 
 
 P →0
 
 n 
 
 ρ(xi∗ , yi∗ , z i∗ ) si ,
 
 (2.1)
 
 i=1
 
 provided the limit exists and is the same for every choice of the evaluation points (xi∗ , yi∗ , z i∗ ) (i = 1, 2, . . . , n). Note that (2.1) looks like the limit of a Riemann sum (an integral). As it turns out, this limit arises naturally in numerous applications. We pause now to give this limit a name and identify some useful properties.
 
 DEFINITION 2.1 The line integral of f (x, y, z) withrespect to arc length along the oriented curve C in three-dimensional space, written C f (x, y, z) ds, is defined by  C
 
 f (x, y, z) ds = lim 
 
 P →0
 
 n 
 
 f (x1∗ , yi∗ , z i∗ ) si ,
 
 i=1
 
 provided the limit exists and is the same for all choices of evaluation points.
 
 We define line integrals of functions f (x, y) of two variables along an oriented curve C in the xy-plane in a similar way. If we can represent the curve C using parametric equations, Theorem 2.1 allows us to evaluate the line integral as a definite integral of a function of one variable.
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 THEOREM 2.1 (Evaluation Theorem) Suppose that f (x, y, z) is continuous in a region D containing the curve C and that C is described parametrically by (x(t), y(t), z(t)), for a ≤ t ≤ b, where x(t), y(t) and z(t) have continuous first derivatives. Then,  b   f (x, y, z) ds = f (x(t), y(t), z(t)) [x  (t)]2 + [y  (t)]2 + [z  (t)]2 dt. a
 
 C
 
 Suppose that f (x, y) is continuous in a region D containing the curve C and that C is described parametrically by (x(t), y(t)), for a ≤ t ≤ b, where x(t) and y(t) have continuous first derivatives. Then   b  f (x, y) ds = f (x(t), y(t)) [x  (t)]2 + [y  (t)]2 dt. a
 
 C
 
 PROOF We prove the result for the case of a curve in two dimensions and leave the three-dimensional case as an exercise. From Definition 2.1 (adjusted for the two-dimensional case), we have  n f (x, y) ds = lim f (xi∗ , yi∗ )si , (2.2)
 
 P →0
 
 C
 
 i=1
 
 where si represents the arc length of the section of the curve C between (xi−1 , yi−1 ) and (xi , yi ). Choose t0 , t1 , . . . , tn so that x(ti ) = xi and y(ti ) = yi , for i = 0, 1, . . . , n. We approximate the arc length of such a small section of the curve by the straight-line distance:  si ≈ (xi − xi−1 )2 + (yi − yi−1 )2 . Further, since x(t) and y(t) have continuous first derivatives, we have by the Mean Value Theorem (as in the derivation of the arc length formula in section 10.3), that   si ≈ (xi − xi−1 )2 + (yi − yi−1 )2 ≈ [x  (ti∗ )]2 + [y  (ti∗ )]2 ti , for some ti∗ ∈ (ti−1 , ti ). Together with (2.2), this gives us  n  f (x, y) ds = lim f (x(ti∗ ), y(ti∗ )) [x  (ti∗ )]2 + [y  (ti∗ )]2 ti
 
 P →0
 
 C
 
  =
 
 a
 
 b
 
 i=1
 
  f (x(t), y(t)) [x  (t)]2 + [y  (t)]2 dt.
 
 A curve C is called smooth if it satisfies the hypotheses of Theorem 2.1 and one additional condition. Specifically, C is smooth if it can be described parametrically by x = x(t), y = y(t) and z = z(t), for a ≤ t ≤ b, where x(t), y(t) and z(t) all have continuous first derivatives and [x  (t)]2 + [y  (t)]2 + [z  (t)]2 = 0 on the interval [a, b]. Similarly, a plane curve is smooth if it can be parameterized by x = x(t) and y = y(t), for a ≤ t ≤ b, where x(t) and y(t) have continuous first derivatives and [x  (t)]2 + [y  (t)]2 = 0 on the interval [a, b]. Notice that for curves in space, Theorem 2.1 says essentially that the arc length element ds can be replaced by  (2.3) ds = [x  (t)]2 + [y  (t)]2 + [z  (t)]2 dt.  The term [x  (t)]2 + [y  (t)]2 + [z  (t)]2 in the integral should be very familiar, having been present in our integral representations of both arc length and surface area. Likewise, for curves in the plane, the arc length element is  (2.4) ds = [x  (t)]2 + [y  (t)]2 dt.
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 z
 
 EXAMPLE 2.1
 
 Finding the Mass of a Helical Spring
 
 Find the mass of a spring in the shape of the helix defined parametrically by x = 2 cos t, y = t, z = 2 sin t, for 0 ≤ t ≤ 6π , with density ρ(x, y, z) = 2y.
 
 2
 
 Solution A graph of the helix is shown in Figure 15.13. The density is
 
 x
 
 2 2
 
 ρ(x, y, z) = 2y = 2t,
 
 8
 
 and from (2.3), the arc length element ds is given by   √ y ds = [x  (t)]2 + [y  (t)]2 + [z  (t)]2 dt = (−2 sin t)2 + (1)2 + (2 cos t)2 dt = 5 dt,
 
 16
 
 where we have used the identity 4 sin2 t + 4 cos2 t = 4. By Theorem 2.1, we have  6π  √ √  6π ρ(x, y, z) ds = 2t 5 dt = 2 5 t dt mass =
 
   
 
 FIGURE 15.13 The helix x = 2 cos t, y = t, z = 2 sin t, 0 ≤ t ≤ 6π
 
 C
 
 0
 
 ρ(x, y, z)
 
 0
 
 ds
 
 √ √ (6π ) = 36π 2 5. =2 5 2 „ 2
 
 We should note that most line integrals of the type defined in Definition 2.1 are too complicated to evaluate exactly and will need to be approximated with some numerical method, as in example 2.2.
 
 EXAMPLE 2.2
 
 Evaluating a Line Integral with Respect to Arc Length
 
  Evaluate the line integral C (2x 2 − 3yz) ds, where C is the curve defined parametrically by x = cos t, y = sin t, z = cos t with 0 ≤ t ≤ 2π .
 
 z
 
 Solution A graph of C is shown in Figure 15.14. The integrand is
 
 1
 
 f (x, y, z) = 2x 2 − 3yz = 2 cos2 t − 3 sin t cos t. From (2.3), the arc length element is given by
 
 1 1
 
 y
 
 ds =
 
 x
 
 =
 
 FIGURE 15.14 The curve x = cos t, y = sin t, z = cos t with 0 ≤ t ≤ 2π
 
  
 
 [x  (t)]2 + [y  (t)]2 + [z  (t)]2 dt (−sin t)2 + (cos t)2 + (−sin t)2 dt =
 
  1 + sin2 t dt,
 
 where we have used the identity sin2 t + cos2 t = 1. By Theorem 2.1, we now have 
 
  C
 
 (2x 2 − 3yz) ds = 0
 
 2π
 
  (2 cos2 t − 3 sin t cos t) 1 + sin2 t dt ≈ 6.9922,  
 
  
 
 2x 2 − 3yz
 
 ds
 
 where we approximated the last integral numerically. „ In example 2.3, you must find parameteric equations for the (two-dimensional) curve before evaluating the line integral. Also, you will discover an important fact about the orientation of the curve C.
 
 EXAMPLE 2.3
 
 Evaluating a Line Integral with Respect to Arc Length
 
  Evaluate the line integral C 2x 2 y ds, where C is (a) the portion of the parabola y = x 2 from (−1, 1) to (2, 4) and (b) the portion of the parabola y = x 2 from (2, 4) to (−1, 1).
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 y
 
 4
 
 4
 
 3
 
 3
 
 2
 
 2
 
 1
 
 1 x
 
 1
 
 1
 
 2
 
 2
 
 1
 
 x 1
 
 2
 
 FIGURE 15.15a
 
 FIGURE 15.15b
 
 y = x 2 from (−1, 1) to (2, 4)
 
 y = x 2 from (2, 4) to (−1, 1)
 
 Solution (a) A sketch of the curve is shown in Figure 15.15a. Taking x = t as the parameter (since the curve is already written explicitly in terms of x), we can write parametric equations for the curve as x = t and y = t 2 , for −1 ≤ t ≤ 2. Using this, the integrand becomes 2x 2 y = 2t 2 t 2 = 2t 4 and from (2.4), the arc length element is ds =
 
   [x  (t)]2 + [y  (t)]2 dt = 1 + 4t 2 dt.
 
 The integral is now written as 
 
  2x y ds = 2
 
 C
 
  4 2 2t
 
  1 + 4t dt ≈ 45.391, −1 2
 
 2x 2 y
 
 ds
 
 where we have again evaluated the integral numerically (although in this case a good CAS can give you an exact answer). (b) The curve is the same as in part (a), except that the orientation is backward. (See Figure 15.15b.) In this case, we represent the curve with the parametric equations x = −t and y = t 2 , for −2 ≤ t ≤ 1. Observe that everything else in the integral remains the same and we have 
 
  C
 
 2x 2 y ds =
 
 1 −2
 
  2t 4 1 + 4t 2 dt ≈ 45.391,
 
 as before. „
 
 C2 C C1
 
 FIGURE 15.16 C = C1 ∪ C2
 
 Notice that in example 2.3, the line integral was the same no matter which orientation we took for the curve. It turns out that this is true in general for all line integrals defined by Definition 2.1 (i.e., line integrals with respect to arc length). Notice that Theorem 2.1 requires the curve C to be smooth. Although many curves of interest are not smooth, we can extend the result of Theorem 2.1 to the case where C is a union of a finite number of smooth curves: C = C1 ∪ C2 ∪ · · · ∪ Cn , where each of C1 , C2 , . . . , Cn is smooth and where the terminal point of Ci is the same as the initial point of Ci+1 , for i = 1, 2, . . . , n − 1. We call such a curve C piecewise-smooth. Notice that if C1 and C2 are oriented curves and the endpoint of C1 is the same as the initial point of C2 , then the curve C1 ∪ C2 is an oriented curve with the same initial point as C1 and the same endpoint as C2 . (See Figure 15.16.) The results in Theorem 2.2 should not
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 seem surprising. Here, for an oriented curve C in two or three dimensions, the curve −C denotes the same curve as C, but with the opposite orientation.
 
 THEOREM 2.2 Suppose that f (x, y, z) is a continuous function in some region D containing the oriented curve C. Then, if C is piecewise-smooth, with C = C1 ∪ C2 ∪ · · · ∪ Cn , where C1 , C2 , . . . , Cn are all smooth and where the terminal point of Ci is the same as the initial point of Ci+1 , for i = 1, 2, . . . , n − 1, we have (i)   f (x, y, z) ds = f (x, y, z) ds −C
 
 and (ii)   f (x, y, z) ds = C
 
 C
 
 
 
 C1
 
 f (x, y, z) ds +
 
 
 
 C2
 
 f (x, y, z) ds + · · · +
 
 f (x, y, z) ds. Cn
 
 We leave the proof of the theorem as an exercise. Notice that a corresponding result will hold in two dimensions. We use part (ii) of Theorem 2.2 in example 2.4.
 
 EXAMPLE 2.4 y
 
  Evaluate the line integral C (3x − y) ds, where C is the line segment from (1, 2) to (3, 3), followed by the portion of the circle x 2 + y 2 = 18 traversed from (3, 3) clockwise around to (3, −3).
 
 4 C1 2 C2 x
 
 2
 
 2
 
 Evaluating a Line Integral over a Piecewise-Smooth Curve
 
 4
 
 2
 
 Solution A graph of the curve is shown in Figure 15.17. Notice that we’ll need to evaluate the line integral separately over the line segment C1 and the quarter-circle C2 . Further, although C is not smooth, it is piecewise-smooth, since C1 and C2 are both smooth. We can write C1 parametrically as x = 1 + (3 − 1)t = 1 + 2t and y = 2 + (3 − 2)t = 2 + t, for 0 ≤ t ≤ 1. Also, on C1 , the integrand is given by
 
 4
 
 FIGURE 15.17 Piecewise-smooth curve
 
 3x − y = 3(1 + 2t) − (2 + t) = 1 + 5t and from (2.4), the arc length element is ds =
 
 
 
 (2)2 + (1)2 dt =
 
 √ 5 dt.
 
 Putting this together, we have 
 
  C1
 
 f (x, y) ds = 0
 
 1
 
 √ 7√ (1 + 5t)  5 dt = 5.
 
  2 f (x, y)
 
 (2.5)
 
 ds
 
 Next, for C2 , the usual parametric equations for a circle of radius r oriented counterclockwise are x(t) = r cos t and y(t) = r sin t. In the present case, the radius is √ 18 and the curve is oriented clockwise, which means that y(t) has the opposite sign √ from the usual √ orientation. So, parametric equations for C2 are x(t) = 18 cos t πand y(t) = − 18 sin t. Notice, too, that the initial point (3, 3) corresponds to t = − 4 and the endpoint (3, −3) corresponds to t = π4 . Finally, on C2 , the integrand is √ √ 3x − y = 3 18 cos t + 18 sin t
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 and the arc length element is   √ 2  √ 2 √ ds = − 18 sin t + − 18 cos t dt = 18 dt, where we have again used the fact that sin2 t + cos2 t = 1. This gives us 
 
  C2
 
 f (x, y) ds =
 
  √ √ √ √ 3 18 cos t + 18 sin t 18 dt = 54 2.  −π/4 
 
  
 
 ds π/4
 
 (2.6)
 
 f (x, y)
 
 Combining the integrals over the two curves, we have from (2.5) and (2.6) that    √ 7√ f (x, y) ds = f (x, y) ds + f (x, y) ds = 5 + 54 2. 2 C C1 C2 „ Next, we develop a geometric interpretation of the line integral. Recall that for b f (x) ≥ 0, a f (x) d x measures the area under the curve y = f (x) on the interval [a, b], shaded in Figure 15.18a. Likewise, if f (x, y) ≥ 0, C f (x, y) ds measures the surface area of the shaded surface indicated in Figure 15.18b. (Look at the sums defining the line inteb gral to see why this makes sense.) In general, a f (x) dx measures signed area [positive if f (x) > 0 and negative if f (x) < 0] and the line integral C f (x, y) ds measures the (signed) surface area of the surface formed by vertical segments from the xy-plane to the graph of z = f (x, y). y
 
 z
 
 z  f(x, y) y  f(x)
 
 y a
 
 b
 
 x
 
 x
 
 C
 
 FIGURE 15.18a  b a
 
 FIGURE 15.18b 
 
 f (x) d x
 
 C
 
 f (x, y) ds
 
 Theorem 2.3, whose proof we leave as a straightforward exercise, gives some geometric significance to line integrals in both two and three dimensions.
 
 THEOREM 2.3 For any piecewise-smooth curve C (in two or three dimensions), length of the curve C.
 
  C
 
 1 ds gives the arc
 
 Recall that if a constant force f is exerted to move an object a distance d in a straight line, the work done is given by W = f · d. In section 5.6, we extended this to a variable force f (x) applied to an object as it moves in a straight line from x = a to x = b, where the work done by the force is given by  W =
 
 b
 
 f (x) d x. a
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 We now extend this idea to find the work done as an object moves along a curve in three dimensions. Here, force vectors are given by the values of vector fields (force fields) and we want to compute the work done on an object by a force field F(x, y, z), as the object moves along a curve C. We begin by partitioning the curve C into n segments C1 , C2 , . . . , Cn . Notice that on each segment Ci (i = 1, 2, . . . , n), if the segment is small and F is continuous, then F will be nearly constant on Ci and so, we can approximate F by its value at some point (xi∗ , yi∗ , z i∗ ) on Ci . The work done along Ci (call it Wi ) is then approximately the same as the product of the component of the force F(xi∗ , yi∗ , z i∗ ) in the direction of the unit tangent vector T(x, y, z) to C at (xi∗ , yi∗ , z i∗ ) and the distance traveled. That is, Wi ≈ F(xi∗ , yi∗ , z i∗ ) · T(xi∗ , yi∗ , z i∗ ) si , where si is the arc length of the segment Ci . Now, if Ci can be represented parametrically by x = x(t), y = y(t) and z = z(t), for a ≤ t ≤ b, and assuming that Ci is smooth, we have Wi ≈ F(xi∗ , yi∗ , z i∗ ) · T(xi∗ , yi∗ , z i∗ ) si F(x ∗ , y ∗ , z ∗ ) · x  (ti∗ ), y  (ti∗ ), z  (ti∗ )   ∗ 2 = i i∗ i [x (ti )] + [y  (ti∗ )]2 + [z  (ti∗ )]2 t [x  (ti )]2 + [y  (ti∗ )]2 + [z  (ti∗ )]2 = F(xi∗ , yi∗ , z i∗ ) · x  (ti∗ ), y  (ti∗ ), z  (ti∗ ) t, where (xi∗ , yi∗ , z i∗ ) = (x(ti∗ ), y(ti∗ ), z(ti∗ )). Next, if F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z), we have Wi ≈ F1 (xi∗ , yi∗ , z i∗ ), F2 (xi∗ , yi∗ , z i∗ ), F3 (xi∗ , yi∗ , z i∗ ) · x  (ti∗ ), y  (ti∗ ), z  (ti∗ ) t. Adding together the approximations of the work done over the various segments of C, we have that the total work done is approximately W ≈
 
 n 
 
 F1 (xi∗ , yi∗ , z i∗ ), F2 (xi∗ , yi∗ , z i∗ ), F3 (xi∗ , yi∗ , z i∗ ) · x  (ti∗ ), y  (ti∗ ), z  (ti∗ ) t.
 
 i=1
 
 Finally, taking the limit as the norm of the partition of C approaches zero, we arrive at n 
 
 W = lim 
 
 P →0 
 
 P →0
 
  =
 
 a
 
 +
 
 i=1 n 
 
 = lim
 
 F(xi∗ , yi∗ , z i∗ ) · x  (ti∗ ), y  (ti∗ ), z  (ti∗ ) t [F1 (xi∗ , yi∗ , z i∗ )x  (ti∗ ) t + F2 (xi∗ , yi∗ , z i∗ )y  (ti∗ ) t
 
 i=1
 
 + F3 (xi∗ , yi∗ , z i∗ )z  (ti∗ ) t]  b F1 (x(t), y(t), z(t))x  (t) dt + F2 (x(t), y(t), z(t))y  (t) dt
 
 b
 
  a
 
 a
 
 b
 
 
 
 F3 (x(t), y(t), z(t))z (t) dt.
 
 (2.7)
 
 We now define line integrals corresponding to each of the three integrals in (2.7). In Definition 2.2, the notation is the same as in Definition 2.1, with the added terms xi = xi − xi−1 , yi = yi − yi−1 and z i = z i − z i−1 .
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 DEFINITION 2.2 The line integral of f (x, y, z) with respect to x along the oriented curve C in three-dimensional space is defined by  n f (x, y, z) d x = lim f (xi∗ , yi∗ , z i∗ ) xi ,
 
 P →0
 
 C
 
 i=1
 
 provided the limit exists and is the same for all choices of evaluation points. Likewise, we define the line integral of f (x, y, z) with respect to y along C by  n f (x, y, z) dy = lim f (xi∗ , yi∗ , z i∗ ) yi
 
 P →0
 
 C
 
 i=1
 
 and the line integral of f (x, y, z) with respect to z along C by  n f (x, y, z) dz = lim f (xi∗ , yi∗ , z i∗ ) z i .
 
 P →0
 
 C
 
 i=1
 
 In each case, the line integral is defined whenever the corresponding limit exists and is the same for all choices of evaluation points.
 
 If we have a parametric representation of the curve C, then we can rewrite each line integral as a definite integral. The proof of Theorem 2.4 is very similar to that of Theorem 2.1 and we leave it as an exercise.
 
 THEOREM 2.4 (Evaluation Theorem) Suppose that f (x, y, z) is continuous in a region D containing the curve C and that C is described parametrically by x = x(t), y = y(t) and z = z(t), where t ranges from t = a to t = b and x(t), y(t) and z(t) have continuous first derivatives. Then,   b f (x, y, z) d x = f (x(t), y(t), z(t)) x  (t) dt, a
 
 C
 
 
 
 
 
 C
 
 f (x, y, z) dy =
 
 
 
 C
 
 f (x(t), y(t), z(t)) y  (t) dt
 
 and
 
 a
 
  f (x, y, z) dz =
 
 b
 
 b
 
 f (x(t), y(t), z(t)) z  (t) dt.
 
 a
 
 Before returning to the calculation of work, we will examine some simpler examples. Unlike line integrals with respect to arc length, we find in example 2.5 that line integrals with respect to x, y or z change sign when the orientation of the curve changes.
 
 EXAMPLE 2.5
 
 Calculating a Line Integral in Space
 
  Compute the line integral C (4x z + 2y) d x, where C is the line segment (a) from (2, 1, 0) to (4, 0, 2) and (b) from (4, 0, 2) to (2, 1, 0). Solution First, parametric equations for C for part (a) are x = 2 + (4 − 2)t = 2 + 2t, y = 1 + (0 − 1)t = 1 − t and z = 0 + (2 − 0)t = 2t,
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 for 0 ≤ t ≤ 1. The integrand is then 4x z + 2y = 4(2 + 2t)(2t) + 2(1 − t) = 16t 2 + 14t + 2 and the element dx is given by d x = x  (t) dt = 2 dt. From the Evaluation Theorem, the line integral is now given by 
 
  C
 
 1
 
 (4x z + 2y) d x = 0
 
 86 (16t 2 + 14t + 2) (2) dt = . 
 
  
 
  3 4x z + 2y
 
 dx
 
 For part (b), you can use the fact that the line segment connects the same two points as in part (a), but in the opposite direction. The same parametric equations will then work, with the single change that t will run from t = 1 to t = 0. This gives us 
 
  C
 
 (4x z + 2y) d x =
 
 0
 
 (16t 2 + 14t + 2)(2) dt = −
 
 1
 
 86 , 3
 
 where you should recall that reversing the limits of integration changes the sign of the integral. „ Theorem 2.5 corresponds to Theorem 2.2 for line integrals with respect to arc length, but pay special attention to the minus sign in part (i). We state the result for line integrals with respect to x, with corresponding results holding true for line integrals with respect to y or z, as well. We leave the proof as an exercise.
 
 THEOREM 2.5 Suppose that f (x, y, z) is a continuous function in some region D containing the oriented curve C. Then, the following hold. (i) If C is piecewise-smooth, then   f (x, y, z) d x = − f (x, y, z) d x. −C
 
 NOTES As a convenience, we will usually write   f (x, y, z) d x + g(x, y, z) dy C C  + h(x, y, z) dz  C = f (x, y, z) d x + g(x, y, z) dy C
 
 + h(x, y, z) dz.
 
 C
 
 (ii) If C = C1 ∪ C2 ∪ · · · ∪ Cn , where C1 , C2 , . . . , Cn are all smooth and the terminal point of Ci is the same as the initial point of Ci+1 , for i = 1, 2, . . . , n − 1, then     f (x, y, z) d x = f (x, y, z) d x + f (x, y, z) d x + · · · + f (x, y, z) d x. C
 
 C1
 
 C2
 
 Cn
 
 Line integrals with respect to x, y and z can be very simple when the curve C consists of line segments parallel to the coordinate axes, as we see in example 2.6.
 
 EXAMPLE 2.6 
 
 Calculating a Line Integral in Space
 
 Compute C 4x dy + 2y dz, where C consists of the line segment from (0, 1, 0) to (0, 1, 1), followed by the line segment from (0, 1, 1) to (2, 1, 1) and followed by the line segment from (2, 1, 1) to (2, 4, 1). Solution We show a sketch of the curves in Figure 15.19. Parametric equations for the first segment C1 are x = 0, y = 1 and z = t with 0 ≤ t ≤ 1. On this segment, we have dy = 0 dt and dz = 1 dt. On the second segment C2 , parametric equations are x = 2t, y = 1 and z = 1 with 0 ≤ t ≤ 1. On this segment, we have dy = dz = 0 dt. On the third segment, parametric equations are x = 2, y = 3t + 1 and z = 1 with
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 0 ≤ t ≤ 1. On this segment, we have dy = 3 dt and dz = 0 dt. Putting this all together, we have     4x dy + 2y dz = 4x dy + 2y dz + 4x dy + 2y dz + 4x dy + 2y dz C
 
 (2, 1, 1)
 
 ..
 
 1
 
 0
 
 C1
 
 C2
 
 [4(0) (0) + 2(1) (1) ] dt +
 
     
 
 
 
 C3 (2, 4, 1)
 
 1
 
 + 0
 
 
 
 y
 
 =
 
 FIGURE 15.19
 
 
 
 y (t)
 
 4x
 
 y  (t)
 
 26 dt = 26.
 
 0
 
 The path C
 
 
 
 z (t)
 
 1 0
 
 [4(2t) (0) + 2(1) (0) ] dt
 
     4x
 
 y  (t)
 
 2y
 
 z  (t)
 
 [4(2) (3) + 2(3t + 1) (0) ] dt
 
     4x
 
 1
 
 2y
 
 C3
 
 
 
 z  (t)
 
 2y
 
 „
 
 Notice that a line integral will be zero if the integrand simplifies to 0 or if the variable of integration is constant along the curve. For instance, if z is constant on some curve, then the change in z (given by dz) will be 0 on that curve. Recall that our motivation for introducing line integrals with respect to the three coordinate variables was to compute the work done by a force field while moving an object along a curve. From (2.7), the work performed by the force field F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z) along the curve defined parametrically by x = x(t), y = y(t), z = z(t), for a ≤ t ≤ b, is given by  b  b F1 (x(t), y(t), z(t))x  (t) dt + F2 (x(t), y(t), z(t))y  (t) dt W = a a  b  F3 (x(t), y(t), z(t))z (t) dt, + a
 
 which we can rewrite using Theorem 2.4, to obtain    W = F1 (x, y, z) d x + F2 (x, y, z) dy + F3 (x, y, z) dz. C
 
 C
 
 C
 
 Since we use r = xi + yj + zk, we define dr = d xi + dyj + dzk
 
 or
 
 dr = d x, dy, dz.
 
 For a vector field F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z), we now define the line integral   F(x, y, z) · dr = F1 (x, y, z) d x + F2 (x, y, z) dy + F3 (x, y, z) dz C   C F1 (x, y, z) d x + F2 (x, y, z) dy + F3 (x, y, z) dz. = C
 
 C
 
 C
 
 In the case where F(x, y, z) is a force field, the work done by F in moving a particle along the curve C can be written simply as  W = F(x, y, z) · dr. (2.8) 
 
 C
 
 Notice how the different parts of C F(x, y, z) · dr correspond to our knowledge of work. The only way in which the x-component of force affects the work done is when the object moves in the x-direction (i.e., when d x = 0). Similarly, the y-component of force contributes to the work only when dy = 0 and the z-component of force contributes to the work only when dz = 0.
 
 EXAMPLE 2.7
 
 Computing Work
 
 Compute the work done by the force field F(x, y, z) = 4y, 2x z, 3y acting on an object as it moves along the helix defined parametrically by x = 2 cos t, y = 2 sin t and z = 3t, from the point (2, 0, 0) to the point (−2, 0, 3π ).
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 Solution From (2.8), the work is given by   W = F(x, y, z) · dr = 4y d x + 2x z dy + 3y dz. C
 
 C
 
 We have already provided parametric equations for the curve, but not the range of t-values. Notice that (2, 0, 0) corresponds to t = 0 and (−2, 0, 3π ) corresponds to t = π . Substituting in for x, y, z and d x = −2 sin t dt, dy = 2 cos t dt and dz = 3 dt, we have  W = 4y d x + 2x z dy + 3y dz C π
 
  =
 
 4
 
 0
 
 4y
 
 
 
 y 2
 
 π
 
 = 0
 
 [4(2 sin t) (−2 sin t) + 2(2 cos t)(3t) (2 cos t) + 3(2 sin t) (3) ] dt
 
   
 
  
 
    x  (t)
 
 y  (t)
 
 2x z
 
 3y
 
 z  (t)
 
 (−16 sin2 t + 24t cos2 t + 18 sin t) dt = 36 − 8π + 6π 2 ,
 
 0
 
 2
 
 where the details of the integration are left to the reader. „
 
 4
 
 We compute the work performed by a two-dimensional vector field in the same way as we did in three dimensions, as we illustrate in example 2.8. 4
 
 2
 
 0
 
 2
 
 4
 
 x
 
 EXAMPLE 2.8
 
 FIGURE 15.20
 
 Computing Work
 
 Compute the work done by the force field F(x, y) = y, −x acting on an object as it moves along the parabola y = x 2 − 1 from (1, 0) to (−2, 3).
 
 F(x, y) = y, −x
 
 Solution From (2.8), the work is given by   W = F(x, y) · dr = y d x − x dy.
 
 4
 
 C
 
 y 2
 
 C
 
 Here, we use x = t and y = t 2 − 1 as parametric equations for the curve, with t ranging from t = 1 to t = −2. In this case, d x = 1 dt and dy = 2t dt and the work is  −2  −2  y d x − x dy = [(t 2 − 1)(1) − (t)(2t)] dt = (−t 2 − 1) dt = 6. W =
 
 0 2
 
 „
 
 4 4
 
 2
 
 0
 
 x
 
 2
 
 4
 
 C
 
 1
 
 1
 
 A careful look at example 2.8 graphically will show us an important geometric interpretation of the work line integral. A computer-generated graph of the vector field F(x, y) = y, −x is shown in Figure 15.20. Thinking of F(x, y) as describing the velocity field for a fluid in motion, notice that the fluid is rotating clockwise. In Figure 15.21, we superimpose the curve x = t, y = t 2 − 1, −2 ≤ t ≤ 1, onto the vector field F(x, y). Notice that an object moving along the curve from (1, 0) to (−2, 3) is generally moving in the same direction as that indicated by the vectors in the vector field. If F(x, y) represents a force field, then the force pushes an object moving along C, adding energy to it and therefore doing positive work. If the curve were oriented in the opposite direction, the force would oppose the motion of the object, thereby doing negative work.
 
 FIGURE 15.21
 
 F(x, y) = y, −x and x = t, y = t 2 − 1, −2 ≤ t ≤ 1
 
 5 4 3 2 y 1
 
 EXAMPLE 2.9
 
 Determining the Sign of a Line Integral Graphically
 
 In each of the following graphs,  an oriented curve is superimposed onto a vector field F(x, y). Determine whether C F(x, y) · dr is positive or negative.
 
 0 1 2 2 1 0
 
 1 2 x
 
 FIGURE A
 
 3
 
 4
 
 5
 
 Solution In Figure A, the curve is oriented in the same direction as the vectors, so the force is making a positive contribution to the object’s motion. The work done by the force is then positive. In Figure B, the curve is oriented in the opposite direction as the vectors, so that the force is making a negative contribution to the object’s motion. The work done by the force is then negative. In Figure C, the force field vectors are purely
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch15
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 January 6, 2011
 
 LT (Late Transcendental)
 
 10:53
 
 15-25
 
 SECTION 15.2
 
 ..
 
 Line Integrals
 
 1001
 
 5 4
 
 4
 
 4 3
 
 2
 
 2
 
 2 y 1
 
 y
 
 y
 
 0 1 2 5 4 3 2 1 0 x
 
 1
 
 0
 
 0
 
 2
 
 2 2
 
 2
 
 FIGURE B
 
 0
 
 2 x
 
 FIGURE C
 
 4
 
 6
 
 2
 
 0
 
 2 x
 
 4
 
 6
 
 FIGURE D
 
 horizontal. Since both the curve and the force vectors point to the right, the work is positive. Finally, in Figure D, the force field is the same as in Figure C, but the curve is more complicated. Since the force vectors are horizontal and do not depend on y, the work done as the object moves to the right is exactly canceled when the object doubles back to the left. Comparing the initial and terminal points, the object has made a net movement to the right (the same direction as the vector field), so that the work done is positive. „
 
 BEYOND FORMULAS Several different line integrals are defined in this section. To keep them straight, always think of dx as an increment (small change) in x, dy as an increment in y and so on. In particular, ds represents an increment in arc length (distance) along the curve, which is why the arc length formula plays a role in the Evaluation Theorem. In applications, the dx, dy and dz line integrals are useful when the quantity being measured (such as a force) can be broken down into separate x, y and z components. By contrast, the ds line integral is applied to the measurement of a quantity as we move along the curve in three dimensions.
 
 EXERCISES 15.2 WRITING EXERCISES
 
 
 
 
 
 1. It is important to understand why C f ds = −C f ds. Think of f as being a density function and the line integral as giving the mass of an object. Explain why the integrals must be equal. 2. For example 2.3, part (a), a different set of parametric equations is x = −t and y = t 2 , with t running from t = 1 to t = −2. In light of the Evaluation Theorem, explain why we couldn’t use these parametric equations. 3. Explain in words why Theorem 2.5(i) is true. In particular, explain in terms of approximating sums why the integrals in Theorem 2.5(i) have opposite signs but the integrals in Theorem 2.2(i) are the same.
 
 4. In example 2.9, we noted that the force vectors in Figure D are horizontal and independent of y. Explain why this allows us to ignore the vertical component of the curve. Also, explain why the work would be the same for any curve with the same initial and terminal points.
 
 In exercises 1–14, evaluate the line integral
 
  C
 
 f ds.
 
 1. f (x, y) = 2x, C is the line segment from (1, 2) to (3, 5) 2. f (x, y) = 2x y, C is the line segment from (1, 2) to (−1, 0) 3. f (x, y, z) = 4z, C is the line segment from (1, 0, 1) to (2, −2, 2)
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 4. f (x, y, z) = x z, C is the line segment from (2, 1, 0) to (2, 0, 2) 5. f (x, y) = 3x, C is the quarter-circle x 2 + y 2 = 4 from (2, 0) to (0, 2) 6. f (x, y) = 3x − y, C is the quarter-circle x 2 + y 2 = 9 from (0, 3) to (3, 0) 7. f (x, y) = 3x y, C is the portion of y = x 2 from (0, 0) to (2, 4) 8. f (x, y) = 2x, C is the portion of y = x 2 from (−2, 4) to (2, 4) 9. f (x, y) = 3x, C is the line segment from (0, 0) to (1, 0), followed by the quarter-circle to (0, 1) 10. f (x, y) = 2y, C is the portion of y = x from (0, 0) to (2, 4), followed by the line segment to (3, 0) 2
 
 11. f (x, y, z) = x z, C is the portion of y = x in the plane z = 2 from (1, 1, 2) to (2, 4, 2). 2
 
 12. f (x, y, z) = z, C is the intersection of x 2 + y 2 = 4 and z = 0 (oriented clockwise as viewed from above) 13. f (x, y, z) = x y, C is the intersection of x 2 + y 2 = 4 with x + z = 4 (oriented clockwise as viewed from above) 14. f (x, y, z) = x z 2 , C is the intersection of x 2 + y 2 + z 2 = 4 with z = y + 2 (oriented clockwise as viewed from above)
 
 ............................................................ In exercises 15–28, evaluate the line integral.  15. C 2xe x d x, where C is the line segment from (0, 2) to (2, 6)   16. C 4y 1 + y 2 dy, where C is the line segment from (2, 0) to (1, 3)  17. C 2y d x, where C is the quarter-circle x 2 + y 2 = 4 from (2, 0) to (0, 2)  18. C 3x y dy, where C is the quarter-circle x 2 + y 2 = 4 from (0, 2) to (−2, 0)  19. C 3y 2 d x, where C is the half-ellipse x 2 + 4y 2 = 4 from (0, 1) to (0, −1) with x ≥ 0  20. C (4x 2 + y 2 ) dy, where C is the ellipse 4x 2 + y 2 = 4 oriented counterclockwise   21. C 4x 2 + y d x, where C is the portion of y = x 2 from (2, 4) to (0, 0)   22. C 4x 2 + y dy, where C is the portion of y = x 2 from (2, 4) to (0, 0)  √ 23. C (e x−2y ) dy, where C is the portion of x = y 2 from (1, 1) to (4, 2)  24. C [3y + sin(x + 2)] d x, where C is the portion of x = y 2 from (1, 1) to (1, −1)  25. C sin(x 2 + z) dy, where C is the portion of y = x 2 in the plane z = 2 from (1, 1, 2) to (2, 4, 2)  2 2 26. C (2y 2 + e x +y ) d x, C is the intersection of x 2 + y 2 = 4 and z = 0 (oriented clockwise as viewed from above)  2 27. C (x + y 4 ) dy, C is the portion of y = e x from (0, 1) to (2, e2 )
 
 28.
 
 
 
 (x 2 + 1) dy, C is the portion of y = tan−1 x from (0, 0) to (1, π/4). C
 
 ............................................................ In exercises 29–36, compute the work done by the force field F along the curve C. 29. F(x, y) = 2x, 2y, C is the line segment from (3, 1) to (5, 4) 30. F(x, y) = 2y, −2x, C is the line segment from (4, 2) to (0, 4) 31. F(x, y) = y 2 + x, y 2 + 2, C is the quarter-circle from (4, 0) to (0, 4) 32. F(x, y) = 2y + x 2 , x 2 − 2x, C is the upper half-circle from (−3, 0) to (3, 0) 33. F(x, y) = xe y , e x + y 2 , C is the portion of y = x 2 from (0, 0) to (1, 1) 34. F(x, y) = x 2 e y , ye x , C is the portion of y = x 3 from (0, 0) to (1, 1) 35. F(x, y, z) = y, 0, z, C is the triangle from (0, 0, 0) to (2, 1, 2) to (2, 1, 0) to (0, 0, 0) 36. F(x, y, z) = x y, 3z, 1, C is the helix x = cos t, y = sin t, z = 2t from (1, 0, 0) to (0, 1, π )
 
 ............................................................ In exercises 37–42, use the graph to determine whether the work done is positive, negative or zero. 37.
 
 38. y
 
 y
 
 x
 
 39.
 
 x
 
 40. y
 
 y
 
 x
 
 41.
 
 x
 
 42. y
 
 y
 
 x
 
 x
 
 ............................................................
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 In exercises 43–46, find the surface area extending from the given curve in the xy-plane to the given surface. 43. Above the quarter-circle of radius 2 centered at the origin from (2, 0, 0) to (0, 2, 0) up to the surface z = x 2 + y 2 44. Above the portion of y = x from (0, 0, 0) to (2, 4, 0) up to the surface z = x 2 + y 2 2
 
 45. Above the line segment from (2, 0, 0) to (−2, 0, 0) up to the surface z = 4 − x 2 − y 2 46. Above the line  segment from (1, 1, 0) to (−1, 1, 0) up to the surface z = x 2 + y 2
 
 ............................................................ 47. Prove Theorem 2.1 in the case of a curve in three dimensions.
 
 ..
 
 Independence of Path and Conservative Vector Fields
 
 1003
 
 56. Compute the center of mass (x¯ , y¯ ) of the wire of exercise 54. Show that the center of mass is not located at a point on the wire. 57. Compute the moment of inertia I for rotating the wire of exercise 53 about the y-axis. Here, w is the distance from the point (x, y) to the y-axis. 58. Compute the moment of inertia I for rotating the wire of exercise 54 about the x-axis. Here, w is the distance from the point (x, y) to the x-axis. 59. Compute the moment of inertia I for rotating the wire of exercise 53 about the line y = 9. Here, w is the distance from the point (x, y) to y = 9. 60. Compute the moment of inertia I for rotating the wire of exercise 54 about the line x = 2. Here, w is the distance from the point (x, y) to x = 2.
 
 48. Prove Theorem 2.2. 49. Prove Theorem 2.4. 50. Prove Theorem 2.5. 51. If C has parametric equations x = x(t), y = y(t), z = z(t), a ≤ t ≤ b, for differentiable functions x, y and z, show that b F · T ds = a [F1 (x, y, z) x  (t) + F2 (x, y,z) y  (t) + C F3 (x, y, z)z  (t)] dt, which is the work line integral C F · dr. 52. If the two-dimensional vector n is normal (perpendicular to the tangent) to the curve C at each point and F(x, y) = F1 (x, y), F2 (x, y), show that  F · n ds = C F1 dy − F2 d x. C
 
 APPLICATIONS In exercises 53–62, use the formulas m    y¯  m1 C yρds, I  C w 2 ρds.
 
  C
 
 ρds, x¯  m1
 
  C
 
 61. Compute the mass m of the helical spring x = cos 2t, y = sin 2t, z = t, 0 ≤ t ≤ π, with density ρ = z 2 . 62. Repeat exercise 61 with density ρ = x 2 .
 
 ............................................................ 63. If T (x, y) is the temperature function, the line integral C (−k∇T ) · n ds gives the rate of heat loss across C. For T (x, y) = 60e y/50 and C the rectangle with sides x = −20, x = 20, y = −5 and y = 5, compute the rate of heat loss. Explain in terms of the temperature function why the integral is 0 along two sides of C.
 
 xρds,
 
 53. Compute the mass m of a wire with density ρ(x, y) = x in the shape of y = x 2 , 0 ≤ x ≤ 3. 54. Compute the mass m of a wire with density ρ(x, y) = x y in the shape of y = 4 − x 2 , 0 ≤ x ≤ 2. 55. Compute the center of mass (x¯ , y¯ ) of the wire of exercise 53. Show that the center of mass is not located at a point on the wire.
 
 EXPLORATORY EXERCISE 1. Look carefully at the solutions  to integrals of the form  b d 2x d x, 2x d x, C 3y 2 dy and c 3y 2 dy for various curves a C C.  Formulate a rule  for evaluating line integrals of the form f (x) d x and C g(y) dy. If the curve C is a closed curve C  (e.g., a square or a circle), evaluate the line integrals C f (x) d x and C g(y) dy.
 
 15.3 INDEPENDENCE OF PATH AND CONSERVATIVE VECTOR FIELDS As you’ve seen, there are a lot of steps needed to evaluate a line integral. First, you must parameterize the curve, rewrite the line integral as a definite integral and then evaluate the resulting definite integral. While this process is often unavoidable, we now consider a group of line integrals that are the same along every curve connecting the given endpoints and show a simple way to evaluate these.  We begin with a simple observation. Consider the line integral C1 F · dr, where F(x, y) = 2x, 3y 2  and C1 is the straight line segment joining the two points (0, 0) and (1, 2).
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 y
 
 y
 
 2
 
 2
 
 1
 
 1 C1 C2 x
 
 x 1
 
 1
 
 FIGURE 15.22a
 
 FIGURE 15.22b
 
 The path C1
 
 The path C2
 
 (See Figure 15.22a.) To parameterize the curve, we take x = t and y = 2t, for 0 ≤ t ≤ 1. We then have   F · dr = 2x, 3y 2  · d x, dy C1
 
 C1
 
  =
 
 C1
 
 
 
 1
 
 =
 
 2x d x + 3y 2 dy [2t + 12t 2 (2)] dt = 9,
 
 0
 
 where we have left the details  of the final (routine) calculation to you. For the same vector field F(x, y), consider now C2 F · dr, where C2 is made up of the horizontal line segment from (0, 0) to (1, 0) followed by the vertical line segment from (1, 0) to (1, 2). (See Figure 15.22b.) In this case, we have   F · dr = 2x, 3y 2  · d x, dy C2
 
 C2
 
 
 
 1
 
 = 0
 
 
 
 2
 
 2x d x +
 
 3y 2 dy = 9,
 
 0
 
 where we have again left the final details to you. Look carefully at these two line integrals. Although the integrands are the same and the endpoints of the two curves are the same, the curves followed are quite different. You should try computing this line integral over several additional curves from (0, 0) to (1, 2). You will find that each line integral has the same value: 9. This integral is an example of one that is the same along every curve from (0, 0) to (1, 2). Let C be any piecewise-smooth curve, traced out by the endpoint of the vector-valued function r(t), for a ≤ t ≤ b. In this context, we usually  refer to a curve connecting two given points as a path. We say that the line integral C F · dr is independent of path in the domain D if the integral is the same for every path contained in D that has the same beginning and ending points. Before we see when this happens, we need a definition.
 
 DEFINITION 3.1 R
 
 FIGURE 15.23a Connected region
 
 A region D ⊂ Rn (for n ≥ 2) is called connected if every pair of points in D can be connected by a piecewise-smooth curve lying entirely in D. In Figure 15.23a, we show a region in R2 that is connected and in Figure 15.23b, we indicate a region that is not connected. We are now in a position to prove a result concerning integrals that are independent of path. While we state and prove the result for line integrals in the plane, the result is valid in any number of dimensions.
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 THEOREM 3.1 Suppose that the vector field F(x, y) = M(x, y), N (x, y) is continuous on the open, connected region D ⊂ R2 . Then, the line integral C F(x, y) · dr is independent of path in D if and only if F is conservative on D.
 
 R
 
 FIGURE 15.23b Not connected
 
 PROOF Recall that a vector field F is conservative whenever F = ∇ f , for some scalar function f (called a potential function for F). There are several things to prove here. First, suppose that F is conservative on D, with F(x, y) = ∇ f (x, y). Then F(x, y) = M(x, y), N (x, y) = ∇ f (x, y) =  f x (x, y), f y (x, y) and so, we must have M(x, y) = f x (x, y)
 
 and
 
 N (x, y) = f y (x, y).
 
 Let A(x1 , y1 ) and B(x2 , y2 ) be any two points in D and let C be any smooth path from A to B, lying in D and defined parametrically by C: x = g(t), y = h(t), where t1 ≤ t ≤ t2 . (You can extend this proof to any piecewise-smooth path in the obvious way.) Then, we have   F (x, y) · dr = M(x, y) d x + N (x, y) dy C
 
 C
 
  = =
 
 C  t2 t1
 
 f x (x, y) d x + f y (x, y) dy [ f x (g(t), h(t))g  (t) + f y (g(t), h(t))h  (t)] dt.
 
 (3.1)
 
 Notice that since f x and f y were assumed to be continuous, we have by the chain rule that d [ f (g(t), h(t))] = f x (g(t), h(t))g  (t) + f y (g(t), h(t))h  (t), dt which is the integrand in (3.1). By the Fundamental Theorem of Calculus, we now have  t2  F (x, y) · dr = [ f x (g(t), h(t))g  (t) + f y (g(t), h(t))h  (t)] dt C
 
 t1
 
  =
 
 t1
 
 t2
 
 d [ f (g(t), h(t))] dt dt
 
 = f (g(t2 ), h(t2 )) − f (g(t1 ), h(t1 )) = f (x2 , y2 ) − f (x1 , y1 ). In particular, this says that the value of the integral depends only on the value of the potential function at the two endpoints of the curve and not on the particular path followed. That is, the line integral is independent of path, as desired.  Next, suppose that C F(x, y) · dr is independent of path in D. We now must show that F is conservative on D. For any points (u, v) and (x0 , y0 ) ∈ D, define the function  (u,v) F(x, y) · dr. f (u, v) = (x0 ,y0 )
 
 (We are using the variables u and v, since the variables x and y inside the integral are dummy variables and cannot be used both inside and outside the line integral.) Notice that since the line integral is independent of path in D, we need not specify a path over which to integrate. (Since D is connected, there is always a path lying in D that connects the points.) Further, since D is open, there is a disk centered at (u, v) and lying completely inside D. Pick any point (x1 , v) in the disk with x1 < u and let C1 be any path from (x0 , y0 ) to (x1 , v) lying in D.
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 So, in particular, if we integrate over the path consisting of C1 followed by the horizontal path C2 indicated in Figure 15.24, we must have  (u,v)  (x1 ,v) F(x, y) · dr + F(x, y) · dr. (3.2) f (u, v) =
 
 (u, v) C2
 
 (x0 ,y0 )
 
 (x0, y0) x D
 
 FIGURE 15.24 First path
 
 (x1 ,v)
 
 Observe that the first integral in (3.2) is independent of u. So, taking the partial derivative of both sides of (3.2) with respect to u, we get  (x1 ,v)  (u,v) ∂ ∂ F(x, y) · dr + F(x, y) · dr f u (u, v) = ∂u (x0 ,y0 ) ∂u (x1 ,v)  (u,v) ∂ = 0+ F(x, y) · dr ∂u (x1 ,v)  (u,v) ∂ M(x, y) d x + N (x, y) dy. = ∂u (x1 ,v) Notice that on the second portion of the indicated path, y is a constant and so, dy = 0. This gives us  (u,v)  (u,v) ∂ ∂ M(x, y) d x + N (x, y) dy = M(x, y) d x. f u (u, v) = ∂u (x1 ,v) ∂u (x1 ,v) Finally, from the second form of the Fundamental Theorem of Calculus, we have  (u,v) ∂ M(x, y) d x = M(u, v). f u (u, v) = ∂u (x1 ,v)
 
 y
 
 (u, v) C2 C1
 
 (u, y1)
 
 (x0, y0) x D
 
 FIGURE 15.25 Second path
 
 (3.3)
 
 Similarly, pick any point (u, y1 ) in the disk centered at (u, v) with y1 < v and let C1 be any path from (x0 , y0 ) to (u, y1 ) lying in D. Then, integrating over the path consisting of C1 followed by the vertical path C2 indicated in Figure 15.25, we find that  (u,v)  (u,y1 ) F(x, y) · dr + F(x, y) · dr. (3.4) f (u, v) = (x0 ,y0 )
 
 (u,y1 )
 
 In this case, the first integral is independent of v. So, differentiating both sides of (3.4) with respect to v, we have  (u,y1 )  (u,v) ∂ ∂ F(x, y) · dr + F(x, y) · dr f v (u, v) = ∂v (x0 ,y0 ) ∂v (u,y1 )  (u,v) ∂ = 0+ F(x, y) · dr ∂v (u,y1 )  (u,v) ∂ M(x, y) d x + N (x, y) dy = ∂v (u,y1 )  (u,v) ∂ = N (x, y) dy = N (u, v), (3.5) ∂v (u,y1 ) by the second form of the Fundamental Theorem of Calculus, where we have used the fact that on the second part of the indicated path, x is a constant, so that d x = 0. Replacing u and v by x and y, respectively, in (3.3) and (3.5) establishes that F(x, y) = M(x, y), N (x, y) =  f x (x, y), f y (x, y) = ∇ f (x, y), so that F is conservative in D. Notice that in the course of the first part of the proof of Theorem 3.1, we also proved the following result, which corresponds to the Fundamental Theorem of Calculus for definite integrals.
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 THEOREM 3.2 (Fundamental Theorem for Line Integrals) Suppose that F(x, y) = M(x, y), N (x, y) is continuous in the open, connected region D ⊂ R2 and that C is any piecewise-smooth curve lying in D, with initial point (x1 , y1 ) and terminal point (x2 , y2 ). Then, if F is conservative on D, with F(x, y) = ∇ f (x, y), we have  C
 
 (x2 ,y2 )  F(x, y) · dr = f (x, y) = f (x2 , y2 ) − f (x1 , y1 ). (x1 ,y1 )
 
 You should quickly recognize the advantages presented by Theorem 3.2. For a conservative vector field, you don’t need to parameterize the path to compute a line integral; you need only find a potential function and then simply evaluate the potential function at the endpoints of the curve. We illustrate this in example 3.1.
 
 EXAMPLE 3.1
 
 A Line Integral That Is Independent of Path
 
  Show that for F(x, y) = 2x y − 3, x 2 + 4y 3 + 5, the line integral C F(x, y) · dr is independent of path. Then, evaluate the line integral for any curve C with initial point at (−1, 2) and terminal point at (2, 3). Solution From Theorem 3.1, the line integral is independent of path if and only if the vector field F(x, y) is conservative. So, we look for a potential function for F, that is, a function f (x, y) for which F(x, y) = 2x y − 3, x 2 + 4y 3 + 5 = ∇ f (x, y) =  f x (x, y), f y (x, y). Of course, this occurs when f x = 2x y − 3
 
 and
 
 f y = x 2 + 4y 3 + 5.
 
 (3.6)
 
 Integrating the first of these two equations with respect to x (note that we might just as easily integrate the second one with respect to y), we get  (3.7) f (x, y) = (2x y − 3) d x = x 2 y − 3x + g(y), where g(y) is some arbitrary function of y alone. (Recall that we get an arbitrary function of y instead of a constant of integration, since we are integrating a function of x and y with respect to x.) Differentiating with respect to y, we get f y (x, y) = x 2 + g  (y). Setting this equal to the expression for f y in (3.6), we get x 2 + g  (y) = x 2 + 4y 3 + 5, so that g  (y) = 4y 3 + 5. Integrating with respect to y gives us g(y) = y 4 + 5y + c. We now have from (3.7) that f (x, y) = x 2 y − 3x + y 4 + 5y + c
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 is a potential function for F(x, y), for any constant c. Now that we have found a potential function, we have by Theorem 3.2 that for any path from (−1, 2) to (2, 3), (2,3)   F(x, y) · dr = f (x, y) C
 
 (−1,2)
 
 = [22 (3) − 3(2) + 34 + 5(3) + c] − [2 + 3 + 24 + 5(2) + c] = 71. „ Notice that when we evaluated the line integral in example 3.1, the constant c in the expression for the potential function dropped out. For this reason, we usually take the constant to be zero when we write down a potential function. We consider a curve C to be closed if its two endpoints are the same. That is, for a plane curve C defined parametrically by C = {(x, y)|x = g(t), y = h(t), a ≤ t ≤ b}, C is closed if (g(a), h(a)) = (g(b), h(b)). Theorem 3.3 provides us with an important connection between conservative vector fields and line integrals along closed curves.
 
 THEOREM 3.3 2 Suppose that F(x, y) is continuous  in the open, connected region D ⊂ R . Then F is conservative on D if and only if C F(x, y) · dr = 0 for every piecewise-smooth closed curve C lying in D.
 
 y
 
 PROOF
 
 C2
 
 Q D C1
 
 P
 
 x
 
  Suppose that C F(x, y) · dr = 0 for every piecewise-smooth closed curve C lying in D. Take any two points P and Q lying in D and let C1 and C2 be any two piecewise-smooth curves from P to Q that lie in D, as indicated in Figure 15.26a. (Note that since D is connected, there always exist such curves.) Then, the curve C consisting of C1 followed by −C2 is a piecewise-smooth closed curve lying in D, as indicated in Figure 15.26b. It now follows that    F(x, y) · dr = F(x, y) · dr + F(x, y) · dr 0= C
 
 =
 
 FIGURE 15.26a Curves C1 and C2
 
 C1
 
  F(x, y) · dr − 
 
 so that
 
 y
 
 C1
 
 C2
 
 C2
 
 F(x, y) · dr,
 
 From Theorem 2.5
 
 
 
 F(x, y) · dr =
 
 C2
 
 F(x, y) · dr.
 
 Since C1 and C2 were any two piecewise-smooth curves from P to Q, we have that  F(x, y) · dr is independent of path and so, F is conservative by Theorem 3.1. The second C  half of the theorem (that F conservative implies C F(x, y) · dr = 0 for every piecewisesmooth closed curve C lying in D) is a simple consequence of Theorem 3.2 and is left as an exercise.
 
 Q D
 
 P
 
 −C2
 
 C1
 
 
 
 C1 x
 
 FIGURE 15.26b The closed curve formed by C1 ∪ (−C2 )
 
 You have already seen that line integrals need not be independent of path. Said differently, not all vector fields are conservative. In view of this, it would be helpful to have a simple way of deciding whether or not a line integral is independent of path before going through the process of trying to construct a potential function. Note that by Theorem 3.1, if F(x, y) = M(x, y), N (x, y) is continuous on the open, connected region D and the line integral C F(x, y) · dr is independent of path, then F must be conservative. That is, there is a function f (x, y) for which F(x, y) = ∇ f (x, y), so that M(x, y) = f x (x, y)
 
 and
 
 N (x, y) = f y (x, y).
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 Differentiating the first equation with respect to y and the second equation with respect to x, we have M y (x, y) = f x y (x, y) R
 
 N x (x, y) = f yx (x, y).
 
 and
 
 Notice now that if M y and N x are continuous in D, then the mixed second partial derivatives f x y (x, y) and f yx (x, y) must be equal in D, by Theorem 3.1 in Chapter 13. We must then have that M y (x, y) = N x (x, y),
 
 FIGURE 15.27a Simply-connected
 
 for all (x, y) in D. As it turns out, if we further assume that D is simply-connected (that is, that every closed  curve in D encloses only points in D), then the converse of this result is also true [i.e., C F(x, y) · dr is independent of path whenever M y = N x in D]. We illustrate a simply-connected region in Figure 15.27a and a region that is not simply-connected in Figure 15.27b. You can think about simply-connected regions as regions that have no holes. We can now state the following result.
 
 THEOREM 3.4 R
 
 Suppose that M(x, y) and N (x, y) have continuous first partial derivatives on a simply-connected region D. Then, C M(x, y) d x + N (x, y) dy is independent of path in D if and only if M y (x, y) = N x (x, y) for all (x, y) in D. We have already proved that independence of path implies that M y (x, y) = N x (x, y) for all (x, y) in D. We postpone the proof of the second half of the theorem until our presentation of Green’s Theorem in section 15.4.
 
 FIGURE 15.27b Not simply-connected
 
 EXAMPLE 3.2
 
 Testing a Line Integral for Independence of Path
 
 Determine whether or not the line integral independent of path.
 
 
 
 C (e
 
 2x
 
 + x sin y) d x + (x 2 cos y) dy is
 
 Solution In this case, we have My =
 
 ∂ 2x (e + x sin y) = x cos y ∂y
 
 ∂ 2 (x cos y) = 2x cos y, ∂x so that M y = N x . By Theorem 3.4, the line integral is thus not independent of path. „
 
 and
 
 Nx =
 
 Before moving on to three-dimensional vector fields, we pause to summarize the results we have developed for two-dimensional vector fields.
 
 CONSERVATIVE VECTOR FIELDS Let F(x, y) = M(x, y), N (x, y), where we assume that M(x, y) and N (x, y) have continuous first partial derivatives on an open, simply-connected region D ⊂ R2 . The following five statements are equivalent, meaning that for a given vector field, either all five statements are true or all five statements are false. 1. F(x, y) is conservative on D. 2. F(x, y) is a gradient field in D (i.e., F(x, y) = ∇ f (x, y), for some potential function f, for all (x, y) ∈ D).  3. C F · dr is independent of path in D.  4. C F · dr = 0 for every piecewise-smooth closed curve C lying in D. 5. M y (x, y) = N x (x, y), for all (x, y) ∈ D.
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 All we have said about independence of path and conservative vector fields can be extended to higher dimensions, although the test for when a line integral is independent of path becomes slightly more complicated. For a three-dimensional vector field F(x, y, z), we say that F is conservative on a region D whenever there is a scalar function f (x, y, z) for which F(x, y, z) = ∇ f (x, y, z), for all (x, y, z) ∈ D. As in two dimensions, f is called a potential function for the vector field F. You can construct a potential function for a conservative vector field in three dimensions in much the same way as you did in two dimensions. We illustrate this in example 3.3.
 
 EXAMPLE 3.3
 
 Showing That a Three-Dimensional Vector Field Is Conservative
 
 Show that the vector field F(x, y, z) = 4xe z , cos y, 2x 2 e z  is conservative on R3 , by finding a potential function f. Solution We need to find a potential function f (x, y, z) for which F(x, y, z) = 4xe z , cos y, 2x 2 e z  = ∇ f (x, y, z) =  f x (x, y, z), f y (x, y, z), f z (x, y, z). This will occur if and only if f x = 4xe z ,
 
 f y = cos y
 
 and
 
 f z = 2x 2 e z .
 
 (3.8)
 
 Integrating the first of these equations with respect to x, we have  f (x, y, z) = 4xe z d x = 2x 2 e z + g(y, z), where g(y, z) is an arbitrary function of y and z alone. Note that since y and z are treated as constants when integrating or differentiating with respect to x, we add an arbitrary function of y and z (instead of an arbitrary constant) after a partial integration with respect to x. Differentiating this expression with respect to y, we have f y (x, y, z) = g y (y, z) = cos y, from the second equation in (3.8). Integrating g y (y, z) with respect to y now gives us  g(y, z) = cos y dy = sin y + h(z), where h(z) is an arbitrary function of z alone. Notice that here, we got an arbitrary function of z alone, since we were integrating g(y, z) (a function of y and z alone) with respect to y. This now gives us f (x, y, z) = 2x 2 e z + g(y, z) = 2x 2 e z + sin y + h(z). Differentiating this last equation with respect to z yields f z (x, y, z) = 2x 2 e z + h  (z) = 2x 2 e z , from the third equation in (3.8). This gives us that h  (z) = 0, so that h(z) is a constant. (We’ll choose it to be 0.) We now have that a potential function for F(x, y, z) is f (x, y, z) = 2x 2 e z + sin y and so, F is conservative on R3 . „
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 We summarize the main results for line integrals for three-dimensional vector fields in Theorem 3.5.
 
 THEOREM 3.5 Suppose that the vector field F(x,  y, z) is continuous on the open, connected region D ⊂ R3 . Then, the line integral C F(x, y, z) · dr is independent of path in D if and only if the vector field F is conservative on D; that is, F(x, y, z) = ∇ f (x, y, z), for all (x, y, z) in D, for some scalar function f (a potential function for F). Further, for any piecewise-smooth curve C lying in D, with initial point (x1 , y1 , z 1 ) and terminal point (x2 , y2 , z 2 ), we have (x2 ,y2 ,z2 )   F(x, y, z) · dr = f (x, y, z) = f (x2 , y2 , z 2 ) − f (x1 , y1 , z 1 ). C
 
 (x1 ,y1 ,z 1 )
 
 EXERCISES 15.3 WRITING EXERCISES 1. You have seen two different methods of determining whether a line integral is independent of path: one in example 3.1 and the other in example 3.2. If you have reason to believe that a line integral will be independent of path, explain which method you would prefer to use. 2. In the situation of exercise 1, if you doubt that a line integral is independent of path, explain which method you would prefer to use. If you have no evidence as to whether the line integral is or isn’t independent of path, explain which method you would prefer to use. 3. In section 15.1, we introduced conservative vector fields and stated that some calculations simplified when the vector field is conservative. Discuss one important example of this. 4. Our definition of independence of path applies only to line integralsof the form C F · dr. Explain why an arc length line integral C f ds would not be independent of path (unless f = 0). In exercises 1–12, determine whether F is conservative on R2 or R3 . If it is, find a potential function f . 1. F(x, y) = 2x y − 1, x 2  2. F(x, y) = 3x y , 2x y − y   3. F(x, y) = 1y − 2x, y − yx2 2 2
 
 3
 
 10. F(x, y, z) = y 2 − x, 2x y + sin z, y cos z  11. F(x, y, z) = y 2 z 2 + xe−2x , y y 2 + 1 + 2x yz 2 , 2x y 2 z 12. F(x, y, z) = 2xe yz − tan−1 x, x 2 + e yz , x 2 ye yz 
 
 ............................................................ In exercises 13–18, show that the line integral is independent of path in R2 or R3 and use a potential function to evaluate the integral.  13. C 2x y d x + (x 2 − 1) dy, where C runs from (1, 0) to (3, 1)  14. C 3x 2 y 2 d x + (2x 3 y − 4) dy, where C runs from (1, 2) to (−1, 1)  15. C ye x y d x + (xe x y − 2y) dy, where C runs from (1, 0) to (0, 4)  2 16. C (2xe x − 2y) d x + (2y − 2x) dy, where C runs from (1, 2) to (−1, 1)  17. C (z 2 + 2x y) d x + x 2 dy + 2x z dz, where C runs from (2, 1, 3) to (4, −1, 0)  18. C (2x cos z − x 2 ) d x + (z − 2y) dy + (y − x 2 sin z) dz, where C runs from (3, −2, 0) to (1, 0, π )
 
 ............................................................ In exercises 19–30, evaluate
 
 
 
 F · dr.
 
 C
 
 19. F(x, y) = x + 1, (y − 1) , C is the top half-circle from (−4, 0) to (4, 0) 2
 
 2
 
 2
 
 2
 
 4. F(x, y) = sin y − x, x cos y 5. F(x, y) = e x y − 1, xe x y  6. F(x, y) = e − 2x, xe − x y y
 
 y
 
 2
 
 7. F(x, y) = ye x y , xe x y + cos y 8. F(x, y) = y cos x y − 2x y, x cos x y − x 2  9. F(x, y, z) = z 2 + 2x y, x 2 + 1, 2x z − 3
 
 20. F(x, y) = x 2 e x − 2xe x , sin y cos2 y, C is the portion of the parabola y = x 2 from (−2, 4) to (2, 4) 21. F(x, y, z) =  22. F(x, y, z) =
 
 x, y, z x 2 + y2 + z2
 
 , C runs from (1, 3, 2) to (2, 1, 5)
 
 x, y, z , C runs from (2, 0, 0) to (0, 1, −1) x 2 + y2 + z2
 
 23. F(x, y) = 3x 2 y + 1, 3x y 2 , C is the bottom half-circle from (1, 0) to (−1, 0)
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 24. F(x, y) = 4x y − 2x, 2x 2 − x, C is the portion of the parabola y = x 2 from (−2, 4) to (2, 4) 2
 
 15-36
 
 34.
 
 2
 
 25. F(x, y) = y 2 e x y − y, 2x ye x y − x − 1, C is the line segment from (2, 3) to (3, 0)
 
 y
 
 26. F(x, y) = 2ye2x + y 3 , e2x + 3x y 2 , C is the line segment from (4, 3) to (1, −3)   √ 1 27. F(x, y, z) = 1+xy2 y 2 − ze x z , 1+xx2 y 2 − 1+y , z − xe x z , C is the line segment from (0, 1, 2) to (1, 1, 4).     yz − cos(x − z), xyz + 2y , xzy + cos(x − z) , 28. F(x, y, z) = x C is the line segment from (1, 2, 1) to (2, 1, 2).   29. F(x, y) = 1y − e2x , 2x − yx2 , C is the circle (x − 5)2 + (y + 6)2 = 16, oriented counterclockwise √ √ 30. F(x, y) = 2y − y/x, 3x − x/y, C is the ellipse 4(x − 4)2 + 9(y − 4)2 = 36, oriented counterclockwise
 
 x
 
 35.
 
 y
 
 ............................................................ In exercises 31–36, use the graph to determine whether or not the vector field is conservative in the region. (Hint: Use Theorem 3.3.) 31.
 
 x y
 
 36.
 
 y
 
 x
 
 32. x
 
 y
 
 ............................................................
 
 x
 
 33.
 
 y
 
 In exercises 37–40, show that the line integral is not independent of path by finding two paths that give different values of the integral.  37. C y d x − x dy, where C goes from (−2, 0) to (2, 0)  38. C 2 d x + x dy, where C goes from (1, 4) to (2, −2)  39. C y d x − 3 dy, where C goes from (−2, 2) to (0, 0)  40. C y 2 d x + x 2 dy, where C goes from (0, 0) to (1, 1)
 
 ............................................................
 
 x
 
 In exercises 41–44, label each statement as True or False and briefly explain.  41. If F is conservative, then C F · dr = 0.  42. If C F · dr is independent of path, then F is conservative.
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 43. If F is conservative, then 44. If F is conservative, then
 
  C
 
 
 
 C
 
 F · dr = 0 for any closed curve C. F · dr is independent of path.
 
 ............................................................ 1 −y, x. Find a potential function f for x 2 + y2 F and carefully note any restrictions  on the domain of f. Let C be the unit circle and show that C F · dr = 2π. Explain why the Fundamental Theorem for Line Integrals does not  apply to this calculation. Quickly explain how to compute C F · dr over the circle (x − 2)2 + (y − 3)2 = 1.
 
 45. Let F(x, y) =
 
 46. Finish the proof of Theorem 3.3 by showing that if F is conservative in an open, connected region D ⊂ R2 , then  F · dr = 0 for all piecewise-smooth closed curves C lying C in D. 47. Determine whether or not each region is simply-connected. (a) {(x, y): x 2 + y 2 < 2} (b) {(x, y): 1 < x 2 + y 2 < 2} 48. Determine whether or not each region is simply-connected. (a) {(x, y): 1 < x < 2} (b) {(x, y): 1 < x 2 < 2}
 
 ..
 
 Independence of Path and Conservative Vector Fields
 
 1013
 
 enclosing C1 and C3 is a closed  curve that does not enclose  P. (See the figure.) Given that C1 F · dr = 0, explain why C2 F ·  dr = C3 F · dr = 0.
 
 C2
 
 C3
 
 P C1
 
 54. The circulation of a fluid with velocity field v around the  closed path C is defined by  = v · dr. For inviscid flow, C  d d =  = 0. This is v · dv. Show that in this case dt dt C known as Kelvin’s Circulation Theorem and explains why small whirlpools in a stream stay coherent and move for periods of time.
 
 APPLICATIONS 49. The Coulomb force for a unit charge at the origin and charge q  kq at point P1 = (x1 , y1 , z 1 ) is F = 2 rˆ , where r = x 2 + y 2 +z 2 r x, y, z and rˆ = . Show that the work done by F to move the r kq kq − , charge q from P1 to P2 = (x2 , y2 , z 2 ) is equal to r r2 1   2 2 2 2 2 2 where r1 = x1 + y1 + z 1 and r2 = x2 + y2 + z 2 . 50. Interpret the result of exercise 49 in the case where (a) P1 is closer to the origin than P2 . (Is the work positive or negative? Why does this make sense physically?) (b) P2 is closer to the origin than P1 and (c) P1 and P2 are the same distance from the origin. 51. The work done to increase the temperature of a gas from T1 to 2 and increase its  pressure from P1 to P2 is given by  T RT d P − R dT . Here, R is a constant, T is temperaP C ture, P is pressure and C is the path of (P, T ) values as the changes occur. Compare the work done along the following two paths. (a) C1 consists of the line segment from (P1 , T1 ) to (P1 , T2 ), followed by the line segment to (P2 , T2 ); (b) C2 consists of the line segment from (P1 , T1 ) to (P2 , T1 ), followed by the line segment to (P2 , T2 ). 52. Based on your answers in exercise 51, is the force field involved in changing the temperature and pressure of the gas conservative? 53. A vector field F satisfies F = ∇φ (where φ is continuous) at every point except P, where it is undefined. Suppose that C 1 is a small closed curve enclosing P, C2 is a large closed curve
 
 EXPLORATORY EXERCISES 1. For closed curves, we can take advantage of portions of a line integral that will equal zero. For example, if C is a closed curve,  2 2 explain  2why you can simplify C (x + y ) d x + (y + x) dy to C y d x + x dy. In general, explain why the f (x) and g(y) terms can be dropped in the line integral  ( f (x) + y 2 ) d x + (x + g(y)) dy. Describe which other C terms can be dropped in the line integral over a closed curve. Use the example  (x 3 + y 2 + x 2 y 2 + cos y) d x C
 
 + (y 2 + 2x y − x sin y + x 3 y) dy to help organize your thinking. 2. In this exercise, we explore a basic principle of physics  called conservation of energy. Start with the work integral C F · dr, where the position function r(t) is a continuously differentiable dv function of time. Substitute Newton’s second law: F = m dt  and dr = r (t) dt = v dt and show that C F · dr = K . Here, K is kinetic energy defined by K = 12 m v 2 and K is the change of kinetic energy from the initial point of C to the terminal point of C. Next, assume that F is conservative with F = −∇ f ,where the function f represents potential energy. Show that C F · dr = − f where  f equals the change in potential energy from the initial point of C to the terminal point of C. Conclude that under these hypotheses (conservative force, continuous acceleration) the net change in energy K +  f equals 0. Therefore, K + f is constant.
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 15.4 GREEN’S THEOREM
 
 HISTORICAL NOTES George Green (1793–1841) English mathematician who discovered Green’s Theorem. Green was self-taught, receiving only two years of schooling before going to work in his father’s bakery at age 9. He continued to work in and eventually took over the family mill while teaching himself mathematics. In 1828, he published an essay in which he gave potential functions their name and applied them to the study of electricity and magnetism. This little-read essay introduced Green’s Theorem and the so-called Green’s functions used in the study of partial differential equations. Green was admitted to Cambridge University at age 40 and published several papers before his early death from illness. The significance of his original essay remained unknown until shortly after his death.
 
 In this section, we develop a connection between certain line integrals around a closed curve in the plane and double integrals over the region enclosed by the curve. At first glance, you might think this a strange and abstract connection, one that only a mathematician could care about. Actually, the reverse is true; Green’s Theorem is a significant result with far-reaching implications. It is of fundamental importance in the analysis of fluid flows and in the theories of electricity and magnetism. Before stating the main result, we briefly define some terminology. Recall that for a plane curve C defined parametrically by C = {(x, y)|x = g(t), y = h(t), a ≤ t ≤ b}, C is closed if its two endpoints are the same, i.e., (g(a), h(a)) = (g(b), h(b)). A curve C is simple if it does not intersect itself, except at the endpoints. We illustrate a simple closed curve in Figure 15.28a and a closed curve that is not simple in Figure 15.28b. y
 
 y
 
 C
 
 C
 
 x
 
 x
 
 FIGURE 15.28a
 
 FIGURE 15.28b
 
 Simple closed curve
 
 Closed, but not simple curve
 
 We say that a simple closed curve C has positive orientation if the region R enclosed by C stays to the left of C, as the curve is traversed (as in Figure 15.29a). A curve has negative orientation if the region R stays to the right of C (as in Figure 15.29b). y
 
 y
 
 C
 
 C
 
 R
 
 R
 
 x
 
 x
 
 FIGURE 15.29a
 
 FIGURE 15.29b
 
 Positive orientation
 
 Negative orientation
 
 We use the notation
 
  C
 
 F(x, y) · dr
 
 to denote a line integral along a simple closed curve C oriented in the positive direction. We can now state the main result of the section.
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 THEOREM 4.1 (Green’s Theorem) Let C be a piecewise-smooth, simple closed curve in the plane with positive orientation and let R be the region enclosed by C, together with C. Suppose that M(x, y) and N (x, y) are continuous and have continuous first partial derivatives in some open region D, with R ⊂ D. Then,     ∂N ∂M M(x, y) d x + N (x, y) dy = − dA. ∂x ∂y C R
 
 You can find a general proof of Green’s Theorem in a more advanced text. We prove it here only for a special case.
 
 PROOF Here, we assume that the region R can be written in the form R = {(x, y)|a ≤ x ≤ b and g1 (x) ≤ y ≤ g2 (x)}, where g1 (x) ≤ g2 (x), for all x in [a, b], g1 (a) = g2 (a) and g1 (b) = g2 (b), as illustrated in Figure 15.30a. Notice that we can divide C into the two pieces indicated in Figure 15.30a:
 
 y
 
 C = C1 ∪ C2 ,
 
 C2: y  g2 (x)
 
 where C1 is the bottom portion of the curve, defined by R
 
 A
 
 C1 = {(x, y)|a ≤ x ≤ b, y = g1 (x)}
 
 B
 
 and C2 is the top portion of the curve, defined by
 
 C1: y  g1(x)
 
 a
 
 C2 = {(x, y)|a ≤ x ≤ b, y = g2 (x)}, b
 
 FIGURE 15.30a The region R
 
 x
 
 where the orientation is as indicated in the figure. From the Evaluation Theorem for line integrals (Theorem 2.4), we then have    M(x, y) d x = M(x, y) d x + M(x, y) d x C
 
 C1
 
  =
 
 b
 
 a
 
  =
 
 b
 
 a
 
 C2
 
 M(x, g1 (x)) d x −
 
 
 
 b
 
 a
 
 M(x, g2 (x)) d x
 
 [M(x, g1 (x)) − M(x, g2 (x))] d x,
 
 (4.1)
 
 where the minus sign in front of the second integral comes from our traversing C2 “backward” (i.e., from right to left). On the other hand, notice that we can write   b  g2 (x) ∂M ∂M dA = dy dx ∂y a g1 (x) ∂ y R
 
  =
 
 a
 
  =
 
 b
 
 a
 
  y=g2 (x)  M(x, y) dx y=g1 (x)
 
 b
 
 By the Fundamental Theorem of Calculus
 
 [M(x, g2 (x)) − M(x, g1 (x))] d x.
 
 Together with (4.1), this gives us   ∂M M(x, y) d x = − dA. ∂y C R
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 We now assume that we can also write the region R in the form R = {(x, y)|c ≤ y ≤ d and h 1 (y) ≤ x ≤ h 2 (y)},
 
 E
 
 d
 
 C4: x  h 2 (y) R
 
 c
 
 T1: OSO
 
 January 6, 2011
 
 where h 1 (y) ≤ h 2 (y) for all y in [c, d], h 1 (c) = h 2 (c) and h 1 (d) = h 2 (d). Here, we write C = C3 ∪ C4 , as illustrated in Figure 15.30b. In this case, notice that we can write    N (x, y) dy = N (x, y) dy + N (x, y) dy C
 
 C3: x  h 1(y)
 
 C3
 
 =− 
 
 x
 
 =
 
 FIGURE 15.30b The region R
 
 C4
 
 
 
 D
 
 c
 
 d
 
 c d
 
 N (h 1 (y), y) dy +
 
 
 
 d
 
 c
 
 N (h 2 (y), y) dy
 
 [N (h 2 (y), y) − N (h 1 (y), y)] dy,
 
 (4.3)
 
 where the minus sign in front of the first integral accounts for our traversing C3 “backward” (in this case, from top to bottom). Further, notice that  d  h 2 (y)  ∂N ∂N dA = dx dy ∂x c h 1 (y) ∂ x R  d = [N (h 2 (y), y) − N (h 1 (y), y)] dy. c
 
 Together with (4.3), this gives us  C
 
  N (x, y) dy = R
 
 ∂N dA. ∂x
 
 (4.4)
 
 Adding together (4.2) and (4.4), we have     ∂N ∂M M(x, y) d x + N (x, y) dy = − dA, ∂x ∂y C R
 
 as desired. Although the significance of Green’s Theorem lies in the connection it provides between line integrals and double integrals in more theoretical settings, we illustrate the result in example 4.1 by using it to simplify the calculation of a line integral. y
 
 EXAMPLE 4.1
 
 Using Green’s Theorem
 
 FIGURE 15.31
 
 Solution We indicate the curve C and the enclosed region R in Figure 15.31. Notice that C is a piecewise-smooth, simple closed curve with positive orientation. Further, for M(x, y) = x 2 + y 3 and N (x, y) = 3x y 2 , M and N are continuous and have continuous first partial derivatives everywhere. Green’s Theorem then says that     ∂N ∂M (x 2 + y 3 ) d x + 3x y 2 dy = − dA ∂x ∂y C R (3y 2 − 3y 2 ) dA = 0. =
 
  Use Green’s Theorem to rewrite and evaluate C (x 2 + y 3 ) d x + 3x y 2 dy, where C consists of the portion of y = x 2 from (2, 4) to (0, 0), followed by the line segments from (0, 0) to (2, 0) and from (2, 0) to (2, 4).
 
 4
 
 C R x 2
 
 The region R
 
 R
 
 „
 
 Notice that in example 4.1, since the integrand of the double integral was zero, evaluating the double integral was far easier than evaluating the line integral directly. There is anothersimple way of thinking of the line integral in example 4.1. Notice that you can write this as C F(x, y) · dr, where F(x, y) = x 2 + y 3 , 3x y 2 . Notice further that F is conservative [with potential function f (x, y) = 13 x 3 + x y 3 ] and so, by Theorem 3.3 in section 15.3, the line integral of F over any piecewise-smooth, closed curve must be zero.
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 y x 5
 
 Evaluating a Challenging Line Integral with Green’s Theorem
 
  Evaluate the line integral C (7y − esin x ) d x + [15x − sin(y 3 + 8y)] dy, where C is the circle of radius 3 centered at the point (5, −7), as shown in Figure 15.32. Solution First, notice that it will be virtually impossible to evaluate the line integral directly. (Think about this some, but don’t spend too much time on it!) However, taking M(x, y) = 7y − esin x and N (x, y) = 15x − sin(y 3 + 8y), notice that M and N are continuous and have continuous first partial derivatives everywhere. So, we may apply Green’s Theorem, which gives us     ∂N ∂M sin x 3 (7y − e ) d x + [15x − sin(y + 8y)] dy = − dA ∂x ∂y C R (15 − 7) dA =
 
 R
 
 7
 
 EXAMPLE 4.2
 
 C
 
 FIGURE 15.32 The region R
 
 R 
 
 dA = 72π,
 
 =8 where
 
 
 
 dA is simply the area inside the region R,
 
 R
 
  R
 
 R
 
 dA = π (3)2 = 9π .
 
 „
 
 If you look at example 4.2 critically, you might suspect that the integrand was chosen carefully so that the line integral was impossible to evaluate directly, but so that the integrand of the double integral was trivial. That’s true: we did cook up the problem simply to illustrate the power of Green’s Theorem. Example 4.3 is far less contrived.
 
 EXAMPLE 4.3
 
 y
 
  Evaluate the line integral C (e x + 6x y) d x + (8x 2 + sin y 2 ) dy, where C is the positively-oriented boundary of the region bounded by the circles of radii 1 and 3, centered at the origin and lying in the first quadrant, as indicated in Figure 15.33.
 
 3 C R 1
 
 x 1
 
 FIGURE 15.33 The region R
 
 Using Green’s Theorem to Evaluate a Line Integral
 
 3
 
 Solution Notice that since C consists of four distinct pieces, evaluating the line integral directly by parameterizing the curve is probably not a good choice. On the other hand, since C is a piecewise-smooth, simple closed curve, we have by Green’s Theorem that     ∂ ∂ x x 2 2 2 2 (8x + sin y ) − (e + 6x y) dA (e + 6x y) d x + (8x + sin y ) dy = ∂x ∂y C  R (16x − 6x) dA = 10x dA, = R
 
 R
 
 where R is the region between the two circles and lying in the first quadrant. Notice that this is easy to compute using polar coordinates, as follows:   x 2 2 (e + 6x y) d x + (8x + sin y ) dy = 10  x  dA C
 
 R
 
  =
 
 π/2 3
 
 r cos θ r dr dθ
 
 (10r cos θ) r dr dθ   π/2 10r 3 r =3 cos θ dθ = 3 r =1 0 π/2  10 3 (3 − 13 ) sin θ  = 3 0 260 = . 3 „ 0
 
 1
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 You should notice that in example 4.3, Green’s Theorem is not a mere convenience; rather, it is a virtual necessity. Evaluating the line integral directly would prove to be a very significant challenge. (Go ahead and try it to see what we mean.) Green’s Theorem provides us with a wealth of interesting observations. One of these is as follows. Suppose that C is a piecewise-smooth, simple closed curve enclosing the region R. Then, taking M(x, y) = 0 and N (x, y) = x, we have      ∂M ∂N x dy = dA, − dA = ∂x ∂y C R
 
 R
 
 which is simply the area of the region R. Alternatively, notice that if we take M(x, y) = −y and N (x, y) = 0, we have      ∂N ∂M −y d x = dA, − dA = ∂x ∂y C R
 
 R
 
 which is again the area of R. Putting these last two results together, we also have   1 dA = x dy − y d x. 2 C
 
 (4.5)
 
 R
 
 We illustrate this in example 4.4. y
 
 EXAMPLE 4.4
 
 Using Green’s Theorem to Find Area
 
 x2 y2 + = 1. a2 b2 Solution First, observe that the ellipse corresponds to the simple closed curve C defined parametrically by
 
 Find the area enclosed by the ellipse C
 
 R
 
 x
 
 C = {(x, y)|x = a cos t, y = b sin t, 0 ≤ t ≤ 2π }, where a, b > 0. You should also observe that C is smooth and positively oriented. (See Figure 15.34.) From (4.5), we have that the area A of the ellipse is given by   1 2π 1 x dy − y d x = [(a cos t)(b cos t) − (b sin t)(−a sin t)] dt A= 2 C 2 0  1 2π (ab cos2 t + ab sin2 t) dt = πab. = 2 0 „
 
 FIGURE 15.34 Elliptical region R
 
 For simplicity, we often will use the notation ∂R to refer to the boundary of the region R, oriented in the positive direction. Using this notation, the conclusion of Green’s Theorem is written as     ∂M ∂N − dA. M(x, y) d x + N (x, y) dy = ∂x ∂y ∂R
 
 y
 
 R
 
 R C2
 
 C1 x
 
 FIGURE 15.35a Region with a hole
 
 We can extend Green’s Theorem to the case where a region is not simply-connected (i.e., where the region has one or more holes). We must emphasize that when dealing with such regions, the integration is taken over the entire boundary of the region (not just the outermost portion of the boundary!) and that the boundary curve is traversed in the positive direction, always keeping the region to the left. For instance, for the region R illustrated in Figure 15.35a with a single hole, notice that the boundary of R, ∂ R, consists of two separate curves, C1 and C2 , where C2 is traversed clockwise, in order to keep the orientation positive on all of the boundary. Since the region is not simply-connected, we may not apply Green’s Theorem directly. Rather, we first make two horizontal slits in the region, as indicated in Figure 15.35b, dividing R into the two simply-connected regions R1 and R2 . Notice that
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 we can then apply Green’s Theorem in each of R1 and R2 separately. Adding the double integrals over R1 and R2 gives us the double integral over all of R. We have  
 
 R2 C2
 
 R
 
 ∂N ∂M − ∂x ∂y
 
  
 
  dA =
 
 R1
 
 ∂N ∂M − ∂x ∂y
 
  
 
  dA +
 
 R2
 
  =
 
 R1
 
 ∂ R1
 
 ∂N ∂M − ∂x ∂y
 
  dA
 
 M(x, y) d x + N (x, y) dy
 
 
 
 C1
 
 +
 
 x
 
 ∂ R2
 
 M(x, y) d x + N (x, y) dy.
 
 Further, since the line integrals over the common portions of ∂ R1 and ∂ R2 (i.e., the slits) are traversed in the opposite direction (one way on ∂ R1 and the other on ∂ R2 ), the line integrals over these portions will cancel out, leaving only the line integrals over C1 and C2 . This gives us
 
 FIGURE 15.35b R = R1 ∪ R2
 
   R
 
 ∂N ∂M − ∂x ∂y
 
 
 
  dA =
 
 
 
 ∂ R1
 
 M(x, y) d x + N (x, y) dy + 
 
  =
 
 C1
 
 M(x, y) d x + N (x, y) dy +
 
  =
 
 C
 
 ∂ R2
 
 C2
 
 M(x, y) d x + N (x, y) dy
 
 M(x, y) d x + N (x, y) dy
 
 M(x, y) d x + N (x, y) dy.
 
 This says that Green’s Theorem also holds for regions with a single hole. Of course, we can repeat the preceding argument to extend Green’s Theorem to regions with any finite number of holes.
 
 EXAMPLE 4.5
 
 An Application of Green’s Theorem
 
  1 −y, x, show that C F(x, y) · dr = 2π , for every simple closed x 2 + y2 curve C enclosing the origin.
 
 For F(x, y) = y
 
 C R a x C1
 
 Solution Let C be any simple closed curve enclosing the origin and let C1 be the circle of radius a > 0, centered at the origin (and positively oriented), where a is taken to be sufficiently small so that C1 is completely enclosed by C, as illustrated in Figure 15.36. Further, let R be the region bounded between the curves C and C1 (and including the curves themselves). Applying our extended version of Green’s Theorem in R, we have   F(x, y) · dr − F(x, y) · dr C
 
 = FIGURE 15.36 The region R
 
 C1
 
  ∂R
 
 F(x, y) · dr
 
   = R
 
   = R
 
 ∂N ∂M − ∂x ∂y
 
  dA
 
  (1)(x 2 + y 2 ) − x(2x) (−1)(x 2 + y 2 ) + y(2y) dA − (x 2 + y 2 )2 (x 2 + y 2 )2
 
  0 dA = 0.
 
 = R
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 This gives us
 
 
 
  F(x, y) · dr =
 
 C
 
 F(x, y) · dr.
 
 C1
 
 Now, we chose C1 to be a circle because we can easily parameterize a circle and then evaluate the line integral around C1 explicitly. Notice that C1 can be expressed parametrically by x = a cos t, y = a sin t, for 0 ≤ t ≤ 2π . Noting that on C1 , x 2 + y 2 = a 2 , this leaves us with an integral that we can easily evaluate, as follows: 
 
  C
 
 F(x, y) · dr = =
 
 
 
 C1
 
 1 a2
 
 F(x, y) · dr =  C1
 
 C1
 
 1 −y, x · dr a2
 
 − y d x + x dy
 
  1 2π = 2 (−a sin t)(−a sin t) + (a cos t)(a cos t) dt a 0  2π dt = 2π. = 0
 
 „
 
 Notice that without Green’s Theorem, proving a result such as that developed in example 4.5 would be elusive. Now that we have Green’s Theorem, we are in a position to prove the second half of Theorem 3.4. For convenience, we restate the theorem here.
 
 THEOREM 4.2 Suppose that M(x, y) and N (x, y) have continuous first partial derivatives on a simply-connected region D. Then, C M(x, y) d x + N (x, y) dy is independent of path if and only if M y (x, y) = N x (x, y) for all (x, y) in D.
 
 PROOF Recall that in section 15.3, we proved the first part of the theorem: that if  M(x, y) d x + N (x, y) dy is independent of path, then it follows that C M y (x, y) = N x (x, y) for all (x, y) in D. We now prove that if M y (x, y) = N x (x, y) for all (x, y) in D, then it follows that the line integral is independent of path. Let S be any piecewise-smooth closed curve lying in D. If S is simple and positively oriented, then since D is simply-connected, the region R enclosed by S is completely contained in D, so that M y (x, y) = N x (x, y) for all (x, y) in R. From Green’s Theorem, we now have that     ∂N ∂M M(x, y) d x + N (x, y) dy = − dA = 0. ∂x ∂y S R
 
 That is, for every piecewise-smooth, simple closed curve S lying in D, we have  M(x, y) d x + N (x, y) dy = 0.
 
 (4.6)
 
 S
 
 If S is not simple, then it intersects itself one or more times, creating two or more loops, each one of which is a simple closed curve. Since the line integral of M(x, y) d x + N (x, y) dy  over each of these is zero by (4. 6), it also follows that S M(x, y) d x + N (x, y) dy = 0. It now follows from Theorem 3.3 that F(x, y) = M(x, y), N (x, y) must be conservative in D. Finally, it follows from Theorem 3.1 that C M(x, y) d x + N (x, y) dy is independent of path.
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 BEYOND FORMULAS Green’s Theorem is the first of three theorems in this chapter that relate different types of integrals. The alternatives given in these results can be helpful both computationally and theoretically. Example 4.2 shows how we can evaluate a difficult line integral by evaluating the equivalent (and simpler) double integral. Perhaps surprisingly, the use of Green’s Theorem in example 4.5 is probably more important in applications. The theoretical result can be applied to any relevant problem and results like example 4.5 can sometimes provide important insight into general processes.
 
 EXERCISES 15.4 WRITING EXERCISES 1. Given a line integral to evaluate, briefly describe the circumstances under which you should think about using Green’s Theorem to replace the line integral with a double integral. Comment on the properties of the curve C and the functions involved. 2. In example 4.1, Green’s Theorem allowed us to quickly show that the line integral equals 0. Following the example, we noted that this was the line integral for a conservative force field. Discuss which method (Green’s Theorem, conservative field) you would recommend trying first to determine whether a line integral equals 0. 3. Equation (4.5) shows how to compute area as a line integral. Using why   we wrote the area  example 4.3 as a guide, explain as 12 C x dy − y d x instead of C x dy or C −y d x. 4. Suppose that you drive a car to a variety of places for shopping and then return home. If your path formed a simple closed curve, explain how you could use (4.5) to estimate the area enclosed by your path. (Hint: If x, y represents position, what does x  , y   represent?)
 
 6.
 
 7.
 
 8. 9. 10. 11. 12. 13. 14.
 
 In exercises 1–4, evaluate the indicated line integral (a) directly and (b) using Green’s Theorem.  1. C (x 2 − y) d x + y 2 dy, where C is the circle x 2 + y 2 = 1 oriented counterclockwise  2. C (y 2 + x) d x + (3x + 2x y) dy, where C is the circle x 2 + y 2 = 4 oriented counterclockwise  2 3. C x d x − x 3 dy, where C is the square from (0, 0) to (0, 2) to (2, 2) to (2, 0) to (0, 0)  4. C (y 2 − 2x) d x + x 2 dy, where C is the square from (0, 0) to (1, 0) to (1, 1) to (0, 1) to (0, 0)
 
 ............................................................ In exercises 5–20, use Green’s Theorem to evaluate the indicated line integral. (Curves are oriented positively unless stated.)  5. C xe2x d x − 3x 2 y dy, where C is the rectangle from (0, 0) to (3, 0) to (3, 2) to (0, 2) to (0, 0)
 
 15. 16.
 
 
 
 ye2x d x + x 2 y 2 dy, where C is the rectangle from (−2, 0) to (3, 0) to (3, 2) to (−2, 2) to (−2, 0)    x − y d x + (3x − 4 tan y/2) dy, where C is the 2 C x +1 portion of y = x 2 from (−1, 1) to (1, 1), followed by the portion of y = 2 − x 2 from (1, 1) to (−1, 1)  (x y − e2x ) d x + (2x 2 − 4y 2 ) dy, where C is formed by C y = x 2 and y = 8 − x 2 oriented clockwise  (tan x − y 3 ) d x + (x 3 − sin y) dy, where C is the circle C 2 x + y2 = 2   √ x 2 + 1 − x 2 y d x + (x y 2 − y 5/3 ) dy, where C is the C C
 
 circle x 2 + y 2 = 4 oriented clockwise  F · dr, where F = x 3 − y, x + y 3  and C is formed by C y = x 2 and y = x  F · dr, where F = y 2 + 3x 2 y, x y + x 3  and C is formed C by y = x 2 and y = 2x   2  F · dr, where F = e x − y, e2x + y and C is formed by C y = 1 − x 2 and y = 0  F · dr, where F = x 2 e x y + y, x 2 + e y  and C is formed by C y = x 2 and y = 4  2 x d x + 2x dy + (z − 2) dz, where C is the triangle from C (0, 0, 2) to (2, 2, 2) to (4, 0, 2) to (0, 0, 2)    3 [y − ln(x + 1)] d x + x − y 2 + 3x dy, where C is C
 
 formed by x = y 2 and x = 1  17. C (y sec2 x − 2e y ) d x + (tan x − 4y 2 ) dy, where C is formed by x = 4 − y 2 and x = 0  18. C (zx − 2y 3 ) d x + x 3 z dy + z 4 dz, where C is x 2 + y 2 = 4 in the plane z = 2    2 2 2 2 2 2 19. C F · dr, where F = −ze x +z , e y +z , xe x +z and C is x 2 + z 2 = 1 in the plane y = 0   √  20. C F · dr, where F = −xe z + y 2 z, x 2 + z 2 , 4x y − z 4 and C is formed by z = 1 − x 2 and z = 0 in the plane y = 2
 
 ............................................................
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 In exercises 21–26, use a line integral to compute the area of the given region. 21. The ellipse 4x 2 + y 2 = 16
 
 22. The ellipse 4x 2 + y 2 = 4
 
 23. The region bounded by y = x 2 and y = 4 24. The region bounded by y = x 2 and y = 2x 25. The region bounded by x 2/3 + y 2/3 = 1. (Hint: Let x = cos3 t and y = sin3 t) 26. The region bounded by x 2/5 + y 2/5 = 1
 
 ............................................................ 27. Use Green’s Theorem to show that the center of mass of the region bounded by the positive curve C with constant den1 1 sity is given by x¯ = 2A x 2 dy and y¯ = − 2A y 2 d x, where C C A is the area of the region. 28. Use the result of exercise 27 to find the center of mass of the region in exercise 26, assuming constant density. 29. Use the result of exercise 27 to find the center of mass of the region bounded by the curve traced out by t 3 − t, 1 − t 2 , for −1 ≤ t ≤ 1, assuming constant density. 30. Use the result of exercise 27 to find the center of mass of the region bounded by the curve traced out by t 2 − t, t 3 − t, for 0 ≤ t ≤ 1, assuming constant density. 31. Use Green’s Theorem to prove the change of variables formula        ∂(x, y)  dA =  du dv,   ∂(u, v)  R
 
 LT (Late Transcendental)
 
 10:53
 
 S
 
 where x = x(u, v) and y = y(u, v) are functions with continuous partial derivatives. 1 32. For F = 2 −y, x and C any circle of radius r > 0 not x + y2  containing the origin, show that C F · dr = 0.
 
 ............................................................
 
 In exercises 33–37, use the technique of example 4.5 to evaluate the line integral.    x y , and C is any posi33. C F · dr, where F = 2 x + y2 x 2 + y2 tively oriented simple closed curve enclosing the origin  2   y − x2 −2x y , and C is any 34. C F · dr, where F = (x 2 + y 2 )2 (x 2 + y 2 )2 positively oriented simple closed curve enclosing the origin
 
 15-46
 
 
 
  x3 y3 , and C is any posix 4 + y4 x 4 + y4 tively oriented simple closed curve enclosing the origin   2  y x −x 2 y 36. C F · dr, where F = 4 and C is any posi, x + y4 x 4 + y4 tively oriented simple closed curve enclosing the origin
 
 35.
 
 37.
 
 
 
 F · dr, where F = C
 
 
 
 −y + 1, x and C is any positively 4x 2 + (y − 1)2 oriented simple closed curve enclosing (0, 1) C
 
 F · dr, where F =
 
 ............................................................ 
 
  2x 2y 38. Where is F(x, y) = 2 , defined? Show that x + y2 x 2 + y2 M y = N x everywhere the partial derivatives are defined. If C is a simple closed curve enclosing the origin, does Green’s Theorem guarantee that C F · dr = 0? Explain.  39. For the vector field of exercise 38, show that C F · dr is the same for all closed curves enclosing the origin.   2x 2y 40. If F(x, y) = 2 , and C is a simple closed x + y2 x 2 + y2 curve in the fourth quadrant, does Green’s Theorem guarantee that C F · dr = 0? Explain. 41. Let C1 be the line segment from (0, 1) to (0,0) and C the triangle from (0, 0) to (1, 1) to (0, 1) to (0,  0). For 3 F = 2xe x , 4x − tan y, compute C F · dr and C1 F · dr.  Then compute C2 F · dr, where C2 is the bent segment from (0, 0) to (1, 1) to (0, 1).  42. Compute C (4x − y) d x + (e3y − x 2 y) dy, where C is three sides of a square from (2, 0) to (2, 2) to (0, 2) to (0, 0).
 
 EXPLORATORY EXERCISE 1. Evaluate
 
 
 
 C
 
 F · dr, where   x −y , F= (x 2 + y 2 )2 (x 2 + y 2 )2
 
 and C is the circle x 2 +y 2 = a 2 . Use the result and Green’s −2 dA diverges, where R is Theorem to show that 2 (x + y 2 )2 the disk x 2 + y 2 ≤ 1.
 
 R
 
 15.5 CURL AND DIVERGENCE We have seen how Green’s Theorem relates the line integral of a function over the boundary of a plane region R to the double integral of a related function over the region R. In some cases, the line integral is easier to evaluate, while in other cases, the double integral is easier. More significantly, Green’s Theorem provides us with a connection between physical quantities measured on the boundary of a plane region with related quantities in the interior of the region. The goal of the rest of the chapter is to extend Green’s Theorem to results that relate triple integrals, double integrals and line integrals. The first step is to understand the vector operations of curl and divergence introduced in this section.
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 Both the curl and divergence are generalizations of the notion of derivative that are applied to vector fields. Both directly measure important physical quantities related to a vector field F(x, y, z).
 
 DEFINITION 5.1 The curl of the vector field F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z) is the vector field       ∂ F3 ∂ F2 ∂ F1 ∂ F3 ∂ F2 ∂ F1 curl F = − i+ − j+ − k, ∂y ∂z ∂z ∂x ∂x ∂y defined at all points at which all the indicated partial derivatives exist. An easy way to remember curl F is to use cross product notation, as follows. Notice that using a determinant, we can write    i j k    ∂ ∂ ∂   ∇ ×F =    ∂ x ∂ y ∂z     F1 F2 F3        ∂ F3 ∂ F2 ∂ F1 ∂ F1 ∂ F3 ∂ F2 = − i− − j+ − k ∂y ∂z ∂x ∂z ∂x ∂y   ∂ F3 ∂ F2 ∂ F1 ∂ F3 ∂ F2 ∂ F1 = − , − , − = curl F, (5.1) ∂y ∂z ∂z ∂x ∂x ∂y whenever all of the indicated partial derivatives are defined.
 
 EXAMPLE 5.1
 
 Computing the Curl of a Vector Field
 
 Compute curl F for (a) F(x, y, z) = x 2 y, 3x − yz, z 3  and (b) F(x, y, z) = x 3 − y, y 5 , e z . Solution Using the cross product notation in (5.1), we have that for (a):   j k  i    ∂ ∂ ∂    curl F = ∇ × F =  ∂y ∂z   ∂x x 2 y 3x − yz z 3   3   3  ∂(z ) ∂(3x − yz) ∂(z ) ∂(x 2 y) = − i− − j ∂y ∂z ∂x ∂z   ∂(3x − yz) ∂(x 2 y) − k + ∂x ∂y = (0 + y)i − (0 − 0)j + (3 − x 2 )k = y, 0, 3 − x 2 . Similarly, for part (b), we have    i j k    ∂ ∂ ∂    curl F = ∇ × F =  ∂ y ∂z   ∂x x 3 − y y 5 ez   z   z    ∂(e ) ∂(y 5 ) ∂(e ) ∂(x 3 − y) ∂(y 5 ) ∂(x 3 − y) = − i− − j+ − k ∂y ∂z ∂x ∂z ∂x ∂y = (0 − 0)i − (0 − 0)j + (0 + 1)k = 0, 0, 1. „
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 Notice that in part (b) of example 5.1, the only term that contributes to the curl is the term −y in the i-component of F(x, y, z). This illustrates an important property of the curl. Terms in the i-component of the vector field involving only x will not contribute to the curl, nor will terms in the j-component involving only y nor terms in the k-component involving only z. You can use these observations to simplify some calculations of the curl. For instance, notice that curlx 3 , sin2 y,
 
 
 
 z 2 + 1 + x 2  = curl0, 0, x 2  = ∇ × 0, 0, x 2  = 0, −2x, 0.
 
 The simplification discussed above gives an important hint about what the curl measures, since the variables must get “mixed up” to produce a nonzero curl. Example 5.2 provides a clue as to the meaning of the curl of a vector field.
 
 EXAMPLE 5.2
 
 Interpreting the Curl of a Vector Field
 
 Compute the curl of (a) F(x, y, z) = xi + yj and (b) G(x, y, z) = yi − xj, and interpret each graphically. Solution For (a), we have   i j  ∂ ∂ ∇ × F =  ∂x ∂y  x y 4
 
 For (b), we have
 
   i   ∂ ∇ × G =  ∂x  y
 
 y 2 0 2 4 4
 
 2
 
 0
 
 2 x
 
 4
 
 FIGURE 15.37a Graph of x, y, 0
 
 4
 
 j ∂ ∂y −x
 
  k  ∂   = 0 − 0, −(0 − 0), 0 − 0 = 0, 0, 0. ∂z  0  k  ∂   = 0 − 0, −(0 − 0), −1 − 1 = 0, 0, −2. ∂z  0
 
 Graphs of the vector fields F and G in two dimensions are shown in Figures 15.37a and 15.37b, respectively. It is helpful to think of each of these vector fields as the velocity field for a fluid in motion across the xy-plane. In this case, the vectors indicated in the graph of the velocity field indicate the direction of flow of the fluid. For the vector field x, y, 0, observe that the fluid flows directly away from the origin, so that the box shown would flow away from the origin with no rotation; in (a), we found that curl F = 0. By contrast, the vector field y, −x, 0 indicates a clockwise rotation of the fluid. The box would rotate about its center of mass, corresponding to the nonzero curl computed in (b). In particular, notice that if you curl the fingers of your right hand so that your fingertips point in the direction of the flow, your thumb will point into the page, in the direction of −k, which has the same direction as curly, −x, 0 = ∇ × y, −x, 0 = −2k. „
 
 y 2 0 2 4 4
 
 2
 
 0
 
 x
 
 2
 
 FIGURE 15.37b Graph of y, −x, 0
 
 4
 
 As we will see through our discussion of Stokes’ Theorem in section 15.8, ∇ × F(x, y, z) provides a measure of the tendency of the fluid flow to rotate about an axis parallel to ∇ × F(x, y, z). If ∇ × F = 0, we say that the vector field is irrotational at that point. (That is, the fluid does not tend to rotate near the point.) We noted earlier that there is no contribution to the curl of a vector field F(x, y, z) from terms in the i-component of F that involve only x, nor from terms in the j-component of F involving only y nor terms in the k-component of F involving only z. By contrast, these terms make important contributions to the divergence of a vector field, the other major vector operation introduced in this section.
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 DEFINITION 5.2 The divergence of the vector field F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z) is the scalar function ∂ F2 ∂ F3 ∂ F1 + + , div F(x, y, z) = ∂x ∂y ∂z defined at all points at which all the indicated partial derivatives exist.
 
 NOTES Take care to note that, while the curl of a vector field is another vector field, the divergence of a vector field is a scalar function.
 
 While we wrote the curl using cross product notation, note that we can write the divergence of a vector field using dot product notation, as follows:   ∂ ∂ ∂ ∂ F1 ∂ F2 ∂ F3 ∇ ·F= , , · F1 , F2 , F3  = + + = div F(x, y, z). (5.2) ∂ x ∂ y ∂z ∂x ∂y ∂z
 
 EXAMPLE 5.3
 
 Computing the Divergence of a Vector Field
 
 Compute div F for (a) F(x, y, z) = x 2 y, 3x − yz, z 3  and (b) F(x, y, z) = x 3 − y, z 5 , e y . Solution For (a), we have from (5.2) that div F = ∇ · F =
 
 ∂(x 2 y) ∂(3x − yz) ∂(z 3 ) + + = 2x y − z + 3z 2 . ∂x ∂y ∂z
 
 For (b), we have from (5.2) that div F = ∇ · F =
 
 ∂(x 3 − y) ∂(z 5 ) ∂(e y ) + + = 3x 2 + 0 + 0 = 3x 2 . ∂x ∂y ∂z „
 
 Notice that in part (b) of example 5.3 the only term contributing to the divergence is the x 3 term in the i-component of F. Further, observe that in general, the divergence of F(x, y, z) is not affected by terms in the i-component of F that do not involve x, terms in the j-component of F that do not involve y or terms in the k-component of F that do not involve z. Returning to the two-dimensional vector fields of example 5.2, we can develop a graphical interpretation of the divergence.
 
 4 y 2 0 2
 
 EXAMPLE 5.4
 
 4 4
 
 2
 
 0
 
 x
 
 2
 
 4
 
 Graph of x, y
 
 ∂(y) ∂(−x) + = 0. Graphs of the vector fields in (a) and (b) are shown in ∂x ∂y Figures 15.38a and 15.38b, respectively. Notice the boxes that we have superimposed on the graph of each vector field. If F(x, y) represents the velocity field of a fluid in motion, try to use the graphs to estimate the net flow of fluid into or out of each box. For y, −x, the fluid is rotating in circular paths, so that the velocity of any particle on a given circle centered at the origin is a constant. This suggests that the flow into the box should equal the flow out of the box and the net flow is 0, which you’ll notice is also the value of the divergence of this velocity field. By contrast, for the vector field x, y, notice that the arrows coming into the box are shorter than the arrows exiting the box. This says that the net flow out of the box is positive (i.e., there is more fluid exiting the box than entering the box). Notice that in this case, the divergence is positive. „
 
 y 2 0 2 4 0
 
 x
 
 2
 
 FIGURE 15.38b Graph of y, −x
 
 ∂(x) ∂(y) + = 2. For (b), we have ∂x ∂y
 
 ∇ ·F=
 
 4
 
 2
 
 Compute the divergence of (a) F(x, y) = xi + yj and (b) F(x, y) = yi − xj and interpret each graphically. Solution For (a), we have ∇ · F =
 
 FIGURE 15.38a
 
 4
 
 Interpreting the Divergence of a Vector Field
 
 4
 
 We’ll show in section 15.7 (using the Divergence Theorem) that the divergence of a vector field at a point (x, y, z) corresponds to the net flow of fluid per unit volume out of a small box centered at (x, y, z). If ∇ · F(x, y, z) > 0, more fluid exits the box
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch15
 
 1026
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 15
 
 ..
 
 T1: OSO
 
 January 6, 2011
 
 LT (Late Transcendental)
 
 10:53
 
 Vector Calculus
 
 15-50
 
 than enters (as illustrated in Figure 15.38a) and we call the point (x, y, z) a source. If ∇ · F(x, y, z) < 0, more fluid enters the box than exits and we call the point (x, y, z) a sink. If ∇ · F(x, y, z) = 0, throughout some region D, then we say that the vector field F is source-free or incompressible. We have now used the “del” operator ∇ for three different derivative-like operations. The gradient of a scalar function f is the vector field ∇ f , the curl of a vector field F is the vector field ∇ × F and the divergence of a vector field F is the scalar function ∇ · F. Pay special attention to the different roles of scalar and vector functions in these operations. An analysis of the possible combinations of these operations will give us further insight into the properties of vector fields.
 
 EXAMPLE 5.5
 
 Vector Fields and Scalar Functions Involving the Gradient
 
 If f (x, y, z) is a scalar function and F(x, y, z) is a vector field, determine whether each operation is a scalar function, a vector field or undefined: (a) ∇ × (∇ f ), (b) ∇ × (∇ · F), (c) ∇ · (∇ f ). Solution Examine each of these expressions one step at a time, working from the inside out. In (a), ∇ f is a vector field, so the curl of ∇ f is defined and gives a vector field. In (b), ∇ · F is a scalar function, so the curl of ∇ · F is undefined. In (c), ∇ f is a vector field, so the divergence of ∇ f is defined and gives a scalar function. „ We can say more about the two operations defined in example 5.5 parts (a) and (c). If f has continuous second-order partial derivatives, then ∇ f =  f x , f y , f z  and the divergence of the gradient is the scalar function   ∂ ∂ ∂ ∇ · (∇ f ) = , , ·  f x , f y , f z  = f x x + f yy + f zz . ∂ x ∂ y ∂z This combination of second partial derivatives arises in many important applications in physics and engineering. We call ∇ · (∇ f ) the Laplacian of f and typically use the shorthand notation ∇ · (∇ f ) = ∇ 2 f = f x x + f yy + f zz or  f = ∇ 2 f . Using the same notation, the curl of the gradient of a scalar function f is    i j k    ∂ ∂ ∂  ∇ × (∇ f ) =   =  f zy − f yz , f x z − f zx , f yx − f x y  = 0, 0, 0,  ∂ x ∂ y ∂z  f fy fz  x assuming the mixed partial derivatives are equal. (We’ve seen that this occurs whenever all of the second-order partial derivatives are continuous in some open region.) Recall that if F = ∇ f , then we call F a conservative field. The result ∇ × (∇ f ) = 0 proves Theorem 5.1, which gives us a simple way for determining when a given three-dimensional vector field is not conservative.
 
 THEOREM 5.1 Suppose that F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z) is a vector field whose components F1 , F2 and F3 have continuous first-order partial derivatives throughout an open region D ⊂ R3 . If F is conservative on D, then ∇ × F = 0. We can use Theorem 5.1 to determine that a given vector field is not conservative, as we illustrate in example 5.6.
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 Determining When a Vector Field Is Conservative
 
 Use Theorem 5.1 to determine whether the following vector fields are conservative: (a) F = cos x − z, y 2 , x z and (b) F = 2x z, 3z 2 , x 2 + 6yz. Solution For (a), we have   i   ∂ ∇ × F =   ∂x cos x − z
 
 j ∂ ∂y y2
 
  k  ∂   = 0 − 0, −1 − z, 0 − 0 = 0 ∂z  xz 
 
 and so, by Theorem 5.1, F is not conservative on R3 . For (b), we have    i j k     ∂  ∂ ∂   = 6z − 6z, 2x − 2x, 0 − 0 = 0. ∇ ×F=  ∂ x ∂ y ∂z   2x z 3z 2 x 2 + 6yz  Notice that in this case, Theorem 5.1 does not tell us whether or not F is conservative. However, you might notice that F(x, y, z) = 2x z, 3z 2 , x 2 + 6yz = ∇(x 2 z + 3yz 2 ). Since we have found a potential function for F, we now see that it is indeed a conservative field. „ Given example 5.6, you might be wondering whether or not the converse of Theorem 5.1 is true. That is, if ∇ × F = 0, must it follow that F is conservative? The answer to this is, “NO.” We had an important clue to this in example 4.5. There, we saw that for the  1 two-dimensional vector field F(x, y) = 2 −y, x, C F(x, y) · dr = 2π, for every x + y2 simple closed curve C enclosing the origin. We follow up on this idea in example 5.7.
 
 EXAMPLE 5.7
 
 An Irrotational Vector Field That Is Not Conservative
 
 1 −y, x, 0, show that ∇ × F = 0 throughout the domain of F, x 2 + y2 but that F is not conservative.
 
 For F(x, y, z) =
 
 Solution First, notice that   i   ∂   ∇ × F =  ∂x   −y   x 2 + y2   ∂   ∂y = i   x  x 2 + y2  =k  =k
 
 ∂ ∂x
 
 
 
  j k  ∂ ∂   ∂y ∂z    x 0  2 2 x +y    ∂ ∂     ∂x ∂z   − j  −y   0   2  x + y2
 
 x x 2 + y2
 
  +
 
 ∂ ∂y
 
 
 
   ∂   ∂   ∂z   ∂x  + k    −y 0  x 2 + y2 
 
 y x 2 + y2
 
   ∂  ∂ y   x  2 2 x +y 
 
 
 
  (x 2 + y 2 ) − 2y 2 (x 2 + y 2 ) − 2x 2 = 0, + (x 2 + y 2 )2 (x 2 + y 2 )2
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 so that F is irrotational at every point at which it’s defined (i.e., everywhere but on the line  x = y = 0, that is, the z-axis). However, in example 4.5, we already showed that C F(x, y, z) · dr = 2π , for every simple closed curve C lying in the xy-plane and enclosing the origin. Given this, it follows from Theorem  3.3 that F cannot be conservative, since if it were, we would need to have C F(x, y, z) · dr = 0 for every piecewise-smooth closed curve C lying in the domain of F. „ Note that in example 5.7, the vector field in question had a singularity (i.e., a point where one or more of the components of the vector field blow up to ∞) at every point on the z-axis. Even though the curves we considered did not pass through any of these singularities, they in some sense “enclosed” the z-axis. This is enough to make the converse of Theorem 5.1 false. As it turns out, the converse is true if we add some additional hypotheses. Specifically, we can say the following.
 
 THEOREM 5.2 Suppose that F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z) is a vector field whose components F1 , F2 and F3 have continuous first partial derivatives throughout all of R3 . Then, F is conservative if and only if ∇ × F = 0.
 
 Notice that half of this theorem is already known from Theorem 5.1. Also, notice that we required that the components of F have continuous first partial derivatives throughout all of R3 (a requirement that was not satisfied by the vector field in example 5.7). The other half of the theorem requires the additional sophistication of Stokes’ Theorem and we will prove a more general version of this in section 15.8.
 
 CONSERVATIVE VECTOR FIELDS We can now summarize a number of equivalent properties for three-dimensional vector fields. Suppose that F(x, y, z) = F1 (x, y, z), F2 (x, y, z), F3 (x, y, z) is a vector field whose components F1 , F2 and F3 have continuous first partial derivatives throughout all of R3 . Then the following are equivalent: 1. 2. 3. 4. 5.
 
 F(x, y, z) is conservative.  F · dr is independent of path. C F · dr = 0 for every piecewise-smooth closed curve C. C ∇ × F = 0. F(x, y, z) is a gradient field (F = ∇ f for some potential function f ).
 
 We close this section by rewriting Green’s Theorem in terms of the curl and divergence. First, suppose that F(x, y) = M(x, y), N (x, y), 0 is a vector field, for some functions M(x, y) and N (x, y). Suppose that R is a region in the xy-plane whose boundary curve C is piecewise-smooth, positively oriented, simple and closed and that M and N are continuous and have continuous first partial derivatives in some open region D, where R ⊂ D. Then, from Green’s Theorem, we have     ∂N ∂M − dA = Md x + N dy. ∂x ∂y C R
 
 ∂M ∂N − , is the k component of ∇ × F. ∂x ∂y Further, since dz = 0 on any curve lying in the xy-plane, we have   Md x + N dy = F · dr.
 
 Notice that the integrand of the double integral,
 
 C
 
 C
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 Thus, we can write Green’s Theorem in the form   F · dr = (∇ × F) · k dA. C
 
 R
 
 We generalize this to Stokes’ Theorem in section 15.8. To take Green’s Theorem in yet another direction, suppose that F and R are as just defined and suppose that C is traced out by the endpoint of the vector-valued function r(t) = x(t), y(t), 0, for a ≤ t ≤ b, where x(t) and y(t) have continuous first derivatives for a ≤ t ≤ b. Recall that the unit tangent vector to the curve is given by    x (t) y  (t) T(t) = , , 0
 
 r (t) r (t)
 
 It’s then easy to verify that the exterior unit normal vector to C at any point (i.e., the unit normal vector that points out of R) is given by    y (t) −x  (t) n(t) = , ,0
 
 r (t) r (t) 
 
 y n(t)
 
 (See Figure 15.39.) Now, from Theorem 2.1, we have  b  F · n ds = (F · n)(t) r (t) dt
 
 T(t)
 
 a
 
 C
 
 R
 
  =
 
 a
 
 
 
 C
 
 = x
 
 FIGURE 15.39 Unit tangent and exterior unit normal vectors to R
 
 b
 
 b
 
 a
 
 
 
  M(x(t), y(t))y  (t) N (x(t), y(t))x  (t) −
 
 r (t) dt
 
 r (t) 
 
 r (t) 
 
 [M(x(t), y(t))y  (t) dt − N (x(t), y(t))x  (t) dt]
 
  =
 
 C
 
 M(x, y) dy − N (x, y) d x
 
   = R
 
 ∂M ∂N + ∂x ∂y
 
  dA,
 
 from Green’s Theorem. Finally, recognize that the integrand of the double integral is the divergence of F and this gives us another vector form of Green’s Theorem:   F · n ds = ∇ · F(x, y) dA. (5.3) C
 
 R
 
 This form of Green’s Theorem is generalized to the Divergence Theorem in section 15.7.
 
 EXERCISES 15.5 WRITING EXERCISES 1. Suppose that ∇ × F = 2, 0, 0. Describe the direction in which an object with velocity field F would rotate. Discuss how the rotation compares to that of an object with velocity field 20, 0, 0. 2. If ∇ · F > 0 at a point P and F is the velocity field of a fluid, explain why the word source is a good choice for what’s happening at P. Explain why sink is a good word if ∇ · F < 0. 3. You now have two ways of determining whether or not a vector field is conservative on a region, try to find the potential function or see whether the curl equals 0. If you have reason to
 
 believe that the vector field is conservative, explain which test you prefer. 4. Suppose that a vector field F near a point P has circular flow lines about P. Give two reasons why F is not conservative in a region containing P.
 
 In exercises 1–12, find the curl and divergence of the given vector field. 1. x 2 i − 3x yj
 
 2. y 2 i + 4x 2 yj
 
 3. 2x zi − 3yk
 
 4. x 2 i − 3x yj + xk
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 5. x y, yz, x 2 
 
 6. xe z , yz 2 , x + y
 
 7. x 2 , y − z, xe x y 
 
 8. y, sin(x 2 y), 3z + y
 
 9. 3y/z,
 
 √
 
 11. 2x z, y + z , e 2
 
 z/y 2
 
 37.
 
 10. y 2 , x 2 e z , cos x y
 
 x z, x cos y
 
 12. x y ,
 
 
 
 2
 
 3y 2 , 2x z 2 +x
 
 In exercises 37–42, conjecture whether the divergence at point P is positive, negative or zero.
 
 − zy 
 
 13. 2x, 2yz 2 , 2y 2 z
 
 14. 2x y, x 2 − 3y 2 z 2 , 1 − 2zy 3 
 
 15. 3yz, x 2 , x cos y
 
 16. y 2 , x 2 e z , cos x y
 
 0
 
 1
 
 1 2
 
 1
 
 0
 
 x
 
 1
 
 2 2
 
 2
 
 40.
 
 2
 
 P
 
 1
 
 0
 
 2
 
 39.
 
 2 y
 
 y
 
 In exercises 13–26, determine whether the given vector field is conservative and/or incompressible on R3 .
 
 1
 
 0
 
 y 1
 
 18. 2x y cos z, x cos z − 3y z, −x y sin z − y   √  19. z 2 − 3ye3x , z 2 − e3x , 2z x y
 
 1
 
 20. 2x z, 3y, x 2 − y
 
 2
 
 3
 
 2
 
 0
 
 23. 4x, 3y 3 , e z  z
 
 41. 2
 
 2
 
 y
 
 ............................................................
 
 a. ∇ · (∇ f ) d. ∇(∇ · F)
 
 b. ∇ × (∇ · F) e. ∇ × (∇ f )
 
 c. ∇(∇ × F)
 
 28. Label each expression as a scalar quantity, a vector quantity or undefined, if f is a scalar function and F is a vector field. a. ∇(∇ f ) d. ∇ × (∇F)
 
 b. ∇ · (∇ · F) e. ∇ × (∇ × (∇ × F))
 
 c. ∇ · (∇ × F)
 
 29. Prove that ∇ · (∇ × F) = 0 for any vector field F whose components have continuous second partial derivatives. 30. Prove that ∇ × (∇ f ) = 0 for any function f with continuous second partial derivatives.
 
 ............................................................ In exercises 31–36, let r  x, y, z, r  ||r|| and f a scalar function. 31. Prove that ∇ × r = 0 and ∇ · r = 3. 32. Prove that ∇ · (r r) = 4r . r 33. Prove that ∇ f (r ) = f  (r ) . r 1 34. Prove that ∇ f (r ) = f (r ) + f  (r ). r 35. Prove that ∇ · ( f (r )r) = 3 f (r ) + r f  (r ). 2
 
 2
 
 1
 
 0
 
 x
 
 1
 
 
 
 36. Prove that ∇ × ( f (r )r) = 0.
 
 ............................................................
 
 1
 
 2
 
 P
 
 1
 
 2
 
 2
 
 42.
 
 1
 
 2
 
 1
 
 0
 
 x
 
 1 y
 
 P 0
 
 0 1
 
 27. Label each expression as a scalar quantity, a vector quantity or undefined, if f is a scalar function and F is a vector field.
 
 2
 
 1
 
 2
 
 26. e y , xe y + z 2 , 2yz − 1
 
 1
 
 0 P
 
 2
 
 25. −2x y, z cos yz − x , 2yz cos yz  2
 
 y
 
 3
 
 21. x y 2 , 3x z, 4 − zy 2 
 
 22. x, y, 1 − 3z √ 3
 
 2
 
 x
 
 2
 
 2
 
 17. sin z, z 2 e yz , x cos z + 2yze yz 
 
 24. sin x, 2y 2 ,
 
 P
 
 1 3
 
 ............................................................
 
 2
 
 38.
 
 2
 
 P
 
 2 2
 
 1 1
 
 0
 
 x
 
 1
 
 2
 
 1
 
 0
 
 x
 
 1
 
 ............................................................ In exercises 43–46, let F represent a velocity field of a fluid and imagine a paddle wheel placed in the fluid at various points near the origin. Sketch a graph of F.   1 43. If F = 0, , 0 , explain why the paddle wheel would 1 + x2 start spinning. Compute ∇ × F and label the fluid flow as rotational or irrotational. How does this compare to the motion of the paddle wheel?   1 44. If F = , 0, 0 , explain why the paddle wheel would 1 + x2 not start spinning. Compute ∇ × F and label the fluid flow as rotational or irrotational. How does this compare to the motion of the paddle wheel?   y −x 45. If F = 2 , , 0 , compute the curl. Does the x + y2 x 2 + y2 paddle wheel move? spin? 46. If F = y, 0, 0, compute the curl. Does the paddle wheel move? spin?
 
 ............................................................ r for r = x, y, z and compute its divergence. Are ||r||3 you surprised?
 
 47. Graph
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  48. Compute ∇ ·
 
 r ||r||n
 
  for any positive integer n.
 
 ∂ F1 ∂ F2 − , of the curl of F is positive ∂x ∂y everywhere, use Green’s Theorem to show that there is a closed  curve C such that C F · dr = 0.
 
 49. If the k-component,
 
 ∂ F1 ∂ F3 − , of the curl of F is positive ∂z ∂x everywhere, show that there is a closed curve C such that  F · dr =
 
 0. C
 
 50. If the j-component,
 
 51. For a vector field F(x, y) = F1 (x, y), F2 (x, y) and closed curve C with normal vector n (that is, n is perpendicular vector to C at each point), show that  to the tangent  F · n ds = ∇ · F dA = C F1 dy − F2 d x. C R
 
 52. If T (x, y, t) is the temperature function at position (x, y) at  time t, heat flows across a curve C at a rate given by (−k∇T ) · n ds, for some constant k > 0. At steady-state, C this rate is zero and the temperature function can be written as T (x, y). In this case, use Green’s Theorem to show that ∇ 2 T = 0.
 
 ..
 
 Curl and Divergence
 
 1031
 
 64. If F = f ∇g, for continuously differentiable scalar functions f and g, show that (∇ × F) · F = 0. 65. If F is a vector field, prove that ∇ × (∇ × F) = ∇(∇ · F) − ∇ 2 F. 66. If A is a constant vector and r = x, y, z, prove that ∇ × (A × r) = 2A.
 
 ............................................................ In exercises 67 and 68, let R be a region in the xy-plane bounded by a positively oriented smooth curve C. 67. Prove Green’s first identity: For C = ∂ R,    f ∇ 2 g dA = f (∇g) · n ds − (∇ f · ∇g) dA. C
 
 R
 
 R
 
 [Hint: Use the vector form of Green’s Theorem in (5.3) applied to F = f ∇g.] 68. Prove Green’s second identity: For C = ∂ R,   ( f ∇ 2 g − g∇ 2 f ) dA = ( f ∇g − g∇ f ) · n ds. C
 
 R
 
 53. If ∇ 2 f = 0, show that ∇ f is both incompressible and irrotational.
 
 ............................................................
 
 54. If F and G are irrotational, prove that F × G is incompressible.
 
 69. If f is a scalar function and F a vector field, show that
 
 55. Compute the Laplacian  f for  (a) f (x, y, z) = x 2 + y 2 + z 2 . 1 (b) f (x, y, z) =  . 2 x + y2 + z2 56. Find all positive integers n for which r n = 0.   2 2 e−x /y 1 − e−x /y , , 0 is conservative for 57. Show that x 2y x > 0, y > 0. What can you say about its potential function? 58. (a) Give an example of a vector field F such that ∇ · F is a positive function of y only. (b) Give an example of a vector field F such that ∇ × F is a function of x only. ρ 59. Gauss’ law states that ∇ · E = . Here, E is an electrostatic 0 field, ρ is the charge density and 0 is the permittivity. If E has a potential function −φ, derive Poisson’s equation ρ ∇2φ = − . 0 60. For two-dimensional fluid flow, if v = vx (x, y), v y (x, y) is ∂g = −v y the velocity field, then v has a stream function g if ∂x ∂g = vx . Show that if v has a stream function and the and ∂y components vx and v y have continuous partial derivatives, then ∇ · v = 0. 61. For v = 2x y, −y 2 + x, show that ∇ · v = 0 and find a stream function g. 62. For v = xe x y − 1, 2 − ye x y , show that ∇ · v = 0 and find a stream function g. 63. If F and G are vector fields, prove that ∇ · (F × G) = G · (∇ × F) − F · (∇ × G).
 
 (Hint: Use Green’s first identity from exercise 67.)
 
 ∇ · ( f F) = ∇ f · F + f (∇ · F). 70. If f is a scalar function and F a vector field, show that ∇ × ( f F) = ∇ f × F + f (∇ × F). 71. Show that if G = ∇ × H, for some vector field H with continuous partial derivatives, then ∇ · G = 0. 72. Show the converse of exercise 71; that is, if ∇ · G = 0, then G = ∇ × H for some vector field H. Hint: Let    x x H (x, y, z) = 0, 0 G 3 (u, y, z) du, − 0 G 2 (u, y, z) du . 73. For F =  y 21+1 , 6y, 2, −5 ≤ y ≤ 5, find the curl of maximun magnitude. 74. For F = 2x − 2x y 2 , 6y 2 − x 2 y, x 2 + cos y, find the divergence of maximum absolute value.
 
 EXPLORATORY EXERCISES 1. In some calculus and engineering books, you will find the vector identity ∇ × (F × G) = (G · ∇)F − G(∇ · F) − (F · ∇)G + F(∇ · G). Which two of the four terms on the right-hand side look like they should be undefined? Write out the left-hand side as completely as possible, group it into four terms, identify the two familiar terms on the right-hand side and then define the unusual terms on the right-hand side. (Hint: The notation makes sense as a generalization of the definitions in this section.) 2. Prove the vector formula ∇ × (∇ × F) = ∇(∇ · F) − ∇ 2 F.
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 As in exercise 1, a major part of the problem is to decipher an unfamiliar notation. 3. Maxwell’s laws relate an electric field E(t) to a magnetic field H(t). In a region with no charges and no current,
 
 the laws state that ∇ · E = 0, ∇ · H = 0, ∇ × E = −μHt and ∇ × H = μEt . From these laws, prove that ∇ × (∇ × E) = −μ2 Ett ∇ × (∇ × H) = −μ2 Htt .
 
 and
 
 15.6 SURFACE INTEGRALS
 
 Si
 
 (xi , yi , zi)
 
 FIGURE 15.40 Partition of a surface
 
 Whether it is the ceiling of the Sistine Chapel, the dome of a college library or the massive roof of the Toronto SkyDome, domes are impressive architectural structures, in part because of their lack of visible support. Architects must be certain that the weight is properly supported and so, must first calculate the mass of a dome. You have already seen how to use double integrals to compute the mass of a twodimensional lamina and triple integrals to find the mass of a three-dimensional solid. However, a dome is a three-dimensional structure more like a thin shell (a surface) than a solid. We hope you’re one step ahead of us on this one: if you don’t know how to find the mass of a dome exactly, you can approximate its mass by slicing it into a number of small sections and estimating the mass of each section. In Figure 15.40, we show a curved surface that has been divided into a number of sections. If the sections are small enough, then the density of each piece will be approximately constant. So, first subdivide (partition) the surface into n smaller pieces, S1 , S2 , . . . , Sn . Next, let ρ(x, y, z) be the density function (measured in units of mass per unit area). Further, for each i = 1, 2, . . . , n, let (xi , yi , z i ) be a point on the section Si and let Si be the surface area of Si . The mass of the section Si is then given approximately by ρ(xi , yi , z i ) Si . The total mass m of the surface is given approximately by the sum of these approximate masses, m≈
 
 n 
 
 ρ(xi , yi , z i ) Si .
 
 i=1
 
 You should expect that the exact mass is given by the limit of these sums as the size of the pieces gets smaller and smaller. We define the diameter of a section Si to be the maximum distance between any two points on Si and the norm of the partition P as the maximum of the diameters of the Si ’s. Then we have that n m = lim ρ (xi , yi , z i ) Si .
 
 P →0
 
 i=1
 
 This limit is an example of a new type of integral, the surface integral, which is the focus of this section.
 
 DEFINITION 6.1 3 The  surface integral of a function g(x, y, z) over a surface S ⊂ R , written g(x, y, z) d S, is given by S  n g(x, y, z) dS = lim g(xi , yi , z i ) Si , S 
 
 P →0
 
 i=1
 
 provided the limit exists and is the same for all choices of the evaluation points (xi , yi , z i ). Notice how our development of the surface integral parallels our development of the line integral. Whereas the line integral extended a single integral over an interval to an integral over a curve in three dimensions, the surface integral extends a double integral over a two-dimensional region to an integral over a surface in three dimensions.
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 z (xi , yi , f (xi , yi)) Ti
 
 vi xi
 
 ui
 
 O
 
 yi y
 
 Ri
 
 x 兩a 兩
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 The basic idea for calculating a surface integral is to rewrite it as a double integral, which is evaluated using existing techniques. To convert a given surface integral into a double integral, we must write the integrand g(x, y, z) as a function of two variables and write the surface area element dS in terms of the area element dA. For the sake of simplicity, we assume that the surface is the graph of the equation z = f (x, y), where f has continuous first partial derivatives in some region R in the xyplane. Notice that for an inner partition R1 , R2 , . . . , Rn of R, if we take the point (xi , yi , 0) as the point in Ri closest to the origin, then the portion of the surface Si lying above Ri will differ very little from the portion Ti of the tangent plane to the surface at (xi , yi , f (xi , yi )) lying above Ri . More to the point, the surface area of Si will be approximately the same as the area of the parallelogram Ti . In Figure 15.41, we have indicated the portion Ti of the tangent plane lying above Ri . Let the vectors ui = 0, a, b and vi = c, 0, d form two adjacent sides of the parallelogram Ti , as indicated in Figure 15.41. Notice that since ui and vi lie in the tangent plane, ni = ui × vi = ad, bc, −ac is a normal vector to the tangent plane. We saw in section 11.4 that the area of the parallelogram can be written as Si = ui × vi = ni .
 
 FIGURE 15.41 Portion of the tangent plane lying above Ri
 
 ..
 
 We further observe that the area of Ri is given by Ai = |ac| and ni · k = −ac, so that |ni · k| = |ac|. We can now write Si = 
 
 ni 
 
 |ac| ni 
 
 = Ai , |ac| |ni · k|
 
 since ac = 0. The corresponding expression relating the surface area element dS and the area element dA is then dS = 
 
 n
 
 dA. |n · k|
 
 In the exercises, we will ask you to derive similar formulas for the cases where the surface S is written as a function of x and z or as a function of y and z. If S is the surface z = f (x, y), recall from our discussion in section 13.4, that a normal vector to S is given by n =  f x ,f y , −1. This is a convenient normal vector for our purposes, since |n · k| = 1. With n = ( f x )2 + ( f y )2 + 1, we have the following result.
 
 THEOREM 6.1 (Evaluation Theorem) If the surface S is given by z = f (x, y) for (x, y) in the region R ⊂ R2 , where f has continuous first partial derivatives, then    g(x, y, z) dS = g(x, y, f (x, y)) ( f x )2 + ( f y )2 + 1 dA. S
 
 R
 
 PROOF From the definition of surface integral in Definition 6.1, we have  g(x, y, z) dS = lim S
 
 ||P||→0
 
 = lim 
 
 P →0
 
 n 
 
 g(xi , yi , z i ) Si
 
 i=1 n i=1
 
 g(xi , yi , z i ) 
 
 ni 
 
 Ai |ni · k|
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 = lim 
 
 P →0
 
  =
 
 i=1
 
    g(xi , yi , f (xi , yi )) ( f x )2 + ( f y )2 + 1  
 
  g(x, y, f (x, y)) ( f x )2 + ( f y )2 + 1 dA,
 
 Ai (xi ,yi )
 
 R
 
 as desired. Theorem 6.1 says that we can evaluate a surface integral by evaluating a related double integral. To convert the surface integral into a double integral, substitute z = f (x, y) in the function g(x, y, z) and replace the surface area element dS with n dA, which for the surface z = f (x, y) is given by dS = n dA =
 
 EXAMPLE 6.1 Evaluate
 
 
 
 S
 
  ( f x )2 + ( f y )2 + 1 dA.
 
 (6.1)
 
 Evaluating a Surface Integral
 
 3z dS, where the surface S is the portion of the plane 2x + y + z = 2 lying
 
 in the first octant. Solution On S, we have z = 2 − 2x − y, so we must evaluate
 
  S
 
 3(2 − 2x − y) dS.
 
 Note that a normal vector to the plane 2x + y + z = 2 is n = 2, 1, 1, so that in this case, the element of surface area is given by (6.1) to be dS = n dA =
 
 √ 6 dA.
 
 From Theorem 6.1, we then have 
 
  3(2 − 2x − y) dS = S
 
 √ 3(2 − 2x − y) 6 dA,
 
 R
 
 where R is the projection of the surface onto the xy-plane. A graph of the surface S is shown in Figure 15.42a. In this case, notice that R is the triangle indicated in Figure 15.42b. The triangle is bounded by x = 0, y = 0 and the line 2x + y = 2 (the intersection of the plane 2x + y + z = 2 with the plane z = 0). If we integrate with
 
 z
 
 z
 
 2
 
 2
 
 S
 
 1
 
 R
 
 1 2
 
 R
 
 y
 
 2
 
 y
 
 x
 
 x
 
 FIGURE 15.42a
 
 FIGURE 15.42b
 
 z = 2 − 2x − y
 
 The projection R of the surface S onto the xy-plane
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 respect to y first, the inside integration limits are y = 0 and y = 2 − 2x, with x ranging from 0 to 1. This gives us   √ 3(2 − 2x − y) dS = 3(2 − 2x − y) 6 dA S
 
 R
 
 
 
 1
 
 =
 
 
 
 0
 
 √
 
 2−2x
 
 √ 3 6(2 − 2x − y) d y d x
 
 0
 
 = 2 6, where we leave the routine details of the integration as an exercise. „ In example 6.2, we will need to rewrite the double integral using polar coordinates.
 
 EXAMPLE 6.2 Evaluate
 
 
 
 S
 
 Evaluating a Surface Integral Using Polar Coordinates
 
 z dS, where the surface S is the portion of the paraboloid z = 4 − x 2 − y 2
 
 lying above the xy-plane. Solution Substituting z = 4 − x 2 − y 2 , we have   z dS = (4 − x 2 − y 2 ) dS.
 
 z 4
 
 S
 
 S
 
 In this case, a normal vector to the surface z = 4 − x 2 − y 2 is n = −2x, −2y, −1, so that  dS = n dA = 4x 2 + 4y 2 + 1 dA.
 
 2 2 x
 
 y
 
 This gives us 
 
  (4 − x 2 − y 2 ) dS =
 
 2 S
 
 FIGURE 15.43 z = 4 − x 2 − y2
 
  (4 − x 2 − y 2 ) 4x 2 + 4y 2 + 1 dA.
 
 R
 
 Here, the region R is enclosed by the intersection of the paraboloid with the xy-plane, which is the circle x 2 + y 2 = 4. (See Figure 15.43.) With a circular region of integration and the term x 2 + y 2 appearing (twice!) in the integrand, you had better be thinking about polar√ coordinates. We have 4 − x 2 − y 2 = 4 − r 2 ,  4x 2 + 4y 2 + 1 = 4r 2 + 1 and dA = r dr dθ . For the circle x 2 + y 2 = 4, r ranges from 0 to 2 and θ ranges from 0 to 2π . Then, we have    (4 − x 2 − y 2 ) dS = (4 − x 2 − y 2 ) 4x 2 + 4y 2 + 1 dA S
 
 R
 
 
 
 2π
 
 = 0
 
 
 
 2
 
  (4 − r 2 ) 4r 2 + 1 r dr dθ
 
 0
 
 41 289 √ π 17 − π, 60 60 where we leave the details of the final integration to you. „ =
 
 Parametric Representation of Surfaces In the remainder of this section, we study parametric representations of surface integrals. First, we need a better understanding of surfaces that have been defined parametrically. You have  already seen parametric surfaces in section 12.6. Recall that we can describe the cone z = x 2 + y 2 in cylindrical coordinates by z = r, 0 ≤ θ ≤ 2π , which is a parametric representation with parameters r and θ. Similarly, the equation ρ = 4, 0 ≤ θ ≤ 2π and 0 ≤ φ ≤ π , is a parametric representation of the sphere x 2 + y 2 + z 2 = 16, with parameters θ and φ. It will be helpful to review these graphs as well as to look at some new ones.
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 The general form for parametric equations representing a surface in three dimensions is x = x(u, v), y = y(u, v) and z = z(u, v) for u 1 ≤ u ≤ u 2 and v1 ≤ v ≤ v2 . The parameters u and v can correspond to familiar coordinates (x and y, or r and θ , for instance), or less familiar expressions. Keep in mind that to fully describe a surface, you will need to define two parameters.
 
 EXAMPLE 6.3
 
 Finding Parametric Representations of a Surface
 
  Find a simple parametric representation for (a) the portion of the cone z = x 2 + y 2 inside the cylinder x 2 + y 2 = 4 and (b) the portion of the sphere x 2 + y 2 + z 2 = 16  inside of the cone z = x 2 + y 2 .
 
 Solution It is important to realize that both parts (a) and (b) have numerous solutions. (In fact, every surface has an infinite number of parametric representations.) The solutions we show here are among the simplest and most useful, but they are not the only reasonable solutions. In (a), the repeated appearance of the term x 2 + y 2 suggests that cylindrical coordinates (r, θ, z) might be convenient. A sketch of the surface is  shown in Figure 15.44a. Notice that the cone z = x 2 + y 2 becomes z = r in cylindrical coordinates, where x = r cos θ and y = r sin θ . Further, the parameters r and θ have ranges determined by the cylinder x 2 + y 2 = 4, so that 0 ≤ r ≤ 2 and 0 ≤ θ ≤ 2π . Parametric equations for the cone are then x = r cos θ, y = r sin θ and z = r with 0 ≤ r ≤ 2 and 0 ≤ θ ≤ 2π . z
 
 z
 
 y y
 
 x
 
 x
 
 FIGURE  15.44a The cone z = x 2 + y 2 and the cylinder x 2 + y 2 = 4
 
 FIGURE 15.44b The portion of the sphere inside the cone
 
 The surface in part (b) is a portion of a sphere, which suggests (what else?) spherical coordinates: x = ρ sin φ cos θ, y = ρ sin φ sin θ and z = ρ cos φ, where ρ 2 = x 2 + y 2 + z 2 . The equation of the sphere x 2 + y 2 + z 2 = 16 is then ρ = 4. Using this, a parametric representation of the sphere is x = 4 sin φ cos θ, y = 4 sin φ sin θ and z = 4 cos φ, where 0 ≤ θ ≤ 2π and 0 ≤ φ ≤ π . To find the portion of the sphere inside the cone, observe that the cone can be described in spherical coordinates as φ = π4 . Referring to Figure 15.44b, note that the portion of the sphere inside the cone is then described by x = 4 sin φ cos θ, y = 4 sin φ sin θ and z = 4 cos φ, where 0 ≤ θ ≤ 2π and 0 ≤ φ ≤ π4 . „ Suppose that we have a parametric representation for the surface S: x = x(u, v), y = y(u, v) and z = z(u, v), defined on the rectangle R = {(u, v)|a ≤ u ≤ b and c ≤ v ≤ d} in the uv-plane. It is often convenient to use parametric equations to evaluate the surface  integral f (x, y, z) dS. Of course, to do this, we must substitute for x, y and z to rewrite S
 
 the integrand in terms of the parameters u and v, as g(u, v) = f (x(u, v), y(u, v), z(u, v)).
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 We must also write the surface area element dS in terms of the area element dA for the uv-plane. Unfortunately, we can’t use (6.1) here, since this holds only for the case of a surface written in the form z = f (x, y). Instead, we’ll need to back up just a bit. First, notice that the position vector for points on the surface S is r(u, v) = x(u, v), y(u, v), z(u, v). We define the vectors ru and rv (the subscripts denote partial derivatives) by ru (u, v) = xu (u, v), yu (u, v), z u (u, v) rv (u, v) = xv (u, v), yv (u, v), z v (u, v).
 
 and
 
 Notice that for any fixed (u, v), both of the vectors ru (u, v) and rv (u, v) lie in the tangent plane to S at the point (x(u, v), y(u, v), z(u, v)). So, unless these two vectors are parallel, n = ru × rv is a normal vector to the surface at the point (x(u, v), y(u, v), z(u, v)). We say that the surface S is smooth if ru and rv are continuous and ru × rv = 0, for all (u, v) ∈ R. (This says that the surface will not have any corners.) We say that S is piecewise-smooth if we can write S = S1 ∪ S2 ∪ · · · ∪ Sn , for some smooth surfaces S1 , S2 , . . . , Sn . v
 
 z
 
 z
 
 d
 
 ru(Pi)  rv(Pi) ru(Pi) Ri (ui, vi)
 
 Pi
 
 vi
 
 Pi
 
 ui ru(Pi)
 
 rv(Pi) Si
 
 ui
 
 vi rv(Pi)
 
 Ti T i Si
 
 O
 
 O
 
 c
 
 y a
 
 b
 
 FIGURE 15.45a Partition of parameter domain (uv-plane)
 
 u
 
 x
 
 y x
 
 FIGURE 15.45b
 
 FIGURE 15.45c
 
 Curvilinear region Si
 
 The parallelogram Ti
 
 As we have done many times now, we partition the rectangle R in the uv-plane. For each rectangle Ri in the partition, let (u i , vi ) be the closest point in Ri to the origin, as indicated in Figure 15.45a. Notice that each of the sides of Ri gets mapped to a curve in xyz-space, so that Ri gets mapped to a curvilinear region Si in xyz-space, as indicated in Figure 15.45b. Observe that if we locate their initial points at the point Pi (x(u i , vi ), y(u i , vi ), z(u i , vi )), the vectors ru (u i , vi ) and rv (u i , vi ) lie tangent to two adjacent curved sides of Si . So, we can approximate the area Si of Si by the area of the parallelogram Ti whose sides are formed by the vectors u i ru (u i , vi ) and vi rv (u i , vi ). (See Figure 15.45c.) As we know, the area of the parallelogram is given by the magnitude of the cross product
 
 u i ru (u i , vi ) × vi rv (u i , vi ) = ru (u i , vi ) × rv (u i , vi ) u i vi = ru (u i , vi ) × rv (u i , vi ) Ai , where Ai is the area of the rectangle Ri . We then have that Si ≈ ru (u i , vi ) × rv (u i , vi ) Ai and it follows that the element of surface area can be written as d S = ru × rv dA.
 
 (6.2)
 
 Notice that this corresponds closely to (6.1), as ru × rv is a normal vector to S. Finally, we developed (6.2) in the comparatively simple case where the parameter domain R (that is, the domain in the uv-plane) was a rectangle. If the parameter domain is not a rectangle, you should recognize that we can do the same thing by constructing an inner partition of the region. We can now evaluate surface integrals using parametric equations, as in example 6.4.
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 EXAMPLE 6.4 Evaluate
 
 
 
 S
 
 Evaluating a Surface Integral Using Spherical Coordinates
 
 (3x 2 + 3y 2 + 3z 2 ) dS, where S is the sphere x 2 + y 2 + z 2 = 4.
 
 Solution Since the surface is a sphere and the integrand contains the term x 2 + y 2 + z 2 , spherical coordinates are indicated. Notice that the sphere is described by ρ = 2 and on the surface of the sphere, the integrand becomes 3(x 2 + y 2 + z 2 ) = 12. Further, we can describe the sphere ρ = 2 with the parametric equations x = 2 sin φ cos θ, y = 2 sin φ sin θ and z = 2 cos φ, for 0 ≤ θ ≤ 2π and 0 ≤ φ ≤ π . This says that the sphere is traced out by the endpoint of the vector-valued function r(φ, θ ) = 2 sin φ cos θ, 2 sin φ sin θ, 2 cos φ. We then have the partial derivatives rθ = −2 sin φ sin θ, 2 sin φ cos θ, 0 rφ = 2 cos φ cos θ, 2 cos φ sin θ, −2 sin φ.
 
 and
 
 We leave it as an exercise to show that a normal vector to the surface is given by n = rθ × rφ = −4 sin2 φ cos θ, −4 sin2 φ sin θ, −4 sin φ cos φ,
 
 NOTES For the sphere x 2 + y 2 + z 2 = R 2 , the surface area element in spherical coordinates is dS = R 2 sin φ dφ dθ .
 
 so that n = 4| sin φ|. Equation (6.2) now gives us dS = 4| sin φ| dA, so that   (3x 2 + 3y 2 + 3z 2 ) dS = (12) (4) | sin φ| dA S
 
 R
 
  =
 
 2π
 
 
 
 0
 
 π
 
 48 sin φ dφ dθ
 
 0
 
 = 192π, where we replaced |sin φ| by sin φ by using the fact that for 0 ≤ φ ≤ π, sin φ ≥ 0. „ If you did the calculation of dS in example 6.4, you may not think that parametric equations lead to simple solutions. (That’s why we didn’t show all of the details!) However, recall that for changing a triple integral from rectangular to spherical coordinates, you replace d x d y dz by ρ 2 sin φ dρ dφ dθ . In example 6.4, we have ρ 2 = 4 and dS = 4 sin φ dA, which looks more familiar. This shortcut is valuable, since surface integrals over spheres are reasonably common. We close the section with several illustrations of how surface integrals are used. The first is familiar: observe that the surface integral of the function f (x, y, z) = 1 over the surface S is simply the surface area of S. That is,  1 dS = Surface area of S. S
 
 The proof of this follows directly from the definition of the surface integral and is left as an exercise.
 
 EXAMPLE 6.5
 
 Using a Surface Integral to Compute Surface Area
 
 Compute the surface area of the portion of the hyperboloid x 2 + y 2 − z 2 = 4 between z = 0 and z = 2.  Solution We need to evaluate 1 dS. Notice that we can write the hyperboloid S
 
 parametrically as x = 2 cos u cosh v, y = 2 sin u cosh v and z = 2 sinh v. (You can derive parametric equations in the following way. To get a circular cross section of radius 2 in the xy-plane, start with x = 2 cos u and y = 2 sin u. To get a hyperbola in the xz- or yz-plane, multiply x and y by cosh v and set z = sinh v.) We have 0 ≤ u ≤ 2π to
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 get the circular cross sections and 0 ≤ v ≤ sinh−1 1 (≈ 0.88). The hyperboloid is traced out by the endpoint of the vector-valued function r(u, v) = 2 cos u cosh v, 2 sin u cosh v, 2 sinh v, ru = −2 sin u cosh v, 2 cos u cosh v, 0
 
 so that
 
 rv = 2 cos u sinh v, 2 sin u sinh v, 2 cosh v.
 
 and
 
 This gives us the normal vector n = ru × rv = 4 cos u cosh2 v, 4 sin u cosh2 v, −4 cosh v sinh v,  where n = 4 cosh v cosh2 v + sinh2 v. We now have    1 dS = 4 cosh v cosh2 v + sinh2 v dA
 
 HISTORICAL NOTES August Ferdinand M¨ obius (1790–1868) German astronomer and mathematician who gave one of the earliest descriptions of the one-sided surface that bears his name. M¨ obius’ doctoral thesis was in astronomy, but his astronomy teachers included the great mathematician Carl Friedrich Gauss. M¨ obius did research in both fields. His mathematics publications, primarily in geometry and topology, were exceedingly clear and well developed.
 
 A
 
 C
 
 B
 
 D
 
 S
 
 R
 
  =
 
 sinh−1 1
 
 
 
 0
 
 2π
 
  4 cosh v cosh2 v + sinh2 v du dv
 
 0
 
 ≈ 31.95, where we evaluated the final integral numerically. „ Our next example of a surface integral requires some preliminary discussion. First, we say that a surface S is orientable (or two-sided) if it is possible to define a unit normal vector n at each point (x, y, z) not on the boundary of the surface and if n is a continuous function of (x, y, z). In this case, S has two identifiable sides (a top and a bottom or an inside and an outside). Once we choose a consistent direction for all normal vectors to point, we call the surface oriented. For instance, a sphere is a two-sided surface; the two sides of the surface are the inside and the outside. Notice that you can’t get from the inside to the outside without passing through the sphere. The positive orientation for the sphere (or for any other closed surface) is to choose outward normal vectors (normal vectors pointing away from the interior). All of the surfaces we have seen so far in this course are two-sided, but it’s not difficult to construct a one-sided surface. Perhaps the most famous example of a one-sided surface is the M¨obius strip, named after the German mathematician A. F. M¨obius. You can easily construct a M¨obius strip by taking a long rectangular strip of paper, giving it a half-twist and then taping the short edges together, as illustrated in Figures 15.46a through 15.46c. Notice that if you started painting the strip, you would eventually return to your starting point, having painted both “sides” of the strip, but without having crossed any edges. This says that the M¨obius strip has no inside and no outside and is therefore not orientable. A
 
 D
 
 B
 
 C
 
 FIGURE 15.46a
 
 FIGURE 15.46b
 
 FIGURE 15.46c
 
 A long, thin strip
 
 Make one half-twist
 
 A M¨obius strip
 
 One reason we need to be able to orient a surface is to compute the flux of a vector field. It’s easiest to visualize the flux for a vector field representing the velocity field for a fluid in motion. In this context, the flux measures the net flow rate of the fluid across the
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 surface in the direction of the specified normal vectors. (Notice that for this to make sense, the surface must have two identifiable sides. That is, the surface must be orientable.) The orientation of the surface lets us distinguish one direction from the other. In general, we have the following definition.
 
 DEFINITION 6.2 Let F(x, y, z) be a continuous vector field defined on an oriented surface S with unit normal  vector n. The surface integral of F over S (or the flux of F over S) is given by F · n dS. S
 
 Think carefully about the role of the unit normal vector in Definition 6.2. Notice that since n is a unit vector, the integrand F · n gives (at any given point on S) the component of F in the direction of n. So, if F represents the velocity field for a fluid in motion, F · n corresponds to the component of the velocity that moves the fluid across the surface (from one side to the other). Also, note that F · n can be positive or negative, depending on which normal vector we have chosen. (Keep in mind that at each point on a surface, there are two unit normal vectors, one pointing toward each side of the surface.) You should recognize that this is why we need to have an oriented surface.
 
 EXAMPLE 6.6
 
 Computing the Flux of a Vector Field
 
 Compute the flux of the vector field F(x, y, z) = x, y, 0 over the portion of the paraboloid z = x 2 + y 2 below z = 4 (oriented with upward-pointing normal vectors). Solution First, observe that at any given point, the normal vectors for the paraboloid z = x 2 + y 2 are ±2x, 2y, −1. For the normal vector to point upward, we need a positive z-component. In this case, m = −2x, 2y, −1 = −2x, −2y, 1 is such a normal vector. A unit vector pointing in the same direction as m is then −2x, −2y, 1 . n=  4x 2 + 4y 2 + 1 Before computing F · n, we use the normal vector m to write the surface area increment dS in terms of dA. From (6.1), we have  dS = m dA = 4x 2 + 4y 2 + 1 dA. z
 
 Putting this all together gives us z4
 
 
 
  F · n dS =
 
 S
 
 R =
 
 −2x, −2y, 1  2 x, y, 0 ·  4x + 4y 2 + 1 dA 4x 2 + 4y 2 + 1 x, y, 0 · −2x, −2y, 1 dA
 
 R R x
 
 2
 
 (−2x 2 − 2y 2 ) dA,
 
 = 2
 
 FIGURE 15.47 z = x 2 + y2
 
 y
 
 R
 
 where the region R is the projection of the portion of the paraboloid under consideration onto the xy-plane. Note how the square roots arising from the calculation of n and dS canceled out one another. Look at the graph in Figure 15.47 and recognize that this
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 projection is bounded by the circle x 2 + y 2 = 4. You should quickly realize that the double integral should be set up in polar coordinates. We have   F · n dS = (−2x 2 − 2y 2 ) dA S
 
 R
 
  =
 
 0
 
 BEYOND FORMULAS Surface integrals complete the set of integrals introduced in this book. (There are many more types of integrals used in more advanced mathematics courses and applications areas.) Although the different types of integrals sometimes require different methods of evaluation, the underlying concepts are the same. In each case, the integral is a limit of approximating sums and in some cases can be evaluated directly with some form of an antiderivative.
 
 2π
 
 
 
 2
 
 (−2r 2 )r dr dθ = −16π.
 
 0
 
 „
 
 Flux integrals enable engineers and physicists to compute the flow of a variety of quantities in three dimensions. If F represents the velocity field of a fluid, then the flux gives the net amount of fluid crossing the surface S. In example 6.7, we compute heat flow across a surface. If T (x, y, z) gives the temperature at (x, y, z), then the net heat flow across the surface S is the flux of F = −k∇T , where the constant k is called the heat conductivity of the material.
 
 EXAMPLE 6.7
 
 Computing the Heat Flow Out of a Sphere
 
 For T (x, y, z) = 30 − by x 2 + y 2 + z 2 = 9.
 
 1 2 z 18
 
 and k = 2, compute the heat flow out of the region bounded
 
 1 2 z ) = −20, 0, − 19 z = 0, 0, 29 z. Solution We compute the flux of −2∇(30 − 18 Since we want the flow out of the sphere, we need to find an outward unit normal to the sphere. An outward normal is ∇(x 2 + y 2 + z 2 ) = 2x, 2y, 2z, so we take 2x, 2y, 2z n=  . On the sphere, we have 4x 2 + 4y 2 + 4z 2 = 36, so that the 2 2 2 4x + 4y + 4z √ 2 2 z . denominator simplifies to 36 = 6. This gives us n = 13 x, y, z and F · n = 27 Since the surface is a sphere, we will use spherical coordinates for the surface integral. 2 On the sphere, z = ρ cos φ = 3 cos φ, so that F · n = 27 (3 cos φ)2 = 23 cos2 φ. Further, 2 dS = ρ sin φ dA = 9 sin φ dA. The flux is then      2π  π 2 2 F · n ds = 6 cos2 φ sin φ dφ dθ = 8π. cos φ 9 sin φ dA = 3 0 0 S
 
 R
 
 Since the flux is positive, the heat is flowing out of the sphere. Finally, observe that since the temperature decreases as |z| increases, this result should make sense. „
 
 EXERCISES 15.6 WRITING EXERCISES 1. For definition 6.1, we defined the partition of a surface and took the limit as the norm of the partition tends to 0. Explain why it would not be sufficient to have the number of segments in the partition tend to ∞. 2. In example 6.2, you could alternatively start with cylindrical coordinates and use a parametric representation as we did in example 6.4. Discuss which method you think would be simpler.  3. Explain in words why 1 dS equals the surface area of S. S
 
 4. For example 6.6, sketch a graph showing the surface S and several normal vectors to the surface. Also, show several vectors in the graph of the vector field F. Explain why the flux is negative.
 
 In exercises 1–8, find a parametric representation of the surface. 1. z = 3x + 4y
 
 2. x 2 + y 2 + z 2 = 4
 
 3. x 2 + y 2 − z 2 = 1
 
 4. x 2 − y 2 + z 2 = 4
 
 5. The portion of x 2 + y 2 = 4 from z = 0 to z = 2 6. The portion of y 2 + z 2 = 9 from x = −1 to x = 1 7. The portion of z = 4 − x 2 − y 2 above the xy-plane 8. The portion of z = x 2 + y 2 below z = 4
 
 ............................................................ In exercises 9–18, sketch a graph of the parametric surface. 9. x = u, y = v, z = u 2 + 2v 2 10. x = u, y = v, z = 4 − u 2 − v 2 11. x = u cos v, y = u sin v, z = u 2
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 26. The portion of the paraboloid z = x 2 + y 2 inside the cylinder x 2 + y2 = 4  27. The portion of the hemisphere z = 4 − x 2 − y 2 above the plane z = 1 √ √ 2 2 28. The lemon (−2 + √ √ 16 − v ) cos u, (−2 + 16 − v ) sin u, v, − 12 ≤ v ≤ 12
 
 12. x = u cos v, y = u sin v, z = u 13. x = 2 sin u cos v, y = 2 sin u sin v, z = 2 cos u 14. x = 2 cos v, y = 2 sin v, z = u 15. x = u, y = sin u cos v, z = sin u sin v 16. x = cos u cos v, y = u, z = cos u sin v 17. x = (4 + 2 cos v) cos u, y = (4 + 2 cos v) sin u, z = 2 sin v √ √ 18. x = (−2 √ + 16 − v 2√ ) cos u, y = (−2 + 16 − v 2 ) sin u, z = v, − 12 ≤ v ≤ 12
 
 ............................................................ 19. Match the parametric equations a–c with the surfaces 1–3 a. x = u cos v, y = u sin v, z = v 2 b. x = v, y = u cos v, z = u sin v c. x = u, y = u cos v, z = u sin v z
 
 z
 
 29. The torus (c + a cos v) cos u, (c + a cos v) sin u, a sin v, c>a>0 30. The surface (−a + b cos v) cos u, (−a + b cos v) sin u, b sin v, b>a>0 31. The portion of x 2 + y 2 − z 2 = 1 with 0 ≤ z ≤ 1 (Hint: Requires trigonometric substitution) 32. The portion of the parabolic cylinder y = 4 − x 2 with y ≥ 0 and between z = 0 and z = 2 (Hint: Requires trigonometric substitution)
 
 ............................................................
 
 100
 
 In  that equals  exercises 33–42, set up a double integral g(x, y, z) dS and evaluate the surface integral g(x, y, z) dS.
 
 4
 
 S
 
 33.
 
  S
 
 4
 
 x x
 
 10
 
 10
 
 4 y
 
 y
 
 S
 
 x z dS, S is the portion of the plane z = 2x + 3y above the
 
 rectangle 1 ≤ x ≤ 2, 1 ≤ y ≤ 3  34. (z − y 2 ) dS, S is the portion of the paraboloid z = x 2 + y 2 S
 
 SURFACE 1
 
 SURFACE 2 z 4
 
 below z = 4  2 (x + y 2 + z 2 )3/2 dS, S is the lower hemisphere 35. S  z = − 9 − x 2 − y2   36. x 2 + y 2 + z 2 dS, S is the sphere x 2 + y 2 + z 2 = 9 S
 
 37.
 
 4
 
 S
 
 4
 
 x
 
 
 
 y
 
 (x 2 + y 2 − z) dS, S is the portion of the paraboloid
 
 z = 4 − x 2 − y 2 between z = 1 and z = 2   z dS, S is the hemisphere z = − 9 − x 2 − y 2 38. S
 
 SURFACE 3
 
 S
 
 20. In example 6.4, show that rθ × rφ = −4 sin φ cos θ, −4 sin φ sin θ, −4 sin φ cos φ 2
 
 39.
 
 
 
 2
 
 and then show that n = 4|sin φ|.
 
 ............................................................ In exercises 21–32, find the surface area of the given surface.  21. The portion of the cone z = x 2 + y 2 below the plane z=4 22. The portion of the paraboloid z = x 2 + y 2 below the plane z=4
 
 z 2 dS, S is the portion of the cone z 2 = x 2 + y 2 between
 
 z = −4 and z = 4  √x 2 +y 2 +z 2 40. e dS, S is the portion of the hemisphere S   z = 4 − x 2 − y 2 above the cone z = x 2 + y 2  41. x dS, S is the portion of x 2 + y 2 − z 2 = 1 between z = 0 S
 
 and z = 1    x 2 + y 2 + z 2 dS, S is the portion of x = − 4 − y 2 − z 2 42. S
 
 between y = 0 and y = x
 
 ............................................................ 
 
 23. The portion of the plane 3x + y + 2z = 6 inside the cylinder x 2 + y2 = 4
 
 In exercises 43–54, evaluate the flux integral
 
 24. The portion of the plane x + 2y + z = 4 above the region bounded by y = x 2 and y = 1  25. The portion of the cone z = x 2 + y 2 above the triangle with vertices (0, 0), (1, 0) and (1, 1)
 
 43. F = x, y, z, S is the portion of z = 4 − x 2 − y 2 above the xy-plane (n upward)
 
 F · n dS.
 
 S
 
 44. F = y, −x, 1, S is the portion of z = x 2 + y 2 below z = 4 (n downward)
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 45. F = y, −x, z, S is the portion of z = (n downward)
 
 
 
 x 2 + y 2 below z = 3
 
  46. F = 0, 1, y, S is the portion of z = − x 2 + y 2 inside 2 2 x + y = 4 (n upward)
 
 47. F = x y, y 2 , z, S is the boundary of the unit cube with 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1 (n outward) 48. F = y, z, 0, S is the boundary of the box with 0 ≤ x ≤ 2, 0 ≤ y ≤ 3, 0 ≤ z ≤ 1 (n outward) 49. F = 1, 0, z, S is the boundary of the region bounded above by z = 4 − x 2 − y 2 and below by z = 1 (n outward) 50. F = x, y, z, S is the boundary of the region between z = 0 and z = − 4 − x 2 − y 2 51. F = x, y, z, S is the torus (4 + 2 cos v) cos u, (4 + 2 cos v) sin u, 2 sin v (n outward) 52. F = y, x, 0, S is the portion of z = x 2 + y 2 above the triangle with vertices (0, 0), (0, 1), (1, 1) (n downward) 53. F = y,0, 2, S is the boundary of the region bounded above  by z = 8 − x 2 − y 2 and below by z = x 2 + y 2 (n outward) 54. F = 3, z, y, S is the boundary of the region between  z = 8 − 2x − y and z = x 2 + y 2 and inside x 2 + y 2 = 1 (n outward)
 
 ............................................................
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  65. (a) For the cone z = c x 2 + y 2 (where c > 0), show that in spherical coordinates tan φ = 1c . Then show that parau sin v u cos v ,y = √ and metric equations are x = √ c2 + 1 c2 + 1 cu z= √ . c2 + 1  (b) Find the surface area of the portion of z = c x 2 + y 2 below z = 1. 66. (a)  Find the flux of x, y, z across the portion of z = c x 2 + y 2 below z = 1. Explain in physical terms why this answer makes sense. (b) Find the flux of x, y, z across the entire cone z 2 = c2 (x 2 + y 2 ). 67. (a) Find  the flux of x, y, 0 across the portion of z = c x 2 + y 2 below z = 1. (b) Find the limit as c approaches 0 of the flux. Explain in physical terms why this answer makes sense. 68. (a) Find the flux of x, y, z across the portion of z = c2 − x 2 − y 2 above z = 0. (b) Find the limit of the flux as c approaches 0. Explain in physical terms why this answer makes sense. 69. Show that on the sphere ρ = c, d S = c2 sin φ d A (c > 0). 70. Show that on the cone φ = c, d S = ρ sin c d A (0 < c < π ).
 
 In exercises 55–62, evaluate the surface integral.  z dS, where S is the portion of x 2 + y 2 = 1 with x ≥ 0 and 55. S
 
 z between z = 1 and z = 2  56. yz dS, where S is the portion of x 2 + y 2 = 1 with x ≥ 0 S
 
 In exercises 71–74, find the mass and center of mass of the object corresponding to the given surface and mass density.
 
 S
 
 71. The portion of the plane 3x + 2y + z = 6 inside the cylinder x 2 + y 2 = 4, ρ(x, y, z) = x 2 + 1
 
 and z between z = 1 and z = 4 − y  2 57. (y + z 2 ) dS, where S is the portion of the paraboloid x = 9 − y 2 − z 2 in front of the yz-plane   2 (y + z 2 ) dS, where S is the hemisphere x = 4 − y 2 − z 2 58. S
 
 59.
 
 APPLICATIONS
 
  S
 
 x 2 dS, where S is the portion of the paraboloid y = x 2 + z 2
 
 to the left of the plane y = 1 √  2 (x + z 2 ) dS, where S is the hemisphere y = 4 − x 2 − z 2 60.
 
 72. The portion of the plane x + 2y + z = 4 above the region bounded by y = x 2 and y = 1, ρ(x, y, z) = y  73. The hemisphere z = 1 − x 2 − y 2 , ρ(x, y, z) = 1 + x 74. The portion of the paraboloid z = x 2 + y 2 inside the cylinder x 2 + y 2 = 4, ρ(x, y, z) = z
 
 S
 
 61.
 
  S
 
 4x dS, where S is the portion of y = 1 − x 2 with y ≥ 0 and
 
 between z = 0 and z = 2 √  2 62. (x + z 2 ) dS, where S is the portion of y = 4 − x 2 beS
 
 tween z = 1 and z = 4
 
 ............................................................ 63. (a) Explain the following result geometrically. The  flux integral of F(x, y, z) = x, y, z across the cone z = x 2 + y 2 is 0. (b) In geometric terms, determine whether the flux integral of F(x, y, z) = x, y, z across the hemisphere  z = 1 − x 2 − y 2 is 0. 64. Rework exercise 29 by cutting and unfolding the torus into a rectangle.
 
 EXPLORATORY EXERCISE 1. If x = 3 sin u cos v, y = 3 cos u and z = 3 sin u sin v, show that x 2 + y 2 + z 2 = 9. Explain why this equation doesn’t guarantee that the parametric surface defined is the entire sphere, but it does guarantee that all points on the surface are also on the sphere. In this case, the parametric surface is the entire sphere. To verify this in graphical terms, sketch a picture showing geometric interpretations of the “spherical coordinates” u and v. To see what problems can ocu2 cur, sketch the surface defined by x = 3 sin 2 cos v, u +1 u2 u2 and z = 3 sin 2 sin v. Explain why you y = 3 cos 2 u +1 u +1
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 surface x = cos u cosh v, y = cos u sinh v, z = sin u and use identities to show that x 2 − y 2 + z 2 = 1. Explain why the second surface is not the entire hyperboloid. Explain in words and pictures exactly what the second surface is.
 
 do not get the entire sphere. To see a more subtle example of the same problem, sketch the surface x = cos u cosh v, y = sinh v, z = sin u cosh v. Use identities to show that x 2 − y 2 + z 2 = 1 and identify the surface. Then sketch the
 
 15.7 THE DIVERGENCE THEOREM Recall that at the end of section 15.5, we had rewritten Green’s Theorem in terms of the divergence of a two-dimensional vector field. We had found there (see equation 5.3) that   F · n ds = ∇ · F(x, y) dA. C
 
 R
 
 Here, R is a region in the xy-plane enclosed by a piecewise-smooth, positively oriented, simple closed curve C. Further, F(x, y) = M(x, y), N (x, y), 0, where M(x, y) and N (x, y) are continuous and have continuous first partial derivatives in some open region D in the xy-plane, with R ⊂ D. We can extend this two-dimensional result to three dimensions in exactly the way you might expect. That is, for a solid region Q ⊂ R3 bounded by the surface ∂Q, we have   F · n dS = ∇ · F(x, y, z) dV. ∂Q
 
 This result (referred to as the Divergence Theorem or Gauss’ Theorem) has great significance in a variety of settings. If F represents the velocity field of a fluid in motion, the Divergence Theorem says that the total flux of the velocity field across the boundary of the solid is equal to the triple integral of the divergence of the velocity field over the solid. In Figure 15.48, the velocity field F of a fluid is shown superimposed on a solid Q bounded by the closed surface ∂Q. Observe that there are two ways to compute the rate of change of the amount of fluid inside of Q. One way is to calculate  the fluid flow into or out of Q across its boundary, which is given by the flux integral F · n dS. On the other
 
 z
 
 Q
 
 Q
 
 ∂Q
 
 y x
 
 FIGURE 15.48 Flow of fluid across ∂Q
 
 Q
 
 hand, instead of focusing on the boundary, we can consider the accumulation or dispersal of fluid at each point in Q. As we’ll see, this is given by ∇ · F, whose value at a given point measures the extent to which that point acts as a source or sink of fluid. To obtain the total change in the amount of the fluid in Q, we “add up” all of the values of ∇ · F in Q, giving us the triple integral of ∇ · F over Q. Since the flux integral and the triple integral both give the net rate of change of the amount of fluid in Q, they must be equal. We now state and prove the result.
 
 THEOREM 7.1 (Divergence Theorem) Suppose that Q ⊂ R3 is bounded by the closed oriented surface ∂Q and that n(x, y, z) denotes the exterior unit normal vector to ∂Q. Then, if the components of F(x, y, z) have continuous first partial derivatives in Q, we have   F · n dS = ∇ · F(x, y, z) dV. ∂Q
 
 Q
 
 Although we have stated the theorem in the general case, we prove the result only for the case where the solid Q is fairly simple. A proof for the general case can be found in a more advanced text.
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 PROOF For F(x, y, z) = M(x, y, z), N (x, y, z), P(x, y, z), the divergence of F is ∇ · F(x, y, z) =
 
 ∂N ∂P ∂M + + . ∂x ∂y ∂z
 
 We then have that     ∂M ∂N ∂P ∇ · F(x, y, z) dV = dV + dV + dV. ∂x ∂y ∂z Q
 
 Q
 
 Q
 
 (7.1)
 
 Q
 
 Further, we can write the flux integral as    F · n dS = M(x, y, z)i · n dS + N (x, y, z)j · n dS ∂Q
 
 ∂Q
 
 ∂Q
 
 
 
 P(x, y, z)k · n dS.
 
 +
 
 (7.2)
 
 ∂Q
 
 Looking carefully at (7.1) and (7.2), observe that the theorem will follow if we can show that   ∂M M(x, y, z)i · n dS, (7.3) dV = ∂x ∂Q
 
 Q
 
  Q
 
 
 
 and
 
 Q
 
 ∂N dV = ∂y ∂P dV = ∂z
 
  N (x, y, z)j · n dS
 
 (7.4)
 
 P(x, y, z)k · n dS.
 
 (7.5)
 
 ∂Q
 
  ∂Q
 
 As you might imagine, the proofs of (7.3), (7.4) and (7.5) are all virtually identical (and all fairly long). Consequently, we prove only one of these three equations here. In order to prove (7.5), we assume that we can describe the solid Q as follows: Q = {(x, y, z)|g(x, y) ≤ z ≤ h(x, y), for (x, y) ∈ R}, where R is some region in the xy-plane, as illustrated in Figure 15.49a. Now, notice from Figure 15.49a that there are three distinct surfaces that make up the boundary of Q. In Figure 15.49b, we have labeled these surfaces S1 (the bottom surface), S2 (the top surface) and S3 (the lateral surface), where we have also indicated exterior normal vectors to each of the surfaces.
 
 z
 
 z z  h(x, y) S2 S2 Q
 
 S3
 
 z  g(x, y)
 
 S1
 
 x
 
 R
 
 y
 
 x
 
 R
 
 FIGURE 15.49a
 
 FIGURE 15.49b
 
 The solid Q
 
 The surfaces S1 , S2 and S3 and several exterior normal vectors
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 Notice that on the lateral surface S3 , the k component of the exterior unit normal n is zero and so, the flux integral of P(x, y, z)k over S3 is zero. This gives us    P(x, y, z)k · n dS = P(x, y, z)k · n dS + P(x, y, z)k · n dS. (7.6) ∂Q
 
 S1
 
 S2
 
 In order to prove the result, we need to rewrite the two integrals on the right side of (7.6) as double integrals over the region R in the xy-plane. First, you must notice that on the surface S1 (the bottom surface), the exterior unit normal n points downward (i.e., it has a negative k component). Now, S1 is defined by S1 = {(x, y, z)|z = g(x, y), for (x, y) ∈ R}. If we define k1 (x, y, z) = z − g(x, y), then the exterior unit normal on S1 is given by n=
 
 gx (x, y)i + g y (x, y)j − k −∇k1 =
 
 ∇k1 
 
 [gx (x, y)]2 + [g y (x, y)]2 + 1
 
 k·n= 
 
 and
 
 −1 [gx (x,
 
 y)]2
 
 + [g y (x, y)]2 + 1
 
 ,
 
 since the unit vectors i, j and k are all mutually orthogonal. We now have   P(x, y, z)  dS P(x, y, z)k · n dS = − [gx (x, y)]2 + [g y (x, y)]2 + 1 S1
 
 S1
 
 
 
 P(x, y, g(x, y))
 
 
 
 =− R
 
  =−
 
 [gx (x, y)]2 + [g y (x, y)]2 + 1  · [gx (x, y)]2 + [g y (x, y)]2 + 1 dA
 
 P(x, y, g(x, y)) dA,
 
 (7.7)
 
 R
 
 thanks to the two square roots canceling out one another. In a similar way, notice that on S2 (the top surface), the exterior unit normal n points upward (i.e., it has a positive k component). Since S2 corresponds to the portion of the surface z = h(x, y) for (x, y) ∈ R, if we take k2 (x, y) = z − h(x, y), we have that on S2 , n=
 
 −h x (x, y)i − h y (x, y)j + k ∇k2 =
 
 ∇k2 
 
 [h x (x, y)]2 + [h y (x, y)]2 + 1
 
 k·n= 
 
 and so,
 
 1 [h x (x,
 
 We now have 
 
 y)]2
 
  P(x, y, z) k · n dS =
 
 S2
 
  S2
 
  
 
 = R
 
  =
 
 + [h y (x, y)]2 + 1
 
 .
 
 P(x, y, z) [h x (x, y)]2 + [h y (x, y)]2 + 1
 
 dS
 
 P(x, y, h(x, y))
 
 [h x (x, y)]2 + [h y (x, y)]2 + 1  · [h x (x, y)]2 + [h y (x, y)]2 + 1 dA P(x, y, h(x, y)) dA.
 
 R
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 Putting together (7.6), (7.7) and (7.8) gives us    P(x, y, z)k · n dS = P(x, y, z) k · n dS + P(x, y, z)k · n dS ∂Q
 
 S1
 
 S2
 
 
 
 
 
 =
 
 P(x, y, h(x, y)) dA − R
 
 P(x, y, g(x, y)) dA R
 
 
 
 [P(x, y, h(x, y)) − P(x, y, g(x, y))] dA
 
 = R
 
   =
 
 h(x,y) g(x,y)
 
 R
 
 
 
 ∂P dz dA ∂z
 
 By the Fundamental Theorem of Calculus
 
 ∂P dV, ∂z
 
 = Q
 
 which proves (7.5). With appropriate assumptions on Q, we can similarly prove (7.3) and (7.4). This proves the theorem for the special case where the solid Q can be described as indicated.
 
 EXAMPLE 7.1
 
 Applying the Divergence Theorem
 
 Let Q be the solid bounded by the paraboloid z = 4 − x 2 − y 2 and the xy-plane. Find the flux of the vector field F(x, y, z) = x 3 , y 3 , z 3  over the surface ∂Q.
 
 z
 
 Solution We show a sketch of the solid in Figure 15.50. Notice that to compute the flux directly, we must consider the two different portions of ∂Q (the surface of the paraboloid and its base in the xy-plane) separately. Alternatively, observe that the divergence of F is given by ∇ · F(x, y, z) = ∇ · x 3 , y 3 , z 3  = 3x 2 + 3y 2 + 3z 2 .
 
 Q
 
 x
 
 z  4  x2  y2
 
 From the Divergence Theorem, we now have that the flux of F over ∂Q is given by   F · n dS = ∇ · F(x, y, z) dV ∂Q
 
 y
 
 Q
 
  =
 
 FIGURE 15.50
 
 (3x 2 + 3y 2 + 3z 2 ) dV.
 
 The solid Q
 
 Q
 
 If we rewrite the triple integral in cylindrical coordinates, we get   F · n dS = (3x 2 + 3y 2 + 3z 2 ) dV ∂Q
 
 Q
 
 
 
 =3
 
 2π
 
 0
 
 
 
 2 0
 
 
 
 4−r 2
 
 (r 2 + z 2 ) r dz dr dθ
 
 0
 
 2   z 3 z=4−r 2 =3 r z+ r dr dθ 3 z=0 0 0   2π  2  1 3 2 2 3 r (4 − r ) + (4 − r ) r dr dθ =3 3 0 0 = 96π,
 
 
 
 2π
 
 
 
 2
 
 where we have left the details of the final integrations as a straightforward exercise. „ Notice that in example 7.1, we used the Divergence Theorem to replace a very messy surface integral calculation by a comparatively simple triple integral. In example 7.2, we
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 prove a general result regarding the flux of a certain vector field over any surface, something we would be unable to do without the Divergence Theorem.
 
 EXAMPLE 7.2
 
 Proving a General Result with the Divergence Theorem
 
 Prove that the flux of the vector field F(x, y, z) = 3y cos z, x 2 e z , x sin y is zero over any closed oriented surface ∂Q enclosing a solid region Q. Solution Notice that in this case, the divergence of F is ∇ · F(x, y, z) = ∇ · 3y cos z, x 2 e z , x sin y ∂ 2 z ∂ ∂ (3y cos z) + (x e ) + (x sin y) = 0. = ∂x ∂y ∂z From the Divergence Theorem, we then have that the flux of F over ∂Q is given by 
 
  F · n dS =
 
 ∇ · F(x, y, z) dV
 
 ∂Q
 
 Q
 
  =
 
 0 dV = 0, Q
 
 for any solid region Q ⊂ R3 . „ In section 4.4, we saw that for a function f (x) of a single variable, if f is continuous on the interval [a, b] then the average value of f on [a, b] is given by f ave =
 
 1 b−a
 
 
 
 b
 
 f (x) d x. a
 
 Similarly, when f (x, y, z) is a continuous function on the region Q ⊂ R3 (bounded by the surface ∂Q), the average value of f on Q is given by f ave =
 
 
 
 1 V
 
 f (x, y, z) dV, Q
 
 where V is the volume of Q. Further, by continuity, there must be a point P(a, b, c) ∈ Q at which f equals its average value, that is, where 1 f (P) = V
 
  f (x, y, z) dV. Q
 
 This says that if F(x, y, z) has continuous first partial derivatives on Q, then (div)F is continuous on Q and so, there is a point P(a, b, c) ∈ Q for which  1 (∇ · F) P = V =
 
 1 V
 
  ∇ · F(x, y, z) dV Q
 
  F(x, y, z) · n dS, ∂Q
 
 by the Divergence Theorem. Finally, observe that since the surface integral represents the flux of F over the surface ∂Q, then (∇ · F)| P represents the flux per unit volume over ∂Q.
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 In particular, for any point P0 (x0 , y0 , z 0 ) in the interior of Q (i.e., in Q, but not on ∂Q), let Sa be the sphere of radius a, centered at P0 , where a is sufficiently small so that Sa lies completely inside Q. From the preceding discussion, there must be some point Pa in the interior of Sa for which  1 (∇ · F) Pa = Va
 
  F(x, y, z) · n dS, Sa
 
 where Va is the volume of the sphere (Va = 43 πa 3 ). Finally, taking the limit as a → 0, we have by the continuity of ∇ · F that  1 (∇ · F) P0 = lim a→0 Va
 
 or
 
 div F(P0 ) = lim
 
 a→0
 
 1 Va
 
  F(x, y, z) · n dS Sa
 
  F(x, y, z) · n dS.
 
 (7.9)
 
 Sa
 
 In other words, the divergence of a vector field at a point P0 is the limiting value of the flux per unit volume over a sphere centered at P0 , as the radius of the sphere tends to zero. In the case where F represents the velocity field for a fluid in motion, (7.9) provides us with an important interpretation of the divergence of a vector field. In this case, if div F(P0 ) > 0, then the flux per unit volume at P0 is positive. From (7.9), this means that for a sphere Sa of sufficiently small radius centered at P0 , the net (outward) flux through the surface of Sa is positive. For an incompressible fluid (such as a liquid), this says that more fluid is passing out through the surface of Sa than is passing in through the surface, which can happen only if there is a source somewhere in Sa , where additional fluid is coming into the flow. Likewise, if div F(P0 ) < 0, there must be a sphere Sa for which the net (outward) flux through the surface of Sa is negative. This says that more fluid is passing in through the surface than is flowing out. Once again, for an incompressible fluid, this can occur only if there is a sink somewhere in Sa , where fluid is leaving the flow. For this reason, in incompressible fluid flow, a point where div F(P) > 0 is called a source and a point where div F(P) < 0 is called a sink. Notice that for an incompressible fluid flow with no sources or sinks, we must have that div F(P) = 0 throughout the flow.
 
 EXAMPLE 7.3
 
 Finding the Flux of an Inverse Square Field
 
 Show that the flux of an inverse square field over every closed surface enclosing the origin is a constant. Solution Suppose that S is a closed surface forming the boundary of the solid region Q, where the origin lies in the interior of Q and suppose that F is an inverse square field. That is, F(x, y, z) =
 
 c r,
 
 r 3
 
  where r = x, y, z, r = x 2 + y 2 + z 2 and c is a constant. Before you rush to apply the Divergence Theorem, notice that F is not continuous in Q, since F is undefined at the origin and so, we cannot apply the theorem in Q. Notice, though, that if we could
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 somehow exclude the origin from the region, then we could apply the theorem. A very common method of doing this is to “punch out” a sphere Sa of radius a centered at the origin, where a is sufficiently small that Sa is completely contained in the interior of Q. (See Figure 15.51.) That is, if we define Q a to be the set of all points inside Q, but outside of Sa (so that Q a corresponds to Q, where the sphere Sa has been “punched out”), we can now apply the Divergence Theorem on Q a . Before we do that, notice that the boundary of Q a consists of the two surfaces S and Sa . We now have
 
 S Sa
 
 O
 
 T1: OSO
 
 January 6, 2011
 
 ∇ · F dV =
 
 y x
 
 The region Q a
 
  F · n dS +
 
 Qa
 
 n
 
 FIGURE 15.51
 
 
 
 
 
 n
 
 S
 
 F · n dS. Sa
 
 We leave it as an exercise to show that for any inverse square field, ∇ · F = 0. This now gives us 
 
  F · n dS = − S
 
 F · n dS.
 
 (7.10)
 
 Sa
 
 Since the integral on the right side of (7.10) is taken over a sphere centered at the origin, we should be able to easily calculate it. You need to be careful, though, to note that the exterior normals here point out of Q a and so, the normal on the right side of (7.10) must point toward the origin. That is, n=−
 
 1 1 r = − r,
 
 r
 
 a
 
 since r = a on Sa . We now have from (7.10) that 
 
  F · n dS = − S
 
 Sa
 
 c = 4 a c = 4 a c = 2 a
 
 since
 
 
 
 c r· a3
 
  1 − r dS a
 
 
 
  r · r dS Sa
 
 
 
 r 2 dS Sa
 
  dS = Sa
 
 c (4πa 2 ) = 4π c, a2
 
 Since r = a
 
 dS simply gives the surface area of the sphere, 4πa 2 . Notice that this says that
 
 Sa
 
 over any closed surface enclosing the origin, the flux of an inverse square field is a constant: 4π c. „ The principle derived in example 7.3 is called Gauss’ Law for inverse square fields and has many important applications, notably in the theory of electricity and magnetism. The method we used to derive Gauss’ Law, where we punched out a sphere surrounding the discontinuity of the integrand, is a common technique used in applying the Divergence Theorem to a variety of important cases where the integrand is discontinuous. In particular, such applications to discontinuous vector fields are quite important in the field of differential equations. We close the section with a straightforward application of the Divergence Theorem to show that the flux of a magnetic field across a closed surface is always zero.
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 Finding the Flux of a Magnetic Field
 
 Use the Divergence Theorem and Maxwell’s equation ∇ · B = 0 to show that  B · n dS = 0 for any closed surface S. S
 
 Solution Applying the Divergence Theorem to
 
  S
 
 have
 
 
 
 B · n dS and using ∇ · B = 0, we
 
  B · n dS =
 
 S
 
 ∇ · B dV = 0. Q
 
 Observe that this result says that the flux of a magnetic field over any closed surface is zero. „
 
 EXERCISES 15.7 WRITING EXERCISES 1. If F is the velocity  field of a fluid, explain what F · n represents and then what F · n dS represents. ∂Q
 
 2. If F is the velocity  field of a fluid, explain what ∇ · F represents and then what ∇ · F dV represents. Q
 
 3. Use your answers to exercises 1 and 2 to explain in physical terms why the Divergence Theorem makes sense. 4. For fluid flowing through a pipe, give one example each of a source and a sink.
 
 In exercises 1–4, verify the Divergence Theorem by computing both integrals. 1. F = 2x z, y 2 , −x z, Q is the filled-in cube 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1 2. F = x, y, z, Q is the ball x 2 + y 2 + z 2 ≤ 1 3. F = x z, zy, 2z 2 , Q is bounded by z = 1 − x 2 − y 2 and z = 0 4. F = x 2 , 2y, −x 2 , Q is the tetrahedron bounded by x + 2y + z = 4 and the coordinate planes
 
 ............................................................ In  exercises 5–12, use the Divergence Theorem to compute F · n dS, where n is the outward unit normal. ∂Q
 
 5. Q is bounded by x + y + 2z = 2 (first octant) and the coordinate planes, F = 2x − y 2 , 4x z − 2y, x y 3 . 6. Q is bounded by 4x + 2y − z = 4 (z ≤ 0) and the coordinate planes, F = x 2 − y 2 z, x sin z, 4y 2 . 7. Q is the rectangular box 0 ≤ x ≤ 2, 1 ≤ y ≤ 2, −1 ≤ z ≤ 2, F = y 3 − 2x, e x z , 4z.  and z = 4, 8. Q is bounded by z = x 2 + y2 3 2 2 F = y , x + z , z + y .
 
 9. Q is bounded by F = x 3 , y 3 − z, x y 2 . 10. Q is bounded by F = x 3 , x 2 z 2 , 3y 2 z.
 
 z = x 2 + y2
 
 z=
 
 
 
 and
 
 x 2 + y2, z = 1
 
 and
 
 z = 4, z = 2,
 
 11. Q is bounded by x 2 + y 2 = 4, z = 1 and z = 8 − y, F = y 2 z, 2y − e z , sin x.  12. Q is bounded by z = − 4 − x 2 − y 2 and z = 0, F = x 3 , y 3 , z 3 .
 
 ............................................................ In exercises 13–16, compute available.
 
 
 
 F · n dS, using the easiest method
 
 ∂Q
 
 13. Q is the filled-in cube −1 ≤ x ≤ 1, −1 ≤ y ≤ 1, −1 ≤ z ≤ 1, (a) F = 4y 2 , 3z − cos x, z 3 − x √ 2 2 (b) F = (x 2 − 1)e x +y , 2(y 2 − 1)z, 4zx 3  14. Q is bounded by z = 4 − x 2 − y 2 , z = 1 and z = 0, (a) F = z 3 , x 2 y, y 2 z √ 2 2 2 (b) F = ze√ x +y +z , (x 2 + y 2 + z − 4)z sin y, 2 2 2 −2x ze x +y +z  15. Q is bounded by x 2 + y 2 = 1, z = 0 and z = 1, (a) F = x − y 3 , x 2 sin z, 3z √ (b) F = x − 1, y, (z 2 − z) e z + 1  16. Q is bounded by z = 1 − x 2 − y 2 and z = 0, (a) F = x 3 , y 3 , z 3  √ √ (b) F = 3x y 2 e x y , −3x 2 ye x y , z
 
 ............................................................ In exercises 17–28, find the outward flux of F over ∂Q.   17. Q is bounded by z = x 2 + y 2 and z = 2 − x 2 − y 2 , F = x 2 , z 2 − x, y 3 .
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 x 2 + y 2 and z =
 
  8 − x 2 − y2,
 
 x 2 + y 2 , x 2 + y 2 = 1 and z = 0,
 
 21. Q is bounded by x 2 + z 2 = 1, y = 0 2 2 F = x z 4 , ye x +z + 2yx 2 z 2 , zx 4 .
 
 and
 
 y = 1,
 
 22. Q is bounded by y 2 + z 2 = 4, x = 1 and x = 8 − y, F = x y, x y − ez , sin x. 23. Q is bounded by x = y2 + z2 2 2 F = (x − 4) sin (x − y − z ), y, z.
 
 and
 
 x = 4,
 
 24. Q is bounded√ by y = 4 − x 2 − z 2 and the xz-plane, F = z 2 x, y sin x 2 + z 2 , zx 2 . 25. Q is bounded by 3x + 2y + z = 6 and the coordinate planes, F = y 2 x, 4x 2 sin z, 3. 26. Q is bounded by x + 2y + 3z = 12 and the coordinate planes, 2 2 2 2 F = −2x ye x +y , x ye x +y , z. 27. Q is bounded by z = 1 − x 2 , z = −3, y = −2 and y = 2, F = e x , y 3 , x 3 y 2 . 28. Q is bounded by z = 1 − x 2 , z = 0, y = 0 and x + y = 4, F = y 3 , x 2 − z, z 2 .
 
 ............................................................ 29. (a) Find the outward flux of x, 0, 0 across the torus (c + a cos v) cos u, (c + a cos v) sin u, a sin v, c > a. (b) Use part (a) to find the volume of the torus. 30. (a) Find the outward flux of 0, 0, z across the boundary of the solid bounded by x 2 + y 2 − z 2 = 4, z = 0 and z = 2. (b) Use part (a) to find the volume of the solid. 31. Prove Green’s first identity in three dimensions:    f ∇ 2 g dV = f (∇g) · n dS − (∇ f · ∇g) dV. ∂Q
 
 Q
 
 (Hint: Use the Divergence Theorem applied to F = f ∇g.) 32. Prove Green’s second identity in three dimensions:   ( f ∇ 2 g − g∇ 2 f ) dV = ( f ∇g − g∇ f ) · n dS. Q
 
 ............................................................ Exercises 35–38 use Gauss’ Law ∇ · E 
 
 20. Q is bounded by z = x 2 + y 2 and z = 8 − x 2 − y 2 , F = 3y 2 , 4x 3 , 2z − x 2 .
 
 Q
 
 34. Show that for any inverse square field (see example 7.3), the divergence is undefined at the center but is 0 elsewhere.
 
 ∂Q
 
 E, charge density ρ and permittivity 0 .
 
 ρ for an electric field 0
 
 35. If S is a closed surface,  show that the total charge q enclosed by S satisfies q = 0 E · n dS. S
 
 36. Let E be the electric field for an infinite line charge on the x, y, 0 , for z-axis. Assume that E has the form E = cˆr = c 2 x + y2 some constant c and let the charge density ρ (with respect to length on the z-axis) be a constant. (a) If S is a portion of the cylinder x 2 + y 2 = 1 with height h, argue that q = ρh. (b) Use the results of exercise 35 and part (a) to find c in terms of ρ and 0 . 37. Let E be the electric field for an infinite plane of charge den  cz , for some sity ρ. Assume that E has the form E = 0, 0, |z| constant c > 0. (a) If S is a portion of the cylinder x 2 + y 2 = 1 with height h extending above and below the xy-plane, argue that q = 2πρ. (b) Use the technique of exercise 36 to determine the constant c. 
 
 q , where  0 S E is an electric field, q is the total charge enclosed by S and 0 is the permittivity constant. Use equation (7.1) to derive the ρ differential form of Gauss’ Law: ∇ · E = , where ρ is the 0 charge density.
 
 38. The integral form of Gauss’ Law is
 
 E · n dS =
 
 EXPLORATORY EXERCISE 1. In this exercise, we develop the continuity equation, one of the most important results in vector calculus. Suppose that a fluid has density ρ (a scalar function of space and time) and velocity v. Argue that the rate of change of the mass m of the contained in a region Q can be written as   fluid  dm ∂ρ = dV . Next, explain why the only way that the dt ∂t Q
 
 (Hint: Use Green’s first identity from exercise 31.)
 
 mass can change is for fluid to cross the boundary of Q (∂Q). dm (ρv) · n dS. In particular, explain why =− Argue that dt ∂Q
 
 APPLICATIONS 33. Coulomb’s law for an electrostatic field applied to a point r charge q at the origin gives us E(r) = q 3 , where r = r . r Let Q be bounded by the sphere x 2 + y 2 + z 2 = a 2 for some constant a > 0. Show that the outward flux of E over ∂Q equals 4πq. Discuss the fact that the flux does not depend on the value of a.
 
 the minus sign in front of the surface integral is needed. Use the Divergence Theorem to rewrite this expression as a triple integral over Q. Explain why the two triple integrals must be equal. Since the integration is taken over arbitrary solids Q, the integrands must be equal to each other. Conclude that the continuity equation holds: ∇ · (ρv) +
 
 ∂ρ = 0. ∂t
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 15.8 STOKES’ THEOREM Recall that, after introducing the curl in section 15.5, we observed that for a piecewise smooth, positively oriented, simple closed curve C in the xy-plane enclosing the region R, we could rewrite Green’s Theorem in the vector form   F · dr = (∇ × F) · k dA, (8.1)
 
 z n S
 
 C
 
 C y x
 
 FIGURE 15.52a Positive orientation z
 
 R
 
 where F(x, y) is a vector field of the form F(x, y) = M(x, y), N (x, y), 0. In this section, we generalize this result to the case of a vector field defined on a surface in three dimensions. Suppose that S is an oriented surface with unit normal vector n. If S is bounded by the simple closed curve C, we determine the orientation of C using a right-hand rule like the one used to determine the direction of a cross product of two vectors. Align the thumb of your right hand so that it points in the direction of one of the unit normals to S. Then if you curl your fingers, they will indicate the positive orientation on C, as indicated in Figure 15.52a. If the orientation of C is opposite that indicated by the curling of the fingers on your right hand, as shown in Figure 15.52b, we say that C has negative orientation. The vector form of Green’s Theorem in (8.1) generalizes as follows.
 
 n S
 
 THEOREM 8.1 (Stokes’ Theorem) C y
 
 x
 
 Suppose that S is an oriented, piecewise-smooth surface with unit normal vector n, bounded by the simple closed, piecewise-smooth boundary curve ∂S having positive orientation. Let F(x, y, z) be a vector field whose components have continuous first partial derivatives in some open region containing S. Then,   F(x, y, z) · dr = (∇ × F) · n dS. (8.2) ∂S
 
 FIGURE 15.52b
 
 S
 
 Negative orientation
 
 Notice right away that the vector form of Green’s Theorem (8.1) is a special case of (8.2), as follows. If S is simply a region in the xy-plane, then a unit normal to the surface at every point on S is the vector n = k. Further, dS = dA (i.e., the surface area of the plane region is simply the area) and (8.2) simplifies to (8.1). The proof of Stokes’ Theorem for the special case considered below hinges on Green’s Theorem and the chain rule. One important interpretation of Stokes’ Theorem arises in the case where F represents a force field. Note that in this case, the integral on the left side of (8.2) corresponds to the work done by the force field F as the point of application moves along the boundary of S. Likewise, the right side of (8.2) represents the net flux of the curl of F over the surface S. A general proof of Stokes’ Theorem can be found in more advanced texts. We prove it here only for a special case of the surface S.
 
 z
 
 S
 
 PROOF (Special Case)
 
 ∂S
 
 O
 
 y x
 
 R ∂R
 
 FIGURE 15.53 The surface S and its projection R onto the xy-plane
 
 We consider here the special case where S is a surface of the form S = {(x, y, z)|z = f (x, y), for (x, y) ∈ R}, where R is a region in the xy-plane with piecewise-smooth boundary ∂R, where f (x, y) has continuous first partial derivatives and for which ∂R is the projection of the boundary of the surface ∂S onto the xy-plane. (See Figure 15.53.)
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 Let F(x, y, z) = M(x, y, z), N (x, y, z), P(x, y, z). We then have    i j k    ∂ ∂ ∂   ∇ ×F =    ∂ x ∂ y ∂z    M N P       ∂P ∂N ∂M ∂P ∂N ∂M = − i+ − j+ − k. ∂y ∂z ∂z ∂x ∂x ∂y Note that a normal vector at any point on S is given by m = − f x (x, y), − f y (x, y), 1 and so, we orient S with the unit normal vector n= 
 
 HISTORICAL NOTES George Gabriel Stokes (1819–1903) English mathematician who published important results in the field of hydrodynamics. Many of Stokes’ results, including what are now known as the Navier-Stokes equations, were independently developed but duplicated previously published European results. (Due to the lasting bitterness over the Newton-Leibniz calculus dispute, the communication of results between Europe and England was minimal.) Stokes had a long list of publications, including a paper in which he named and explained fluorescence.
 
 − f x (x, y), − f y (x, y), 1 [ f x (x, y)]2 + [ f y (x, y)]2 + 1
 
 .
 
  Since dS = [ f x (x, y)]2 + [ f y (x, y)]2 + 1 dA, we now have  (∇ × F) · n dS S
 
         ∂P ∂N ∂P ∂M ∂M ∂N = − − fx − − fy + − dA. ∂y ∂z ∂z ∂x ∂x ∂y z= f (x,y) R
 
 Equation (8.2) is now equivalent to  M d x + N dy + P dz ∂S         ∂P ∂M ∂N ∂N ∂P ∂M − dA. (8.3) − fx − − fy + − = ∂y ∂z ∂z ∂x ∂x ∂y z= f (x,y) R
 
 We will now show that     ∂M ∂M M(x, y, z) d x = − dA. + fy ∂y ∂z ∂S z= f (x,y)
 
 (8.4)
 
 R
 
 Suppose that the boundary of R is described parametrically by ∂ R = {(x, y)|x = x(t), y = y(t), a ≤ t ≤ b}. Then, the boundary of S is described parametrically by ∂ S = {(x, y, z)|x = x(t), y = y(t), z = f (x(t), y(t)), a ≤ t ≤ b} and we have
 
 
 
  ∂S
 
 M(x, y, z) d x =
 
 b
 
 M(x(t), y(t), f (x(t), y(t))) x  (t) dt.
 
 a
 
 Now, notice that for m(x, y) = M(x, y, f (x, y)), this gives us   b  M(x, y, z) d x = m(x(t), y(t)) x  (t) dt = m(x, y) d x. ∂S
 
 From Green’s Theorem, we know that   ∂m dA. m(x, y) d x = − ∂y ∂R
 
 (8.6)
 
 R
 
 However, from the chain rule, ∂ ∂m = M(x, y, f (x, y)) = ∂y ∂y
 
 (8.5)
 
 ∂R
 
 a
 
 
 
 ∂M ∂M + fy ∂y ∂z
 
  . z= f (x,y)
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 Putting this together with (8.5) and (8.6) gives us 
 
  ∂S
 
 M(x, y, z) d x = − R
 
 ∂m dA = − ∂y
 
   R
 
 ∂M ∂M + fy ∂y ∂z
 
  dA, z= f (x,y)
 
 which is (8.4). Similarly, you can show that  
 
  N (x, y, z) dy =
 
 ∂S
 
 R
 
  
 
  and ∂S
 
 P(x, y, z) dz = R
 
 ∂N ∂N + fx ∂x ∂z
 
  dA
 
 (8.7)
 
 z= f (x,y)
 
 ∂P ∂P fy − fx ∂x ∂y
 
  dA.
 
 (8.8)
 
 z= f (x,y)
 
 Putting together (8.4), (8.7) and (8.8) now gives us (8.3), which proves Stokes’ Theorem for this special case of the surface.
 
 EXAMPLE 8.1 
 
 Using Stokes’ Theorem to Evaluate a Line Integral
 
 Evaluate C F · dr, for F(x, y, z) = −y, x 2 , z 3 , where C is the intersection of the circular cylinder x 2 + y 2 = 4 and the plane x + z = 3, oriented so that it is traversed counterclockwise when viewed from high up on the positive z-axis. z
 
 y
 
 C
 
 x
 
 FIGURE 15.54 Intersection of the plane and the cylinder producing the curve C
 
 Solution First, notice that C is an ellipse, as indicated in Figure 15.54. Unfortunately, C is rather difficult to parameterize, which makes the direct evaluation of the line integral somewhat challenging. Instead, we can use Stokes’ Theorem to evaluate the integral. First, we calculate the curl of F:    i j k     ∂ ∂   ∂ ∇ ×F=  = (2x + 1) k.  ∂ x ∂ y ∂z    −y x 2 z 3  Notice that on the surface S, consisting of the portion of the plane x + z = 3 enclosed by C, we have the unit normal vector 1 n = √ 1, 0, 1. 2 From Stokes’ Theorem, we now have    √ 1 F · dr = (∇ × F) · n dS = √ (2x + 1) 2 dA , 2 C  
 
 dS 
 
 S R (∇ × F) · n
 
 where R is the disk of radius 2, centered at the origin (i.e., the projection of S onto the xy-plane). Introducing polar coordinates, we have   2π  2  F · dr = (2x + 1) dA = (2r cos θ + 1) r dr dθ C
 
 R
 
  =
 
 0 2π 
 
 0
 
 2
 
 0
 
 (2r 2 cos θ + r ) dr dθ
 
 0
 
  r3 r 2 r =2 2 cos θ + dθ = 3 2 r =0 0   2π  16 cos θ + 2 dθ = 4π, = 3 0 
 
 2π
 
 
 
 where we have left the final details of the calculation to the reader. „
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 z
 
 EXAMPLE 8.2 4
 
 Evaluate
 
 n
 
 S
 
 Using Stokes’ Theorem to Evaluate a Surface Integral
 
 (∇ × F) · n dS, where F(x, y, z) = e z , 4z − y, 8x sin y and where S is the 2
 
 portion of the paraboloid z = 4 − x 2 − y 2 above the xy-plane, oriented so that the unit normal vectors point to the outside of the paraboloid, as indicated in Figure 15.55.
 
 y
 
 2 2
 
 x
 
 
 
 Solution Notice that the boundary curve is simply the circle x 2 + y 2 = 4 lying in the xy-plane. By Stokes’ Theorem, we then have   (∇ × F) · n dS = F(x, y, z) · dr ∂S
 
 S
 
  =
 
 FIGURE 15.55 z = 4 − x 2 − y2
 
 e z d x + (4z − y) dy + 8x sin y dz. 2
 
 ∂S
 
 Now, we can parameterize ∂S by x = 2 cos t, y = 2 sin t, z = 0, 0 ≤ t ≤ 2π. This says that on ∂S, we have d x = −2 sin t, dy = 2 cos t and dz = 0. In view of this, we have   2 (∇ × F) · n dS = e z d x + (4z − y) dy + 8x sin y dz ∂S
 
 S
 
  =
 
 z
 
 2π
 
 {e0 (−2 sin t) + [4(0) − 2 sin t](2 cos t)} dt = 0,
 
 0
 
 where we leave the (straightforward) details of the calculation to you. „ n
 
 In example 8.3, we consider the same surface integral as in example 8.2, but over a different surface. Although the surfaces are different, they have the same boundary curve, so that they must have the same value. 2 2
 
 y
 
 EXAMPLE 8.3
 
 x
 
 z=
 
  4 − x 2 − y2
 
 Using Stokes’ Theorem to Evaluate a Surface Integral
 
 (∇ × F) · n dS, where F(x, y, z) = e z , 4z − y, 8x sin y and where S is the S  hemisphere z = 4 − x 2 − y 2 , oriented so that the unit normal vectors point to the outside of the hemisphere, as indicated in Figure 15.56.
 
 Evaluate FIGURE 15.56
 
 
 
 2
 
 Solution Notice that although this is not the same surface as in example 8.2, the two surfaces have the same boundary curve, the circle x 2 + y 2 = 4 lying in the xy-plane, and the same orientation. Just as in example 8.2, we then have  (∇ × F) · n dS = 0. „
 
 S
 
 C
 
 dr dt
 
 F
 
 FIGURE 15.57 The surface S in a fluid flow
 
 Much as we used the Divergence Theorem in section 15.7 to give an interpretation of the meaning of the divergence of a vector field, we can use Stokes’ Theorem to give some meaning to the curl of a vector field. Suppose once again that F(x, y, z) represents the velocity field for a fluid in motion and let C be an oriented closed curve in the domain of F, traced out by the endpoint of the vector-valued function r(t) for a ≤ t ≤ b. Notice dr that the closer the direction of F is to the direction of , the larger its component is in the dt dr . (See Figure 15.57.) In other words, the closer the direction of F is to the direction of dt dr dr dr will be. Now, recall that points in the direction of the direction of , the larger F · dt dt dt unit tangent vector along C. Then, since  C
 
  F · dr =
 
 a
 
 b
 
 F·
 
 dr dt, dt
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 a (x0, y0, z0)
 
 Ca
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 dr along C, the larger it follows that the closer the direction of F is to the direction of dt   C F · dr will be. This says that C F · dr measures the tendency of the fluid to flow around or circulate around C. For this reason, we refer to C F · dr as the circulation of F around C. For any point (x0 , y0 , z 0 ) in the fluid flow, let Sa be a disk of radius a centered at (x0 , y0 , z 0 ), with unit normal vector n, as indicated in Figure 15.58 and let Ca be the (positively oriented) boundary of Sa . Then, by Stokes’ Theorem, we have   F · dr = (∇ × F) · n dS. (8.9) Ca
 
 Sa
 
 The disk Sa
 
 Notice that the average value of a function f on the surface Sa is given by  1 f ave = f (x, y, z) dS. πa 2 Sa
 
 Further, if f is continuous on Sa , there must be some point Pa on Sa at which f equals its average value, that is, where  1 f (x, y, z) dS. f (Pa ) = πa 2 Sa
 
 TODAY IN MATHEMATICS Cathleen Synge Morawetz (1923– ) A Canadian mathematician whose work on transonic flows greatly influenced the design of air foils. With similar methods, she made fundamental contributions to a variety of physically important questions about wave propagation. Her mother was a mathematics teacher for a few years and her father, John Lighton Synge, was Ireland’s most distinguished mathematician of the twentieth century. However, her mathematics career was almost derailed by World War II and a culture in which she felt that, “It really was considered very bad form for a woman to be overly ambitious.” Fortunately, she overcame both social and mathematical obstacles with a work ethic that would not let a problem go until it was solved. She has served as Director of the Courant Institute and President of the American Mathematical Society, and is a winner of the United States’ National Medal of Science.
 
 In particular, if the velocity field F has continuous first partial derivatives throughout Sa , then it follows from equation (8.9) that for some point Pa on Sa ,   1 1 (∇ × F)(Pa ) · n = (∇ × F) · n dS = F · dr. (8.10) πa 2 πa 2 Ca Sa
 
 Notice that the expression on the far right of (8.10) corresponds to the circulation of F around Ca per unit area. Taking the limit as a → 0, we have by the continuity of curl F that  1 F · dr. (8.11) (∇ × F)(x0 , y0 , z 0 ) · n = lim a→0 πa 2 C a Read equation (8.11) very carefully. Notice that it says that at any given point, the component of curl F in the direction of n is the limiting value of the circulation per unit area around circles of radius a centered at that point (and normal to n), as the radius a tends to zero. In this sense, (∇ × F) · n measures the tendency of the fluid to rotate about an axis aligned with the vector n. You can visualize this by thinking of a small paddle wheel with axis parallel to n, which is immersed in the fluid flow. (See Figure 15.59.) Notice that the circulation per unit area is greatest (so that the paddle wheel moves fastest) when n points in the direction of ∇ × F. n
 
 FIGURE 15.59 Paddle wheel
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 If ∇ × F = 0 at every point in a fluid flow, we say that the flow is irrotational, since the circulation about every point is zero. In particular, notice that if the velocity field F is a constant vector throughout the fluid flow, then curl F = ∇ × F = 0, everywhere in the fluid flow and so, the flow is irrotational. Physically, this says that there are no eddies in such a flow. Notice, too, that by Stokes’ Theorem, if curl F = 0 at every point in some open region D, then we must have that for every simple closed curve C that is the boundary of an oriented surface contained in D,  F · dr = 0. C
 
 In other words, the circulation is zero around every such curve C lying in the region D. It turns out that by suitably restricting the type of regions D ⊂ R3 we consider, we can show that the circulation is zero around every simple closed curve contained in D. (The converse  of this is also true. That is, if C F · dr = 0, for every simple closed curve C contained in the region D, then we must have that curl F = 0 at every point in D.) To obtain this result, we consider regions in space that are simply-connected. Recall that in the plane a region is said to be simply-connected whenever every closed curve contained in the region encloses only points in the region (that is, the region contains no holes). In three dimensions, the situation is slightly more complicated. A region D in R3 is called simply-connected whenever every simple closed curve C lying in D can be continuously shrunk to a point without crossing the boundary of D. For instance, notice that the interior of a sphere or a rectangular box is simply-connected, but a solid with a hole drilled through it is not simply-connected. Be careful not to confuse connected with simply-connected. Recall that a connected region is one where every two points contained in the region can be connected with a path that is completely contained in the region. We illustrate connected and simply-connected two-dimensional regions in Figures 15.60a to 15.60c. We can now state the complete theorem.
 
 FIGURE 15.60a
 
 FIGURE 15.60b
 
 FIGURE 15.60c
 
 Connected and simply-connected
 
 Connected but not simply-connected
 
 Simply-connected but not connected
 
 THEOREM 8.2 Suppose that F(x, y, z) is a vector field whose components have continuous first partial derivatives throughout the simply-connected open region D ⊂ R3 . Then, curl F = 0 in D if and only if C F · dr = 0, for every simple closed curve C contained in the region D.
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 PROOF (Necessity) ∇  F(x 0, y0, z 0)
 
 (x 0, y0, z 0) a Sa
 
 FIGURE 15.61 The disk Sa
 
 We have already suggested  that when curl F = 0 in an open, simply-connected region D, it can be shown that C F · dr = 0, for every simple closed curve C contained in the region  D (although the proof is beyond the level of this text). Conversely, suppose now that C F · dr = 0 for every simple closed curve C contained in the region D and assume that curl F = 0 at some point (x0 , y0 , z 0 ) ∈ D. Since the components of F have continuous first partial derivatives, curl F must be continuous in D and so, there must be a sphere of radius a0 > 0, contained in D and centered at (x0 , y0 , z 0 ), throughout whose interior S, curl F = 0 and curl F (x, y, z) · curl F(x0 , y0 , z 0 ) > 0. (Note that this is possible since curl F is continuous and curl F (x 0 , y0 , z 0 ) · curl F(x0 , y0 , z 0 ) > 0.) Let Sa be the disk of radius a < a0 centered at (x0 , y0 , z 0 ) and oriented by the unit normal vector n having the same direction as curl F (x0 , y0 , z 0 ). Notice that since a < a0 , Sa will be completely contained in S as illustrated in Figure 15.61. If Ca is the boundary of Sa , then we have by Stokes’ Theorem that   F · dr = (∇ × F) · n dS > 0, Ca
 
 Sa
 
 since n was chosen to be parallel to ∇ × F(x0 , y0 , z 0 ). This contradicts the assumption that  F · dr = 0, for every simple closed curve C contained in the region D. It now follows C that curl F = 0 throughout D. Recall thatwe had observed earlier that a vector field is conservative in a given region if and only if C F · dr = 0, for every simple closed curve C contained in the region. Theorem 8.2 has then established the following results.
 
 THEOREM 8.3 Suppose that F(x, y, z) has continuous first partial derivatives in a simply-connected open region D. Then, the following statements are equivalent. (i) F  is conservative in D. That is, for some scalar function f (x, y, z), F = ∇ f ; (ii) C F · dr is independent of path in D; (iii) F  is irrotational (i.e., curl F = 0) in D; and (iv) C F · dr = 0, for every simple closed curve C contained in D.
 
 We close this section with a simple application of Stokes’ Theorem.
 
 EXAMPLE 8.4
 
 Finding the Flux of a Magnetic Field
 
 Use Stokes’ Theorem and Maxwell’s equation ∇ · B = 0 to show that the flux of a magnetic field B across a surface S satisfying the hypotheses of Stokes’ Theorem equals the circulation of A around ∂S, where B = ∇ × A.  Solution The flux of B across S is given by B · n dS. Since ∇ · B = 0, it follows S
 
 from exercise 72 in section 15.5 that there exists  a vector field A such that B = ∇ × A. We can now rewrite the flux of B across S as (∇ × A) · n dS. Applying Stokes’ S
 
 Theorem gives us
 
 
 
  B · n dS =
 
 S
 
  (∇ × A) · n dS =
 
 S
 
 ∂S
 
 A · dr.
 
 You should recognize the line integral on the right side as the circulation of A around ∂S, as desired. „
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 EXERCISES 15.8 WRITING EXERCISES 1. Describe circumstances (e.g., example 8.1) in which the surface integral of Stokes’ Theorem will be simpler than the line integral. 2. Describe circumstances (e.g., example 8.2) in which the line integral of Stokes’ Theorem will be simpler than the surface integral. 3. The surfaces in example 8.2 and 8.3 have the same boundary curve C. Explain why all surfaces above the xy-plane with the boundary C will share the same value of  (∇ × F ) · n dS. S
 
  11. S is the portion of the cone z = x 2 + y 2 below the sphere 2 2 2 x + y + z = 2, n downward,   2 2 2 2 F = x 2 + y 2 , ze x +y , e x +z . 12. S is the portion of the unit cube 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1 with z < 1, n downward, F = x yz, 4x 2 y 3 − z, 8 cos x z 2 .
 
 ............................................................ In exercises 13–20, use Stokes’ Theorem to evaluate
 
  C
 
 F · dr.
 
 13. C is the boundary of the portion of the paraboloid y = 4 − x 2 − z 2 with y > 0, n to the right, F = x 2 z, 3 cos y, 4z 3 .
 
 What would change if the surface were below the xy-plane?
 
 14. C is the boundary of the portion of the paraboloid x = y 2 + z 2 with x ≤ 4, n to the back, F = yz, y − 4, 2x y.
 
 4. Explain why part (iv) of Theorem 8.3 follows immediately from part (ii). Explain why parts (ii) and (iii) follow immediately from part (i).
 
 15. C is the boundary of the portion of x 2 − y 2 above  z =4−  the 2 x x y-plane, oriented upward, F = x e − y, y 2 + 1, z 3 . 16. C is the triangle from (0, 1, 0) to (0, 0, 4) to (2, 0, 0), F = x 2 + 2x y 3 z, 3x 2 y 2 z − y, x 2 y 3 .
 
 In exercises 1–4, verify Stokes’ Theorem by computing both integrals. 1. S is the portion of z = 4 − x 2 − y 2 above the xy-plane, F = zx, 2y, z 3 . 2. S is the portion of z = 1 − x − y above the xy-plane, F = x 2 z, x y, x z 2 .  3. S is the portion of z = 4 − x 2 − y 2 above the xy-plane, 2 2 F = 2x − y, yz , y z.  4. S is the portion of z = 1 − x 2 − y 2 above the xy-plane, F = 2x, z 2 − x, x z 2 . 2
 
 2
 
 17. C is the intersection of z =x 2 + y 2 and z = 8 − y, oriented  2 clockwise from above, F = 2x 2 , 4y 2 , e8z . 18. C is the intersection of x 2 + y 2 = 1 and z = x − y, oriented clockwise from above, F = cos x 2 , sin y 2 , tan z 2 . 19. C is the intersection of z = 4 − x 2 − y 2 and x 2 + z 2 = 1 with  y > 0, oriented clockwise as viewed from the right,  F = x 2 + 3y, cos y 2 , z 3 .
 
 ............................................................
 
 20. C is the intersection of z = x 2 + y 2 − 4 and z = y − 1, oriented clockwise as viewed from above, F = sin x 2 , y 3 , z ln z − x.
 
 In  exercises 5–12, use Stokes’ Theorem to compute (∇ × F ) · n dS.
 
 In exercises 21–24, compute
 
 S
 
 5. S is the portion of the tetrahedron bounded by x + y + 2z = 2 and the coordinate planes with z > 0, n upward, F = zy 4 − y 2 , y − x 3 , z 2 . 6. S is the portion of the tetrahedron bounded by x + y + 4z = 8 and the coordinate planes with z > 0, n upward, F = y 2 , y + 2x, z 2 . 2 2 the x y-plane with n 7. S is the portion  of z = 12 − x − y above  upward, F = zx 2 , ze x y − x, x ln y 2 .  8. S is the portion of z = 4 − x 2 − y 2 above the x y-plane with  2 x y2 2 n upward, F = zx , ze − x, x ln y .
 
 9. S is the portion of the tetrahedron in exercise 5 with y > 0, n to the right, F = zy 4 − y 2 , y − x 3 , z 2 . 10. S is the portion of y = x 2 + z 2 with y ≤ 2, n to the left, 2 F = x y, 4xe z , yz + 1 .
 
 ............................................................
 
 whichever is easier.
 
 
 
 (∇ × F ) · n dS or
 
 
 
 S
 
 C
 
 F · dr,
 
  21. S is the portion of the cone z = x 2 + y 2 inside the cylinder x 2 + y 2 = 2, n downward.   (a) F = zx, x 2 + y 2 , z 2 − y 2 (b) F = xe x − x y, 3y 2 , sin z − x y
 
 22. S is the portion of the cube 0 ≤ x ≤ 2, 0 ≤ y ≤ 2, 0 ≤ z ≤ 2 with y < 2, n downward at bottom.   (a) F = x 2 , y 3 + x, 3y 2 cos z √ 2 2 (b) F = z 2 e y−2 , e x +z , z(y − 2) 23. S is the boundary of the solid bounded by the hyperboloid x 2 + y 2 − z 2 = 4, z = 0 and z = 2 with z < 2, n downward at bottom.    2 (a) F = 2y − x cos x, y 2 + 1, e−z  (b) F = z 2 y, x − z, x 2 + y 2 
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 24. S is the boundary of the solid bounded by x + 2y + z = 4, x 2 + y 2 = 1 and z = 0 and inside x 2 + y 2 = 1, n downward at bottom.  2  (a) F = e x − y, 4y 3 , 3z 2 + 5 (b) F = x 2 y, y 2 x, x y − x
 
 ............................................................ 
 
 25. Show that C ( f ∇ f ) · dr = 0 for any simple closed curve C and differentiable function f .  26. Show that C ( f ∇g + g∇ f ) · dr = 0 for any simple closed curve C and differentiable functions f and g. 27. Let F(x, y) = M(x, y), N (x, y) be a vector field whose components M and N have continuous first partial derivatives in  all of R2 . Show that ∇ · F = 0 if and only if C F · n ds = 0 for all simple closed curves C. (Hint: Use a vector form of Green’s Theorem.) 28. Under the assumptions of exercise 27, show that  F · n ds is path-independent in R3 if and only if C  F · n ds = 0 for all simple closed curves C. C 29. Under the assumptions of exercise 27, show that ∇ · F = 0 if and only if F has a stream function g, i.e., a function g such that M = g y and N = −gx . 30. Combine the results of exercises 27–29 to state a two-variable theorem analogous to Theorem 8.3. 31. If S1 and S2 are surfaces that satisfy the hypotheses of Stokes’ Theorem and that share the same boundary curve, under what circumstances can you conclude that   (∇ × F) · n dS = (∇ × F) · n dS? S1
 
 S2
 
 ..
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 32. Give an example where the two surface integrals of exercise 31 are not equal. 33. Use Stokes’ Theorem to verify that   ( f ∇g) · dr = (∇ f × ∇g) · n dS, C
 
 S
 
 where C is the positively oriented boundary of the oriented surface S.  34. Use Stokes’ Theorem to verify that ( f ∇g + g∇ f ) · dr = 0, C
 
 where C is the positively oriented boundary of some oriented surface S.
 
 EXPLORATORY EXERCISES 1. The circulation of a vector field F around the curve C is de fined by C F · dr. Show that the curl ∇ × F(0, 0, 0) is in the same direction as the normal to the plane in which the circulation per unit area around the origin is a maximum as the area around the origin goes to 0. Relate this to the interpretation of the curl given in section 15.5. 2. The Fundamental Theorem of Calculus can be viewed as relating the values of the function on the boundary of a region (interval) to the sum of the derivative values of the function within the region. Explain what this statement means and then explain why the same statement can be applied to Theorem 3.2, Green’s Theorem, the Divergence Theorem and Stokes’ Theorem. In each case, carefully state what the “region” is, what its boundary is and what type derivative is involved.
 
 15.9 APPLICATIONS OF VECTOR CALCULUS Through sections 15.1 to 15.8, we have developed a powerful set of tools for analyzing vector quantities. You can now compute flux integrals and line integrals for work and circulation, and you have the Divergence Theorem and Stokes’ Theorem to relate these quantities to one another. To this point in the text, we have emphasized the conceptual and computational aspects of vector analysis. In this section, we present a small selection of applications from fluid mechanics and electricity and magnetism. As you work through the examples in this section, notice that we are using vector calculus to derive general results that can be applied to any specific vector field that you may run across in an application. Our first example is similar to example 7.4, which concerns magnetic fields. Here, we also apply Stokes’ Theorem to derive a second result.
 
 EXAMPLE 9.1
 
 Finding the Flux of a Velocity Field
 
 Suppose that the velocity field v of a fluid has a vector potential w, that is, v = ∇ × w. Show that v is incompressible and that the flux of v across any closed surface is 0. Also, show that if a closed surface S is partitioned into surfaces S1 and S2 (that is, S = S1 ∪ S2 and S1 ∩ S2 = ∅), then the flux of v across S1 is the additive inverse of the flux of v across S2 . Solution To show that v is incompressible, note that ∇ · v = ∇ · (∇ × w) = 0, since the divergence of the curl of any vector field is zero. Next, suppose that the closed
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 surface S is the boundary of the solid Q. Then from the Divergence Theorem, we have    v · n dS = ∇ · v dV = 0 dV = 0. S
 
 Q
 
 Q
 
 Finally, since S = S1 ∪ S2 and S1 ∩ S2 = ∅, we have    v · n dS + v · n dS = v · n dS = 0, S1
 
 S2
 
 
 
 S
 
  v · n dS = −
 
 so that S1
 
 v · n dS. „
 
 S2
 
 The general result shown in example 9.1 also has practical implications for computing integrals. One use of this result is given in example 9.2.
 
 EXAMPLE 9.2
 
 Computing a Surface Integral Using the Complement of the Surface
 
 Find the flux of the vector field ∇ × F across S, where 2 F = e x − 2x y, sin y 2 , 3yz − 2x and S is the portion of the cube 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1 above the xy-plane.  Solution We have several options for computing (∇ × F) · n dS. Notice that the S
 
 surface S consists of five faces of the cube, so five separate surface integrals would be required to compute it directly. We could use Stokes’ Theorem and rewrite it as  F · dr, where C is the square boundary of the open face of S. However, this would C require four line integrals involving a complicated vector field F. Example 9.1 gives us a third option: the flux over the entire cube is zero, so that the flux over S is the additive inverse of the flux over the missing side of the cube. Notice that the (outward) normal vector for this side is n = −k, and the curl of F is given by     i j k     ∂ ∂ ∂   ∇ ×F =   ∂x ∂y ∂z     x2  e − 2x y sin y 2 3yz − 2x  = i(3z − 0) − j(−2 − 0) + k(0 + 2x) = 3zi + 2j + 2xk. So, (∇ × F) · n = (3zi + 2j + 2xk) · (−k) = −2x and dS = dA. Taking S2 as the bottom face of the cube, we now have that the flux is given by    1 1  (∇ × F) · n dS = − (∇ × F) · n dS = − −2x dA = 2x d x dy = 1. „
 
 S
 
 S2
 
 R
 
 0
 
 0
 
 One very important use of the Divergence Theorem and Stokes’ Theorem is in deriving certain fundamental equations in physics and engineering. The technique we use here to derive the heat equation is typical of the use of these theorems. In this technique, we start with two different descriptions of the same quantity and use the vector calculus to draw conclusions about the functions involved. For the heat equation, we analyze the amount of heat per unit time  leaving a solid Q. Recall from example 6.7 that the net heat flow out of Q is given by (−k∇T ) · n dS, S
 
 where S is a closed surface bounding Q, T is the temperature function, n is the outward unit normal and k is a constant (called the heat conductivity). Alternatively, physics tells us
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch15
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 January 6, 2011
 
 LT (Late Transcendental)
 
 10:53
 
 15-87
 
 ..
 
 SECTION 15.9
 
 that the total heat within Q equals
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 ρσ T dV , where ρ is the (constant) density and σ is
 
 the specific solid. From this, it follows that the heat flow out of Q is given by    heat of the  d − ρσ T dV . Notice that the negative sign is needed to give us the heat flow out of dt Q
 
 the region Q. If the temperature function T has a continuous partial derivative  with  respect to ∂T t, we can bring the derivative inside the integral and write this as − dV. ρσ ∂t Equating these two expressions for the heat flow out of Q, we have   ∂T (−k∇T ) · n dS = − ρσ dV. ∂t S
 
 EXAMPLE 9.3
 
 Q
 
 (9.1)
 
 Q
 
 Deriving the Heat Equation
 
 Use the Divergence Theorem and equation (9.1) to derive the heat equation ∂T k = α 2 ∇ 2 T , where α 2 = and ∇ 2 T = ∇ · (∇T ) is the Laplacian of T. ∂t ρσ Solution Applying the Divergence Theorem to the left-hand side of equation (9.1), we have   ∂T ∇ · (−k∇T ) dV = − ρσ dV. ∂t Q
 
 Q
 
 Combining the preceding two integrals, we get   ∂T dV −k∇ · (∇T ) dV + ρσ 0= ∂t Q Q    ∂ T = −k∇ 2 T + ρσ dV. ∂t
 
 (9.2)
 
 Q
 
 Observe that the only way for the integral in (9.2) to be zero for every solid Q is for the integrand to be zero. (Think about this carefully; you can let Q be a small sphere around any point you like.) That is, 0 = −k∇ 2 T + ρσ
 
 ∂T ∂t
 
 ∂T = k∇ 2 T. ∂t Finally, dividing both sides by ρσ gives us ρσ
 
 or
 
 ∂T k 2 = ∇ T = α 2 ∇ 2 T, ∂t ρσ as desired. „ We next derive a fundamental result in the study of fluid dynamics, diffusion theory and electricity and magnetism. We consider a fluid that has density function ρ (in general, ρ is a scalar function of space and time). We also assume that the fluid has velocity field v and that there are no sources or sinks. Since the total mass of fluid contained in a given region Q is given by the triple integral m = ρ(x, y, z, t) dV , the rate of change of the Q mass is given by ⎡ ⎤   dm d ⎣ ⎦ = ρ(x, y, z, t) dV = dt dt Q
 
 Q
 
 ∂ρ (x, y, z, t) dV, ∂t
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 assuming that the density function has a continuous partial derivative with respect to t, so that we can bring the derivative inside the integral. Now, look at the same problem in a different way. In the absence of sources or sinks, the only way for the mass inside Q to change is for fluid to cross the boundary ∂Q. That is, the rate of change of mass is the additive inverse of the flux of the velocity field across the boundary of Q. (You will be asked in the exercises to explain the negative sign. Think about why it needs to be there!) So, we also have  dm (ρv) · n dS. (9.4) =− dt ∂Q
 
 Given these alternative representations of the rate of change of mass, we derive the continuity equation in example 9.4.
 
 EXAMPLE 9.4
 
 Deriving the Continuity Equation
 
 Use the Divergence Theorem and equations (9.3) and (9.4) to derive the continuity ∂ρ equation: ∇ · (ρv) + = 0. ∂t Solution We start with equal expressions for the rate of change of mass in a generic solid Q, given in (9.3) and (9.4). We have   ∂ρ (ρv) · n dS. (x, y, z, t) dV = − ∂t ∂Q
 
 Q
 
 Applying the Divergence Theorem to the right-hand side gives us   ∂ρ ∇ · (ρv) dV. (x, y, z, t) dV = − ∂t Q
 
 Q
 
 Combining the two integrals, we have   ∇ · (ρv) dV + 0= Q
 
 Q
 
   =
 
 
 
 ∇ · (ρv) + Q
 
 ∂ρ (x, y, z, t) dV ∂t
 
 ∂ρ dV. ∂t
 
 Since this equation must hold for all solids Q, the integrand must be zero. That is, ∇ · (ρv) +
 
 ∂ρ = 0, ∂t
 
 which is the continuity equation, as desired. „ Bernoulli’s Theorem is often used to explain the lift force of a curved airplane wing. This result relates the speed and pressure in a steady fluid flow. (Here, steady means that the fluid’s velocity, pressure etc., do not change with time.) The starting point for our derivation is Euler’s equation for steady flow. In this case, a fluid moves with velocity u and vorticity w through a medium with density ρ and the speed is given by u = u . We consider the case where there is an external force, such as gravity, with a potential function φ and where the fluid pressure is given by the scalar function p. Since the flow is steady, all quantities are functions of position (x, y, z), but not time. In this case, Euler’s equation states that 1 1 w × u + ∇u 2 = − ∇p − ∇φ. 2 ρ
 
 (9.5)
 
 Bernoulli’s Theorem then says that 12 u 2 + φ + ρp is constant along flow lines. A more precise formula is given in the derivation in example 9.5.
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 Deriving Bernoulli’s Theorem
 
 Use Euler’s equation (9.5) to derive Bernoulli’s Theorem. Solution Recall that the flow lines are tangent to the velocity field. So, to compute the component of a vector function along a flow line, you start by finding the dot product of the function with velocity. In this case, we take Euler’s equation and find the dot product of each term with u. We get     1 2 1 u · (w × u) + u · ∇u = −u · ∇ p − u · ∇φ 2 ρ  or
 
 u · (w × u) + u ·
 
  1 2 1 ∇u + u · (∇φ) + u · ∇ p = 0. 2 ρ
 
 Notice that u · (w × u) = 0, since the cross product w × u is perpendicular to u. All three remaining terms are gradients, so factoring out the scalar functions involved, we have   1 2 p u·∇ u +φ+ = 0. 2 ρ   This says that the component of ∇ 12 u 2 + φ + ρp along u is zero. So, the directional
 
 derivative of 12 u 2 + φ + ρp is zero in the direction of the tangent to the flow lines. This gives us Bernoulli’s Theorem, that 12 u 2 + φ + ρp is constant along flow lines. „
 
 FIGURE 15.62 Cross section of a wing
 
 Consider now what Bernoulli’s Theorem means in the case of steady airflow around an airplane wing. Since the wing is curved on top (as in Figure 15.62), the air flowing across the top must have a greater speed. From Bernoulli’s Theorem, the quantity 12 u 2 + φ + ρp is constant along flow lines, so an increase in speed must be compensated for by a decrease in pressure. Due to the lower pressure on top, the wing experiences a lift force. Of course, airflow around an airplane wing is more complicated than this. The interaction of the air with the wing itself (the boundary layer) is quite complicated and determines many of the flight characteristics of a wing. Still, Bernoulli’s Theorem gives us some insight into why a curved wing produces a lift force. Maxwell’s equations are a set of four equations relating the fundamental vector fields of electricity and magnetism. From these equations, you can derive many more important relationships. Taken together, Maxwell’s equations give a concise statement of the fundamentals of electricity and magnetism. The equations can be written in different ways, depending on whether the integral or differential form is given and whether magnetic or polarizable media are included. Also, you may find that different texts refer to these equations by different names. Listed below are Maxwell’s equations in differential form in the absence of magnetic or polarizable media.
 
 MAXWELL’S EQUATIONS ρ (Gauss’ Law for electricity) 0 ∇ ·B = 0 (Gauss’ Law for magnetism) ∂B ∇ ×E = − (Faraday’s Law of induction) ∂t 1 ∂E 1 (Ampere’s Law) J+ 2 ∇ ×B = 0 c 2 c ∂t ∇ ·E =
 
 In these equations, E represents an electrostatic field, B is the corresponding magnetic field, 0 is the permittivity, ρ is the charge density, c is the speed of light and J is the current
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 density. In example 9.6, we derive a simplified version of the differential form of Ampere’s law. The hypothesis in this case is a common form for Ampere’s law: the line integral of a magnetic field around a closed path is proportional to the current enclosed by the path. z
 
 EXAMPLE 9.6 S
 
 C y x
 
 Deriving Ampere’s Law
 
 In  the case where E is constant and I represents current, use the relationship 1 1 B · dr = I to derive Ampere’s law: ∇ × B = J. 2 2  c  0 0c C Solution Let S be any capping surface for C, that is, any positively oriented two-sided surface bounded by C. (See  Figure 15.63.) The enclosed current I is then related to the current density by I = J · n dS. By Stokes’ Theorem, we can rewrite the line integral S
 
 of B as
 
 
 
 FIGURE 15.63 Positive orientation
 
  B · dr =
 
 C
 
 (∇ × B) · n dS. S
 
 Equating the two expressions, we now have   1 (∇ × B) · n dS = J · n dS, 0 c 2 S
 
 from which it follows that
 
 S
 
   ∇ ×B− S
 
  1 J · n dS = 0. 0 c2
 
 Since this holds for all capping surfaces S, it must be that ∇ × B − ∇ ×B=
 
 1 J, as desired. 0 c 2 „
 
 1 J = 0 or 0 c 2
 
 In our final example, we illustrate one of the uses of Faraday’s law. In an AC generator, the turning of a coil in a magnetic field  produces a voltage. In terms of the electric field E, the voltage generated is given by C E · dr, where C is a closed curve.  As we see in example 9.7, Faraday’s law relates this to the magnetic flux function φ = B · n dS. S
 
 Sinusoidal voltage output
 
 The mechanical energy input to a generator turns the coil in the magnetic field.
 
 A voltage proportional to the rate of change of the area facing the magnetic field is generated in the coil. This is an example of Faraday's law.
 
 EXAMPLE 9.7
 
 Using Faraday’s Law to Analyze the Output of a Generator
 
 An AC generator produces a voltage of 120 sin (120πt) volts. Determine the magnetic flux φ. Solution The voltage is given by  E · dr = 120 sin (120πt). C
 
 Applying Stokes’ Theorem to the left-hand side, we have   (∇ × E) · n dS = E · dr = 120 sin (120πt). C
 
 S
 
 Applying Faraday’s law to the left-hand side, we have     ∂B · n dS = − (∇ × E) · n dS = 120 sin (120πt). ∂t S
 
 S
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 Assuming that the integrand is continuous and we can bring the derivative outside, we get  d (B · n) dS = 120 sin (120πt). − dt S
 
 Writing this in terms of the magnetic flux φ, we have d φ = 120 sin (120πt) dt φ  (t) = −120 sin (120πt). −
 
 or Integrating this gives us
 
 φ(t) =
 
 1 cos (120π t) + c, π
 
 for some constant c. „
 
 EXERCISES 15.9 WRITING EXERCISES 1. Give an example of a fluid with velocity field with zero flux as in example 9.1. 2. Give an example of a fluid with velocity field with nonzero flux. 3. In the derivation of the continuity equation, explain why it is important to assume no sources or sinks. 4. From Bernoulli’s Theorem, if all other things are equal and the density ρ increases, in what way does velocity change?
 
 11. S is the portion of y =√x 2 + z 2 with y < 4, n is to the left, F = x 2 e3x , y 2 , x y 2 − z + 4. 12. S is the boundary of the solid bounded by x 2 + y 2 − z 2 = 4, z = 0 and z = 2, with 0 ≤ z < 2, n is downward, F = 4y − yx 2 , x y 2 + yz 2 , x z + cos z 2 .
 
 ............................................................  dφ where 13. Faraday showed that E · dr = − , C dt  B · n dS, for any capping surface S (that is, any posφ= S
 
 1. Rework example 9.2 by computing
 
 
 
 F · dr.  2. Rework example 9.2 by directly computing (∇ × F) · n dS. C
 
 S ............................................................
 
 In exercises 3–8, use Gauss’ Law for electricity and the relationship q  ρ dV. Q
 
 3. For E = yz, x z, x y, find the total charge in the hemisphere z = R2 − x 2 − y2. 4. For E= 2x y, y 2 , 5x, find the total charge in the hemisphere z = R2 − x 2 − y2. 5. For E = 4x − y, 2y + z, 3x y, find the total charge in the hemisphere z = R 2 − x 2 − y 2 . 6. For E = 2xz 2 , 2yx 2 , 2zy 2 , find the total charge in the hemisphere z = R 2 − x 2 − y 2 . 7. For  E = 2x y, y 2 , 5x y, find the total charge in the cone z = x 2 + y 2 below z = 4. 8. For E = 4x − y, 2y + z, 3x y, find the total charge in the solid bounded by z = R − x 2 − y 2 and z = 0.
 
 itively oriented open surface with boundary C). Use this to ∂B show that ∇ × E = − . What mathematical assumption ∂t must be made? 14. If an electric field E is conservative with potential function −φ, use Gauss’ Law of electricity to show that Poisρ son’s equation must hold: ∇ 2 φ = − . 0 15. Use Maxwell’s equation and J = ρv to derive the continuity equation. (Hint: Start by computing ∇· J.) What mathematical assumption must be made? 16. For a magnetic field B, Maxwell’s equation ∇ · B = 0 implies that B = ∇ × A for some vector field A. Show that the flux of B across an open surface S equals the circulation of A around the closed curve C, where C is the positively oriented boundary of S. 17. Let Ibe the current crossing an open surface S, so that I = J · n dS. Given that I = C B · dr (where C is the posS
 
 itively oriented boundary of S), show that J = ∇ × B.
 
 ............................................................
 
 18. Using  the same notation as in exercise 17, start with J · n dS and J = ∇ × B and show that I = C B · dr. I =
 
 In exercises 9–12, find the flux of ∇ × F across S as easily as possible.
 
 In exercises 19–22, use the electrostatic force E 
 
 9. S is the portion of the cube 0 ≤ x ≤ 2, 0 ≤ y ≤ 2, 0 ≤ z ≤ 2, with x√> 0, n is upward at the top, 2 F =  x 2 + 4, e−y + zy 2 , tan z − x 3 y. 10. S is the portion of z = 4 − x 2 − y 2 with z > 0, n is upward, 2 F = z 2 cos(x + z), y 3 − 4x sin y, e z + x yz.
 
 S ............................................................
 
 q r 4π0 r 3 for a charge q at the origin, where r  x, y, z and  r  x2  y 2  z 2 . 19. If  S is a closed surface not enclosing the origin, show that E · n dS = 0. S
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 q , for any closed surface S enclosing 0
 
 the origin. 21. If S is the sphere x 2 + y 2 + z 2 = R 2 , show directly that  q E · n dS = .  0 S explain why the Diver22. If S is the sphere x 2 + y 2 + z 2 = 4, gence Theorem cannot be applied to E · n dS. Will the flux S
 
 change if the radius of the sphere changes?
 
 ............................................................ 23. Assume that
 
  S
 
 LT (Late Transcendental)
 
 10:53
 
 D · n dS = q, for any closed surface S, where
 
 D = 0 E is the electric flux density and q is the charge enclosed by S. Show that  ∇ · D = Q, where Q is the charge density satisfying q = Q dV . R
 
 24. Let S be the portion of the unit cube 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1 with z > 0 (n upward at the top)  2 and F = e x + z 2 , x z 3 , 3z 2 . Compute F · n dS and  S (∇ × F) · n dS.
 
 25. Let u be a scalar function with continuous second partial deriva∂u tives. Define the normal derivative = ∇u · n. Show that ∂n  2  ∂u dS = ∇ u dV . S ∂n Q 26. Suppose that u is a harmonic function (that is, ∇ 2 u = 0). Show  ∂u dS = 0. that S ∂n 27. If the heat conductivity k is not constant, our derivation of the heat equation is no longer valid. If k = k(x, y, z), show that ∂T . the heat equation becomes k∇ 2 T + ∇k · ∇T = σρ ∂t 28. If h has continuous partial derivatives and S is a closed surface enclosing a solid Q, show that (h∇h) · n dS = (h∇ 2 h + ∇h · ∇h) dV. S
 
 Q
 
 29. Suppose that f and g are both harmonic (that is, ∇ 2 f = ∇ 2 g = 0) and f = g on a closed surface S, where S encloses a solid Q. Use the result of exercise 28, with h = f − g, to show that f = g in Q.
 
 S
 
 Review Exercises WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Vector field Gradient field Curl Line integral Green’s Theorem Divergence Theorem Continuity equation
 
 Velocity field Potential function Divergence Work line integral Surface integral Stokes’ Theorem Bernoulli’s Theorem
 
 Flow lines Conservative field Laplacian Path independence Flux integral Heat equation Maxwell’s equations
 
 5. The line integral along C.
 
  C
 
 f ds equals the amount of work done by f
 
 6. If ∇ × F = 0, then the work done by F along any path is 0. 7. If the curve C is split into pieces C1 and C2 , then F · dr = − C2 F · dr. C1 8. Green’s Theorem cannot be applied to a region with a hole. 9. When using Green’s Theorem, positive orientation means counterclockwise. 10. When converting a surface integral to a double integral, you must replace z with a function of x and y. 11. A flux integral is always positive.
 
 TRUE OR FALSE State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true. 1. The graph of a vector field shows vectors F(x, y) for all points (x, y). 2. The antiderivative of a vector field is called the potential function. 3. If the flow lines of F(x, y) are straight lines, then ∇ × F(x, y) = 0. 4. F is conservative if and only if ∇ × F = 0.
 
 12. The Divergence Theorem applies only to three-dimensional solids without holes. 13. By Stokes’ Theorem, the flux of ∇ × F across two nonclosed surfaces sharing the same boundary is the same.
 
 In exercises 1 and 2, sketch several vectors in the velocity field by hand and verify your sketch with a CAS. 1. x, −y
 
 2. 0, 2y
 
 ............................................................ 3. Match the vector fields with their graphs. F1 (x, y) = sin x, y, F2 (x, y) = sin y, x, F3 (x, y) = y 2 , 2x, F4 (x, y) = 3, x 2 
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 Review Exercises 4. Find the gradient field corresponding to f . Use a CAS to graph it.  2 2 (b) f (x, y) = e−x −y (a) f (x, y) = ln x 2 + y 2
 
 y
 
 ............................................................ In exercises 5–8, determine whether or not the vector field is conservative. If it is, find a potential function.
 
 x
 
 GRAPH A
 
 5. y − 2x y 2 , x − 2yx 2 + 1
 
 6. y 2 + 2e2y , 2x y + 4xe2y 
 
 7. 2x y − 1, x 2 + 2x y
 
 8. y cos x y − y, x cos x y − x
 
 ............................................................ In exercises 9 and 10, find equations for the flow lines.     2x 3 9. y, 10. ,y y x
 
 ............................................................
 
 y
 
 In exercises 11 and 12, use the notation r  x, y and r  r  x 2  y 2 .   1 r r 12. Show that ∇ = − 3. 11. Show that ∇ (ln r ) = 2 . r r r
 
 ............................................................ x
 
 GRAPH B
 
 y
 
 x
 
 GRAPH C
 
 In exercises 13–18, evaluate the line integral.  13. C 3y d x, where C is the line segment from (2, 3) to (4, 3)  14. C (x 2 + y 2 ) ds, where C is the half-circle x 2 + y 2 = 16 from (4, 0) to (−4, 0) with y ≥ 0   15. C x 2 + y 2 ds, where C is the circle x 2 + y 2 = 9, oriented clockwise  16. C (x − y) ds, where C is the portion of y = x 3 from (1, 1) to (−1, −1)  17. C 2x d x, where C is the upper half-circle from (2, 0) to (−2, 0), followed by the line segment to (2, 0)  18. C 3y 2 dy, where C is the portion of y = x 2 from (−1, 1) to (1, 1), followed by the line segment to (−1, 1)
 
 ............................................................ In exercises 19–22, compute the work done by the force F along the curve C. 19. F(x, y) = x, −y, C is the circle x 2 + y 2 = 4 oriented counterclockwise
 
 y
 
 20. F(x, y) = y, −x, C is the circle x 2 + y 2 = 4 oriented counterclockwise 21. F(x, y) = 2, 3x, C is the quarter-circle from (2, 0) to (0, 2), followed by the line segment to (0, 0) x
 
 22. F(x, y) = y, −x, C is the square from (−2, 0) to (2, 0) to (2, 4) to (−2, 4) to (−2, 0)
 
 GRAPH D
 
 ............................................................
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 Review Exercises In exercises 23 and 24, use the graph to determine whether the work done is positive, negative or zero.
 
 31. F(x, y, z) = 2x y, x 2 − y, 2z, C runs from (1, 3, 2) to (2, 1, −3)
 
 23.
 
 32. F(x, y, z) = yz − x, x z − y, x y − z, C runs from (2, 0, 0) to (0, 1, −1)
 
 ............................................................ In exercises 33 and 34, use the graph to determine whether or not the vector field is conservative.
 
 y
 
 33.
 
 y
 
 x
 
 24.
 
 x
 
 y
 
 34.
 
 y x
 
 ............................................................ In exercises 25 and 26, find the mass of the indicated object. 25. A spring in the shape of cos 3t, sin 3t, 4t, 0 ≤ t ≤ 2π, ρ (x, y, z) = 4 26. The portion of z = x + y under z = 4 with ρ (x, y) = 12 2
 
 In exercises 27 and 28, show that the integral is independent of path and evaluate the integral.  27. C (3x 2 y − x) d x + x 3 dy, where C runs from (2, −1) to (4, 1) 
 
 (y 2 − x 2 ) d x + (2x y + 1) dy, where C runs from (3, 2) to C (1, 3)
 
 ............................................................ In exercises 29–32, evaluate
 
 ............................................................
 
 2
 
 ............................................................
 
 28.
 
 x
 
  C
 
 F · dr.
 
 29. F(x, y) = 2x y + y sin x + e x+y , e x+y − cos x + x 2 , C is the quarter-circle from (0, 3) to (3, 0) √ √ 30. F(x, y) = 2y + y 3 + 12 y/x, 3x y 2 + 12 x/y , C is the top half-circle from (1, 3) to (3, 3)
 
 In exercises 35–40, use Green’s Theorem to evaluate the indicated line integral.  35. C F · dr, where F = x 3 − y, x + y 3  and C is formed by y = x 2 and y = x, oriented positively.  36. C F · dr, where F = y 2 + 3x 2 y, x y + x 3  and C is formed by y = x 2 and y = 2x, oriented positively.  37. C tan x 2 d x + x 2 dy, where C is the triangle from (0, 0) to (1, 1) to (2, 0) to (0, 0).   38. C x 2 y d x + ln 1 + y 2 dy, where C is the triangle from (0, 0) to (2, 2) to (0, 2) to (0, 0).  39. C F · dr, where F = 3x 2 , 4y 3 − z, z 2  and C is formed by z = y 2 and z = 4, oriented positively in the yz-plane.  40. C F · dr, where F = 4y 2 , 3x 2 , 8z and C is x 2 + y 2 = 4, oriented positively in the plane z = 3.
 
 ............................................................
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 Review Exercises In exercises 41 and 42, use a line integral to compute the area of the given region. 41. The ellipse 4x 2 + 9y 2 = 36 42. The region bounded by y = sin x and the x-axis for 0 ≤ x ≤ π
 
 55. Match the parametric equations with the surfaces. (a) x = u 2 , y = u + v, z = v 2 (b) x = u 2 , y = u + v, z = v (c) x = u, y = u + v, z = v 2
 
 ............................................................
 
 z 25
 
 In exercises 43–46, find the curl and divergence of the given vector field. 43. x 3 i − y 3 j
 
 44. y 3 i − x 3 j
 
 45. 2x, 2yz 2 , 2y 2 z 46. 2x y, x 2 − 3y 2 z 2 , 1 − 2zy 3 
 
 ............................................................ In exercises 47–50, determine whether the given vector field is conservative and/or incompressible.
 
 x
 
 4
 
 47. 2x − y 2 , z 2 − 2x y, x y 2 
 
 y
 
 10
 
 SURFACE A
 
 48. y 2 z, x 2 − 3z 2 y, z 3 − y
 
 z
 
 49. 4x − y, 3 − x, 2 − 4z
 
 25
 
 50. 4, 2x y 3 , z 4 − x
 
 ............................................................ In exercises 51 and 52, conjecture whether the divergence at point P is positive, negative or zero. 51. P y
 
 5 y
 
 25
 
 x
 
 SURFACE B z 4 x
 
 52.
 
 5
 
 y
 
 10
 
 y
 
 25 x P
 
 SURFACE C 56. Find a parametric representation of x 2 + y 2 + z 2 = 9.
 
 ............................................................ x
 
 ............................................................ In exercises 53 and 54, sketch a graph of the parametric surface. 53. x = u 2 , y = v 2 , z = u + 2v
 
 In exercises 57 and 58, find the surface area. 57. The portion of the paraboloid z = x 2 + y 2 between the cylinders x 2 + y 2 = 1 and x 2 + y 2 = 4
 
 54. x = (3 + 2 cos u) cos v, y = (3 + 2 cos u) sin v, z = 2 cos v
 
 58. The portion of the paraboloid z = 9 − x 2 − y 2 between the cylinders x 2 + y 2 = 1 and x 2 + y 2 = 4
 
 ............................................................
 
 ............................................................
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 Review Exercises 
 
 f (x, y, z) dS.
 
 72. Q is bounded by z = x 2 + y 2 and z = 2 − x 2 − y 2 , F = 4x, x 2 − 2y, 3z + x 2 .
 
 (x − y) dS, where S is the portion of the plane
 
 ............................................................
 
 3x + 2y + z = 12 in the first octant  2 60. (x + y 2 ) dS where S is the portion of y = 4 − x 2 above the
 
 In exercises 73–76, use Stokes’ Theorem, if appropriate, to com pute (∇ × F ) · n dS.
 
 x y-plane, y ≥ 0 and below z = 2  61. (4x + y + 3z) dS, where S is the portion of the plane
 
 73. S is the portion of the tetrahedron bounded by x + y + 2z = 2 and the coordinate planes in front of the yz-plane, F = zy 4 − y 2 , y − x 3 , z 2 .
 
 In exercises 59–64, evaluate the surface integral 59.
 
  S
 
 S
 
 S
 
 S
 
 4x + y + 3z = 12 inside x 2 + y 2 = 1  (x − z) dS, where S is the portion of the cylinder x 2 + z 2 = 1 62. S
 
 above the x y-plane between y = 1 and y = 2 √  63. yz dS, where S is the portion of the cone y = x 2 + z 2 to S
 
 the left of y = 3  2 64. (x + z 2 ) dS, where S is the portion of the paraboloid S
 
 x = y 2 + z 2 behind the plane x = 4
 
 ............................................................ In exercises 65 and 66, find the mass and center of mass of the solid. 65. The portion of the paraboloid z = x 2 + y 2 below the plane z = 4, ρ(x, y, z) = 2  66. The portion of the cone z = x 2 + y 2 below the plane z = 4, ρ(x, y, z) = z
 
 S
 
 74. S is the portion of F = z 2 − x, 2y, z 3 x y.
 
 z = x 2 + y2
 
 z = 4,
 
 below
 
  75. S is the portion of the cone √z = x 2 + y 2 below x + 2y + 3z = 24, F = 4x 2 , 2ye2y , z 2 + 1.
 
 76. S is the portion of the paraboloid y = x 2 + 4z 2 to the left of y = 8 − z, F = xe3x , 4y 2/3 , z 2 + 2.
 
 ............................................................ In exercises 77 and 78, use Stokes’ Theorem to evaluate
 
  C
 
 F · dr.
 
 77. C is the triangle from (0, 1, 0) to (1, 0, 0) to (0, 0, 20), F = 2x y cos z, y 2 + x 2 cos z, z − x 2 y sin z. 78. C is the square from (0, 0, 2) to (1, 0, 2) to (1, 1, 2) to (0, 1, 2), F = x 3 + yz, y 2 , z 2 .
 
 ............................................................ In  exercises 67–70, use the Divergence Theorem to compute F · n dS. ∂Q
 
 67. Q is bounded by x + 2y + z = 4 (first octant) and the coordinate planes, F = y 2 z, y 2 − sin z, 4y 2 . 68. Q is the cube −1 ≤ x ≤ 1, −1 ≤ y ≤ 1, −1 ≤ z ≤ 1, F = 4x, 3z, 4y 2 − x. 69. Q is bounded by z = 1 − y 2 , z = 0, x = 0 and x + z = 4, F = 2x y, z 3 + 7yx, 4x y 2 . √ 70. Q is bounded by z = 4 − x 2 , z = 0, y = 0 and y + z = 6, F = y 2 , 4yz, 2x y.
 
 ............................................................ In exercises 71 and 72, find the flux of F over ∂Q.  71. Q is bounded by z = x 2 + y 2 , x 2 + y 2 = 4 and z = 0, F = x z, yz, x 2 − z.
 
 EXPLORATORY EXERCISE 1. In exploratory exercise 2 of section 15.1, we developed a technique for finding equations for flow lines of certain vector fields. The field 2, 1 + 2x y from example 1.5 is such a vector field, but the calculus is more difficult. First, show that the differential equation is y  − x y = 12 and show that an integrat2 ing factor is e−x /2. The flow lines come from equations of 2 2 2 the form y = e x /2 12 e−x /2 d x + ce x /2 . Unfortunately, there  1 −x 2 /2 d x. It can help to is no elementary function equal to 2 e x 2 2 2 write this in the form y = e x /2 0 12 e−u /2 du + ce x /2 . In this form, show that c = y(0). In example 1.5, the curve passing x 2 2 2 through (0, 1) is y = e x /2 0 12 e−u /2 du + e x /2 . Graph this function and compare it to the path shown in Figure 15.7b. Find an equation for and plot the curve through (0, −1). To find the curve through (1, 1), change the limits of integration and rewrite the solution. Plot this curve and compare to Figure 15.7b.
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 In a classic television commercial from years ago, the great jazz vocalist Ella Fitzgerald broke a wineglass by singing a particular high-pitched note. The phenomenon that makes this possible is called resonance, which is one of the topics in this chapter. Resonance results from the fact that the crystalline structures of certain solids have natural frequencies of vibration. An external force of the same frequency will “resonate” with the object, with potentially dramatic results. For instance, if the frequency of a musical note matches the natural vibration of a crystal wineglass, the glass will vibrate with increasing amplitude until it shatters. Resonance can be so serious that engineers must pay special attention to it. For instance, buildings are designed to eliminate the chance of destructive resonance and electronic devices are built to limit some forms of resonance. One well-known instance of resonance is that caused by soldiers marching in step across a footbridge. Should the frequency of their steps match the natural frequency of the bridge, the resulting resonance can cause the bridge to start moving violently up and down. To avoid this, soldiers are instructed to march out of step when crossing a bridge. A related incident is the Tacoma Narrows Bridge disaster of 1940. You have likely seen video clips of this large suspension bridge twisting and undulating more and more until it finally tears itself apart. This disaster was initially thought to be the result of resonance, but the cause has come under renewed scrutiny in recent years. While engineers are still not in complete agreement as to its cause, it has been shown that the bridge was not a victim of resonance, but failed due to some related design flaw. Some of the stability issues that had a role in this disaster will be explored in this chapter. In this chapter, we extend our study of differential equations to those of second order, by developing the basic theory and exploring a small number of important applications.
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 16.1 SECOND-ORDER EQUATIONS WITH CONSTANT COEFFICIENTS
 
 Displacement = u(t) Equilibrium position
 
 FIGURE 16.1 Spring-mass system
 
 Today’s sophisticated technology often requires very precise motion control to maintain acceptable performance. For instance, a video camera should record a steady image even when the hand holding it is shaking. In this section and section 16.2, we begin to explore the mathematics behind such mechanical vibrations. A simple version of this problem is easy to visualize. In Figure 16.1, we show a mass hanging from a spring that is suspended from the ceiling. We call the natural length of the spring l. Observe that hanging the mass from the spring will stretch the spring a distance l beyond its natural length. We measure the displacement u(t) of the mass from this equilibrium position. Further, we consider downward (where the spring is stretched beyond its equilibrium position) to be a positive displacement and consider upward (where the spring is compressed from its equilibrium position) to be the negative direction. So, the mass in Figure 16.1 has been displaced from its natural length by a total of u(t) + l. To describe the motion of a spring-mass system, we begin by identifying the three primary forces acting on the mass. First, gravity pulls the mass downward, with force mg. Next, the spring exerts a restoring force when it is stretched or compressed. If the spring is compressed to less than its natural length, the spring exerts a downward force. If the spring is stretched beyond its natural length, the spring exerts an upward force. So, the spring force has the opposite sign from the total displacement from its natural length. Hooke’s law states that this force is proportional to the displacement from the spring’s natural length. (That is, the more you stretch or compress the spring, the harder the spring resists.) Putting this together, the spring force is given by Spring force = −k(u + l), for some positive constant k (called the spring constant), determined by the stiffness of the spring. The third force acting on the mass is the damping force that resists the motion, due to friction such as air resistance. (A familiar device for adding damping to a mechanical system is the shock absorber in your car.) The damping force depends on velocity: the faster an object moves, the more damping there is. A simple model of the damping force is then Damping force = −cv, 
 
 where v = u is the velocity of the mass and c is a positive constant. Combining these three forces, Newton’s second law of motion gives the following: mu  (t) = ma = F = mg − k[u(t) + l] − cu  (t) or mu  (t) + cu  (t) + ku(t) = mg − kl.
 
 (1.1)
 
 We can simplify this equation by observing that if the mass is not in motion, then u(t) = 0, for all t. In this case, u  (t) = u  (t) = 0 for all t and equation (1.1) reduces to 0 = mg − kl.
 
 REMARK 1.1 The spring constant k is given by mg k= l (weight divided by displacement from natural length).
 
 While we can use this to solve for the spring constant k in terms of the mass and l (see Remark 1.1), this also simplifies (1.1) to mu  (t) + cu  (t) + ku(t) = 0.
 
 (1.2)
 
 Equation (1.2) is a second-order differential equation, since it includes a second derivative. Solving equations such as (1.2) gives us insight into spring motion as well as many other diverse phenomena. Before trying to solve this general equation, we first solve a few simple examples of second-order equations. The simplest second-order equation is y  (t) = 0. Integrating this once gives us y  (t) = c1 ,
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 for some constant c1 . Integrating again yields y(t) = c1 t + c2 , where c2 is another arbitrary constant. We refer to this as the general solution of the differential equation, meaning that every solution of the equation can be written in this form. It should not be surprising that the general solution of a second-order differential equation should involve two arbitrary constants, since it requires two integrations to undo the two derivatives. A slightly more complicated equation is y  − y = 0.
 
 (1.3)
 
 We can discover the solution of this, if we first rewrite the equation as y  = y. Think about it this way: we are looking for a function whose second derivative is itself. One such function is y = et. It’s not hard to see that a second solution is y = e−t. It turns out that every possible solution of the equation can be written as a combination of these two solutions, so that the general solution of (1.3) is General solution of y  = y
 
 y = c1 et + c2 e−t , for constants c1 and c2 . More generally, we want to solve ay  (t) + by  (t) + cy(t) = 0,
 
 (1.4)
 
 where a, b and c are constants. Notice that equation (1.4) is the same as equation (1.2), except for the name of the dependent variable. In a full course on differential equations, you will see that if you can find two solutions y1 (t) and y2 (t), neither of which is a constant multiple of the other, then all solutions can be written in the form y(t) = c1 y1 (t) + c2 y2 (t), for some constants c1 and c2 . The question remains as to how to find these two solutions. As we’ve already seen, the answer starts with making an educated guess. Notice that equation (1.4) asks us to find a function whose first and second derivatives are similar enough that the combination ay  (t) + by  (t) + cy(t) adds up to zero. As we already saw with equation (1.3), one candidate for such a function is the exponential function er t . So, we look for some (constant) value(s) of r for which y = er t is a solution of (1.4). Observe that if y(t) = er t, then y  (t) = r er t and y  (t) = r 2 er t. Substituting into (1.4), we get ar 2 er t + br er t + cer t = 0 and factoring out the common er t, we have (ar 2 + br + c)er t = 0. Since er t > 0, this can happen only if ar 2 + br + c = 0.
 
 (1.5)
 
 Equation (1.5) is called the characteristic equation, whose solution(s) can be found by the quadratic formula to be √ √ −b + b2 − 4ac −b − b2 − 4ac and r2 = . r1 = 2a 2a So, there are three possibilities for solutions of (1.5) : (1) r1 and r2 are distinct real solutions (if b2 − 4ac > 0), (2) r1 = r2 is a (repeated) real solution (if b2 − 4ac = 0) or (3) r1 and r2 are complex solutions (if b2 − 4ac < 0). All three of these cases lead to different solutions of the differential equation (1.4), which we must consider separately.
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 Case 1: Distinct Real Roots If r1 and r2 are distinct real solutions of (1.5), then y1 = er1 t and y2 = er2 t are two solutions of (1.4) and y(t) = c1 er1 t + c2 er2 t is the general solution of (1.4). We illustrate this in example 1.1.
 
 EXAMPLE 1.1
 
 Finding General Solutions
 
 Find the general solution of (a) y  − y  − 6y = 0 and (b) y  + 4y  − 2y = 0. Solution In each case, we solve the characteristic equation and interpret the solution(s). For part (a), the characteristic equation is 0 = r 2 − r − 6 = (r − 3)(r + 2). So, there are two distinct real solutions of the characteristic equation: r1 = 3 and r2 = −2. The general solution is then y(t) = c1 e3t + c2 e−2t . For part (b), the characteristic equation is 0 = r 2 + 4r − 2. Since the polynomial does not easily factor, we use the quadratic formula to get √ √ −4 ± 16 + 8 r= = −2 ± 6. 2 We again have two distinct real solutions and so, the general solution of the differential equation is √
 
 y(t) = c1 e(−2+
 
 6)t
 
 √
 
 + c2 e(−2−
 
 6)t
 
 . „
 
 Case 2: Repeated Root If r1 = r2 (repeated root of the characteristic equation), then we have found only one solution of (1.4): y1 = er1 t . We leave it as an exercise to show that a second solution in this case is y2 = ter1 t . The general solution of (1.4) is then y(t) = c1 er1 t + c2 ter1 t . We illustrate this case in example 1.2.
 
 EXAMPLE 1.2
 
 Finding General Solutions (Repeated Root)
 
 Find the general solution of y  − 6y  + 9y = 0. Solution Here, the characteristic equation is 0 = r 2 − 6r + 9 = (r − 3)2 . So, here we have the repeated root r = 3. The general solution is then y(t) = c1 e3t + c2 te3t. „
 
 Case 3: Complex Roots If r1 and r2 are complex roots of the characteristic equation, √ we can write these as r1 = u + vi and r2 = u − vi, where i is the imaginary number i = −1. The question is how to interpret a complex exponential like e(u+vi)t . The answer lies with Euler’s formula, which says that eiθ = cos θ + i sin θ. The solution corresponding to r = u + vi is then e(u+vi)t = eut+vti = eut evti = eut (cos vt + i sin vt). It can be shown that both the real and the imaginary parts of this solution (that is, both y1 = eut cos vt and y2 = eut sin vt) are solutions of the differential equation. So, in this
 
 CONFIRMING PAGES
 
 P1: OSO/OVY
 
 P2: OSO/OVY
 
 MHDQ256-Ch16
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 T1: OSO
 
 January 7, 2011
 
 LT (Late Transcendental)
 
 11:30
 
 16-5
 
 SECTION 16.1
 
 ..
 
 Second-Order Equations with Constant Coefficients
 
 1077
 
 case, the general solution of (1.4) is y(t) = c1 eut cos vt + c2 eut sin vt.
 
 (1.6)
 
 In example 1.3, we see how to use this solution.
 
 EXAMPLE 1.3
 
 Finding General Solutions (Complex Roots)
 
 Find the general solution of the equations (a) y  + 2y  + 5y = 0 and (b) y  + 4y = 0. Solution For part (a), the characteristic equation is 0 = r 2 + 2r + 5. Since this does not factor, we use the quadratic formula to obtain √ −2 ± 4 − 20 r= = −1 ± 2i. 2 From (1.6) the general solution is y(t) = c1 e−t cos 2t + c2 e−t sin 2t. For part (b), there is no y  -term and so, the characteristic equation is simply r 2 + 4 = 0. √ This gives us r 2 = −4, so that r = ± −4 = ±2i. From (1.6) the general solution is then y(t) = c1 cos 2t + c2 sin 2t. „ Notice that the general solution of a second-order differential equation always involves two arbitrary constants. In order to determine the value of these constants, we specify two initial conditions, most often y(0) and y  (0) (corresponding to the initial position and initial velocity of the mass, in the case of a spring-mass system). A second-order differential equation plus two initial conditions is called an initial value problem. Example 1.4 illustrates how to apply these conditions to the general solution of a differential equation.
 
 EXAMPLE 1.4
 
 Solving an Initial Value Problem
 
 Find the solution of the initial value problem y  + 4y  + 3y = 0, y(0) = 2, y  (0) = 0. Solution Here, the characteristic equation is 0 = r 2 + 4r + 3 = (r + 3)(r + 1), so that r = −3 and r = −1. The general solution is then y(t) = c1 e−3t + c2 e−t , so that y
 
 y  (t) = −3c1 e−3t − c2 e−t .
 
 The two initial conditions then give us
 
 2
 
 and
 
 2 = y(0) = c1 + c2
 
 (1.7)
 
 0 = y  (0) = −3c1 − c2 .
 
 (1.8)
 
 From (1.8), we have c2 = −3c1 . Substituting this into (1.7) gives us
 
 1
 
 2 = c1 + c2 = c1 − 3c1 = −2c1 , t 1.5
 
 FIGURE 16.2
 
 y = −e−3t + 3e−t
 
 so that c1 = −1. Then c2 = −3c1 = 3. The solution of the initial value problem is then y(t) = −e−3t + 3e−t . A graph of this solution is shown in Figure 16.2. „
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 In example 1.5, the differential equation has no y  -term. Physically, this corresponds to the case of a spring-mass system with no damping.
 
 EXAMPLE 1.5
 
 Solving an Initial Value Problem
 
 Find the solution of the initial value problem y  + 9y = 0, y(0) = 4, y  (0) = −6. 2 2 Solution √ Here, the characteristic equation is r + 9 = 0, so that r = −9 and r = ± −9 = ±3i. The general solution is then
 
 y 6
 
 y(t) = c1 cos 3t + c2 sin 3t,
 
 4
 
 so that
 
 2
 
 y  (t) = −3c1 sin 3t + 3c2 cos 3t.
 
 From the initial conditions, we now have t 1
 
 2
 
 3
 
 4 = y(0) = c1
 
 4
 
 2
 
 and
 
 4
 
 −6 = y  (0) = 3c2 .
 
 So, c2 = −2 and the solution of the initial value problem is y(t) = 4 cos 3t − 2 sin 3t.
 
 6
 
 FIGURE 16.3
 
 A graph is shown in Figure 16.3. „
 
 y = 4 cos 3t − 2 sin 3t
 
 We now have the mathematical machinery needed to analyze a simple spring-mass system. In example 1.6, pay careful attention to the amount of work we do in setting up the problem. Remember: you can’t get the right solution if you don’t have the right equation!
 
 EXAMPLE 1.6
 
 Spring-Mass System with No Damping
 
 A spring is stretched 6 inches by an 8-pound weight. The mass is then pulled down an additional 4 inches and released. Neglecting damping, find an equation for the position of the mass at any time t and graph the position function.
 
 REMARK 1.2
 
 Solution The general equation describing the spring-mass system is mu  + cu  + ku = 0. We need to identify the mass m, damping constant c and spring constant k. Since we are neglecting damping, we have c = 0. The mass m is related to the weight W by W = mg, where g is the gravitational constant. Since the weight is 8 8 pounds, we have 8 = m(32) or m = 32 = 14 . (The units of mass here are slugs.) The spring constant k is determined from the equation mg = kl. Here, the mass stretches  the spring 6 inches, which we must convert to 12 foot. So, l = 12 and 8 = k 12 , leaving us with k = 16. The equation of motion is then
 
 In the English system of units, with pounds (weight), feet and seconds, g ≈ 32 ft/s2 . In the metric system with kg (mass), meters and seconds, g ≈ 9.8 m/s2 .
 
 1  u + 0u  + 16u = 0 4 or
 
 u  + 64u = 0.
 
 √ Here, the characteristic equation is r 2 + 64 = 0, so that r = ± −64 = ±8i and the general solution is u(t) = c1 cos 8t + c2 sin 8t.
 
 (1.9)
 
 To determine the values of c1 and c2 , we need the initial values u(0) and u  (0). Read the problem carefully and notice that the spring is released after it is pulled down 4 inches. This says that the initial position is 4 inches or 13 foot down (the positive direction) and
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 so, u(0) = 13 . Further, since the weight is pulled down and simply released, its initial velocity is zero, u  (0) = 0. Using these initial conditions with (1.9) gives us
 
 0.3 0.2 0.1
 
 1 = u(0) = c1 (1) + c2 (0) = c1 3
 
 t 1
 
 0.1 0.2 0.3
 
 2
 
 3
 
 4
 
 5
 
 6
 
 0 = u  (0) = −8c1 (0) + 8c2 (1) = 8c2 ,
 
 and so that c1 = u(t) =
 
 and c2 = 0. The solution of the initial value problem is now
 
 1 cos 8t. 3 The graph of this function in Figure 16.4 shows the smooth up and down motion of an undamped spring (called simple harmonic motion). „
 
 FIGURE 16.4 1 3
 
 1 3
 
 u(t) =
 
 cos 8t
 
 For a real spring-mass system, there is always some damping, so that the idealized perpetual motion of example 1.6 must be modified somewhat. In example 1.7, again take note of the steps required to obtain the equation of motion.
 
 EXAMPLE 1.7
 
 Spring-Mass System with Damping
 
 A spring is stretched 5 cm by a 2-kg mass. The mass is set in motion from its equilibrium position with an upward velocity of 2 m/s. The damping constant is c = 4. Find an equation for the position of the mass at any time t and graph the position function. Solution The equation of motion is mu  + cu  + ku = 0, where the damping constant is c = 4 and the mass is m = 2 kg. With these units, g ≈ 9.8 m/s2 , so that the weight is W = mg = 2(9.8) = 19.6. The displacement of the mass is 5 cm or 0.05 meter. The spring constant is then k = W = 19.6 = 392 and the equation of motion is 0.05 l 2u  + 4u  + 392u = 0 u  + 2u  + 196u = 0.
 
 or
 
 Here, the characteristic equation is r 2 + 2r + 196 = 0. From the quadratic formula, we √ √ −2 ± 4 − 784 have r = = −1 ± 195i. The general solution is then 2 √ √ u(t) = c1 e−t cos 195t + c2 e−t sin 195t, so that √ √ √ √ u  (t) = −c1 e−t cos 195t − c1 195e−t sin 195t − c2 e−t sin 195t √ √ + c2 195e−t cos 195t. Since the mass is set in motion from its equilibrium position, we have u(0) = 0 and since it’s set in motion with an upward velocity of 2 m/s, we have u  (0) = −2. (Keep in mind that upward motion corresponds to negative displacement.) These initial conditions now give us y 0.1
 
 and
 
 0.05 t 0.05
 
 1
 
 2
 
 3
 
 4
 
 5
 
 since c1 = 0. So, c2 = by
 
 0 = u(0) = c1 √ √ −2 = u  (0) = −c1 + c2 195 = c2 195, √−2 195
 
 and the displacement of the mass at any given time is given √ 2 u(t) = − √ e−t sin 195t. 195
 
 0.1
 
 FIGURE 16.5√
 
 2 u(t) = − √195 e−t sin
 
 195t
 
 The graph of this solution in Figure 16.5 shows a spring whose oscillations rapidly die out. „
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 BEYOND FORMULAS A major difference between solving second-order equations and solving first-order equations is that for second-order equations of the form ay  (t) + by  (t) + cy(t) = 0, you need to find two different solutions y1 and y2 (neither one of which is a constant multiple of the other). The form of these solutions depends on the type of the solutions to the characteristic equation, but in all cases the general solution is given by c1 y1 (t) + c2 y2 (t), where the values of c1 and c2 are determined from two initial conditions.
 
 EXERCISES 16.1 WRITING EXERCISES 1. Briefly discuss the role that theory plays in this section. In particular, if we didn’t know that two different solutions were enough, would our method of guessing exponential solutions lead to a general solution?
 
 19. y  − 2y  + y = 0, y(0) = −1, y  (0) = 2 20. y  + 3y  = 0, y(0) = 4, y  (0) = 0
 
 ............................................................
 
 2. Briefly describe why our method of guessing exponential solutions would not work on equations with nonconstant coefficients. (You may want to work with a specific example like y  + 2t y  + 3y = 0.)
 
 21. Show that c1 cos kt + c2 sin kt = A sin (kt + δ), where  c1 A = c12 + c22 and tan δ = . We call A the amplitude and c2 δ the phase shift. Use this identity to find the amplitude and phase shift of the solution of y  + 9y = 0, y(0) = 3 and y  (0) = −6.
 
 3. It can be shown that e2t and 2e2t are both solutions of y  − 3y  + 2y = 0. Explain why these can’t be used as the two functions in the general solution. That is, you can’t write all solutions in the form c1 e2t + c2 2e2t .
 
 In exercises 22–24, solve the initial value problem and use the result of exercise 21 to find the amplitude and phase shift of the solution.
 
 4. Discuss Figures 16.4 and 16.5 in physical terms. In particular, discuss the significance of the y-intercept and the increasing/decreasing properties of the graph in terms of the motion of the spring. Further, relate the motion of the spring to the forces acting on the spring.
 
 In exercises 1–12, find the general solution of the differential equation. 1. y  − 2y  − 8y = 0
 
 2. y  − 2y  − 6y = 0
 
 3. y  − 4y  + 4y = 0
 
 4. y  + 2y  + 6y = 0
 
 5. y  − 2y  + 5y = 0
 
 6. y  + 6y  + 9y = 0
 
 7. y  − 2y  = 0
 
 8. y  − 6y = 0
 
 9. y  − 2y  − 6y = 0 √ 11. y  − 5y  + y = 0
 
 10. y  + y  + 3y = 0 √ 12. y  − 3y  + y = 0
 
 ............................................................ In exercises 13–20, solve the initial value problem. 13. y  + 4y = 0, y(0) = 2, y  (0) = −3 14. y  + 2y  + 10y = 0, y(0) = 1, y  (0) = 0 15. y  − 3y  + 2y = 0, y(0) = 0, y  (0) = 1 16. y  + y  − 2y = 0, y(0) = 3, y  (0) = 0 
 
 
 
 
 
 17. y − 2y + 5y = 0, y(0) = 2, y (0) = 0 18. y  − 4y  + 4y = 0, y(0) = 2, y  (0) = 1
 
 ............................................................
 
 22. y  + 4y = 0, y(0) = 1, y  (0) = −2 23. y  + 20y = 0, y(0) = −2, y  (0) = 2 24. y  + 12y = 0, y(0) = −1, y  (0) = −2
 
 ............................................................ 25. A spring is stretched 6 inches by a 12-pound weight. The weight is then pulled down an additional 8 inches and released. Neglect damping. Find an equation for the position of the spring at any time t and graph the position function. 26. A spring is stretched 20 cm by a 4-kg mass. The weight is released with a downward velocity of 2 m/s. Neglect damping. Find an equation for the position of the spring at any time t and graph the position function. 27. A spring is stretched 10 cm by a 4-kg mass. The weight is pulled down an additional 20 cm and released with an upward velocity of 4 m/s. Neglect damping. Find an equation for the position of the spring at any time t and graph the position function. Find the amplitude and phase shift of the motion. 28. A spring is stretched 2 inches by a 6-pound weight. The weight is then pulled down an additional 4 inches and released with a downward velocity of 4 ft/s. Neglect damping. Find an equation for the position of the spring at any time t and graph the position function. Find the amplitude and phase shift of the motion. 29. A spring is stretched 4 inches by a 16-pound weight. The damping constant equals 10. The weight is then pushed up 6 inches and released. Find an equation for the position of the spring at any time t and graph the position function.
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 30. A spring is stretched 8 inches by a 32-pound weight. The damping constant equals 0.4. The weight is released with a downward velocity of 3 ft/s. Find an equation for the position of the spring at any time t and graph the position function. 31. A spring is stretched 25 cm by a 4-kg mass. The weight is pushed up 12 meter and released. The damping constant equals c = 2. Find an equation for the position of the spring at any time t and graph the position function. 32. A spring is stretched 10 cm by a 5-kg mass. The weight is released with a downward velocity of 2 m/s. The damping constant equals c = 5. Find an equation for the position of the spring at any time t and graph the position function. 33. Show that in the case of a repeated root r = r1 to the characteristic equation, the function y = ter1 t is a second solution of the differential equation ay  + by  + cy = 0. 34. Show that in the case of complex roots r = u ± vi to the characteristic equation, the functions y = eut cos vt and y = eut sin vt are solutions of the differential equation ay  + by  + cy = 0. 35. For the equation u  + cu  + 16u = 0, compare solutions with c = 7, c = 8 and c = 9. The first case is called underdamped, the second case is called critically damped and the last case is called overdamped. Briefly explain why these terms are appropriate. 
 
 
 
 36. For the general equation mu + cu √ + ku = 0, show that critical damping occurs with c = 2 km. Without solving any equations, briefly √ describe what the graph √ of solutions look like with c < 2 km, compared to c > 2 km. 37. A spring is stretched 3 inches by a 16-pound weight. Use exercise 36 to find the critical damping value. 38. Show that for both the critically damped case and the overdamped case, the mass can pass through its equilibrium position at most once. (Hint: Show that u(t) = 0 has at most one solution.) 39. If you are designing a screen door, you can control the damping by changing the viscosity of the fluid in the cylinder in which the closure rod is embedded. Discuss whether overdamping or underdamping would be more appropriate.
 
 40. Show that et and e−t are solutions of the equation y  − y = 0, and conclude that a general solution is given by y = c1 et + c2 e−t . Then show that sinh t and cosh t are solutions of y  − y = 0, and conclude that a general solution is given by y = c1 sinh t + c2 cosh t. Discuss whether or not these two general solutions are equivalent.
 
 ..
 
 Second-Order Equations with Constant Coefficients
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 41. As in exercise 40, show that y = c1 sinh at + c2 cosh at is a general solution of y  − a 2 y = 0, for any constant a > 0. Compare this to the general solution of y  + a 2 y = 0. 42. For the general equation ay  + by  + cy = 0, if the roots of the characteristic equation are complex, a > 0 and b > 0, show that the solution y(t) → 0 as t → ∞. 43. For the general equation ay  + by  + cy = 0, if ac > 0, b > 0 and the roots of the characteristic equation are real numbers r1 < r2 , show that both roots are negative and thus, the solution y(t) → 0 as t → ∞. 44. For the general equation ay  + by  + cy = 0, suppose that there is a repeated root r1 < 0 of the characteristic equation. Show that lim ter1 t = 0 and thus, the solution y(t) → 0 as t→∞ t → ∞. 45. Use the results of exercises 42–44 to show that if a, b and c are all positive, then the solution y(t) of ay  + by  + cy = 0 goes to 0 as t → ∞. 46. Interpret the result of exercise 45 in terms of the spring equation mu  + cu  + ku = 0. In particular, if there is nonzero damping, then what is the eventual motion of the spring?
 
 EXPLORATORY EXERCISES 1. In this exercise, you will explore solutions of a different type of second-order equation. An Euler equation has the form x 2 y  + ax y  + by = 0 for constants a and b. Notice that this equation requires that x times the first derivative and x 2 times the second derivative be similar to the original function. Explain why a reasonable guess is y = x r . Substitute this into the equation and (similar to our derivation of the characteristic equation) show that r must satisfy the equation r 2 + (a − 1)r + b = 0. Use this to find the general solution of (a) x 2 y  + 4x y  + 2y = 0 and (b) x 2 y  − 3x y  + 3y = 0. Discuss the main difference in the graphs of solutions to (a) and (b). Can you say anything definite about the graph of a solution of (c) x 2 y  + 2x y  − 6y = 0 near x = 0? There remains the issue of what to do with complex and repeated roots. Show that if you get complex roots r = u ± vi, then y = x u cos(v ln x) and y = x u sin (v ln x) are solutions for x > 0. Use this information to find the general solution of (d) x 2 y  + x y  + y = 0. Use the form of the solutions corresponding to complex roots to guess the second solution in the repeated roots case. Find the general solution of (e) x 2 y  + 5x y  + 4y = 0. 2. In this exercise, you will explore solutions of higher-order differential equations. For a third-order equation with constant coefficients such as (a) y  − 3y  − y  + 3y = 0, make a reasonable guess of the form of the solution, write down the characteristic equation and solve the equation (which factors). Use this idea to find the general solution of (b) y  + y  + 3y  − 5y = 0 and (c) y  − y  − y  + y = 0. Oddly enough, an equation like (d) y  − y = 0 causes more problems than (a)–(c). How many solutions of the characteristic equation do you find? Show that √ y = tet is not a solution. Show that y = et/2 cos 23 t and √ y = et/2 sin 23 t are two additional solutions. Identify the two r-values to which these solutions correspond. Show that these
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 r-values are in fact solutions of the characteristic equation. Conclude that a more thorough understanding of solutions of complex equations is necessary to fully master third-order
 
 equations. To end on a more positive note, find the general solutions of the fourth-order equation (e) y (4) − y = 0 and the fifthorder equation (f) y (5) − 3y (4) − 5y  + 15y  + 4y  − 12y = 0.
 
 16.2 NONHOMOGENEOUS EQUATIONS: UNDETERMINED COEFFICIENTS If you’ve ever shot a videotape with a handheld camera, you probably understand the impact a jittery hand can have on the quality of your video. In section 16.1, we developed and solved a simple model for mechanical vibrations. In this section, we extend that model to cases where an external force such as a shaky hand complicates the problem. The starting place for our model again is Newton’s second law of motion: F = ma. Adding an external force F(t) to the spring force and damping force considered in section 16.1, we get that if u(t) is the displacement from equilibrium, then mu  (t) = −ku(t) − cu  (t) + F(t) or mu  (t) + cu  (t) + ku(t) = F(t).
 
 TODAY IN MATHEMATICS Shigefumi Mori (1951– ) A Japanese mathematician who earned the Fields Medal in 1990. A colleague wrote, “The most profound and exciting development in algebraic geometry during the last decade or so was the Minimal Model Program or Mori’s Program. . . . Shigefumi Mori initiated the program with a decisively new and powerful technique, guided the general research direction with some good collaborators along the way and finally finished up the program by himself overcoming the last difficulty. . . . Mori’s theorems were stunning and beautiful by the totally new features unimaginable by those who had been working, probably very hard too, only in the traditional world of algebraic . . . surfaces.’’
 
 (2.1)
 
 Notice that equation (2.1) is the same as the spring model developed in section 16.1, except that the right-hand side of the equation is no longer zero. Equation (2.1) is called homogeneous when F(t) = 0 for all t and nonhomogeneous otherwise. Our goal is to find the general solution of such equations (that is, the form of all solutions). We can do this by first finding one particular solution u p (t) of the nonhomogeneous equation (2.1). Notice that if u(t) is any other solution of (2.1), then we have that m(u − u p ) + c(u − u p ) + k(u − u p ) = (mu  + cu  + ku) − (mup + cu p + ku p ) = F(t) − F(t) = 0. That is, the function u − u p is a solution of the corresponding homogeneous equation mu  + cu  + ku = 0 solved in section 16.1. So, if the general solution of the homogeneous equation is c1 u 1 + c2 u 2 , then u − u p = c1 u 1 + c2 u 2 , for some constants c1 and c2 . We summarize this in Theorem 2.1.
 
 THEOREM 2.1 Let u = c1 u 1 + c2 u 2 be the general solution of mu  + cu  + ku = 0 and let u p be any solution of mu  + cu  + ku = F(t). Then the general solution of mu  + cu  + ku = F(t) is given by u = c1 u 1 + c2 u 2 + u p .
 
 We illustrate this result with example 2.1.
 
 EXAMPLE 2.1
 
 Solving a Nonhomogeneous Equation
 
 Find the general solution of u  + 4u  + 3u = 30e2t , given that u p = 2e2t is a solution. Solution One of the two pieces of the general solution is given to us: we have u p = 2e2t . The other piece is the solution of the homogeneous equation u  + 4u  + 3u = 0. Here, the characteristic equation is 0 = r 2 + 4r + 3 = (r + 3)(r + 1),
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 so that r = −3 or r = −1. The general solution of the homogeneous equation is then c1 e−3t + c2 e−t , so that the general solution of the nonhomogeneous equation is u(t) = c1 e−3t + c2 e−t + 2e2t . „ While Theorem 2.1 shows us how to piece together the solution of a nonhomogeneous equation from a particular solution and the general solution of the corresponding homogeneous equation, we still do not know how to find a particular solution. The method presented next, called the method of undetermined coefficients, works for equations with constant coefficients where the nonhomogeneous term is not too complicated and relies on our ability to make an educated guess about the form of a particular solution. We begin by illustrating this technique for example 2.1. If u  + 4u  + 3u = 30e2t , then the most likely candidate for the form of u(t) is a constant multiple of e2t . (How else would u  , 4u  and 3u all add up to 30e2t ?) Be sure that you understand the logic here, because we will be using it in the examples to come. So, an educated guess is u p (t) = Ae2t , for some constant A. Substituting this into the differential equation, we try to solve for A. (If it turns out to be impossible to solve for A, then we have simply made a bad guess.) Here, we have u p = 2Ae2t and u p = 4Ae2t and so, requiring u p to be a solution of the nonhomogeneous equation gives as 30e2t = u p + 4u p + 3u p = 4Ae2t + 4(2Ae2t ) + 3(Ae2t ) = 15Ae2t . So, 15A = 30 or A = 2. A particular solution is then u p (t) = 2e2t , as desired. We learn more about making good guesses in examples 2.2 through 2.4.
 
 EXAMPLE 2.2
 
 Solving a Nonhomogeneous Equation
 
 Find the general solution of u  + 2u  − 3u = −30 sin 3t. Solution First, we solve the corresponding homogeneous equation: u  + 2u  − 3u = 0. The characteristic equation here is 0 = r 2 + 2r − 3 = (r + 3)(r − 1), so that r = −3 or r = 1. This gives us u = c1 e−3t + c2 et as the general solution of the homogeneous equation. Next, we guess the form of a particular solution. Since the right-hand side is a constant multiple of sin 3t, a reasonable guess might seem to be u p = A sin 3t. However, it turns out that this is too specific a guess, since when we compute derivatives to substitute into the equation, we will also get cos 3t terms. This suggests the slightly more general guess u p = A sin 3t + B cos 3t. Substituting this into the equation, we get −30 sin 3t = −9A sin 3t − 9B cos 3t + 2(3A cos 3t − 3B sin 3t) −3(A sin 3t + B cos 3t) = (−12A − 6B) sin 3t + (6A − 12B) cos 3t.
 
 u p = A sin 3t + B cos 3t u p = 3A cos 3t − 3B sin 3t u p = −9A sin 3t − 9B cos 3t
 
 Equating the corresponding coefficients of the sine and cosine terms (imagine the additional term 0 cos 3t on the left-hand side), we have −12A − 6B = −30 or and or
 
 2A + B = 5 6A − 12B = 0 A = 2B.
 
 Substituting into the first equation, we get 2(2B) + B = 5 or B = 1. Then, A = 2B = 2 and a particular solution is u p = 2 sin 3t + cos 3t. We now put together all of the pieces
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 to obtain the general solution of the original equation: u(t) = c1 e−3t + c2 et + 2 sin 3t + cos 3t. „ Observe that while the calculations get a bit messy, the process of making a guess is not exceptionally challenging. To keep the details of calculation from getting in the way of the ideas, we next focus on making good guesses. In general, you start with the function F(t) and then add terms corresponding to each derivative. For instance, in example 2.2, we started with A sin 3t and then added a term corresponding to its derivative: B cos 3t. We do not need to add other terms, because all other derivatives are simply constant multiples of either sin 3t or cos 3t. However, suppose that F(t) = 7t 5 . The initial guess would include At 5 and the derivatives Bt 4 , Ct 3 and so on. To save letters, you can use subscripts and write the initial guess as A5 t 5 + A4 t 4 + A3 t 3 + A2 t 2 + A1 t + A0 . There is one exception to the preceding rule. If any term in the initial guess is also a solution of the homogeneous equation, you must multiply the initial guess by a sufficiently high power of t so that nothing in the modified guess is a solution of the homogeneous equation. (In the case of second-order equations, this means multiplying the initial guess by either t or t 2 .) To see why, consider u  + 2u  − 3u = 4e−3t . The initial guess Ae−3t won’t work, as seen in example 2.3.
 
 EXAMPLE 2.3
 
 Modifying an Initial Guess
 
 Show that u(t) = Ae−3t is not a solution of u  + 2u  − 3u = 4e−3t , for any value of A, but that there is a solution of the form u(t) = Ate−3t . Solution For u(t) = Ae−3t , we have u  (t) = −3Ae−3t and u  (t) = 9Ae−3t and so, u  + 2u  − 3u = 9Ae−3t + 2(−3Ae−3t ) − 3Ae−3t = 0 = 4e−3t . That is, u(t) = Ae−3t is a solution of the homogeneous equation for every choice of A. As a result, Ae−3t is not a solution of the nonhomogeneous equation for any choice of A. However, if we multiply our initial guess by t, we have u(t) = Ate−3t , u  (t) = Ae−3t + At(−3e−3t ) and u  (t) = −3Ae−3t − 3Ae−3t + At(9e−3t ) = −6Ae−3t + 9Ate−3t . Substituting into the equation, we have 4e−3t = u  + 2u  − 3u = −6Ae−3t + 9Ate−3t + 2(Ae−3t − 3Ate−3t ) − 3Ate−3t = −4Ae−3t . So, −4A = 4 and A = −1. A particular solution of the nonhomogeneous equation is then u p (t) = −te−3t . „ A summary of rules for making good guesses is given in the accompanying table. Notice that sine and cosine terms always go together, and all polynomials are complete with terms from t n all the way down to t and a constant. The form of up for au  + bu  + cu = F(t)
 
 F(t)
 
 Initial Guess
 
 Modify Initial Guess if ar 2  br  c  0 for
 
 er 1 t cos kt or sin kt
 
 Aer1 t A cos kt + B sin kt
 
 r = r1 r = ±ki
 
 tn
 
 Cn t n + Cn−1 t n−1 + · · · + C1 t + C0
 
 r =0
 
 ut
 
 ut
 
 e cos vt or eut sin vt
 
 e (A cos vt + B sin vt)
 
 r = u ± vi
 
 t n er 1 t
 
 (Cn t n + Cn−1 t n−1 + · · · + C1 t + C0 )er1 t
 
 r = r1
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 We illustrate the process of making good guesses in example 2.4.
 
 EXAMPLE 2.4
 
 Finding the Form of Particular Solutions
 
 Determine the form for a particular solution of the following equations: (a) y  + 4y  = t 4 + 3t 2 + 2e−4t sin t + 3e−4t and (b) y  + 4y = 3t 2 sin 2t + 3te2t . Solution For part (a), the characteristic equation is 0 = r 2 + 4r = r (r + 4), so that r = 0 and r = −4. The solution of the homogeneous equation is then y = c1 + c2 e−4t . Looking at the right-hand side, we have a sum of three types of terms: a polynomial, an exponential/sine combination and an exponential. From the table, our initial guess is y p = (C4 t 4 + C3 t 3 + C2 t 2 + C1 t + C0 ) + e−4t (A cos t + B sin t) + De−4t . However, referring back to the solution of the homogeneous equation, note that the constant C0 and the exponential De−4t are solutions of the homogeneous equation. (Also note that the exponential/sine term is not a solution of the homogeneous equation.) Multiplying the first and third terms by t, the correct form of a solution to the nonhomogeneous equation is y p = t(C4 t 4 + C3 t 3 + C2 t 2 + C1 t + C0 ) + e−4t (A cos t + B sin t) + Dte−4t . Now that we have the correct form of a solution, it’s a straightforward (though tedious) matter to find the value of all the constants. For part (b), the characteristic equation is r 2 + 4 = 0, so that r = ±2i and the solution of the homogeneous equation is then y = c1 cos 2t + c2 sin 2t. Here, the right-hand side consists of two terms: the product of a polynomial and a sine function and the product of a polynomial and an exponential function. Multiplying guesses from the table, we make our initial guess y p = (A2 t 2 + A1 t + A0 ) sin 2t + (B2 t 2 + B1 t + B0 ) cos 2t + (C1 t + C0 )e2t .
 
 NOTES The letters used in writing the forms of the solutions are completely arbitrary.
 
 Observe that both A0 sin 2t and B0 cos 2t are solutions of the homogeneous equation. So, we must multiply the first two terms by t to obtain the modified guess: y p = t(A2 t 2 + A1 t + A0 ) sin 2t + t(B2 t 2 + B1 t + B0 ) cos 2t + (C1 t + C0 )e2t . „ We now return to the study of mechanical vibrations. Recall that the movement of a spring-mass system with an external force F(t) is modeled by mu  + cu  + ku = F(t).
 
 EXAMPLE 2.5
 
 The Motion of a Spring Subject to an External Force
 
 A mass of 0.2 kg stretches a spring by 10 cm. The damping constant is c = 0.4. External vibrations create a force of F(t) = 0.2 sin 4t newtons, setting the spring in motion from its equilibrium position. Find an equation for the position of the spring at any time t. Solution We are given m = 0.2 and c = 0.4. Recall that the spring constant k satisfies the equation mg = kl, where l = 10 cm = 0.1 m. (Notice that since the mass is given in kg, g = 9.8 m/s2 and we need the value of l in meters.) This enables us to solve for k, as follows: k=
 
 (0.2)(9.8) mg = = 19.6. l 0.1
 
 The equation of motion is then 0.2u  + 0.4u  + 19.6u = 0.2 sin 4t or
 
 u  + 2u  + 98u = sin 4t.
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 This gives us the characteristic equation r 2 + 2r + 98 = 0, which has solutions √ √ −2 ± 4 − 392 r= = −1 ± 97i. The solution of the homogeneous equation is then 2 √ √ −t u(t) = c1 e cos 97t + c2 e−t sin 97t. A particular solution has the form u p = A sin 4t + B cos 4t. Substituting this into the equation, we get sin 4t = u  + 2u  + 98u = −16A sin 4t − 16B cos 4t + 2(4A cos 4t − 4B sin 4t) + 98(A sin 4t + B cos 4t) = (82A − 8B) sin 4t + (8A + 82B) cos 4t. Then, 82A − 8B = 1 and 8A + 82B = 0. The solution is A = so, the general solution of the nonhomogeneous equation is u(t) = c1 e−t cos
 
 and B =
 
 −2 1697
 
 and
 
 √ √ 41 2 97t + c2 e−t sin 97t + sin 4t − cos 4t. 3394 1697
 
 The initial conditions are u(0) = 0 and u  (0) = 0. With t = 0 and u = 0, we get 2 2 0 = c1 − 1697 or c1 = 1697 . Computing the derivative u  (t) and substituting in t = 0 and √ 82 −80 √ . The solution of the initial or c2 = 1697 u  = 0, we get 0 = −c1 + 97c2 + 1697 97 value problem is then
 
 0.02 0.01 0.01
 
 41 3394
 
 u(t) =
 
 0.5 1 1.5 2 2.5 3
 
 0.02
 
 FIGURE 16.6 Spring motion with an external force
 
 √ √ 2 −t 80 e cos 97t − √ e−t sin 97t 1697 1697 97 2 41 sin 4t − cos 4t. + 3394 1697
 
 A graph is shown in Figure 16.6. „ Notice in Figure 16.6 that after a very brief time, the motion appears to be simple harmonic motion. We can verify this by a quick analysis of our solution in example 2.5. Recall that the solution comes in two pieces, a particular solution u p (t) =
 
 41 2 sin 4t − cos 4t 3394 1697
 
 and the solution of the homogeneous equation √ √ c1 e−t cos 97t + c2 e−t sin 97t. As t increases, the presence of the exponential e−t causes the homogeneous solution to approach 0, regardless of the value of the constants c1 and c2 . So, for any initial conditions, the solution will eventually be dominated by the particular solution, which is a simple oscillation. For this reason, the solution of the homogeneous equation is called the transient solution and the particular solution is called the steady-state solution. This is true of many, but not all equations. (Can you think of cases where the homogeneous solution does not tend to 0 as t increases?) If we are interested only in the steady-state solution, we can avoid much of the work in example 2.5 and simply solve for a particular solution.
 
 EXAMPLE 2.6 
 
 Finding a Steady-State Solution
 
 
 
 For u + 3u + 2u = 20 cos 2t, find the steady-state solution. Solution For the homogeneous solution, the characteristic equation is 0 = r 2 + 3r + 2 = (r + 1)(r + 2) and so, the solutions are r = −2 and r = −1. The solution of the homogeneous equation is then u(t) = c1 e−2t + c2 e−t . Since this tends to
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 0 as t → ∞, we ignore it. A particular solution has the form u p (t) = A cos 2t + B sin 2t. Substituting into the equation, we have 20 cos 2t = u  + 3u  + 2u = −4A cos 2t − 4B sin 2t + 3(−2A sin 2t + 2B cos 2t) + 2(A cos 2t + B sin 2t) = (−2A + 6B) cos 2t + (−6A − 2B) sin 2t. y
 
 So, we must have
 
 3 2 1
 
 −2A + 6B = 20 t
 
 1 2 3
 
 1
 
 2
 
 3
 
 4
 
 5
 
 6
 
 7
 
 8
 
 −6A − 2B = 0.
 
 and
 
 From the second equation, B = −3A. Substituting into the first equation, we have −2A − 18A = 20 or A = −1. Then, B = −3A = 3 and the steady-state solution is u p (t) = − cos 2t + 3 sin 2t.
 
 FIGURE 16.7 Steady-state solution
 
 A graph is shown in Figure 16.7. „ There are several possibilities for the steady-state motion of a mechanical system. Two interesting cases, called resonance and beats, are introduced here. In their pure forms, both occur only when there is no damping and the external force is a sine or cosine. In these cases, then, the equation of motion is mu  + ku = F(t). 2 The characteristic  equation for the homogeneous equation is mr + k = 0, which has solutions r = ± mk i and the solution of the homogeneous equation is
 
 u(t) = c1 cos ωt + c2 sin ωt,
 
 
 
 where ω = mk is called the natural frequency of the system. Resonance occurs in a mechanical system when the external force is a sine or cosine whose frequency exactly matches the natural frequency of the system. For example, suppose that F(t) = sin ωt. Then our initial guess u p (t) = A sin ωt + B cos ωt matches the homogeneous solution and must be modified to the guess u p (t) = t(A sin ωt + B cos ωt). The graph of such a function would oscillate, but the presence of the factor t would cause the oscillations to grow larger and larger without bound. The graph of u = 2t sin 4t in Figure 16.8 illustrates this behavior. Physically, resonance can cause impressive disasters. A singer hitting a note (thus producing an external force) at exactly the natural frequency of a wineglass can shatter it. Soldiers marching in step across a bridge at exactly the natural frequency of the bridge can create large oscillations in the bridge that can cause it to collapse. u 20 15 10 5 t ⫺5
 
 1
 
 2
 
 3
 
 4
 
 5
 
 6
 
 7
 
 8
 
 9 10
 
 ⫺10 ⫺15 ⫺20
 
 FIGURE 16.8 Resonance: u = 2t sin 4t
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 The phenomenon of beats occurs when the forcing frequency is close to (but not equal to) the natural frequency. For example, for u  + 4u = 2 sin(2.1t) with u(0) = u  (0) = 0, the homogeneous solution is u(t) = c1 sin 2t + c2 cos 2t and so, the forcing frequency of 2.1 is close to the natural frequency of 2. We leave it as an exercise to show that the solution is u(t) = 5.1219 sin(2t) − 4.878 sin(2.1t)
 
 200
 
 10
 
 FIGURE 16.9 Beats
 
 The graph in Figure 16.9 illustrates the beats phenomenon of periodically increasing and decreasing amplitudes. This can be heard when tuning a piano. If a note is slightly off, its frequency is close to the frequency of the external tuning fork and you will hear the amplitude variation illustrated in Figure 16.9.
 
 EXAMPLE 2.7
 
 Resonance and Beats
 
 
 
 For the system u + 5u = 3 sin ωt, find the natural frequency, the value of ω that produces resonance and a value of ω that produces beats. 2 Solution The characteristic equation for the homogeneous √ √ equation is r + 5 = 0, with solutions r = ± 5i. The natural frequency is then 5 and this is the value of ω √ that produces resonance. Values close to 5 (such as ω = 2) produce beats. „
 
 BEYOND FORMULAS Be sure that you understand the difference between the equations solved in section 16.2 and those solved in section 16.1. For the nonhomogeneous equations explored in this section, you must first find the homogeneous solution c1 y1 (t) + c2 y2 (t) as in section 16.1 and then find a particular solution y p (t). Always keep in mind that the overall structure of the general solution of a nonhomogeneous equation is y(t) = c1 y1 (t) + c2 y2 (t) + y p (t). Your task is then to fill in the details one at a time.
 
 EXERCISES 16.2 WRITING EXERCISES 1. In many cases, a guess for the form of a particular solution may seem logical but turn out to be a bad guess. Identify the criterion for whether a guess is ultimately good or bad. (See example 2.3.) 2. In example 2.4 part (a), the initial guess e−4t is multiplied by t but e−4t cos t is not. Explain why these terms are treated differently by comparing the r-values in a characteristic equation with solution e−4t to one with solution e−4t cos t. 3. Soldiers are taught to break step when marching across a bridge. Briefly explain why this is a good idea. 4. Is there any danger to a party of people dancing on a strong balcony? Would it help if some of the people had a bad sense of rhythm? In exercises 1–4, find the general solution of the equation, given a particular solution u p .
 
 3. u  + 4u  + 4u = 4t 2 , up (t) = t 2 − 2t +
 
 3 2
 
 4. u  + 4u = 6 sin t, up (t) = 2 sin t
 
 ............................................................ In exercises 5–10, find the general solution of the equation. 5. u  + 2u  + 10u = 26e−3t 6. u  − 2u  + 5u = 10e2t 7. u  + 2u  + u = 25 sin t 8. u  + 4u = 24 cos 4t 9. u  − 4u = 2t 3 10. u  + u  − 6u = 18t 2
 
 ............................................................ In exercises 11–18, determine the form of a particular solution of the equation. 11. u  + 2u  + 10u = 2e−t + 3e−t cos 3t + 2 sin 3t
 
 1. u  + 2u  + 5u = 15e−2t , up (t) = 3e−2t
 
 12. u  − 2u  + 5u = et sin 2t − t 2 et
 
 2. u  + 2u  − 8u = 14e3t , up (t) = 2e3t
 
 13. u  + 2u  = 5t 3 − 2t + 4e2t
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 14. u  + 4u = 2t cos 2t − t 2 sin t 15. u  + 9u = et cos 3t − 2t sin 3t 16. u  − 4u = t 3 e2t + t 2 e−2t 17. u  + 4u  + 4u = t 2 e−2t + 2te−2t sin t 
 
 
 
 18. u + 2u + u = t − 4 + 2e 2
 
 −t
 
 ............................................................ 19. A mass of 0.1 kg stretches a spring by 2 mm. The damping constant is c = 0.2. External vibrations create a force of F(t) = 0.1 cos 4t newtons, setting the spring in motion from its equilibrium position with zero initial velocity. Find an equation for the position of the spring at any time t. 20. A mass of 0.4 kg stretches a spring by 2 mm. The damping constant is c = 0.4. External vibrations create a force of F(t) = 0.8 sin 3t newtons, setting the spring in motion from its equilibrium position with zero initial velocity. Find an equation for the position of the spring at any time t. 21. A mass weighing 0.4 lb stretches a spring by 3 inches. The damping constant is c = 0.4. External vibrations create a force of F(t) = 0.2e−t/2 lb. The spring is set in motion from its equilibrium position with a downward velocity of 1 ft/s. Find an equation for the position of the spring at any time t. 22. A mass weighing 0.1 lb stretches a spring by 2 inches. The damping constant is c = 0.2. External vibrations create a force of F(t) = 0.2e−t/4 lb. The spring is set in motion by pulling it down 4 inches and releasing it. Find an equation for the position of the spring at any time t.
 
 ............................................................ Exercises 23–28 refer to amplitude and phase shift. (See exercise 21 in section 16.1.) 23. For u  + 2u  + 6u = 15 cos 3t, find the steady-state solution and identify its amplitude and phase shift. 24. For u  + 3u  + u = 5 sin 2t, find the steady-state solution and identify its amplitude and phase shift. 25. For u  + 4u  + 8u = 15 cos t + 10 sin t, find the steady-state solution and identify its amplitude and phase shift. 26. For u  + u  + 6u = 12 cos t + 8 sin t, find the steady-state solution and identify its amplitude and phase shift. 27. A mass weighing 2 lb stretches a spring by 6 inches. The damping constant is c = 0.4. External vibrations create a force of F(t) = 2 sin 2t lb. Find the steady-state solution and identify its amplitude and phase shift. 28. A mass of 0.5 kg stretches a spring by 20 cm. The damping constant is c = 1. External vibrations create a force of F(t) = 3 cos 2t N. Find the steady-state solution and identify its amplitude and phase shift.
 
 ............................................................ 29. For the system u  + 3u = 4 sin ωt, find the natural frequency, the value of ω that produces resonance and a value of ω that produces beats. 
 
 30. For the system u + 10u = 2 cos ωt, find the natural frequency, the value of ω that produces resonance and a value of ω that produces beats.
 
 ..
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 31. A mass weighing 0.4 lb stretches a spring by 3 inches. Ignore damping. External vibrations create a force of F(t) = 2 sin ωt lb. Find the natural frequency, the value of ω that produces resonance and a value of ω that produces beats. 32. A mass of 0.4 kg stretches a spring by 3 cm. Ignore damping. External vibrations create a force of F(t) = 2 sin ωt N. Find the natural frequency, the value of ω that produces resonance and a value of ω that produces beats. 33. In this exercise, we compare solutions where resonance is present and solutions of the same system with a small amount of damping. Start by finding the solution of y  + 9y = 12 cos 3t, y(0) = 1, y  (0) = 0. Then solve the initial value problem y  + 0.1y  + 9y = 12 cos 3t, y(0) = 1, y  (0) = 0. Graph both solutions on the same set of axes, and estimate a range of t-values for which the solutions stay close. 34. Repeat exercise 33 y(0) = 1, y  (0) = 0.
 
 for
 
 y  + 0.01y  + 9y = 12 cos 3t,
 
 35. For u  + 4u = sin ωt, explain why the form of a particular solution is simply A sin ωt, for ω2 = 4. 36. For u  + 4u = 2t 3 , identify a simplified form of a particular solution. 37. (a) Find the solution of u  + 4u = 2 sin(2.1t), with u(0) = u  (0) = 0. (b) Find the solution of u  + 4u = 2 sin 2t with u(0) = u  (0) = 0. (c) Compare the graphs of the solutions to parts (a) and (b). 38. (a) For u  + 4u = sin ωt, u(0) = u  (0) = 0, find the solution as a function of ω. Compare the graphs of the solutions for ω = 0.5, ω = 0.9 and ω = 1. (b) For u  + 4u = sin ωt, u(0) = u  (0) = 1, find the solution as a function of ω. (c) Compare the graphs of the solutions for ω = 0.5, ω = 0.9 and ω = 1. (d) Discuss the effects of the initial conditions by comparing the graphs in parts (a) and (c).
 
 APPLICATIONS 39. For u  + 0.1u  + 4u = sin ωt, find the amplitude of the steadystate solution as a function of ω. 40. For the spring problem in exercise 39, what happens to the steady-state amplitude as ω approaches 0? Explain why this makes sense. 41. An object falls under the forces of gravity and air drag. Explain the significance of each term in the equation of motion −mg − ky  = my  . If the object has mass 5 kg, the air drag coefficient is k = 0.5 kg/s, the initial velocity is 1 m/s and initial height is 60 m, find the height at time t. 42. Estimate when the object of exercise 41 hits the ground, and estimate its impact velocity.
 
 EXPLORATORY EXERCISES 1. A washing machine whose tub spins with rotational speed ω generates a downward force of f 0 sin ωt for some constant f 0 . If the machine rests on a spring and damping mechanism
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 (see diagram), the vertical motion of the machine satisfies the familiar equation u  + cu  + ku = f 0 sin ωt. Explain what happens to the motion as c and k are increased. We now add one layer to the design problem for the machine. The forces absorbed by the spring and damper are transmitted to the floor. That is, F(t) = cu  + ku is the force of the machine on the floor. We would like this to be small. Explain in physical terms why this force increases if c and k increase. So the design of the machine must balance vertical movement versus force transmitted to the floor. Consider the following argument for an equation for F(t). F
 
 k
 
 b
 
 16-18
 
 allows the railroad cars a certain amount of slack but applies a restoring force if the cars get too close or too far apart. If y measures the displacement of the coupler back and forth, then y  = F(y), where F(y) is the force ⎧ produced by the coupler. ⎨ −y − d if y < −d 0 if −d ≤ y ≤ d. A simple model is F(y) = ⎩ −y + d if y ≥ d This models a restoring force with a dead zone in the middle. Suppose the initial conditions are y(0) = 0 and y  (0) = 1. That is, the coupler is centered at y = 0 and has a positive velocity. At y = 0, the coupler is in the dead zone with no forces. Solve y  = 0 with the initial conditions and show that y(t) = t for 0 ≤ t ≤ d. At this point, the coupler leaves the dead zone and we now have y  = −y + d. Explain why initial conditions for this part of the solution are y(d) = d and y  (d) = 1. Solve this problem and determine the time at which the coupler reenters the dead zone. Continue in this fashion to construct the solution piece by piece. Describe in words the pattern that emerges. Then, explain in which sense this model ignores damping. Revise the function F(y) to include damping.
 
 Machine schematic Let the symbol D stand for derivative. Then we can write F = cu  + ku = (cD + k)u. Solving for F . Now, writing the equation u, we get u = cD + k   u + cu + ku = f 0 sin ωt as (D 2 + cD + k)u = f 0 sin ωt, f 0 sin ωt . Setting the two we solve for u and get u = 2 D + cD + k expressions for u equal to each other, we have F f 0 sin ωt = 2 . cD + k D + cD + k Multiplying this out, we have (D 2 + cD + k)F = (cD + k) f 0 sin ωt. Show that this gives the correct answer: that is, F(t) satisfies the equation F  + cF  + k F = c( f 0 sin ωt) + k( f 0 sin ωt). 2. Spring devices are used in a variety of mechanisms, including the railroad car coupler shown in the photo. The coupler
 
 16.3 APPLICATIONS OF SECOND-ORDER EQUATIONS
 
 Resistance R
 
 Inductance L
 
 Capacitance C
 
 ~ Voltage E(t)
 
 RLC circuit
 
 In sections 16.1 and 16.2, we developed models of spring-mass systems with and without external forces. It turns out that the charge in a simple electrical circuit can be modeled with the same equation as for the motion of a spring-mass system. For an RLC-circuit (consisting of resistors, capacitors, inductors and a voltage source), the net resistance R (measured in ohms), the capacitance C (in farads) and the inductance L (in henrys) are all positive. For now, we will assume that there is no impressed voltage. If Q(t) (coulombs) is the total charge on the capacitor at time t and I (t) is the current, then I = Q  (t). The basic laws of electricity tell us that the voltage drop across the resistors is IR, Q the voltage drop across the capacitor is , C the voltage drop across the inductor is LI (t)
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 and the voltage drops must sum to the impressed voltage. If there is none, then LI  (t) + RI(t) +
 
 1 Q(t) = 0 C
 
 LQ (t) + RQ (t) +
 
 or
 
 1 Q(t) = 0. C
 
 (3.1)
 
 Observe that this is the same as equation (1.2), except for the names of the constants. Example 3.1 works the same as the examples from section 16.1.
 
 EXAMPLE 3.1
 
 Finding the Charge in an Electrical Circuit
 
 A series circuit has an inductor of 0.2 henry, a resistor of 300 ohms and a capacitor of 10−5 farad. The initial charge on the capacitor is 10−6 coulomb and there is no initial current. Find the charge on the capacitor and the current at any time t. Solution From (3.1), with L = 0.2, R = 300 and C = 10−5 , the equation for the charge is 0.2Q  (t) + 300Q  (t) + 100,000Q(t) = 0 Q  (t) + 1500Q  (t) + 500,000Q(t) = 0.
 
 or
 
 The characteristic equation is then 0 = r 2 + 1500r + 500,000 = (r + 500)(r + 1000), so that the roots are r = −500 and r = −1000. The general solution is then Q(t) = c1 e−500t + c2 e−1000t .
 
 (3.2)
 
 The initial conditions are Q(0) = 10−6 and Q  (0) = 0 [since Q  (t) gives the current]. This gives us
 
 y
 
 10−6 = Q(0) = c1 + c2
 
 10−6
 
 0 = Q  (0) = −500c1 − 1000c2 ,
 
 10−5
 
 and
 
 10−4
 
 from which we obtain c1 = −2c2 . The first equation now gives us c2 = −10−6 and so, c1 = 2 × 10−6 . The charge function is then
 
 10−3 10−2
 
 Q(t) = 10−6 (2e−500t − e−1000t ).
 
 0.014
 
 0.012
 
 0.010
 
 0.008
 
 0.006
 
 t 0.004
 
 MHDQ256-Ch16
 
 0.002
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 The graph in Figure 16.10 shows a rapidly declining charge. The current function is simply the derivative of the charge function. That is, I (t) = −10−3 (e−500t − e−1000t ). „
 
 FIGURE 16.10
 
 Q(t) = 10−6 (2e−500t − e−1000t )
 
 If an impressed voltage E(t) from a power supply is added to the circuit of example 3.1, equation (3.1) is replaced by the nonhomogeneous equation L Q  (t) + R Q  (t) +
 
 1 Q(t) = E(t). C
 
 (3.3)
 
 Notice that here, the impressed voltage plays a role equivalent to the external force in a spring-mass system. We can use the techniques of section 16.2 to solve such an equation, as we illustrate in example 3.2.
 
 EXAMPLE 3.2
 
 Finding the Charge in a Circuit with an Impressed Voltage
 
 Suppose that the circuit of example 3.1 is attached to an alternating current power supply with the impressed voltage E(t) = 170 sin(120π t) volts. Find the steady-state charge on the capacitor and the steady-state current.
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 Solution From (3.3) using the values of example 3.1, we obtain the equation for the charge: 0.2Q  (t) + 300Q  (t) + 100,000Q(t) = 170 sin(120π t) Q  (t) + 1500Q  (t) + 500,000Q(t) = 850 sin(120π t).
 
 or
 
 (3.4)
 
 As in example 3.1, the roots of the characteristic equation are r = −500 and r = −1000, so that the solution of the homogeneous equation is c1 e−500t + c2 e−1000t . Since this part of the solution tends to 0 as t increases, the steady-state solution is simply the particular solution, which here has the form Q p (t) = A sin(120π t) + B cos(120π t). This gives us Q p (t) = 120π A cos(120π t) − 120π B sin(120π t) and
 
 Q p (t) = −14,400π 2 A sin(120π t) − 14,400π 2 B cos(120π t).
 
 Substituting these into (3.4) gives us 850 sin(120π t) = [−14,400π 2 A sin(120π t) − 14,400π 2 B cos(120πt)] + 1500 [120π A cos(120π t) − 120π B sin(120π t)] + 500,000 [A sin(120π t) + B cos(120π t)] = [(500,000 − 14,400π 2 )A − 180,000π B] sin(120π t) + [(500,000 − 14,400π 2 )B + 180,000A] cos(120πt). Matching up the coefficients of sin(120π t) and cos(120π t) gives us (500,000 − 14,400π 2 )A − 180,000π B = 850
 
 Q'p(t) 0.5
 
 (500,000 − 14,400π 2 )B + 180,000π A = 0.
 
 and
 
 0.25 0.025
 
 0.05
 
 0.075
 
 0.25
 
 0.1
 
 t
 
 Solving for A and B, we get the approximate values A ≈ 0.000679 and B ≈ −0.00107. The steady-state charge is then approximately Q p (t) ≈ 0.000679 sin(120π t) − 0.00107 cos(120π t),
 
 0.5
 
 which gives us a steady-state current of FIGURE 16.11 Steady-state current
 
 Q p (t) ≈ 0.2561 cos(120π t) + 0.4046 sin(120π t). We show a graph of this in Figure 16.11.  Notice that this is an alternating current with approximate amplitude (0.2561)2 + (0.4046)2 ≈ 0.4788 and the same 60 hertz (cycles per second) as the power supply. The large resistance in this circuit has greatly reduced the current. „ The properties of electrical circuits are sometimes summarized in a frequency response curve, as constructed in example 3.3. The numbers are simplified so that we can illustrate a basic principle behind radio reception. For convenience, we use the fact that the solution of the system of equations c1 A + c2 B = d1 c3 A + c 4 B = d2 can be written in the form A=
 
 c4 d1 − c2 d2 c1 c4 − c 2 c3
 
 and
 
 B=
 
 c1 d2 − c3 d1 , c1 c4 − c 2 c3
 
 (3.5)
 
 provided c1 c4 − c2 c3 = 0.
 
 EXAMPLE 3.3
 
 A Frequency Response Curve
 
 For a circuit whose charge satisfies u  + 8u  + 2532u = sin ωt, find the amplitude of the steady-state solution as a function f of the external frequency ω and plot the
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 resulting frequency response curve y = f (ω). Explain why this circuit could be useful for tuning in a radio station. Solution We leave it as an exercise to show that the solution of the homogeneous equation tends to 0 as t increases. The steady-state solution is then the particular solution u p (t) = A sin ωt + B cos ωt. Here, we have u p (t) = Aω cos ωt − Bω sin ωt u p (t) = −Aω2 sin ωt − Bω2 cos ωt.
 
 and
 
 Substituting into the equation, we have sin ωt = (−Aω2 sin ωt − Bω2 cos ωt) + 8(Aω cos ωt − Bω sin ωt) + 2532(A sin ωt + B cos ωt) = [(2532 − ω2 )A − 8Bω] sin ωt + [8Aω + (2532 − ω2 )B] cos ωt. Equating the coefficients of the sine and cosine terms gives us the system of equations (2532 − ω2 )A − 8ωB = 1 8ω A + (2532 − ω2 )B = 0.
 
 and From (3.5), the solution is A=
 
 y 0.002 0.0015 0.001 0.0005 0
 
 25
 
 50
 
 75
 
 100
 
 ω
 
 FIGURE 16.12 Frequency response curve y = f (ω)
 
 P θ
 
 L
 
 m mg
 
 FIGURE 16.13 A simple pendulum
 
 2532 − ω2 (2532 − ω2 )2 + 64ω2
 
 and
 
 B=
 
 −8ω . (2532 − ω2 )2 + 64ω2
 
 Without simplifying this, we can write the √ steady-state solution as up (t) = A sin ωt + B cos ωt as up (t) = A2 + B√2 sin(ωt + δ), for some constant δ, so that the amplitude of the steady-state solution is A2 + B 2 . Notice that since A and B have the same denominator, it factors out of the square root and leaves us with   1 A2 + B 2 = (2532 − ω2 )2 + (−8ω)2 (2532 − ω2 )2 + 64ω2 1 =  . (2532 − ω2 )2 + 64ω2 The frequency response curve is the graph of this function, as shown in Figure 16.12. Notice that the graph has a sharp peak at about ω = 50. Thinking of the right-hand side of the original equation, sin ωt, as a radio signal, we see that this circuit would “hear” the frequency ω = 50 much better than any other frequency and could thus tune in on a radio station broadcasting at frequency 50. „ Another basic physical example with a surprising number of applications is the pendulum. In the sketch in Figure 16.13, a weight of mass m is attached to the end of a massless rod of length L that rotates about a pivot point P in two dimensions. We first model the undamped pendulum, where the only force is due to gravity and the pendulum bob moves along a circular path centered at the pivot point. We can track its position s on the circle by measuring the angle θ from the vertical, where counterclockwise is positive. Since s = Lθ , the acceleration is s  = Lθ  . The only force is gravity, which has magnitude mg in the downward direction. The component of gravity along the direction of motion is then −mg sin θ . Newton’s second law of motion F = ma gives us g m Lθ  (t) = −mg sin θ (t) or θ  (t) + sin θ (t) = 0. (3.6) L Notice that (3.6) is not an equation of the form solved in sections 16.1 and 16.2, because of the term sin θ (t). However, if we simplify (3.6) by replacing sin θ (t) by θ (t), then (3.6) can be solved quite easily. This replacement is often justified with the statement. “For small angles θ, sin θ is approximately equal to θ .” As calculus students, you can say more. From the Maclaurin series θ5 θ3 + + ···, sin θ = θ − 3! 5!
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 it follows that the approximation sin θ ≈ θ has an error bounded by |θ |3 /6. So, if |θ |3 /6 is small enough to safely neglect, then you can replace (3.6) with g θ  (t) + θ (t) = 0. (3.7) L This equation is easy to solve, as we see in example 3.4.
 
 EXAMPLE 3.4
 
 The Undamped Pendulum
 
 A pendulum of length 5 cm satisfies equation (3.7). The bob is released from rest from a starting angle θ = 0.2. Find an equation for the position at any time t and find the amplitude and period of the motion. Solution Taking g = 9.8 m/s2 , we convert the length to L = 0.05 m. Then (3.7) becomes θ  (t) + 196 θ (t) = 0. The characteristic equation is then r 2 + 196 = 0, so that r = ±14i and the general solution is θ (t) = c1 sin 14t + c2 cos 14t,
 
 θ
 
 so that t
 
 θ  (t) = 14c1 cos 14t − 14c2 sin 14t.
 
 Since the bob is released from rest, it has no initial velocity and so, the initial conditions are θ(0) = 0.2 and θ  (0) = 0. From these, we have that 0.2 = θ(0) = c2 and 0 = θ  (0) = 14c1 , so that c1 = 0. The solution is then θ (t) = 0.2 cos 14t,
 
 FIGURE 16.14 θ (t) = 0.2 cos 14t
 
 which has amplitude 0.2 and period Figure 16.14. „
 
 2π 14
 
 =
 
 π . 7
 
 A graph of the solution is shown in
 
  In the exercises, you will show that the period of any solution of (3.7) is 2π Lg , which gives an approximation of the period of the undamped pendulum. Notice that the period is independent of the mass but depends on the length L. Observe that the pendulum of example 3.4 oscillates forever. Of course, the motion of a real pendulum dies out due to damping from friction at the pivot and air resistance. The simplest model of the force due to damping effects represents the damping as proportional to the velocity, or kθ  (t) for some constant k. Retaining the approximation sin θ ≈ θ yields the following model for the damped pendulum: g θ  (t) + kθ  (t) + θ(t) = 0, L for some constant k > 0. If we further allow the pendulum to be driven by some external force F(t), we have the more general model 1 g (3.8) θ  (t) + kθ  (t) + θ (t) = F(t). L m Several areas of current biological research involve situations where one periodic quantity serves as input into some other system that is naturally periodic. The effect of sunlight on circadian rhythms and the response of the heart to electrical signals from the sinoatrial node are examples of this phenomenon. In example 3.5, we explore what happens when a small amount of damping is present.
 
 EXAMPLE 3.5
 
 A Damped Forced Pendulum
 
 For a pendulum of weight 2 pounds, length 6 inches, damping constant k = 0.1 and forcing function F(t) = 0.5 sin 4t, find the amplitude and period of the steady-state motion. 2 Solution Using g = 32 ft/s2 , we have L = 12 ft and m = 32 slug since weight = mg. Equation (3.8) then becomes θ  (t) + 0.1θ  (t) + 64 θ(t) = 8 sin 4t.
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 We leave it as an exercise to show that the solution of the homogeneous equation approaches 0 as t increases. The steady-state solution is then the particular solution θ p (t) = A sin 4t + B cos 4t. θp (t) = 4A cos 4t − 4B sin 4t
 
 This gives us
 
 θp (t) = −16A sin 4t − 16B cos 4t.
 
 and
 
 Substituting into the differential equation, we have 8 sin 4t = (−16A sin 4t − 16B cos 4t) + 0.1(4A cos 4t − 4B sin 4t) + 64 (A sin 4t + B cos 4t) = (48A − 0.4B) sin 4t + (0.4A + 48B) cos 4t. It follows that 48A − 0.4B = 8
 
 and
 
 0.4A + 48B = 0.
 
 384 3.2 ≈ 0.166655 and B = − 2304.16 ≈ −0.001389. The solution of this system is A = 2304.16 The steady-state solution can now be rewritten as  θ p (t) = A sin 4t + B cos 4t = A2 + B 2 sin(4t + δ) ≈ 0.16666 sin(4t − δ),
 
 so that the amplitude is approximately 0.16666 and the period is
 
 2π 4
 
 =
 
 π . 2
 
 „
 
 Notice that the period of the steady-state solution in example 3.5 matches the period of  the forcing function 8 sin 4t and not the natural period of the undamped pendulum, 2π Lg = π4 . Keep in mind that the steady-state solution gives the behavior of the solution for very large t. For small t, the motion of the pendulum in example 3.5 can be erratic. For initial conditions θ (0) = 0.5 and θ  (0) = 0, the solution for 0 ≤ t ≤ 5 is shown in Figure 16.15a, while Figures 16.15b–16.15d show the solutions for larger values of t. Notice that the solution seems to go through different stages until settling down to the steady-state solution around t = 100. θ
 
 θ
 
 0.5
 
 0.5
 
 0.25
 
 0.25
 
 0
 
 t 1.25
 
 2.5
 
 3.75
 
 t
 
 0
 
 5
 
 20 21.25
 
 0.25
 
 0.25
 
 0.5
 
 0.5
 
 22.5
 
 23.75
 
 FIGURE 16.15a
 
 FIGURE 16.15b
 
 0≤t ≤5
 
 20 ≤ t ≤ 25
 
 θ
 
 25
 
 θ
 
 0.5
 
 0.5
 
 0.25
 
 0.25 t
 
 0 50
 
 51.25
 
 52.5
 
 53.75
 
 t
 
 0
 
 55
 
 100 101.25 102.5 103.75
 
 0.25
 
 0.25
 
 0.5
 
 0.5
 
 FIGURE 16.15c
 
 FIGURE 16.15d
 
 50 ≤ t ≤ 55
 
 100 ≤ t ≤ 105
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 EXERCISES 16.3 WRITING EXERCISES 1. The correspondence between mechanical vibrations and electrical circuits is surprising. To start to understand the correspondence, develop an analogy between the roles of a resistor in a circuit and damping in spring motion. Continue by drawing an analogy between the roles of the spring force and the capacitor in storing and releasing energy. 2. In example 3.3, explain why the sharper the peak is on the frequency response curve, the clearer the radio reception would be. 3. For many objects, the magnitude of air drag is proportional to the square of the speed of the object. Explain why we would not want to use that assumption in equation (3.8). 4. To understand why the forced pendulum behaves erratically, consider the case where a child is on a swing and you push the swing. If the swing is coming back at you, does your push increase or decrease the child’s speed? If the swing is moving forward away from you, does your push increase or decrease the child’s speed? If you push every three seconds and the swing is not on a three-second cycle, describe how your pushing would affect the movement of the swing.
 
 1. A series circuit has an inductor of 0.4 henry, a resistor of 200 ohms and a capacitor of 10−4 farad. The initial charge on the capacitor is 10−5 coulomb and there is no initial current. Find the charge on the capacitor and the current at any time t. 2. A series circuit has an inductor of 0.4 henry, no resistance and a capacitor of 10−4 farad. The initial charge on the capacitor is 10−5 coulomb and there is no initial current. Find the charge on the capacitor and the current at any time t. Find the amplitude and phase shift of the charge function. (See exercise 21 in section 16.1.) 3. A series circuit has an inductor of 0.2 henry, no resistance and a capacitor of 10−5 farad. The initial charge on the capacitor is 10−6 coulomb and there is no initial current. Find the charge on the capacitor and the current at any time t. Find the amplitude and phase shift of the charge function. (See exercise 21 in section 16.1.) 4. A series circuit has an inductor of 0.6 henry, a resistor of 400 ohms and a capacitor of 2 × 10−4 farad. The initial charge on the capacitor is 10−6 coulomb and there is no initial current. Find the charge on the capacitor and the current at any time t. 5. A series circuit has an inductor of 0.5 henry, a resistor of 2 ohms and a capacitor of 0.05 farad. The initial charge on the capacitor is zero and the initial current is 1 A. A voltage source of E(t) = 3 cos 2t volts is analogous to an external force. Find the charge on the capacitor and the current at any time t. 6. A series circuit has an inductor of 0.2 henry, a resistor of 20 ohms and a capacitor of 0.1 farad. The initial charge on the capacitor is zero and there is no initial current. A voltage source of E(t) = 0.4 cos 4t volts is analogous to an external force. Find the charge on the capacitor and the current at any time t.
 
 7. A series circuit has an inductor of 1 henry, a resistor of 10 ohms and a capacitor of 0.5 farad. A voltage source of E(t) = 0.1 cos 2t volts is analogous to an external force. Find the steady-state solution and identify its amplitude and phase shift. (See exercise 21 in section 16.1.) 8. A series circuit has an inductor of 0.2 henry, a resistor of 40 ohms and a capacitor of 0.05 farad. A voltage source of E(t) = 0.2 sin 4t volts is analogous to an external force. Find the steady-state solution and identify its amplitude and phase shift. (See exercise 21 in section 16.1.)
 
 ............................................................ Exercises 9–16 involve frequency response curves and Bode plots. 9. Suppose that the charge in a circuit satisfies the equation x  (t) + 2x  (t) + 5x(t) = A1 sin ωt for constants A1 and ω. Find the steady-state solution and rewrite it in the form A1 A2 . The ratio A2 sin (ωt + δ), where A2 =  A1 (5 − ω2 )2 + 4ω2 is called the gain of the circuit. Notice that it is independent of the actual value of A1 . 1 from ex10. Graph the gain function g(ω) =  (5 − ω2 )2 + 4ω2 ercise 9 as a function of ω > 0. This is called a frequency response curve. Find ω > 0 to maximize the gain by minimizing the function f (ω) = (5 − ω2 )2 + 4ω2 . This value of ω is called the resonant frequency of the circuit. Also graph the Bode plot for this circuit, which is the graph of 20 log10 g as a function of log10 ω. (In this case, the units of 20 log10 g are decibels.) 11. The charge in a circuit satisfies the equation x  (t) + 0.4x  (t) + 4x(t) = A sin ωt. Find the gain function and the value of ω > 0 that maximizes the gain, and graph the Bode plot of 20 log10 g as a function of log10 ω. 12. The charge in a circuit satisfies the equation x  (t) + 0.4x  (t) + 5x(t) = A sin ωt. Find the gain function and the value of ω > 0 that maximizes the gain, and graph the Bode plot of 20 log10 g as a function of log10 ω. 13. The charge in a circuit satisfies the equation x  (t) + 0.2x  (t) + 4x(t) = A sin ωt. Find the gain function and the value of ω > 0 that maximizes the gain, and graph the Bode plot of 20 log10 g as a function of log10 ω. 14. Based on your answers to exercises 11–13, which of the constants b, c and A affect the gain in the circuit described by x  (t) + bx  (t) + cx(t) = A sin ωt? 15. The motion of the arm of a seismometer is modeled by y  + by  + cy = ω2 cos ωt, where the horizontal shift of the ground during the earthquake is proportional to cos ωt. (See Multimedia ODE Architect for details.) If b = 1 and c = 4, find the gain function and the value of ω > 0 that maximizes the gain. 16. The amplitude A of the motion of the seismometer in exercise 15 and the distance D of the seismometer from the epicenter of the earthquake determine the Richter measurement M through the formula M = log10 A + 2.56 log10 D − 1.67.
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 Use the result of exercise 15 to prove that A depends on the frequency of the horizontal motion as well as the actual horizontal distance moved. Explain in terms of the motion of the ground during an earthquake why the frequency affects the amount of damage done.
 
 ............................................................ 17. In exercise 10, we sketched the Bode plot of the gain as a function of frequency. The other Bode plot, of phase shift as a function of frequency, is considered here. First, recall that in the general relationship a sin ωt + b cos ωt = B sin (ωt + θ), we have a = B cos θ and = B sin θ . We can “solve” for θ b
 
 a b b −1 −1 −1 as cos or sin or tan . In exercise 10, B B a 2 (5 − ω )A −2ω A we have a = and b = , so (5 − ω2 )2 + 4ω2 (5 − ω2 )2 + 4ω2 √ A that B = a 2 + b2 = . For the frequencies (5 − ω2 )2 + 4ω2 ω > 0, this tells us that sin θ < 0, so that θ is in quadb rant III or IV. Explain why the functions sin−1 and B 
 
 b tan−1 are not convenient for this range of angles. Howa 
 
 a ever, − cos−1 gives the correct quadrants. Show that  B 5 − ω2 θ = − cos−1  and sketch the Bode (5 − ω2 )2 + (2ω)2 plot. 18. Sketch the plot of phase shift versus frequency for exercise 11. 19. Show that if a, b and c are all positive numbers, then the solutions of ay  + by  + cy = 0 approach 0 as t → ∞. 20. For the electrical charge equation L Q  (t) + R Q  (t) + C1 Q(t) = 0, if there is nonzero resistance, what is the eventual charge on the capacitor? 21. Show that the gain in the general circuit described by 1 . ax  (t) + bx  (t) + cx(t) = A sin ωt equals  2 (c − aω )2 + (bω)2 22. Show that in exercise 21 the general resonant frequency equals
 
 2ac − b2 . 2a 2 23. A pendulum of length 10 cm satisfies equation (3.7). The bob is released from a starting angle θ = 0.2. Find an equation for the position at any time and find the amplitude and period of the motion. Compare your solution to that of example 3.4. What effect does a change in length have? 24. Repeat exercise 23 with a starting angle of θ = 0.4. What effect does doubling the starting angle have? 25. A pendulum of length 10 cm satisfies equation (3.7). The bob is released from a starting angle θ = 0 with an initial angular velocity of θ  = 0.1. Find an equation for the position at any time and find the amplitude and period of the motion. 26. Repeat exercise 25 with initial angular velocity θ  = 0.2. What effect does doubling the initial angular velocity have?
 
 LT (Late Transcendental)
 
 SECTION 16.3
 
 ..
 
 Applications of Second-Order Equations
 
 1097
 
 27. For a pendulum of weight 6 pounds, length 8 inches, damping constant k = 0.2 and forcing function F(t) = cos 3t, find the amplitude and period of the steady-state motion. 28. For a pendulum of weight 6 pounds, length 8 inches, damping constant k = 0.2 and forcing function F(t) = cos 6t, find the amplitude and period of the steady-state motion. Compare your solution to that of exercise 27. Does the frequency of the forcing function affect the amplitude of the motion? 29. In example 3.3, find the general homogeneous solution and show that it approaches 0 as t → ∞. 30. In example 3.5, find the general homogeneous solution and show that it approaches 0 as t → ∞. 31. Use Taylor’s Theorem to prove that the error in the approximation sin θ ≈ θ is bounded by |θ |3 /6. 32. To keep the error in the approximation sin θ ≈ θ less than 0.01, how small does θ need to be?
 
 APPLICATIONS
 
  33. Show that the solution of θ  + Lg θ = 0 has period 2π Lg . Galileo deduced that the square of the period variesdirectly with the length. Is this consistent with a period of 2π Lg ? 34. Galileo believed that the period of a pendulum is independent of the weight of the bob. Determine whether the model (3.7) is consistent with this prediction. 35. Galileo further believed that the period of a pendulum is independent of its amplitude. Use exercise 24 to determine whether the model (3.7) supports this conjecture. 36. Taking into account damping, Galileo found that a pendulum will eventually come to rest, with lighter ones coming to rest faster than heavy ones. Show that this is implied by (3.8) in that for pendulums of identical length and damping constant c (note that c is different from k) but different masses, the pendulum with the smaller mass will come to rest faster. 37. The gun of a tank is attached to a system with springs and dampers such that the displacement y(t) of the gun after being fired at time 0 is y  + 2αy  + α 2 y = 0, for some constant α. Initial conditions are y(0) = 0 and y  (0) = 100. Estimate α such that the quantity y 2 + (y  )2 is less than 0.01 at t = 1. This enables the gun to be fired again rapidly. 38. Let G(t) be the concentration of glucose in the bloodstream and g(t) = G(t) − G 0 the difference between the glucose level and the ideal concentration G 0 . Braun derives an equation of the form g  (t) + 2αg  (t) + ω2 g(t) = 0 for the concentration t hours after a glucose injection. It 2π of the solution is less turns out that if the natural period ω than 4 hours, the patient is not likely to be diabetic, whereas 2π > 4 is an indicator of mild diabetes. Using α = 1 and iniω tial conditions g(0) = 10 and g  (0) = 0, compare the graphs of
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 glucose levels for a healthy patient with ω = 2 and a diabetic patient with ω = 1. 39. If 0 < α < ω, show that the solution in exercise 38 is a damped exponential. Show that the time between zeros of the solution is π greater than . Use this result to determine whether the followω ing patient would be suspected of diabetes. The optimal glucose level is 75 mg glucose/100 ml blood. The glucose levels are 90 mg glucose/100 ml blood one hour after an injection, 70 mg glucose/100 ml blood two hours after the injection and 78 mg glucose/100 ml blood three hours after the injection. 40. Show that the data in exercise 39 are inconsistent with the case 0 < ω < α. 41. Consider an RLC-circuit with capacitance C and charge Q(t) at time t. The energy in the circuit at time t is given by [Q(t)]2 u(t) = . Show that the charge in a general RLC-circuit 2C has the form Q(t) = e−(R/L)t/2 |Q 0 cos ωt + c2 sin ωt|,  1 R 2 − 4L/C. The relative where Q 0 = Q(0) and ω = 2L energy loss from time t = 0 to time t = 2π is given by ω u(2π/ω) − u(0) Uloss = and the inductance quality factor u(0) 2π is defined by . Using a Taylor polynomial approximation Uloss x of e , show that the inductance quality factor is approximately L ω . R
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 ary value problems is different from that of the initial value problems in this chapter, which typically have unique solutions. In fact, in this exercise we specifically want more than one solution. Start with the differential equation and show that for V (x) = 0; the √ general solution is (x) = c1 cos kx + c2 sin kx, where k = 2m E/h. ¯ Then set up the equations (−a) = 0 and (a) = 0. Both equations are true if c1 = c2 = 0, but in this case the solution would be (x) = 0. To find nontrivial solutions (that is, nonzero solutions), find all values of k such that cos ka = 0 or sin ka = 0. Then, solve for the energy E in terms of a, m and h. ¯ These are the only allowable energy levels for the particle. Finally, determine what happens to the energy levels as a increases without bound. 2. Imagine a hole drilled through the center of the Earth. What would happen to a ball dropped in the hole? Galileo conjectured that the ball would undergo simple harmonic motion, which is the periodic motion of an undamped spring or pendulum. This solution requires no friction and a nonrotating Earth. Gm 1 m 2 The force due to gravity of two objects r units apart is , r2 where G is the universal gravitation constant and m 1 and m 2 are the masses of the objects. Let R be the radius of the Earth and y the displacement from the center of the Earth. y R
 
 0
 
 EXPLORATORY EXERCISES 1. In quantum mechanics, the possible locations of a particle are described by its wave function (x). The wave function satisfies Schr¨odinger’s wave equation h¯   (x) + V (x)(x) = E(x). 2m Here, h¯ is Planck’s constant, m is mass, V (x) is the potential function for external forces and E is the particle’s energy. In the case of a bound particle with an infinite square well of width 2a, the potential function is V (x) = 0 for −a ≤ x ≤ a. We will show that the particle’s energy is quantized by solving the boundary value problem consisting of the differential h¯  equation  (x) + v(x)(x) = E(x) plus the boundary 2m conditions (−a) = 0 and (a) = 0. The theory of bound-
 
 For a ball at position y with |y| ≤ R, the ball is attracted to the center of the Earth as if the Earth were a single particle located at the origin with mass ρv, where ρ is the density of the Earth and v is the volume of the sphere of radius |y|. (This assumes a constant density and a spherical Earth.) If M is the mass of the Earth, show that if you neglect damping, the position of the ball GM GM satisfies the equation y  + 3 y = 0. Use g = 2 to simR R plify this. Find the motion of the ball. Does the period depend on the starting position? Compare the motions of balls dropped simultaneously from the Earth’s surface and halfway to the center of the Earth. Explore the motion of a ball thrown from the surface of the Earth at y = R with initial velocity −R/100.
 
 16.4 POWER SERIES SOLUTIONS OF DIFFERENTIAL EQUATIONS So far in this chapter, we have seen how to solve only those second-order equations with constant coefficients, such as y  − 6y  + 9y = 0. What if the coefficients aren’t constant? For instance, suppose you wanted to solve the equation y  + 2x y  + 2y = 0.
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 We leave it as an exercise to show that substituting y = er x in this case does not lead to a solution. However, in many cases such as this, we can find a solution by assuming that the solution can be written as a power series, such as y=
 
 ∞ 
 
 an x n .
 
 n=0
 
 The idea is to substitute this series into the differential equation and then use the resulting equation to determine the coefficients, a0 , a1 , a2 . . . , an , . . . . Before we see how to do this in general, we illustrate this for a simple equation whose solution is already known, to demonstrate that we arrive at the same solution using either method.
 
 EXAMPLE 4.1
 
 Power Series Solution of a Differential Equation
 
 Use a power series to determine the general solution of y  + y = 0. Solution First, observe that this equation has constant coefficients and its general solution is y = c1 sin x + c2 cos x, where c1 and c2 are constants. We now look for a solution of the equation in the form of the power series ∞ 
 
 y = a0 + a1 x + a2 x 2 + a3 x 3 + · · · =
 
 an x n .
 
 n=0
 
 To substitute this into the equation, we first need to obtain representations for y  and y  . Assuming that the power series is convergent and has a positive radius of convergence, recall that we can differentiate term-by-term to obtain the derivatives y  = a1 + 2a2 x + 3a3 x 2 + · · · =
 
 ∞ 
 
 nan x n−1
 
 n=1
 
 y  = 2a2 + 6a3 x + · · · =
 
 and
 
 ∞ 
 
 n(n − 1)an x n−2 .
 
 n=2
 
 Substituting these power series into the differential equation, we get 0 = y  + y =
 
 REMARK 4.1 Notice that when we change ∞  n(n − 1)an x n−2 to n=2 ∞ 
 
 (n + 2)(n + 1)an+2 x n , the
 
 n=0
 
 index in the sequence increases by 2 (for example, an becomes an+2 ), while the initial value of the index decreases by 2.
 
 ∞ 
 
 n(n − 1)an x n−2 +
 
 n=2
 
 ∞ 
 
 an x n .
 
 (4.1)
 
 n=0
 
 The immediate objective here is to combine the two series in (4.1) into one power series. Since the powers in the one series are of the form x n−2 and in the other series are of the form x n , we will first need to rewrite one of the two series. Notice that we have ∞  y  = n(n − 1)an x n−2 = 2a2 + 3 · 2a3 x + 4 · 3a4 x 2 + · · · n=2
 
 =
 
 ∞ 
 
 (n + 2)(n + 1)an+2 x n .
 
 n=0
 
 Substituting this into equation (4.1) gives us 0 = y  + y =
 
 ∞ 
 
 (n + 2)(n + 1)an+2 x n +
 
 n=0
 
 =
 
 ∞ 
 
 ∞ 
 
 an x n
 
 n=0
 
 [(n + 2)(n + 1)an+2 + an ]x n .
 
 n=0
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 Read equation (4.2) carefully; it says that the power series on the right converges to the constant function f (x) = 0. In view of this, all of the coefficients must be zero. That is, 0 = (n + 2)(n + 1)an+2 + an , for n = 0, 1, 2, . . . . We solve this for the coefficient with the largest index, to obtain −an , (4.3) an+2 = (n + 2)(n + 1) for n = 0, 1, 2, . . . . Equation (4.3) is called the recurrence relation, which we use to determine all of the coefficients of the series solution. The general idea is to write out (4.3) for a number of specific values of n and then try to recognize a pattern that the coefficients follow. From (4.3), we have for the even-indexed coefficients that −a0 −1 = a0 , 2·1 2! 1 −a2 1 = a 0 = a0 , a4 = 4·3 4·3·2·1 4! −a4 −1 = a0 , a6 = 6·5 6! −a6 1 = a0 a8 = 8·7 8! and so on. (Try to write down a10 by recognizing the pattern, without referring to the recurrence relation.) Since we can write each even-indexed coefficient as a2n , for some n, we can now write down a simple formula that works for any of these coefficients. We have (−1)n a2n = a0 , (2n)! a2 =
 
 for n = 0, 1, 2, . . . . Similarly, using (4.3), we have that the odd-indexed coefficients are −1 −a1 = a1 , 3·2 3! 1 −a3 = a1 , a5 = 5·4 5! −a5 −1 = a1 , a7 = 7·6 7! 1 −a7 = a1 a9 = 9·8 9! and so on. Since we can write each odd-indexed coefficient as a2n+1 (or alternatively as a2n−1 ), for some n, note that we have the following simple formula for the odd-indexed coefficients: (−1)n a2n+1 = a1 , (2n + 1)! a3 =
 
 for n = 0, 1, 2, . . . . Since we have now written every coefficient in terms of either a0 or a1 , we can rewrite the solution by separating the a0 terms from the a1 terms. We have y=
 
 ∞ 
 
 an x n = a0 + a1 x + a2 x 2 + a3 x 3 + · · ·
 
 n=0
 
 
 
 
 
 1 1 1 1 = a0 1 − x 2 + x 4 + · · · + a1 x − x 3 + x 5 + · · · 2! 4! 3! 5! ∞ ∞ n n  (−1)  (−1) = a0 x 2n + a1 x 2n+1 (2n)! (2n + 1)! n=0 n=0       y1 (x)
 
 y2 (x)
 
 = a0 y1 (x) + a1 y2 (x),
 
 (4.4)
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 where y1 (x) and y2 (x) are two solutions of the differential equation (assuming the series converge). At this point, you should be able to easily check that both of the indicated power series converge absolutely for all x, by using the Ratio Test. Beyond this, you might also recognize that the series solutions y1 (x) and y2 (x) that we obtained are, in fact, the Maclaurin series expansions of cos x and sin x, respectively. In light of this, (4.4) is an equivalent solution to that found by using the methods of section 16.1. „ The method used to solve the differential equation in example 4.1 is certainly far more complicated than the methods we used in section 16.1 for solving the same equation. However, this new method can be used to solve a wider range of differential equations than those solvable using our earlier methods. We now return to the equation mentioned in the introduction to this section.
 
 EXAMPLE 4.2
 
 Solving a Differential Equation with Variable Coefficients
 
 Find the general solution of the differential equation y  + 2x y  + 2y = 0. Solution First, observe that since the coefficient of y  is not constant, we have little choice but to look for a series solution of the equation. As in example 4.1, we begin by assuming that we may write the solution as a power series, y=
 
 ∞ 
 
 an x n .
 
 n=0
 
 As before, we have y =
 
 ∞ 
 
 nan x n−1
 
 n=1
 
 y  =
 
 and
 
 ∞ 
 
 n(n − 1)an x n−2 .
 
 n=2
 
 Substituting these three power series into the equation, we get 0 = y  + 2x y  + 2y = =
 
 ∞ 
 
 ∞  n=2
 
 n(n − 1)an x n−2 +
 
 n=2
 
 n(n − 1)an x n−2 + 2x ∞ 
 
 2nan x n +
 
 n=1
 
 ∞ 
 
 ∞ 
 
 nan x n−1 + 2
 
 n=1
 
 ∞ 
 
 an x n
 
 n=0
 
 2an x n ,
 
 (4.5)
 
 n=0
 
 where in the middle term, we moved the x into the series and combined powers of x. In order to combine the three series, we must only rewrite the first series so that its general term is a multiple of x n , instead of x n−2 . As we did in example 4.1, we write ∞ 
 
 n(n − 1)an x n−2 =
 
 n=2
 
 ∞ 
 
 (n + 2)(n + 1)an+2 x n
 
 n=0
 
 and so, from (4.5), we have 0=
 
 ∞  n=2
 
 =
 
 ∞  n=0
 
 =
 
 ∞ 
 
 n(n − 1)an x n−2 +
 
 ∞ 
 
 2nan x n +
 
 n=1
 
 (n + 2)(n + 1)an+2 x n +
 
 ∞ 
 
 2an x n
 
 n=0 ∞ 
 
 2nan x n +
 
 n=0
 
 ∞ 
 
 2an x n
 
 n=0
 
 [(n + 2)(n + 1)an+2 + 2nan + 2an ]x n
 
 n=0
 
 =
 
 ∞ 
 
 [(n + 2)(n + 1)an+2 + 2(n + 1)an ]x n .
 
 n=0
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 To get this, we used the fact that
 
 ∞  n=1
 
 2nan x n =
 
 ∞  n=0
 
 2nan x n . (Notice that the first term in
 
 the series on the right is zero!) Reading equation (4.6) carefully, note that we again have a power series converging to the zero function, from which it follows that all of the coefficients must be zero: 0 = (n + 2)(n + 1)an+2 + 2(n + 1)an ,
 
 REMARK 4.2 Always solve for the coefficient with the largest index.
 
 for n = 0, 1, 2, . . . . Again solving for the coefficient with the largest index, we get the recurrence relation 2(n + 1)an an+2 = − (n + 2)(n + 1) 2an . an+2 = − or n+2 Much like we saw in example 4.1, the recurrence relation tells us that all of the even-indexed coefficients are related to a0 , while all of the odd-indexed coefficients are related to a1 . In order to try to recognize the pattern, we write out a number of terms, using the recurrence relation. We have 2 a2 = − a0 = −a0 , 2 2 1 a4 = − a2 = a0 , 4 2 2 1 a6 = − a4 = − a0 , 6 3! 2 1 a8 = − a6 = a0 8 4! and so on. At this point, you should recognize the pattern for these coefficients. (If not, write out a few more terms.) Note that we can write the even-indexed coefficients as (−1)n a0 , n! for n = 0, 1, 2, . . . . Be sure to match this formula against those coefficients calculated above to see that they match. Continuing with the odd-indexed coefficients, we have from the recurrence relation that 2 a3 = − a 1 , 3 2 22 a1 , a5 = − a3 = 5 5·3 2 23 a1 , a7 = − a5 = − 7 7·5·3 2 24 a1 a9 = − a7 = 9 9·7·5·3 and so on. While you might recognize the pattern here, it’s hard to write down this pattern succinctly. Observe that the products in the denominators are not quite factorials. Rather, each is the product of the first so many odd numbers. The solution to this is to write this as a factorial, but then cancel out all of the even integers in the product. In particular, note that a2n =
 
 2·4
 
 2·3
 
 2·2
 
 2·1
 
     24 · 4! 1 8 · 6 · 4 · 2 = = , 9·7·5·3 9! 9! so that a9 becomes a9 =
 
 24 24 · 24 · 4! 22·4 · 4! a1 = a1 = a1 . 9·7·5·3 9! 9!
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 More generally, we now have 0.75 0.5
 
 for n = 0, 1, 2 . . . . Now that we have expressions for all of the coefficients, we can write the solution of the differential equation as
 
 0.25 5
 
 2.5
 
 0
 
 2.5
 
 5
 
 y=
 
 FIGURE 16.16a y = y1 (x) = e−x
 
 ∞ 
 
 an x n =
 
 n=0
 
 2
 
 = a0
 
 ∞  n=0
 
 y
 
 
 
 0.6
 
 ∞ 
 
 (a2n x 2n + a2n+1 x 2n+1 )
 
 n=0 ∞  (−1) 2n (−1)n 22n n! 2n+1 x + a1 x n! (2n + 1)! n=0      n
 
 y1 (x)
 
 y2 (x)
 
 = a0 y1 (x) + a1 y2 (x),
 
 0.4 0.2 3 2 1 0.2
 
 (−1)n 22n n! a1 , (2n + 1)!
 
 a2n+1 =
 
 x 1
 
 2
 
 3
 
 0.4 0.6
 
 FIGURE 16.16b 10-term approximation to y = y2 (x)
 
 where y1 and y2 are two power series solutions of the differential equation. We leave it as an exercise to use the Ratio Test to show that both of these series converge absolutely 2 for all x. You might recognize y1 (x) as the Maclaurin series expansion for e−x , but in practice, recognizing series solutions as power series of familiar functions is rather unlikely. To give you an idea of the behavior of these functions, we draw a graph of y1 (x) in Figure 16.16a and of y2 (x) in Figure 16.16b. We obtained the graph of y2 (x) by plotting a partial sum of the series. „ From examples 4.1 and 4.2, you might get the idea that if you look for a series solution, you can always recognize the pattern of the coefficients and write the pattern down succinctly. Unfortunately, the pattern is most often difficult to see and even more difficult to write down compactly. Still, series solutions are a valuable means of solving a differential equation. In the worst case, you can always compute a number of the coefficients of the series from the recurrence relation and then use the first so many terms of the series as an approximation to the actual solution. In example 4.3, we illustrate the more common case where the coefficients are a bit more challenging to find.
 
 EXAMPLE 4.3
 
 A Series Solution Where the Coefficients Are Harder to Find
 
 Use a power series to find the general solution of Airy’s equation y  − x y = 0. Solution As before, we assume that we may write the solution as a power series y=
 
 ∞ 
 
 an x n .
 
 n=0
 
 y =
 
 Again, we have
 
 ∞ 
 
 nan x n−1
 
 n=1
 
 y  =
 
 and
 
 ∞ 
 
 n(n − 1)an x n−2 .
 
 n=2
 
 Subsituting these power series into the equation, we get 0 = y  − x y =
 
 ∞ 
 
 n(n − 1)an x n−2 − x
 
 n=2
 
 =
 
 ∞  n=2
 
 n(n − 1)an x n−2 −
 
 ∞ 
 
 an x n
 
 n=0 ∞ 
 
 an x n+1 .
 
 n=0
 
 CONFIRMING PAGES
 
 P1: OSO/OVY MHDQ256-Ch16
 
 1104
 
 P2: OSO/OVY
 
 QC: OSO/OVY
 
 MHDQ256-Smith-v1.cls
 
 CHAPTER 16
 
 ..
 
 T1: OSO
 
 January 7, 2011
 
 LT (Late Transcendental)
 
 11:30
 
 Second-Order Differential Equations
 
 16-32
 
 In order to combine the two preceding series, we must rewrite one or both series so that they both have the same power of x. For simplicity, we rewrite the first series only. We have 0=
 
 ∞ 
 
 n(n − 1)an x n−2 −
 
 n=2
 
 =
 
 ∞ 
 
 ∞ 
 
 an x n+1
 
 n=0
 
 (n + 3)(n + 2)an+3 x n+1 −
 
 n=−1
 
 ∞ 
 
 an x n+1
 
 n=0
 
 = (2)(1)a2 +
 
 ∞ 
 
 (n + 3)(n + 2)an+3 x n+1 −
 
 n=0
 
 = 2a2 +
 
 ∞ 
 
 ∞ 
 
 an x n+1
 
 n=0
 
 [(n + 3)(n + 2)an+3 − an ]x n+1 ,
 
 n=0
 
 where we wrote out the first term of the first series and then combined the two series, once both had an index that started with n = 0. Again, this is a power series expansion of the zero function and so, all of the coefficients must be zero. That is,
 
 and
 
 0 = 2a2
 
 (4.7)
 
 0 = (n + 3)(n + 2)an+3 − an ,
 
 (4.8)
 
 for n = 0, 1, 2, . . . . Equation (4.7) says that a2 = 0 and (4.8) gives us the recurrence relation an+3 =
 
 1 an , (n + 3)(n + 2)
 
 (4.9)
 
 for n = 0, 1, 2, . . . . Notice that here, instead of having all of the even-indexed coefficients related to a0 and all of the odd-indexed coefficients related to a1 , (4.9) tells us that every third coefficient is related. In particular, notice that since a2 = 0, (4.9) now says that 1 a2 = 0, 5·4 1 a5 = 0 a8 = 8·7 a5 =
 
 and so on. So, every third coefficient starting with a2 is zero. But, how do we concisely write down something like this? Think about the notation a2n and a2n+1 that we have used previously. You can view a2n as a representation of every second coefficient starting with a0 . Likewise, a2n+1 represents every second coefficient starting with a1 . In the present case, if we want to write down every third coefficient starting with a2 , we write a3n+2 . We can now observe that a3n+2 = 0, for n = 0, 1, 2, . . . . Continuing on with the remaining coefficients, we have from (4.9) that 1 a0 , 3·2 1 1 a3 = a0 , a6 = 6·5 6·5·3·2 1 1 a6 = a0 a9 = 9·8 9·8·6·5·3·2 a3 =
 
 and so on. Hopefully, you see the pattern that’s developing for these coefficients. The trouble here is that it’s not as easy to write down this pattern as it was in the first two examples. Notice that the denominator in the expression for a9 is almost 9!, but with
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 every third factor in the product deleted. Since we don’t have a way of succinctly writing this down, we write the coefficients by indicating the pattern, as follows: a3n =
 
 (3n − 2)(3n − 5) · · · 7 · 4 · 1 a0 , (3n)!
 
 where this is not intended as a literal formula, as explicit substitution of n = 0 or n = 1 would result in negative values. Rather, this is an indication of the general pattern. Similarly, the recurrence relation gives us 1 a1 , 4·3 1 1 a4 = a1 , a7 = 7·6 7·6·4·3 1 1 a7 = a1 a10 = 10 · 9 10 · 9 · 7 · 6 · 4 · 3 a4 =
 
 and so on. More generally, we can establish the pattern: a3n+1 =
 
 (3n − 1)(3n − 4) · · · 8 · 5 · 2 a1 , (3n + 1)!
 
 where again, this is not intended as a literal formula. Now that we have found all of the coefficients, we can write down the solution, by separately writing out every third term of the series, as follows: y=
 
 ∞ 
 
 an x n =
 
 n=0
 
 = a0
 
 ∞  n=0
 
 
 
 ∞    a3n x 3n + a3n+1 x 3n+1 + a3n+2 x 3n+2 n=0
 
 ∞  (3n − 2)(3n − 5) · · · 7 · 4 · 1 3n (3n − 1)(3n − 4) · · · 8 · 5 · 2 3n+1 x + a1 x (3n)! (3n + 1)! n=0      y1 (x)
 
 y2 (x)
 
 = a0 y1 (x) + a1 y2 (x). We leave it as an exercise to use the Ratio Test to show that the power series defining y1 and y2 are absolutely convergent for all x. „ You may have noticed that in all three of our examples, we assumed that there was a solution of the form y=
 
 ∞ 
 
 an x n = a0 + a1 x + a2 x 2 + · · · ,
 
 n=0
 
 only to arrive at the general solution y = a0 y1 (x) + a1 y2 (x), where y1 and y2 were power series solutions of the equation. This is in fact not coincidental. One can show that (at least for certain equations) this is always the case. One clue as to why this might be so lies in the following. Suppose that we want to solve the initial value problem consisting of a secondorder differential equation and the initial conditions y(0) = A and y  (0) = B. Taking ∞  y(x) = an x n gives us n=0
 
 y  (x) =
 
 ∞ 
 
 nan x n−1 = a1 + 2a2 x + 3a3 x 2 + · · · .
 
 n=0
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 So, imposing the initial conditions, we have A = y(0) = a0 + a1 (0) + a2 (0)2 + · · · = a0 and
 
 B = y  (0) = a1 + 2a2 (0) + 3a3 (0)2 + · · · = a1 .
 
 So, irrespective of the particular equation we’re solving, we always have y(0) = a0 and y  (0) = a1 . You might ask what you’d do if the initial conditions were specified at some point other than at x = 0, say at x = x0 . In this case, we look for a power series solution of the form y=
 
 ∞ 
 
 an (x − x0 )n .
 
 n=0
 
 It’s easy to show that in this case, we still have y(x0 ) = a0 and y  (x0 ) = a1 . In the exercises, we explore finding series solutions about a variety of different points.
 
 BEYOND FORMULAS This section connects two important threads of calculus: solutions of differential equations and infinite series. In Chapter 9, we expressed known functions like sin x and cos x as power series. Here, we just extend that idea to unknown solutions of differential equations. For second-order homogeneous equations, keep in mind that the general solution has the format c1 y1 (x) + c2 y2 (x). You should think about the problems in this section as following this strategy: write the solution as a power series, substitute into the differential equation and find relationships between the coefficients of the power series, remembering that two of the coefficients will be left as arbitrary constants.
 
 EXERCISES 16.4 WRITING EXERCISES 1. After substituting a power series representation into a differential equation, the next step is always to rewrite one or more of the series, so that all series have the same exponent. (Typically, we want x n .) Explain why this is an important step. For example, what would we be unable to do if the exponents were not the same? 2. The recurrence relation is typically solved for the coefficient with the largest index. Explain why this is an important step. 3. Explain why you can’t solve equations with nonconstant coefficients, such as y  + 2x y  + 2y = 0, by looking for a solution in the form y = er x . 4. The differential equations solved in this section are actually of a special type, where we find power series solutions centered at what is called an ordinary point. For the equation x 2 y  + y  + 2y = 0, the point x = 0 is not an ordinary point. Discuss what goes wrong here if you look for a power series ∞  an x n . solution of the form n=0
 
 In exercises 1–8, find the recurrence relation and general power ∞  an x n . series solution of the form n0
 
 1. y  + 2x y  + 4y = 0
 
 2. y  + 4x y  + 8y = 0
 
 3. y  − x y  − y = 0
 
 4. y  − x y  − 2y = 0
 
 
 
 
 
 5. y − x y = 0
 
 6. y  + 2x y = 0
 
 7. y  − x 2 y  = 0
 
 8. y  + x y  − 2y = 0
 
 ............................................................ 9. Find a series solution of y  + (1 − x)y  − y = 0 in the form ∞  an (x − 1)n . y= n=0
 
 10. Find a series solution of y  + y  + (x − 2)y = 0 in the form ∞  an (x − 2)n . n=0
 
 11. Find a series solution of Airy’s equation y  − x y = 0 in the ∞  an (x − 1)n . [Hint: First rewrite the equation in the form n=0
 
 form y  − (x − 1)y − y = 0.] 12. Find a series solution of Airy’s equation y  − x y = 0 in the ∞  an (x − 2)n . form n=0
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 13. Solve the initial value problem y  + 2x y  + 4y = 0, y(0) = 5, y  (0) = −7. (See exercise 1.) 14. Solve the initial value problem y  + 4x y  + 8y = 0, y(0) = 2, y  (0) = π. (See exercise 2.) 
 
 
 
 15. Solve the initial value problem y + (1 − x)y − y = 0, y(1) = −3, y  (1) = 12. (See exercise 9.) 16. Solve the initial value problem y  + y  + (x − 2)y = 0, y(2) = 1, y  (2) = −1. (See exercise 10.) 17. Determine the radius of convergence of the power series solutions about x0 = 0 of y  − x y  − y = 0. (See exercise 3.) 18. Determine the radius of convergence of the power series solutions about x0 = 0 of y  − x y  − 2y = 0. (See exercise 4.) 19. Determine the radius of convergence of the power series solutions about x0 = 1 of y  + (1 − x)y  − y = 0. (See exercise 9.) 20. Determine the radius of convergence of the power series solutions about x0 = 1 of y  − x y = 0. (See exercise 11.) 21. Find a series solution of the form y =
 
 ∞  n=0
 
 an x n to the equation
 
 ..
 
 Review Exercises
 
 1107
 
 x2 mial for the solution, P5 (x) = y(0) + y  (0)x + y  (0) + 2 x3 x4 x5 y  (0) + y (4) (0) + y (5) (0) . 3! 4! 5! 26. Use the technique of exercise 25 to find the fifth-degree Taylor polynomial for the solution of the initial value problem y  + x 2 y  − (cos x)y = 0, y(0) = 3, y  (0) = 2. 27. Use the technique of exercise 25 to find the fifth-degree Taylor polynomial for the solution of the initial value problem y  + e x y  − (sin x)y = 0, y(0) = −2, y  (0) = 1. 28. Use the technique of exercise 25 to find the fifth-degree Taylor polynomial for the solution of the initial value problem y  + y  − (e x )y = 0, y(0) = 2, y  (0) = 0. 29. Use the technique of exercise 25 to find the fifth-degree Taylor polynomial for the solution of the initial value problem y  + x y  + (sin x)y = 0, y(π) = 0, y  (π ) = 4. 30. Use the technique of exercise 25 to find the fifth-degree Taylor polynomial for the solution of the initial value problem y  + (cos x)y  + x y = 0, y( π2 ) = 3, y  ( π2 ) = 0.
 
 x 2 y  + x y  + x 2 y = 0 (Bessel’s equation of order 0). 22. Find a series solution of the form y =
 
 ∞  n=0
 
 an x n to the equation
 
 x 2 y  + x y  + (x 2 − 1)y = 0 (Bessel’s equation of order 1). 23. Determine the radius of convergence of the series solution found in example 4.3. 24. Determine the radius of convergence of the series solution found in exercise 12. 25. For the initial value problem y  + 2x y  − x y = 0, y(0) = 2, y  (0) = −5, substitute in x = 0 and show that y  (0) = 0. Then take y  = −2x y  + x y and show that y  = −2x y  + (x − 2)y  + y. Conclude that y  (0) = 12. Then compute y (4) (x) and find y (4) (0). Finally, compute y (5) (x) and find y (5) (0). Write out the fifth-degree Taylor polyno-
 
 EXPLORATORY EXERCISES 1. The equation y  − 2xy + 2ky = 0 for some integer k ≥ 0 is known as Hermite’s equation. Following our procedure for finding series solutions in powers of x, show that, in fact, one of the series solutions is simply a polynomial of degree k. For this polynomial solution, choose the arbitrary constant such that the leading term of the polynomial is 2k x k . The polynomial is called the Hermite polynomial Hk (x). Find the Hermite polynomials H0 (x), H1 (x), . . . , H5 (x). 2. The Chebyshev polynomials are polynomial solutions of the equation (1 − x 2 )y  − x y  + k 2 y = 0, for some integer k ≥ 0. Find polynomial solutions for k = 0, 1, 2 and 3.
 
 Review Exercises TRUE OR FALSE
 
 WRITING EXERCISES The following list includes terms that are defined and theorems that are stated in this chapter. For each term or theorem, (1) give a precise definition or statement, (2) state in general terms what it means and (3) describe the types of problems with which it is associated. Nonhomogeneous equation Second-order differential equation
 
 Method of undetermined coefficients Damping
 
 Resonance Recurrence relation
 
 State whether each statement is true or false and briefly explain why. If the statement is false, try to “fix it” by modifying the given statement to a new statement that is true. 1. The form of the solution of ay  + by  + cy = 0 depends on the value of b2 − 4ac. 2. The current in an electrical circuit satisfies the same differential equation as the displacement function for a mass attached to a spring.
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 Second-Order Differential Equations
 
 16-36
 
 Review Exercises 3. The particular solution of a nonhomogeneous equation mu  + ku  + cu = F has the same form as the forcing function F. 4. Resonance cannot occur if there is damping. 5. A recurrence relation can always be solved to find the solution of a differential equation. In exercises 1–6, find the general solution of the differential equation. 1. y  + y  − 12y = 0
 
 2. y  + 4y  + 4y = 0
 
 3. y  + y  + 3y = 0
 
 4. y  + 3y  − 8y = 0
 
 5. y  − y  − 6y = e3t + t 2 + 1 6. y  − 4y = 2e2t + 16 cos 2t
 
 ............................................................ In exercises 7–10, solve the initial value problem. 7. y  + 2y  − 8y = 0, y(0) = 5, y  (0) = −2 
 
 
 
 
 
 8. y + 2y + 5y = 0, y(0) = 2, y (0) = 0 9. y  + 4y = 3 cos t, y(0) = 1, y  (0) = 2 10. y  − 4y = 2e2t + 16 cos 2t, y(0) = 0, y  (0) = 1/2
 
 ............................................................ 11. A spring is stretched 4 inches by a 4-pound weight. The weight is then pulled down an additional 2 inches and released. Neglect damping. Find an equation for the position of the weight at any time t and graph the position function. 12. In exercise 11, if an external force of 4 cos ωt pounds is applied to the weight, find the value of ω that would produce resonance. If instead ω = 10, find and graph the position of the weight. 13. A series circuit has an inductor of 0.2 henry, a resistor of 160 ohms and a capacitor of 10−2 farad. The initial charge on the capacitor is 10−4 coulomb and there is no initial current. Find the charge on the capacitor and the current at any time t. 14. In exercise 13, if the resistor is removed and an impressed voltage of 2 sin ωt volts is applied, find the value of ω that produces resonance. In this case, what would happen to the circuit?
 
 18. A spring is stretched 2 inches by an 8-pound weight. The weight is then pushed up 3 inches and set in motion with an upward velocity of 1 ft/s. A damping force equal to 0.2u  slows the motion of the spring. An external force of magnitude 2 cos 3t pounds is applied. Completely set up the initial value problem and then find the steady-state motion of the spring.
 
 ............................................................ In exercises 19 and 20, find the recurrence relation and a general ∞  an x n . power series solution of the form n0
 
 
 
 
 
 19. y − 2x y − 4y = 0
 
 20. y  + (x − 1)y  = 0
 
 ............................................................ In exercises 21 and 22, find the recurrence relation and a general ∞  an (x − 1)n . power series solution of the form n0
 
 
 
 
 
 21. y − 2x y − 4y = 0
 
 22. y  + (x − 1)y  = 0
 
 ............................................................ In exercises 23 and 24, solve the initial value problem. 23. y  − 2x y  − 4y = 0, y(0) = 4, y  (0) = 2 24. y  − 2x y  − 4y = 0, y(1) = 2, y  (1) = 4
 
 EXPLORATORY EXERCISES 1. A pendulum that is free to rotate through 360 degrees has two equilibrium points. One is hanging straight down and the other is pointing straight up. The θ = π equilibrium is unstable and is classified as a saddle point. This means that for most but not all initial conditions, solutions that start near θ = π will get farther away. Explain why with initial conditions θ (0) = π and θ  (0) = 0, the solution is exactly θ(t) = π . However, explain why initial conditions θ(0) = 3.1 and θ  (0) = 0 would have a solution that gets farther fromθ = π . For the model
 
 ............................................................
 
 θ  (t) + Lg θ(t) = 0, show that if v = π Lg , then the initial conditions θ(0) = 0 and θ  (0) = v produce a solution that reaches the state θ = π and θ  = 0. Physically, explain why the pendulum would remain at θ = π and then explain why the solution of our model does not get “stuck” at θ = π . Explain why for any starting angle θ, there exist two initial angular velocities that will balance the pendulum at θ = π . The undamped pendulum model θ  (t) + Lg sin θ(t) = 0 is equivalent to the system of equations (with y1 = θ and y2 = θ  )
 
 17. A spring is stretched 4 inches by a 4-pound weight. The weight is then pulled down an additional 2 inches and set in motion with a downward velocity of 2 ft/s. A damping force equal to 0.4u  slows the motion of the spring. An external force of magnitude 2 sin 2t pounds is applied. Completely set up the initial value problem and then find the steady-state motion of the spring.
 
 y1 = y2 , g y2 = − sin y1 . L Use a CAS to sketch the phase portrait of this system of equations near the equilibrium point (π, 0). Explain why the phase portrait shows an unstable equilibrium point with a small set of initial conditions that lead to the equilibrium point.
 
 ............................................................ In exercises 15 and 16, determine the form of a particular solution. 15. u  + 2u  + 5u = 2e−t sin 2t + 4t 3 − 2 cos 2t 16. u  + 2u  − 3u = (3t 2 + 1)et − e−3t cos 2t
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 Review Exercises 2. In exploratory exercise 2 of section 16.3, we investigate the motion of a ball dropped in a hole drilled through a nonrotating Earth. Here, we investigate the motion taking into account the Earth’s rotation. (See Andrew Simoson’s article in the June 2004 Mathematics Magazine.) We describe the motion in polar coordinates with respect to a fixed plane through the equator. Define unit vectors ur = cos θ, sin θ and uθ = − sin θ, cos θ . If the ball has position vector r ur , show that its acceleration is given by [r θ  (t) + 2r  (t)θ  (t)]uθ + {r  (t) − r (t)[θ  (t)]2 }ur . Since gravity acts in the radial direction only, r θ  (t) + 2r  (t)θ  (t) = 0. Show that this implies that r 2 (t)θ  (t) = k for some constant k. (This is the law of conservation of angular momentum.) If the acceleration due to gravity is f (r )ur for some function f, show that r  (t) −
 
 k2 = f (r ). r3
 
 Initial conditions are r (0) = R, r  (0) = 0, θ (0) = 0 and 2π θ  (0) = . Here, Q is the period of one revolution of the Q Earth and we assume that the ball inherits the initial angular velocity from the rotation of the Earth. For the gravitational force f (r ) = −c2 r , show that a solution is
 
 r (t) =
 
 or
 
 R 2 cos2 ct +
 
 r (θ) = 
 
 k2 c2 R 2
 
 sin2 ct
 
 1 1 R2
 
 cos2
 
 θ+
 
 c2 R 2 k2
 
 sin2 θ
 
 .
 
 Show that this converts to y2 x2 + =1 2 R (k/Rc)2 and describe the path of the ball.
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 Appendix A PROOFS OF SELECTED THEOREMS
 
 In this appendix, we provide the proofs of selected theorems from the body of the text. These are results that were not proved in the body of the text for one reason or another. The first several results require the formal (ε-δ) definition of limit, which was not discussed until section 1.6. Given what we’ve done in section 1.6, we are now in a position to prove these results. The first of these results concerns our routine rules for calculating limits and appeared as Theorem 3.1 in section 1.3.
 
 THEOREM A.1 Suppose that lim f (x) and lim g(x) both exist and let c be any constant. The x→a x→a following then apply: (i) lim [c · f (x)] = c · lim f (x), x→a
 
 x→a
 
 (ii) lim [ f (x) ± g(x)] = lim f (x) ± lim g(x), x→a x→a x→a    (iii) lim [ f (x) · g(x)] = lim f (x) lim g(x) and x→a
 
 x→a
 
 lim f (x)
 
 (iv) lim
 
 x→a
 
 f (x) x→a = g(x) lim g(x)
 
 x→a
 
  if lim g(x) = 0 .
 
 
 
 x→a
 
 x→a
 
 PROOF (i) Given that lim f (x) = L 1 , we know by the precise definition of limit that given any x→a number ε1 > 0, there is a number δ1 > 0 for which | f (x) − L 1 | < ε1 , whenever 0 < |x − a| < δ1 .
 
 (A.1)
 
 In order to show that lim [c f (x)] = c lim f (x), we need to demonstrate that we can x→a x→a make c f (x) as close to cL 1 as desired. First, note that |c f (x) − cL 1 | = |c|| f (x) − L 1 |. We already know that we can make | f (x) − L 1 | as small as desired. Specifically, given any number ε1 > 0, there is a number δ1 > 0 for which |c f (x) − cL 1 | = |c|| f (x) − L 1 | < |c|ε1 , whenever 0 < |x − a| < δ1 . Taking ε1 =
 
 ε |c|
 
 and δ = δ1 , we get
 
 |c f (x) − cL 1 | < |c|ε1 = |c|
 
 ε = ε, whenever 0 < |x − a| < δ. |c|
 
 This says that lim [c f (x)] = cL 1 , as desired. x→a
 
 A-1
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 (ii) Likewise, given lim g(x) = L 2 , we know that given any number ε2 > 0, there is x→a a number δ2 > 0 for which |g(x) − L 2 | < ε2 , whenever 0 < |x − a| < δ2 .
 
 (A.2)
 
 Now, in order to verify that lim [ f (x) + g(x)] = L 1 + L 2 ,
 
 x→a
 
 we must show that, given any number ε > 0, there is a number δ > 0 such that |[ f (x) + g(x)] − (L 1 + L 2 )| < ε, whenever 0 < |x − a| < δ. Notice that
 
 |[ f (x) + g(x)] − (L 1 + L 2 )| = |[ f (x) − L 1 ] + [g(x) − L 2 ]| ≤ | f (x) − L 1 | + |g(x) − L 2 |,
 
 (A.3)
 
 by the triangle inequality. Of course, both terms on the right-hand side of (A.3) can be made arbitrarily small, from (A.1) and (A.2). In particular, if we take ε1 = ε2 = 2ε , then as long as 0 < |x − a| < δ1
 
 and
 
 0 < |x − a| < δ2 ,
 
 we get from (A.1), (A.2) and (A.3) that |[ f (x) + g(x)] − (L 1 + L 2 )| ≤ | f (x) − L 1 | + |g(x) − L 2 | 
 0, we can find a δ > 0, such that | f (x)g(x) − L 1 L 2 | < ε, whenever 0 < |x − a| < δ. The object, then, is to make | f (x)g(x) − L 1 L 2 | as small as needed. Notice that we have | f (x)g(x) − L 1 L 2 | = | f (x)g(x) − g(x)L 1 + g(x)L 1 − L 1 L 2 | = |[ f (x) − L 1 ]g(x) + L 1 [g(x) − L 2 ]| ≤ | f (x) − L 1 ||g(x)| + |L 1 ||g(x) − L 2 |,
 
 (A.4)
 
 by the triangle inequality. Now, notice that we can make | f (x) − L 1 | and |g(x) − L 2 | as small as we like. If we make both of the terms in (A.4) less than 2ε , then the sum will be less than ε, as desired. In particular, we know that there is a number δ2 > 0, such that ε |g(x) − L 2 | < , whenever 0 < |x − a| < δ2 , 2|L 1 | assuming L 1 = 0, so that ε ε = . 2|L 1 | 2 ε |L 1 ||g(x) − L 2 | = 0 < . If L 1 = 0, then 2 So, no matter the value of L 1 , we have that ε |L 1 ||g(x) − L 2 | < , whenever 0 < |x − a| < δ2 . 2 |L 1 ||g(x) − L 2 | < |L 1 |
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 Notice that the first term in (A.4) is slightly more complicated, as we must also estimate the size of |g(x)|. Notice that |g(x)| = |g(x) − L 2 + L 2 | ≤ |g(x) − L 2 | + |L 2 |.
 
 (A.6)
 
 Since lim g(x) = L 2 , there is a number δ3 > 0, such that x→a
 
 |g(x) − L 2 | < 1, whenever 0 < |x − a| < δ3 . From (A.6), we now have that |g(x)| ≤ |g(x) − L 2 | + |L 2 | < 1 + |L 2 |. Returning to the first term in (A.4), we have that for 0 < |x − a| < δ3 , | f (x) − L 1 ||g(x)| < | f (x) − L 1 |(1 + |L 2 |).
 
 (A.7)
 
 Now, since lim f (x) = L 1 , given any ε > 0, there is a number δ1 > 0 such that for x→a 0 < |x − a| < δ1 , ε | f (x) − L 1 | < . 2(1 + |L 2 |) From (A.7), we then have | f (x) − L 1 ||g(x)| < | f (x) − L 1 |(1 + |L 2 |) 
 0 such that |g(x) − L 2 | < ε2 , whenever 0 < |x − a| < δ2 . In particular, for ε2 =
 
 |L 2 | , 2
 
 this says that |g(x) − L 2 | 
 0, there is a δ3 > 0 so that |L 2 − g(x)| 
 0.
 
 PROOF (i) We first give the proof for the case where L > 0. Since lim f (x) = L, we know that x→a given any ε1 > 0, there is a δ1 > 0, so that
 
 To show that lim x→a such that
 
  n
 
 | f (x) − L| < ε1 , whenever 0 < |x − a| < δ1 . √ f (x) = n L, we need to show that given any ε > 0, there is a δ > 0 √    n f (x) − n L  < ε, whenever 0 < |x − a| < δ.
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 Notice that this is equivalent to having  √ √ n n L − ε < n f (x) < L + ε. Now, raising all sides to the nth power, we have
 
 √ n
 
 √ n n n L − ε < f (x) < L +ε . Subtracting L from all terms gives us
 
 √ n
 
 √ n n n L − ε − L < f (x) − L < L + ε − L. √ that in this case, Since ε is taken to be small, we now assume that ε < n L. Observe  √ √
 
 √ n
 
 √ n  n n n n 0 < L − ε < L. Let ε1 = min > 0. Then, since L + ε − L, L − L −ε lim f (x) = L, we know that there is a number δ > 0, so that
 
 x→a
 
 −ε1 < f (x) − L < ε1 , whenever 0 < |x − a| < δ. It then follows that √ √ n n ( L − ε)n − L ≤ −ε1 < f (x) − L < ε1 ≤ ( L + ε)n − L , whenever 0 0.
 
 x→a
 
 It then follows from part (i) that   √ √ n n − lim n f (x) = lim n − f (x) = −L = − L, x→a
 
 x→a
 
 from which the result follows. (iii) If L = 0 and n is odd and lim f (x) = L = 0, then we have that given any ε1 > 0, x→a there is a δ > 0 so that | f (x)| < ε1 , whenever 0 < |x − a| < δ. It follows that       n f (x) − 0 =  n f (x) = n | f (x)| < ε if and only if | f (x)| < εn . Taking ε1 = εn 0 < |x − a| < δ.
 
 gives us the result whenever
 
 The following result appeared in section 1.3, as Theorem 3.5.
 
 THEOREM A.3 (Squeeze Theorem) Suppose that f (x) ≤ g(x) ≤ h(x), for all x in some interval (c, d), except possibly at the point a ∈ (c, d) and that lim f (x) = lim h(x) = L ,
 
 x→a
 
 x→a
 
 for some number L. Then, it follows that lim g(x) = L , also.
 
 x→a
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 PROOF To show that lim g(x) = L, we must prove that given any ε > 0, there is a δ > 0, such that x→a
 
 |g(x) − L| < ε, whenever 0 < |x − a| < δ. Since lim f (x) = L, we have that given any ε > 0, there is a δ1 > 0, such that x→a
 
 | f (x) − L| < ε, whenever 0 < |x − a| < δ1 . Likewise, since lim h(x) = L, we have that given any ε > 0, there is a δ2 > 0, such that x→a
 
 |h(x) − L| < ε, whenever 0 < |x − a| < δ2 . Now, choose δ = min{δ1 , δ2 }. Then, if 0 < |x − a| < δ, it follows that 0 < |x − a| < δ1 and 0 < |x − a| < δ2 , so that | f (x) − L| < ε
 
 and
 
 |h(x) − L| < ε.
 
 Equivalently, we can say that L − ε < f (x) < L + ε
 
 and
 
 L − ε < h(x) < L + ε.
 
 (A.11)
 
 It now follows from (A.10) and (A.11) that if 0 < |x − a| < δ, then L − ε < f (x) ≤ g(x) ≤ h(x) < L + ε, which gives us L − ε < g(x) < L + ε or |g(x) − L| < ε and it follows that lim g(x) = L, as desired. x→a
 
 The following result appeared as Theorem 4.3 in section 1.4.
 
 THEOREM A.4 Suppose lim g(x) = L and f is continuous at L. Then, x→a   lim f (g(x)) = f lim g(x) = f (L). x→a
 
 x→a
 
 PROOF To prove the result, we must show that given any number ε > 0, there is a number δ > 0 for which | f (g(x)) − f (L)| < ε, whenever 0 < |x − a| < δ. Since f is continuous at L, we know that lim f (t) = f (L). Consequently, given any ε > 0, there is a δ1 > 0 for which
 
 t→L
 
 | f (t) − f (L)| < ε, whenever 0 < |t − L| < δ1 . Further, since lim g(x) = L, we can make g(x) as close to L as desired, simply by making x x→a sufficiently close to a. In particular, there must be a number δ > 0 for which |g(x) − L| < δ1 whenever 0 < |x − a| < δ. It now follows that if 0 < |x − a| < δ, then |g(x) − L| < δ1 , so that | f (g(x)) − f (L)| < ε, as desired.
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 The following result appeared as Theorem 5.1 in section 1.5.
 
 THEOREM A.5 For any rational number t > 0, 1 = 0, xt where for the case where x → −∞, we assume that t = qp , where q is odd. lim
 
 x→±∞
 
 PROOF 1 We first prove that lim t = 0. To do so, we must show that given any ε > 0, there is x→∞  x  1  an M > 0 for which  t − 0 < ε, whenever x > M. Since x → ∞, we can take x to be x positive, so that   1   − 0 = 1 < ε,  xt  xt 1 < ε1/t x
 
 which is equivalent to
 
 1
 
 or
 
 ε 1/t
 
 < x.
 
 Notice that taking M to be any number greater than ever x > M, as desired.
 
   1   − 0 < ε when, we will have   1/t t ε x 1
 
 1 For the case lim t = 0, we must show that given any ε > 0, there is an N < 0 for x→−∞ x   1  which  t − 0 < ε, whenever x < N . Since x → −∞, we can take x to be negative, so x that   1   − 0 = 1 < ε,  xt  |x t | 1 < ε1/t |x|
 
 which is equivalent to or
 
 1 ε 1/t
 
 < |x| = −x,
 
 since x < 0. Multiplying both sides of the inequality by −1, we get −
 
 1 ε 1/t
 
 > x.
 
   1   Notice that taking N to be any number less than − 1/t , we will have  t − 0 < ε, whenever ε x x < N , as desired. 1
 
 In section 2.8, we presented Rolle’s Theorem (Theorem 8.1), but only gave a graphical idea of the proof. Now, with the addition of the Extreme Value Theorem, we can give a complete proof of this result.
 
 THEOREM A.6 (Rolle’s Theorem) Suppose that f is continuous on the interval [a, b], differentiable on the interval (a, b) and f (a) = f (b). Then there is a number c ∈ (a, b) such that f  (c) = 0.
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 PROOF There are three cases to be considered here. (i) If f (x) is constant on [a, b], then, f  (x) = 0 throughout (a, b). (ii) Suppose that f (x) < f (a), for some x ∈ (a, b). Since f is continuous on [a, b], we have by the Extreme Value Theorem (Theorem 2.1 in section 3.2) that f attains an absolute minimum on [a, b]. Since f (x) < f (a) = f (b), for some x ∈ (a, b), the absolute minimum occurs at some point c ∈ (a, b). Then by Fermat’s Theorem (Theorem 2.2 in section 3.2), c must be a critical number of f . Finally, since f is differentiable on (a, b), we must have f  (c) = 0. (iii) Similarly, suppose that f (x) > f (a), for some x ∈ (a, b). Then as in (ii), we have by the Extreme Value Theorem that f attains an absolute maximum on [a, b]. Since f (x) > f (a) = f (b), for some x ∈ (a, b), the absolute maximum occurs at some point c ∈ (a, b). Then, by Fermat’s Theorem, we must have f  (c) = 0. In section 7.6, we prove l’Hˆopital’s Rule only for a special case. Here, we present a general proof for the 00 case. First, we need the following generalization of the Mean Value Theorem.
 
 THEOREM A.7 (Generalized Mean Value Theorem) Suppose that f and g are continuous on the interval [a, b] and differentiable on the interval (a, b) and that g  (x) = 0, for all x on (a, b). Then, there is a number z ∈ (a, b), such that f (b) − f (a) f  (z) =  . g(b) − g(a) g (z)
 
 Notice that the Mean Value Theorem (Theorem 8.4 in section 2.8) is simply the special case of Theorem A.7 where g(x) = x.
 
 PROOF First, observe that since g  (x) = 0, for all x on (a, b), we must have that g(b) − g(a) = 0. This follows from Rolle’s Theorem (Theorem A.6), since if g(a) = g(b), there would be some number c ∈ (a, b) for which g  (c) = 0. Now, define h(x) = [ f (b) − f (a)]g(x) − [g(b) − g(a)] f (x). Notice that h is continuous on [a, b] and differentiable on (a, b), since both f and g are continuous on [a, b] and differentiable on (a, b). Further, we have h(a) = [ f (b) − f (a)]g(a) − [g(b) − g(a)] f (a) = f (b)g(a) − g(b) f (a) and
 
 h(b) = [ f (b) − f (a)]g(b) − [g(b) − g(a)] f (b) = g(a) f (b) − f (a)g(b),
 
 so that h(a) = h(b). In view of this, Rolle’s Theorem says that there must be a number z ∈ (a, b) for which 0 = h  (z) = [ f (b) − f (a)]g  (z) − [g(b) − g(a)] f  (z) or
 
 f (b) − f (a) f  (z) =  , g(b) − g(a) g (z)
 
 as desired.
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 We can now give a general proof of l’Hˆopital’s Rule for the case can be found in a more advanced text.
 
 0 0
 
 9
 
 case. The proof of the
 
 THEOREM A.8 (l’Hˆ opital’s Rule) Suppose that f and g are differentiable on the interval (a, b), except possibly at some fixed point c ∈ (a, b) and that g  (x) = 0, on (a, b), except possibly at x = c. Suppose f (x) f  (x) 0 ∞ has the indeterminate form or and that lim  =L further that lim x→c g(x) x→c g (x) 0 ∞ (or ±∞). Then, f (x) f  (x) lim = lim  . x→c g(x) x→c g (x)
 
 PROOF
 
 0 0
 
  case In this case, we have that lim f (x) = lim g(x) = 0. Define x→c x→c   f (x) if x = c g(x) if x =  c F(x) = and G(x) = . 0 if x = c 0 if x = c lim F(x) = lim f (x) = 0 = F(c)
 
 Notice that
 
 x→c
 
 x→c
 
 lim G(x) = lim g(x) = 0 = G(c),
 
 and
 
 x→c
 
 x→c
 
 so that both F and G are continuous on all of (a, b). Further, observe that for x = c, F  (x) = f  (x) and G  (x) = g  (x) and so, both F and G are differentiable on each of the intervals (a, c) and (c, b). We first consider the interval (c, b). Notice that F and G are continuous on [c, b] and differentiable on (c, b) and so, by the Generalized Mean Value Theorem, for any x ∈ (c, b), we have that there is some number z, with c < z < x, for which F(x) − F(c) F(x) f (x) F  (z) = = = , G  (z) G(x) − G(c) G(x) g(x) where we have used the fact that F(c) = G(c) = 0. Notice that as x → c+ , z → c+ , also, since c < z < x. Taking the limit as x → c+ , we now have lim+
 
 x→c
 
 f (x) F  (z) f  (z) = lim+  = lim+  = L. z→c G (z) z→c g (z) g(x)
 
 Similarly, by focusing on the interval (a, c), we can show that lim− that
 
 f (x) lim x→c g(x)
 
 x→c
 
 f (x) g(x)
 
 = L, which proves
 
 = L (since both one-sided limits agree).
 
 The following theorem corresponds to Theorem 6.1 in section 9.6.
 
 THEOREM A.9 Given any power series,
 
 ∞  k=0
 
 bk (x − c)k , there are exactly three possibilities:
 
 (i) the series converges for all x ∈ (−∞, ∞) and the radius of convergence is r = ∞; (ii) the series converges only for x = c (and diverges for all other values of x) and the radius of convergence is r = 0 or (iii) the series converges for x ∈ (c − r, c + r ) and diverges for x < c − r and for x > c + r , for some number r with 0 < r < ∞.
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 Proofs of Selected Theorems
 
 A-10
 
 In order to prove Theorem A.9, we first introduce and prove two simpler results.
 
 THEOREM A.10 (i) If the power series
 
 ∞  k=0
 
 bk x k converges for x = a = 0, then it also converges for
 
 all x with |x| < |a|. ∞  bk x k diverges for x = d, then it also diverges for all x (ii) If the power series k=0
 
 with |x| > |d|.
 
 PROOF (i) Suppose that
 
 ∞  k=0
 
 bk a k converges. Then, by Theorem 2.2 in section 9.2, lim bk a k = 0. k→∞
 
 k
 
 For this to occur, we must be able to make |bk a | as small as desired, just by making k sufficiently large. In particular, there must be a number N > 0, such that |bk a k | < 1, for all k > N . So, for k > N , we must have    k x k   k   x k  x k k  = bk a    <   .  |bk x | = bk a ak  a a ∞       x k is a convergent geometric series. It then follows If |x| < |a|, then  ax  < 1 and so, a k=0
 
 from the Comparison Test (Theorem 3.3 in section 9.3) that ∞  k=0
 
 k=0
 
 k=0
 
 |bk x k | converges and hence,
 
 bk x k converges absolutely. (ii) Suppose that
 
 ∞ 
 
 ∞ 
 
 ∞  k=0
 
 bk d k diverges. Notice that if x is any number with |x| > |d|, then
 
 bk x k must diverge, since if it converged, we would have by part (i) that
 
 ∞  k=0
 
 bk d k would
 
 also converge, which contradicts our assumption. Next, we state and prove a slightly simpler version of Theorem A.9.
 
 THEOREM A.11 Given any power series,
 
 ∞  k=0
 
 bk x k , there are exactly three possibilities:
 
 (i) the series converges for all x ∈ (−∞, ∞) and the radius of convergence is r = ∞; (ii) the series converges only for x = 0 (and diverges for all other values of x) and the radius of convergence is r = 0 or (iii) the series converges for x ∈ (−r, r ) and diverges for x < −r and x > r , for some number r with 0 < r < ∞.
 
 PROOF If neither (i) nor (ii) is true, then there must be nonzero numbers a and d such that the series ∞  bk x k converges for x = a and diverges for x = d. From Theorem A.10, observe that k=0
 
 diverges for all values of x with |x| > |d|. Define the set S to be the set of all values of x for
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 which the series converges. Since the series converges for x = a, S is nonempty. Further, |d| is an upper bound on S, since the series diverges for all values of x with |x| > |d|. By the Completeness Axiom (see section 9.1), S must have a least upper bound r. So, if |x| > r , ∞  then bk x k diverges. Further, if |x| < r , then |x| is not an upper bound for S and there k=0 ∞  must be a number t in S with |x| < t. Since t ∈ S, bk t k converges and by Theorem A.10, k=0 ∞  bk x k converges since |x| < t ≤ |t|. This proves the result. k=0
 
 We can now prove the original result (Theorem A.9).
 
 PROOF OF THEOREM A.9 Let t = x − c and the power series
 
 ∞  k=0
 
 bk (x − c)k becomes simply
 
 ∞  k=0
 
 bk t k . By Theo-
 
 rem A.11, we know that either the series converges for all t (i.e., for all x) or only for t = 0 (i.e., only for x = c) or there is a number r > 0 such that the series converges for |t| < r (i.e., for |x − c| < r ) and diverges for |t| > r (i.e., for |x − c| > r ). This proves the original result.
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 Appendix B ANSWERS TO ODD-NUMBERED EXERCISES
 
 CHAPTER 0
 
 13. (0, 1), y = 1
 
 Exercises 0.1, page 7 1. x < 3
 
 y
 
 3. x < −2
 
 7. 3 ≤ x < 6
 
 2
 
 9. − 12 < x < 2
 
 11. x < −4 or x > 1 15. all reals
 
 5. x >
 
 − 23
 
 1.5
 
 13. −2 < x < 3
 
 1
 
 17. −1 < x < 7
 
 19. 2 < x < 4
 
 21. x < − 32 or x >
 
 1 2
 
 0.5
 
 23. x < −2 or x > 2 25. x < −4 or −4 < x < −1 or x > 2 √ 27. x < −1 or x > 0 29. 13 31. 4 √ 20 35. yes 37. yes 33.
 
 0
 
 3
 
 41. decreases by 10, 30, 50; predict 3910 − 70 = 3840
 
 4
 
  12 − 23 = 0.013  1 7
 
 x
 
 0
 
 47. P: 0.551, 0.587, 0.404, 0.538, 0.605 win%: 0.568, 0.593, 0.414, 0.556, 0.615
 
 1
 
 1
 
 17. parallel
 
 Exercises 0.2, page 18 9. − 57
 
 x
 
 1
 
 2
 
 7. − 52
 
 6
 
 2
 
  1 7
 
 3. no
 
 5
 
 3
 
 43. finite number of digits terminate
 
 1. yes
 
 4
 
 y 5
 
 45.
 
 2
 
 15. (3.3, 2.3), y = 1.2(x − 2.3) + 1.1
 
 39. increases by 550, 650, 750; predict 3200 + 850 = 4050
 
 2
 
 1
 
 5. 2
 
 2
 
 3
 
 4
 
 21. perpendicular
 
 23. (a) y = 2(x − 2) + 1
 
 (b) y = − 12 (x − 2) + 1
 
 25. (a) y = 2(x − 3) + 1
 
 (b) y = − 12 (x − 3) + 1
 
 31. no
 
 33. both
 
 39. x ≥ −2
 
 y
 
 6
 
 19. perpendicular
 
 27. y = 2(x − 1) + 1; 7
 
 11. (2, 5), y = 2(x − 1) + 3
 
 5
 
 47.
 
 29. yes 35. rational
 
 43. all reals 45. x = ±1  3 49. 1, 2, 0, 2 51. x > 0
 
 41. x ≤
 
 −1, 1, 11, − 54
 
 37. neither
 
 3 2
 
 12
 
 53. 0 ≤ x ≤ number made, x an integer
 
 10
 
 57. no: many y’s for one x
 
 55. no: many y’s for one x
 
 8
 
 59. constant, increasing, decreasing; graph going down; graph going up
 
 6
 
 61. x-intercepts: −2, 4; y-intercept: −8
 
 4
 
 63. x-intercept: 2; y-intercept: −8
 
 2
 
 65. x-intercepts: ±2; y-intercept: −4 √ √ 71. 0, 1, 2 67. 1, 3 69. 2 + 2, 2 − 2
 
 0
 
 1
 
 2
 
 3
 
 4
 
 5
 
 6
 
 x
 
 75. 63,000 feet
 
 77. T = 14 R + 39
 
 √ 73. 1, − 3 2
 
 79. 51 A-13
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 Answers to Odd-Numbered Exercises
 
 Exercises 0.3, page 26 1. (a)
 
 y 5
 
 15
 
 8
 
 x
 
 10 5
 
 y
 
 x 10
 
 4
 
 0
 
 5
 
 10
 
 x
 
 23.
 
 5
 
 19. x = −5, x = 2 25.
 
 y
 
 y
 
 1E4
 
 30
 
 0
 
 10
 
 17. x = −2, x = 2
 
 y
 
 (b)
 
 5
 
 x
 
 5
 
 80
 
 x 0.1
 
 0.1
 
 x
 
 x
 
 14
 
 14 80
 
 1E4 10
 
 60
 
 y
 
 5. (a)
 
 5
 
 (b)
 
 5
 
 20
 
 x
 
 5
 
 2
 
 7. (a)
 
 y
 
 27.
 
 y
 
 10
 
 5
 
 y
 
 8
 
 5
 
 x
 
 5 29. 2; 1, 1.2 (approx.)
 
 30
 
 31. 1, −1
 
 33. 2; 0, 9.53 (approx.) 5
 
 5
 
 x
 
 5
 
 5
 
 x
 
 y
 
 (b)
 
 39. 0.56, 3.07
 
 41. −5.25, 10.01
 
 45. parabola y = 14 x 2 + 1
 
 y
 
 Exercises 0.4, page 34
 
 10
 
 10
 
 37. −1.88, 0.35, 1.53
 
 35. 2; −1.18, 1.18 (approx.)
 
 43. possible answer: −9 ≤ x ≤ 11, −17 ≤ y ≤ 23
 
 30
 
 4
 
 x
 
 5
 
 y
 
 (b)
 
 10
 
 9. (a)
 
 x
 
 10
 
 21. x = −2, x = −1, x = 0
 
 10
 
 5
 
 8
 
 5
 
 5
 
 3. (a)
 
 10
 
 10
 
 5
 
 y
 
 (b)
 
 4
 
 y
 
 (b)
 
 5
 
 y
 
 15. (a)
 
 1. (a) 45◦
 
 10
 
 x
 
 10
 
 10
 
 x
 
 5
 
 10
 
 (c)
 
 10
 
 11. (a)
 
 y
 
 y 5
 
 30
 
 (b) 60◦ (c) 30◦ (d) 240◦ 3π 2π π 3. (a) π (b) (c) (d) 2 3 6 π π π π π 5. − + 2nπ ; + 2nπ 7. − + 2nπ ; + 2nπ 9. + 2nπ 3 3 4 4 2 π π + nπ ; 2nπ 13. π + 2nπ; + nπ 11. 2 2 y y 17. 15. 10
 
 1
 
 5
 
 10
 
 10
 
 5
 
 x
 
 2
 
 5
 
 (c)
 
 50
 
 2
 
 x
 
 
 
 y
 
 19.
 
 5
 
 5
 
 x
 
 5
 
 5
 
 3
 
 x 2
 
 5
 
 50
 
 13. (a)
 
 x
 
 2
 
 2 3
 
 y
 
 23.
 
 1
 
 0.75
 
 (b)
 
 2 3
 
 y y 0.9
 
  2
 
   2 6
 
 0.1
 
 6
 
 x 10
 
 10
 
 x
 
 x
 
 y
 
 21.
 
 3
 
 5
 
  10
 
 1
 
 y
 
 y
 
 (b)
 
 5
 
 x
 
 x
 
 1
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 APPENDIX B 25. A = 3, period = π, frequency =
 
 y
 
 33.
 
 1 π
 
 3 2π ,f = 3 2π 1 29. A = 3, period = π, f = π 1 31. A = 4, period = 2π, f = 2π
 
 Answers to Odd-Numbered Exercises
 
 27. A = 5, period =
 
 35.
 
 2 0
 
 37. β ≈ 0.6435 39. no 41. yes, 2π 43. √ 3 47. 3; x = 0, x ≈ 1.109, x ≈ 3.698 45. − 2 49. 2; x ≈ −1.455, x ≈ 1.455
 
 √ 2 2 3
 
 y
 
 2
 
 x
 
 1 3
 
 0
 
 37. y = (x + 1)2 , shift left one 39. y = (x + 1)2 + 3, shift left one, up three 41. y = 2[(x + 1)2 + 1], shift left one, up one, double vertical scale 43. reflect across x-axis, double vertical scale 45. reflect across x-axis, triple vertical scale, shift up two
 
 53. 100 tan 50◦ ≈ 119 feet 30 170 , √ ≈ 120.2 volts 55. f = π 2
 
 49. shift right one
 
 47. reflect across y-axis 57. $24,000 per year
 
 51. reflect across x-axis, vertical scale times |c| 53.
 
 Exercises 0.5, page 41
 
 y
 
 √ 1. ( f ◦ g)(x) = x − 3 + 1, x ≥ 3 √ (g ◦ f )(x) = x − 2, x ≥ 2 √ 1 , x = 3 −4 3. ( f ◦ g)(x) = 3 x +4 1 (g ◦ f )(x) = 3 + 4, x = 0 x
 
 120 100 80 60 40
 
 5. ( f ◦ g)(x) = sin2 x + 1, all reals (g ◦ f )(x) = sin(x 2 + 1), all reals √ 7. possible answer: f (x) = x, g(x) = x 4 + 1
 
 20 4
 
 1 9. possible answer: f (x) = , g(x) = x 2 + 1 x 13. possible answer: f (x) = x 3 , g(x) = sin x √ 3 15. possible answer: f (x) = , g(x) = x, h(x) = sin x + 2 x 19. possible answer: f (x) = 4x − 5, g(x) = cos x, h(x) =
 
 0
 
 2
 
 x
 
 4
 
 59. 0.739085
 
 Chapter 0 Review Exercises, page 43 1. −2
 
 17. possible answer: f (x) = x 3 , g(x) = cos x, h(x) = 4x − 2 23.
 
 2
 
 57. go to 0
 
 11. possible answer: f (x) = x 2 + 3, g(x) = 4x + 1
 
 y
 
 7. y =
 
 x2
 
 11. yes
 
 y
 
 3. parallel 1 2 (x
 
 5. no
 
 − 1) + 1, y =
 
 9. y = − 13 (x + 1) − 1
 
 5 2
 
 13. −2 ≤ x ≤ 2
 
 15.
 
 y
 
 17.
 
 y
 
 10
 
 10
 
 1 0
 
 1
 
 1 0
 
 x
 
 x
 
 10
 
 x
 
 1
 
 10 5
 
 10 y
 
 25.
 
 27.
 
 19.
 
 y
 
 4
 
 y
 
 x
 
 1 12
 
 x
 
 8
 
 
 
 x
 
 
 
 1 3
 
 8 20
 
 29.
 
 y
 
 31.
 
 2 0 1
 
 23.
 
 y
 
 25.
 
 y
 
 y 5
 
 3
 
 2 0.5 x
 
 x
 
 x
 
 3
 
 12
 
 4
 
 5
 
 2
 
 21.
 
 y
 
 5
 
 1 0.5 0
 
 x
 
 1 3
 
 51. 2 tan 20◦ ≈ 0.73 mile
 
 21.
 
 A-15
 
 2
 
 2
 
 x 
 
 3
 
  3  4 4
 
  4
 
 3 4
 
 5
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 Answers to Odd-Numbered Exercises
 
 27. x = −4, x = 2, y = −8 29. x = −2 31. −2, 5 √ √ 33. 1, 1 + 3, 1 − 3 35. 3 37. 50 tan 34◦ ≈ 33.7 feet 1 1 39. (a) √ (b) 9 5 41. ( f ◦ g)(x) = x − 1, x ≥ 1 √ (g ◦ f )(x) = x 2 − 1, x ≤ −1 or x ≥ 1
 
  sin x 2x, , g(x) = x + 1, x
 
 31. One possibility: f (x) =
 
 x =0 x >0
 
 33. w → 0, h(w) → 0 and | f (w) − h(w)| → 0 35. 8; does not exist
 
 37. m =
 
 1 2
 
 43. f (x) = cos x, g(x) = 3x 2 + 2
 
 Exercises 1.3, page 66
 
 45. (x − 2)2 − 3, shift two right and three down π + nπ 47. 4
 
 1. 1
 
 3. 0
 
 5. 5
 
 15. 2
 
 17.
 
 CHAPTER 1
 
 25. 4
 
 27. 1
 
 Exercises 1.1, page 51
 
 31. f (x) = 0, h(x) =
 
 1. (a) 2 (b) 4
 
 3. (a) 0 (b) −1
 
 5. (a)
 
 7. (a) 1.90626
 
 (b) 1.90913
 
 (c) 1.91010
 
 9. (a) 3.16732
 
 (b) 3.16771
 
 (c) 3.16784
 
 11. (a) 9.15298
 
 (b) 9.25345
 
 (c) 9.29357
 
 13. (a) 1.55 11 15. (a) 8
 
 1 (b) 3.43
 
 17. (a) 2.05
 
 3.
 
 7. (a) −2
 
 (b) 2 (g) 0
 
 (h) 1
 
 9. (a) 4
 
 (b) 4
 
 (c) 4
 
 (d) 2
 
 (e) 2
 
 15. −1
 
 1.7071, 1.9487, 1.9950, 1.9995 → 2 19. limit does not exist
 
 21. does not exist
 
 3. x = ±1, g(x) =
 
 9. x > 1
 
 45. − 43
 
 
 
 1 2
 
 47. 0
 
 53. yes
 
 1 x +1 7. x =
 
 11. x = 1
 
 nπ for odd integers n 2
 
 13. x = 1
 
 15. f (1) is not defined and lim f (x) does not exist x→1
 
 17. f (0) is not defined and lim f (x) does not exist x→0
 
 x→2
 
 21. [−3, ∞)
 
 3
 
 23. (−1, ∞)
 
 25. (−∞, ∞).
 
 1
 
 x
 
 –3
 
 27. −700
 
 29. b = $12,747.50, c = $23,801.30     21 20 (b) −2 21 31. (a) 2 20 32 , 2 32 32 , −2 32 33.
 
  23
 
 24 32 , 32
 
 
 
 35. (−7, −2), (−2, −1), (1, 4), (4, 7)
 
 37. a = b = 2
 
 y
 
 41. no
 
 39. a = 13 , b =
 
 43. #41 is
 
 49.
 
 nπ 3
 
 No
 
 55. x = −2, x = −1, x = 0
 
 3
 
 y
 
 57.
 
 0
 
 43. 13
 
 37.
 
 19. lim f (x) = f (2)
 
 y
 
 25.
 
 35. 0
 
 x→3
 
 5. all real numbers 13. 1
 
 –1
 
 = x2
 
 1. x = −2; g(x) = x − 1
 
 11. 2.2247, 2.0488, 2.0050, 2.0005 → 2;
 
 23.
 
 (b) −2
 
 23. does not exist
 
 −x 2 , h(x)
 
 33. 4
 
 x
 
 1 4
 
 (b) 2.01
 
 (e) 9
 
 17.
 
 √
 
 13.
 
 59. 0, does not exist
 
 (d) 2
 
 3 2
 
 29. 0, f (x) =
 
 11. cos(1)
 
 Exercises 1.4, page 75
 
 (c) does not exist
 
 (f ) 2
 
 21. 4
 
 1 1 , g(x) = − x x
 
 x→3
 
 5. 3
 
 1 4
 
 9. 1
 
 3 4
 
 57. for 2 ≤ x < 3, [x] = 2 and for 3 ≤ x < 4, [x] = 3, so lim −[x] = lim +[x].
 
 Exercises 1.2, page 57 1. 2
 
 19. 2
 
 1 2
 
 41. (a) −1
 
 51. f (x) =
 
 (b) 1.56; quarter circle 43 (b) 32
 
 39. h(a)
 
 7.
 
 1
 
 27. does not exist 29. The first argument is correct.
 
 x
 
 x  100, force that moves box
 
 100 80 Friction 60 40 20 0 20 40 60 80100
 
 x
 
 61. One answer: g(T) = 100 −25(T−30)
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 Exercises 1.5, page 84 1. (a) ∞
 
 1. 2
 
 (c) does not exist
 
 (b) −∞
 
 5. does not exist
 
 3. (a) 1.05799
 
 7. does not exist
 
 (c) −∞ 7. does not exist
 
 9.
 
 1 3
 
 11. (a) 1
 
 (b) −2
 
 (c) does not exist 15.
 
 21. (a) vertical asymptotes at x = ±2; horizontal asymptote at y = 0 (b) vertical asymptotes at x = ±2; horizontal asymptote at y = −1
 
 19. does not exist
 
 21. 5
 
 23. vertical asymptotes at x = −1 and x = 3; horizontal asymptote at y=3
 
 37. x = −3, x = 1
 
 25. vertical asymptotes at x = 2π n
 
 43. (−∞, ∞)
 
 27. horizontal asymptotes at y = 0
 
 47. x = −1, x = 1, y = 1
 
 11. 1
 
 13.
 
 15. −2
 
 17.
 
 19. −∞
 
 3 4
 
 29. vertical asymptotes at x = ±2; slant asymptote at y = −x  31. vertical asymptotes at x = − 12 ± 17 4 ; slant asymptote at y = x − 1
 
 27.
 
 29. −∞
 
 1 3
 
 39. x = 2
 
 5. 0
 
 (b) 1.05807
 
 9. − 13
 
 13. x = −1, x = 1
 
 1 2
 
 A-17
 
 Chapter 1 Review Exercises, page 104
 
 (b) −∞
 
 3. (a) −∞
 
 Answers to Odd-Numbered Exercises
 
 (d) 0
 
 17. does not exist
 
 3 4
 
 23.
 
 31. 0
 
 25. ∞
 
 2 3
 
 33. does not exist
 
 41. (−∞, −2) ∪ (−2, 3) ∪ (3, ∞) 45. x = 1, x = 2, y = 0 49. y = x − 1
 
 1 sin2 x 53. ; 2 4 2x (1 + cos x)
 
 51. x = 2π n
 
 33. with no light, 40 mm; with an infinite amount of light, 12 mm 35. f (x) =
 
 80x −0.3 + 60 10x −0.3 + 30
 
 37. 1
 
 39. 1
 
 41. − 12
 
 43. no.
 
 47. −2(x − 3)2
 
 49. x 2 + 1 53. false 55. true
 
 51. true
 
 45. one larger
 
 57. g(x) = sin x, h(x) = x 59. vertical asymptotes at x = 2; horizontal asymptotes at y = 4 (as x → −∞) and y = 0 (as x → ∞) √ 61. ∞, c 63. ve = 19.6R
 
 CHAPTER 2 Exercises 2.1, page 115 1. y = 2(x − 1) − 1
 
 3. y = −7(x + 2) + 10
 
 5. y = − 12 (x − 1) + 1
 
 7. y = 12 (x + 2) + 1
 
 9. (a) 6 (b) 18 (c) 8.25 (f) 11.61 (g) 11 11. (a) 0.33 (f) 0.22
 
 (b) 0.17 (g) 0.22
 
 (d) 14.25
 
 (c) 0.27
 
 (e) 10.41
 
 (d) 0.19
 
 (e) 0.23
 
 13. C, B, A, D
 
 Exercises 1.6, page 96 1.
 
 ε 3
 
  11. min 1, 15. (a)
 
 ε 3 ε 
 
 3.
 
 √
 
 5. 13.
 
 5
 
 0.1 ≈ 0.32
 
 17. (a) 0.39
 
 15. (a) −9.8 m/s
 
 ε 4
 
 7. δ ≤ ε
 
 ε , no |m| √ (b) 0.05 ≈ 0.22 21. (a) 0.02
 
 (b) 0.19
 
  ε 9. min 1, 3
 
 25. −3.4 
 
 1 27. N = − − 2, for 0 < ε ≤ 12 ε 
 
 
 
 1 2 4 29. δ = − 31. M = k N ε  ε 33. 2 35. 1.9 41. min 1, 10
 
 1.
 
 1 4;
 
 x √ 2 4x + 1 + 2x
 
 5. 1; √ 9. 11.
 
 1 2;
 
 2x x2 + 4 +
 
 √
 
 x2 + 2
 
 3. 1; √ 7.
 
 √ 2 x √ x +4+ x +2 1 6;
 
 sin2 2x 12x 2 (1 + cos 2x)
 
 sin2 (x 3 ) 6 x (1 + cos(x 3 ))
 
 2 3;  3
 
 (x 2
 
 + 1)2
 
 2x 4/3   3 2 + (x + 1)(x 2 − 1) + 3 (x 2 − 1)2
 
 13. 3, does not exist 15. f (x) = 0, g(x) = 0.0016, −0.0159, −0.1586, −0.9998 17. 20, 0
 
 19. (a) 32 ft/s (d) 63.84 ft/s
 
 (b) 48 ft/s (e) 64 ft/s
 
 (c) 62.4 ft/s
 
 21. (a) 2.236 ft/s (d) 1.343 ft/s
 
 (b) 1.472 ft/s (e) 1.342 ft/s
 
 (c) 1.351 ft/s
 
 23. sharp corner (b) 0.02
 
 23. 12
 
 Exercises 1.7, page 103
 
 (b) −19.6 m/s
 
 25. jump discontinuity 27.
 
 y 1.0 0.5 0 1
 
 x
 
 29. No tangent line 31. (a) from 2002 to 2004, the balance increased at an average rate of $21,034 per year     35. (a) ( 2/3, 5 2/3 + 1), (− 2/3, −5 2/3 + 1) 37. (a) y = 6(x − 1) + 5 (b) x = −2, x = 1 39. −10; −4.5 41. about 1.75 hours; 1.5 hours; 4 hours; rest
 
 Exercises 2.2, page 124 1. 3
 
 3.
 
 −3 9. (x + 1)2
 
 3 4
 
 5. 6x 11.
 
 7. 3x 2 + 2 3
 
 √ 2 3x + 1
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 Answers to Odd-Numbered Exercises (b)
 
 10
 
 15. 12t 2 + 6
 
 5.0
 
 8
 
 19. 24
 
 21. v(t) = −32t + 40, a(t) = −32
 
 6 2.5
 
 4
 
 17. 24x 2 − 94 x −5/2
 
 23. v(t) = 12 t −1/2 + 4t, a(t) = − 14 t −3/2 + 4
 
 2 0 −10 −8 −6 −4 −2 0 −2
 
 2
 
 4
 
 6
 
 0.0 −5 −4 −3 −2 −1 0
 
 8 10
 
 −4
 
 1
 
 2
 
 3
 
 4
 
 25. (a) v(1) = 8 (going up); a(1) = −32 (b) v(2) = −24 (going down); a(2) = −32
 
 5
 
 −2.5
 
 −6
 
 27. y = 4(x − 2) + 2
 
 −8
 
 29. y = −x + 4
 
 −5.0
 
 −10
 
 31. (a)
 
 5
 
 10
 
 (b)
 
 4 y
 
 15. (a)
 
 (b)
 
 2
 
 5
 
 3
 
 4
 
 2
 
 3
 
 1
 
 2
 
 0 −5 −4 −3 −2 −1 0 −1 x −2 y −3
 
 1
 
 0
 
 x
 
 1
 
 0 −5 −4 −3 −2 −1 0 −1 x −2 y −3
 
 1
 
 2
 
 5
 
 4
 
 3
 
 5 0 −10 1
 
 2
 
 3
 
 4
 
 5
 
 −10
 
 −4 −5
 
 
 
 (b)
 
 8
 
 6
 
 6
 
 4
 
 4
 
 2
 
 2
 
 0
 
 0 2
 
 4
 
 6
 
 −10 −8 −6 −4 −2 0 −2 x −4 y −6
 
 8 10
 
 −8
 
 −8
 
 −10
 
 −10
 
 39. (a) 2
 
 4
 
 6
 
 21. D+ f (0) = D− f (0) = 0; yes
 
 27. p ≥ 1 31.
 
 23. 10
 
 (b) x = 0, x = 4
 
 29. f (x) = −1 − x 2
 
 f (a) f  (a) a
 
 33. f  (1),
 
 8 10
 
 f (1.5) − f (1) , f (2) − f (1), f (1) 0.5
 
 37. 2x, 3x 2 , 4x 3 , nx n−1
 
 49. b >
 
 (b)
 
 4 9c2
 
 1 2 2x
 
 + 5x
 
 (b) 0
 
 45. x 4
 
 47.
 
 2 3/2 3x
 
 51. f  (2000) ≈ 174.4, f  (2000) ≈ −160
 
 1. 2x(x 3 − 3x + 1) + (x 2 + 3)(3x 2 − 3)    √ 3 1 −1/2 +3 5x 2 − x + ( x + 3x)(10x + 3x −2 ) 3. 2 x 13 3(5t + 1) − (3t − 2)5 = (5t + 1)2 (5t + 1)2 √ (3 − 3x −1/2 )(5x 2 − 2) − (3x − 6 x)10x 7. (5x 2 − 2)2 5.
 
 9.
 
 43. 1.64 degrees per meter
 
 11.
 
 (2u − 1)(u 2 − 5u + 1) − (u 2 − u − 2)(2u − 5) (u 2 − 5u + 1)2 3 1/2 2x
 
 (b) 0.2 ton per year
 
 47. (a) meters per second
 
 + 2x − 2
 
 43. (a) f  (x)
 
 41. 2
 
 39. D− f (0) does not exist
 
 45. (a) 0.4 ton per year
 
 3 2 2x
 
 Exercises 2.4, page 140
 
 19. D+ f (0) = 3, D− f (0) = 2; no
 
 25. (a) x = 0, x = 2
 
 
 
 2 ± 4 3, 3
 
 35. (a) x = 0; vertical tangent (b) x = 5; sharp corner (c) x = −1, x = 4; sharp corners  √ 37. (a) x = ± 43 (b) x = ± 1 + 3−3/2
 
 10
 
 8
 
 −10 −8 −6 −4 −2 0 −2 x −4 y −6
 
 ±
 
 33. x = −1 (peak); x = 1 (trough); x =
 
 −5
 
 10
 
 5
 
 −5
 
 −4
 
 17. (a)
 
 0
 
 −5
 
 (b) items per dollar
 
 15. 2x
 
 + 32 x −1/2 + x −3/2
 
 4 1/3 3t
 
 +3
 
 x 3 + 3x 2 (3x 2 + 6x)(x 2 + 2) − (x 3 + 3x 2 )(2x) + (x 2 − 1) x2 + 2 (x 2 + 2)2
 
 17. y = 2x
 
 49. losing value; sell ⎧ 0 < t < 20 ⎨ 0,  53. f (t) = 10, 20 < t < 80 ⎩ 8, t > 80
 
 13.
 
 19.
 
 y = 14 x +
 
 21. (a) y = −2x − 3 23. (a) y = −(x − 1) − 2
 
 1 2
 
 (b) y = 7(x − 1) − 2 (b) y = 0
 
 25. P  (t) = 0.03P(t); 3 − 4 = −1
 
 Exercises 2.3, page 133 1 3. 9t − √ t
 
 1.
 
 3x 2
 
 7.
 
 −10 −4/3 −2 x 3
 
 11.
 
 3 2
 
 −2
 
 − 12 x −2
 
 2
 
 27. $65,000 per year. 3 5. − 2 − 8 w
 
 9. 3s 1/2 + s −4/3 13. 9x 2 − 32 x 1/2
 
 29.
 
 19.125 ; bigger bat gives greater speed (m + 0.15)2
 
 31.
 
 −14.11 ; heavier club gives less speed (m + 0.05)2
 
 33. f  (x)g(x)h(x) + f (x)g  (x)h(x) + f (x)g(x)h  (x)
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 2 −1/3 2 (x − 2)(x 3 − x 3x 2/3 2 x (x − 2)(3x 2 − 1)
 
 + 1) + x 2/3 (2x)(x 3 − x + 1) +
 
 √ 39. maximum slope at x = 0; minimum slope at x = ± 3 45. F  (x) = f  (x)g(x) + 3 f  (x)g  (x) + 3 f  (x)g  (x) + f (x)g  (x) 2.7x 1.7 (1+x 2.7 )2
 
 49. 0; 1;
 
 3. 6x(x 2 + 1)2
 
 5. (a) (9x 2 − 3)(x 3 − x)2
 
 (b) √
 
  7. (a) 5t 4 t 3 + 2 + √ 2 t3 + 2 3t 7
 
 9. (a)
 
 u 2 + 8u − 1 (u + 4)2
 
 11. (a)
 
 1 (x 2 + 1)3/2
 
 (b)
 
 √ 15. (a) −2( x 3 + 2 + 2x)−3 √3x
 
 2
 
 (b)
 
 7 5/2 2t
 
 + t −1/2
 
 √
 
 x
 
 6 x2 + 4  2 √3x +2 3
 
  2
 
 x +2
 
 2 −4x −3
 
 x 3 +2+2x −2
 
 17. chain rule; product 19. product rule; chain, quotient 21. y =
 
 3 (x − 3) + 5 5
 
 f  (1/x) x2
 
 35. (a) 3
 
 
 
 (x) (b) − [ ff (x)] 2
 
 (b) does not exist (b)
 
 8 − 4t 2 (t 2 + 4)5/2
 
 11.
 
 1 4
 
 (b)
 
 x−
 
 π 2
 
 
 
 (c) f = 0
 
 (c) 0
 
 (d) 1 x=  0 x =0
 
 3. 0
 
 5.
 
 4 − 2x y 2 3 + 2x 2 y
 
 7.
 
 y √ 16y x y − x
 
 −2x y sin(x 2 y) − 1 y − 4y 2 11. 2 3 x + 3 + 2y x sin(x 2 y) + cos y √ 2 y2 + 2 16x x + y − y 15. 13. √ 2 2 4y (x + y) + y − 2 x + y 2y sec (y 2 + 3) − 2x y 9.
 
 19. 17. y = 13 (x − 2) + 1 √ √ 3 3 (x − 1) + 21. y = 3 2
 
 y = − 45 (x − 2) + 1
 
 23. y  =
 
 27x 2 + 48y 2 − 180x + 240y − 144x y + 200 4(x 2 y − 2)3
 
 25. y  =
 
 3[4x(y + 2 sin y)2 − 3(x 2 − 2)2 (1 + 2 cos y)] 4(y + 2 sin y)3
 
 6y(6y − 7 − 9x + 12 sin 4y − 8 cos 4y) (2y − 2 − 3x + 4 sin 4y)3
 
 31. (a) implicit
 
 (b) direct (c) direct (d) implicit √ 33. vertical asymptotes at x = ± 2 horizontal asymptotes at y = 0 39. x 2 + ny 2 = k 41. (a) y = x + 3; (4, 7)
 
 (b) y = − 12 (x + 1) + 3; (9/4, 11/8)
 
 3. c =
 
 11. 3x 2 + a > 0 15.
 
 1 3 3x
 
 +c
 
 √ 7−1 3
 
 5. c = cos−1
 
 
 
 2 π
 
 
 
 9. f  (x) = 4x 3 + 6x has one zero 13. 5x 4 + 3ax 2 + b > 0 1 19. − cos x + c 17. − + c x
 
 21. sec x + c
 
 6 tan2 2t sec2 2t + 12 csc4 3t cot 3t
 
 23. f (x) > 0 in an interval (b, 0) for some b < 0 29. increasing
 
 31. decreasing
 
 33. decreasing for x > 0 (x < 0)
 
 −4 csc(4w) cot(4w)
 
 13. 4 cos2 2x − 4 sin2 2x
 
 33. (a) 3
 
 7. 3x 2 + 5 > 0
 
 5. cos(5x 2 ) − 10x 2 sin(5x 2 ) 9. 3 sec2 3t
 
 31. (a) 12 cos 3t
 
 1. c = 0
 
 Exercises 2.6, page 153 3.
 
 1 ft/s π2 (b) 12
 
 
 
 Exercises 2.8, page 168
 
 (c) 9
 
 39. (a) x = 0, x = 1, x = 2; vertical tangents (b) x = 0; vertical tangent √ 43. x 2 + 1 41. (a) 13 (x 2 + 3)3
 
 1. 12 cos 3x − 1
 
 29.
 
 2
 
 29. horizontal tangent at (0, 0), (0, 3); vertical tangent at (3/2, 3/2), (−3/2, 3/2)
 
 1 23. √ 3
 
 37. (a) 4(x 2 + 4)−3/2
 
 27. −2 ft/s
 
 27.
 
 25. −(2x + 1)−3/2 ; 3(2x + 1)−5/2 ; −15(2x + 1)−7/2 ; (−1)n+1 3.5 · · · (2n − 3)(2x + 1)−(2n+1)/2   (b) 2 f (x) f  (x) 27. −6 31. (a) 2 x f  x 2 33. (a) −
 
 y = − π4
 
 1. − 12
 
 x 2 )x −1/2 (x 2 + 1)−3/2
 
 1 2 (1 −
 
 13. (a) −6x(x 2 + 4)−3/2
 
 (b)
 
 25.
 
 Exercises 2.7, page 160
 
 x x2 + 4
 
 12w2 − w 4 (w 2 + 4)3
 
 (b) (b)
 
 23. y = 1
 
 35. −275 cos 2x; −2150 sin 2x  (x cos x − sin x)/x 2 , 45. (a) f  (x) = 0,
 
 Exercises 2.5, page 145 1. 6x 2 (x 3 − 1)
 
 Answers to Odd-Numbered Exercises
 
 15.
 
 √
 
 
 
 x x2 + 1 
 
 √ 3x 2 +4x sin2 cos x 3 + 2x 2 17. −3 √ 2 x 3 +2x 2  √  √ cos cos x 3 + 2x 2 sin x 3 + 2x 2 19. 2x cos x 2 (b) 2 sin x cos x (c) 2 cos 2x 21. (a) 2x cos x 2 tan x + sin x 2 sec2 x (b) 2 sin(tan x) cos(tan x) sec2 x (c) 2 cos(tan2 x) tan x sec2 x
 
 sec2
 
 
 
 41. f is not continuous at x = 0 x2 + 1
 
 Chapter 2 Review Exercises, page 169 1. 0.8
 
 3. 2
 
 9. y = 2x − 2
 
 5.
 
 1 2
 
 7. 3x 2 + 1
 
 11. y = 6x
 
 13. y = −3(x − 1) + 1
 
 15. v(t) = −32t + 40; a(t) = −32 17. v(t) = 40 cos 4t; a(t) = −160 sin 4t 19. 8 ft/s going up, −24 ft/s coming down 21. (a) 0.3178
 
 (b) 0.3339
 
 (c) 0.3492
 
 (d) 0.35
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 25. − 32 x −3/2 − 10x −3
 
 23. 4x 3 − 9x 2 + 2
 
 13. −2 +
 
 (3x 2 − 1) − x(6x) 27. 2t(t + 2)3 + 3t 2 (t + 2)2 29. (3x 2 − 1)2 √ 31. 2x sin x + x 2 cos x 33. 12 x −1/2 sec2 x
 
 √ −2x 3x sin 4 − x 2 39. √ (x 2 + 2)3/2 4 − x2   −2 x + 1 41. 2 cos 4x(sin 4x)−1/2 43. 2 x − 1 (x − 1)2 √ √ 4 45. − √x sin(4 − x) cos(4 − x)
 
 35. csc t − t csc t cot t
 
 37.
 
 2x − 2x y 59. 2 x − 9y 2
 
 53. 2 sec2 x tan x
 
 55. −326 sin 3x (c) f (t) = 0
 
 (b) f (t) = 0 sec2 x +
 
 61.
 
 y (x + 1)2
 
 2, local minimum; −2 −
 
 √
 
 2, local maximum
 
 15. −2, 1, local minima 17. − 23 , local minimum; −1, endpoint 19. 0, local maximum; ±1, local minima 21. −1, 2: local minima; 0, local maximum 23. (a) minimum, −1; maximum, 3 (b) minimum −17; maximum, 3 25. (a) maximum, 24/3 ; minimum, 22/3
 
 (b) maximum, 12 ; minimum,
 
 1 −3 (x + 1)
 
 65. (a) (0, 1) and (4, −31) 67. (a) (0, 0) (b) none
 
 −1 2
 
 31. (a) absolute min at (−1, −3);
 
 (b) none 69. 3x 2 + 7 > 0
 
 absolute max at (0.3660, 1.3481) (b) absolute min at (−1.3660, −3.8481); absolute max at (−3, 49) 33. (a) absolute minimum at (0.6371 − 1.1305); absolute maximum at (1.2269, 2, 7463)
 
 79. m = 3
 
 77. x 3 − sin x + c
 
 27. (a) maximum, 0; minimum, −12 (b) no maximum; no minimum 29. (a) maximum, 12 ; minimum, 0
 
 1 63. y(0) = − √ ; slope of tangent line at x = 0 is 0; 3 3 √ √ −2 3 3 − 2 3 9 ≈ −0.78 y  (0) = 9
 
 75. c = 1
 
 √
 
 (b) maximum, 32/3 ; minimum, 0
 
 49. 12x 2 − 18x + 4 51. 8x sin 2x − 12 cos 2x 57. (a) f (t) = ±4
 
 LT (Late Transcendental)
 
 7:22
 
 (b) absolute minimum at (−2.8051, −0.0748); absolute maximum at (−5, 29.2549) 39. c ≥ 0, none; c < 0, one relative maximum, one relative minimum
 
 CHAPTER 3
 
 41. 4b2 − 12c > 0 if c < 0
 
 Exercises 3.1, page 182 1.
 
 1 2x
 
 3.
 
 + 12 ; 1.1
 
 7. (a) 2.00125
 
 15.
 
 (c) 2.005 13.
 
 2 79 3 , 144 , 0.53209
 
 17. −4.685780
 
 21. −0.636733, 1.409624 25. f (x) =
 
 3x; 0.3
 
 (b) 12.8 thousand
 
 (b) 138.4
 
 1 5 2 , 8 , 0.61803
 
 x3
 
 5.
 
 + 3; 2.967
 
 (b) 2.0025
 
 9. (a) 16.4 thousand 11. (a) 133.6
 
 1 3x
 
 19. 0.525261
 
 23. f (x) = x 2 − 11; 3.316625 27. f (x) = x 4.4 − 24; 2.059133
 
 − 11; 2.223980
 
 29. f  (0) = 0; −0.3454, 0.4362, 1.6592 31. f  (0) = 0; no root 35. (a) 1
 
 33. f  (−1) does not exist; 0.1340, 1.8660
 
 (b) 2, slower
 
 37. (a) −1
 
 (b) 2, faster
 
 39. 0.01 and 0.0100003; 0.1 and 0.1003; 1 and 1.557 41. 2.0025 and 2.002498; 2.025 and 2.0248; 2.25 and 2.2361 43. all three are the same; (a) y = 2x + 1 45. 0.00000117; 0.00000467; 0.0000186; 0.0007 47. x = 1; x = ±1
 
 49. too large √ 1+ 5 51. (d) F2n+1 /F2n (e) 53. 0.133; 1 2 55. (a) 0.6407 (b) 0.6492, 3, 3.8508 57. P(1 − 2x/R); 104,500 ft
 
 43. c ≥ 0, one relative minimum; c < 0, two relative minima, one relative maximum 
 
 m 1 1 49. 53. t = 47. 3 n r 55. bottom; steepest at x = ±2 57. max W  = ae−1 at t = ln b
 
 Exercises 3.3, page 201 1. increasing: x < −1, x > 1; decreasing: −1 < x < 1; local maximum at x = −1; local minimum at x = 1 y 5 4 3 2 1 0 1 5 4 3 2 1 1 2 3 4 5
 
 2
 
 3
 
 4
 
 5
 
 x
 
 3. increasing: −2 < x < 0, x > 2; decreasing: x < −2, 0 < x < 2; local maximum at x = 0; local minimum at x = ±2 y
 
 Exercises 3.2, page 193
 
 15
 
 1. (a) none (b) max of −1 at x = 0 (d) max at x = 0, min at x = ± 12 . 3. (a) − 52 , local minimum 5. (a) none 9. 0, neither;
 
 5
 
 (b) 2, local maximum
 
 (b) 1, neither 16 9 ,
 
 10
 
 (c) none
 
 7. 0, neither; 94 , local minimum
 
 local minimum
 
 3π 7π π 5π , , local maxima; , , local minima 11. 4 4 4 4
 
 5 4 3 2 1
 
 0 1
 
 2
 
 3
 
 4
 
 5
 
 x
 
 5 10 15
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 APPENDIX B 5. increasing: x > −1; decreasing: x < −1; local minimum at x = −1 y
 
 23. local max: x = 0.9374; local min: x = −0.9474, x = 11.2599
 
 2200 1100 0
 
 1 2 3 4 5
 
 x
 
 5
 
 y 5 4 3 2 1
 
 4
 
 8
 
 12
 
 16
 
 20
 
 −3300 −4400 −5500
 
 25. local max: x = −10.9079, x = 1.0084; local min: x = −1.0084, x = 10.9079 y 100000
 
 1 0 2 3 4 5
 
 5π
 
 80000
 
 x
 
 60000 40000 20000
 
 11. x = 0 (local maximum) and x = ±(3/2)4/3 (local minima) 1 13. x = √ (local maximum) 3 2 15. local max at x = −2, local min at x = 0 17. vertical asymptotes at x = −1 and x = 1; horizontal asymptote at y = 0 y
 
 −20 −16−12−8 −4 −20000
 
 x 4
 
 8 12 16 20
 
 −40000 −60000 −80000 −100000
 
 33. critical numbers: x ≈ 0.20 (local min) and x ≈ 40 (local max) 35. critical numbers: x ≈ −120.008 (min) and x ≈ 0.008 (max) 37. f (x) = 3 + e−x has no zeros
 
 10
 
 39. yes 5
 
 5
 
 x
 
 −20 −16 −12 −8 −4 −1100 −2200
 
   7. y is increasing on − 3π + 2nπ, π4 + 2nπ ; π 4  y is decreasing on 4 + 2nπ, 5π 4 + 2nπ ; local maximum at x = π4 + 2nπ ; local minimum at x = 5π 4 + 2nπ
 
 5π
 
 Answers to Odd-Numbered Exercises
 
 y
 
 5 4 3 2 1 5
 
 ..
 
 5
 
 0
 
 10
 
 x
 
 5
 
 √ 1 45. If f (x) = 2 x and g(x) = 3 − , f (1) = g(1) = 2 x 1 1 and for x > 1, f  (x) = √ > 2 = g  (x) x x 49. c ≥
 
 10
 
 19. vertical asymptotes at x = 1 and x = 3; horizontal asymptote at y = 1; local minimum at x = 0, local maximum at x = 3/2
 
 41. f  (0) = 1
 
 9 2 20 b
 
 1 = rate of increase of sales function 51. s  (t) = √ 2 t +4 53. (a) −0.000125
 
 (b) 0.000125
 
 (c) easier if c < −8
 
 y
 
 Exercises 3.4, page 210
 
 20
 
 1. concave up for x > 1, concave down for x < 1; inflection point at x = 1
 
 10
 
 20
 
 10
 
 0
 
 10
 
 20
 
 x
 
 10 20
 
 21. horizontal asymptotes at y = −1 and y = 1 y 2 1
 
 4
 
 2
 
 0 1 2
 
 2
 
 4
 
 x
 
 3. concave up for x > 0, concave down for x < 0; no inflection points   3π π 5. concave up on − + 2nπ, + 2nπ ; 4 4   5π π + 2nπ, + 2nπ ; concave down on 4 4 π inflection points at x = + nπ 4 7. concave up for x < 0, x > 2; concave down for 0 < x < 2; inflection points at x = 0, x = 2 9. critical numbers: x = −3 (min), x = 0 (inflection point) 11. local max at x = −2, local min at x = 2
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 13. min at x = 0, no inflection points
 
 27. local min at x = 0.8952 and x = 9.9987, local max at x = 1.106, inflection points at x = 1, x = 7
 
 y
 
 y
 
 400 2
 
 x
 
 0 2 x
 
 0 1
 
 15. local max at x = 0; asymptotes: x = ±3, y = 1 y
 
 √ √ 29. inflection points at x = − 6 and x = 6
 
 20
 
 y 20
 
 10 20 10
 
 10
 
 0
 
 x
 
 20
 
 10
 
 10 4
 
 20
 
 17. local minimum at x =
 
 16 9 ;
 
 2
 
 0
 
 2
 
 4
 
 x
 
 10
 
 inflection point at x = 16
 
 y 4
 
 20
 
 35. cubic has one inflection point at x = − 0
 
 10
 
 points if and only if 3b2 − 8ac > 0
 
 30 x
 
 20
 
 37. f (x) = −1 − x 2
 
 4
 
 39. increasing for −1 < x < 0, x > 1; decreasing for x < −1, 0 < x < 1; local max at x = 0; local min at x = ±1; concave up for x < − 12 , x > 12 ; concave down for − 12 < x < 12 ; inflection points at x = ± 12
 
 19. inflection point at x = 0 y 15 10
 
 41. (a) (for 39) increasing for x < −1.5, x > 1.5; decreasing for −1.5 < x < 1.5; local max at x = −1.5; local min at x = 1.5; concave up for −1 < x < 0, x > 1; concave down for x < −1, 0 < x < 1; inflection points at x = 0, x = ±1 (b) (for 39) increasing, decreasing: no information; concave up for x < −1.5, x > 1.5; concave down for −1.5 < x < 1.5; inflection points at x = ±1.5
 
 5 4
 
 b ; quartic has two inflection 3a
 
 2
 
 0
 
 2
 
 x
 
 4
 
 5 10 15
 
 21. local minimum at x = − 16 ; inflection points at x = 0,
 
 2 3
 
 45. need to know w (0)
 
 47. x = 30
 
 49. x = 600
 
 y
 
 Exercises 3.5, page 221
 
 4
 
 1. inflection point at x = 1
 
 2 4
 
 2
 
 0
 
 2
 
 y
 
 x
 
 4
 
 90
 
 2
 
 23. local min at x = −0.1129 and x = 19.4993, local max at x = 0.1135, inflection points at x = 0, x = 13 y
 
 −5
 
 5
 
 x
 
 −60
 
 5 0
 
 x
 
 20
 
  local min at x = 65 ,   inflection points at x = − 35 , x = 0, x = 35
 
 3. local max at x = −
 
 40,000
 
 25. minimum at x = 0; inflection points at x = ±
 
 
 
 1 2
 
 
 
 6 5,
 
 y
 
 y 10
 
 5
 
 5 −2
 
 10
 
 0 5
 
 10
 
 2
 
 x
 
 x −5
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 ..
 
 APPENDIX B 5. local max at x = −2, local min at x = 2; asymptotes: x = 0, y = x
 
 Answers to Odd-Numbered Exercises
 
 A-23
 
 13. min at x = 0 y
 
 y
 
 8
 
 20 16 12 8 4
 
 −5
 
 x
 
 −10−8 −6 −4 −2 −4
 
 2
 
 4
 
 6
 
 0
 
 x
 
 5
 
 8 10
 
 15. local max at x = 1 − √1 , local min at x = 1 + √1 , vertical tangent 3 3 lines at x = 0, 1, 2, asymptote is y = x − 1, inflection points at x = 0, 1, 2
 
 −8 −12 −16
 
 y
 
 −20 40 30
 
 7. No extrema, vertical asymptote x = 0, horizontal asymptote y = 0.
 
 20 10 20
 
 100
 
 10
 
 10
 
 0
 
 10
 
 20
 
 x
 
 20
 
 80
 
 30 40
 
 60 40
 
 17. Local max at x = 0, local min at x = 2.
 
 20
 
 10 0 −3
 
 −2
 
 −1
 
 1
 
 0
 
 2
 
 8
 
 3
 
 6
 
 −20
 
 4 −40
 
 2 0 −10 −8 −6 −4 −2 0 −2 x −4 y −6
 
 −60 −80 −100
 
 2
 
 4
 
 6
 
 8 10
 
 −8
 
 9. No extrema, inflection point x = 0, vertical asymptote x = ±1, horizontal asymptote y = 0.
 
 −10
 
 19. vertical asymptote at x = 0, horizontal asymptote at y = 3
 
 10
 
 y
 
 8 6
 
 8
 
 4 2 0 −10 −8 −6 −4 −2 0 −2
 
 2
 
 4
 
 6
 
 8
 
 10
 
 −4
 
 ⫺5
 
 −6 −8
 
 x ⫺2
 
 5
 
 −10
 
 11. No extrema, inflection point x = nπ (n is an integer).
 
 21. Local maximum at x = 3, local minimum at x = −1, vertical asymptotes at x = −1.9304, 0.17074, and 4.8231; horizontal asymptote y = 0.
 
 5 4
 
 5.0
 
 3 2
 
 2.5
 
 1 0 −5 −4 −3 −2 −1 0 −1 −2
 
 1
 
 2
 
 3
 
 4
 
 5
 
 0.0 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 −2.5
 
 −3 −4
 
 −5.0
 
 −5
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 √
 
 √
 
 23. local max at x = 1 − 33 , x = 1 + 33 ; local min at x = 0, 1, 2; inflection points at x ≈ −0.1883, 2.1883 y 15 10 5
 
 1
 
 LT (Late Transcendental)
 
 7:22
 
 33. c < 0: 3 extrema, 2 inflection points; c ≥ 0: 1 extremum, 0 inflection points; as c → −∞, the graph widens and lowers; as c → +∞, the graph narrows c 35. min at x = 0; inflection points at x = ± √ ; graph widens as 3 c2 → ∞; y = 1 for c = 0 (undefined at x = 0) 37. |c| = frequency of oscillation
 
 0
 
 1
 
 2
 
 x
 
 3
 
 39. y = 3x y
 
 5
 
 25. local max at x = 0, vertical asymptotes at x = ± asymptote at y =
 
 
 
 10 1 3;
 
 8
 
 horizontal
 
 6
 
 1 3
 
 4 2
 
 y
 
 x 4
 
 4
 
 3
 
 2
 
 1
 
 1
 
 2
 
 2
 
 4
 
 3
 
 4 6
 
 2
 
 8 4
 
 2
 
 0
 
 2
 
 4
 
 10
 
 x
 
 2
 
 41. y = x − 2 y
 
 4
 
 8
 
 27. local minima at x = ±3, inflection points at x ≈ ±3.325
 
 6
 
 y
 
 4
 
 80
 
 2
 
 64 48
 
 4
 
 2
 
 32
 
 2
 
 4
 
 6
 
 2
 
 4
 
 6
 
 8
 
 x
 
 10
 
 2
 
 16
 
 4
 
 x
 
 5 4 3 2 1 16
 
 1
 
 2
 
 3
 
 4
 
 5
 
 43. y = x y
 
 29. horizontal asymptotes at y = −50 and y = 50
 
 8
 
 y 6
 
 100
 
 4 50 2 4
 
 2
 
 0
 
 2
 
 4
 
 x 4
 
 2
 
 50
 
 2
 
 100
 
 4
 
 31. local minima at x = 0.895 and x = 9.999, local maximum at x = 1.106, inflection points at x = 1 and x = 7 y
 
 8
 
 10
 
 x
 
 3x 2 2x 47. f (x) = √ (x − 1)(x − 2) (x − 1)(x + 1) √ 51. max at x = b = most common gestation time; most common lifespan 45. f (x) =
 
 880
 
 Exercises 3.6, page 230
 
 440 −16−12 −8 −4 −440 −880 −1320 −1760 −2200
 
 x 4
 
 8
 
 12 16
 
 1. 30 × 60 ; the perimeter is 120 3. 20 × 30 √ 8 19 7. − ≈ 1.2137 9. (a) x = 3 (b) x = 0.9117 3 3      1 1 1 1 13. (0, 1) 11. 2 , 2 or − 2 , 2 15.
 
 −1 √1 √ , 2 2
 
 17. r = 1.1989 , h = 4.7959
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 27. r = 23 r0 , contracts 29. x = R 31. 2 × 2 √  √  √ √ 33. printed region: 46 × 2 46 ; overall: ( 46 + 2) × (2 46 + 4)
 
 13. (a) x = 180 (b) 0 < x < 180; x < 0 and x > 180 (c) local maximum at x = 180 (d) f is concave up for x > 270; f is concave down for x < 0 and 0 < x < 270 (e) there is an inflection point at x = 270
 
 35. (a) 12.7 ft
 
 15. (a) x = −2, 2
 
 19.
 
 15 7
 
 ≈ 2.143 miles east of first development
 
 21. 1.2529 miles east of bridge; $1.964 million
 
 37. 4
 
 (d) (L 2/3 − a 2/3 )3/2
 
 (c) 1.1 ft 50◦
 
 39. (a)
 
 (b)
 
 41. max area is 2ab
 
 23. y = 0.568
 
 45◦
 
 43. A =
 
 (c)
 
 40◦
 
 (c) min at x = −2, max at x = 2 √ √ (d) up: − 12 < x < 0, x > 12; √ √ down: x < − 12, 0 < x < 12 √ √ (e) x = − 12, x = 0, x = 12
 
 P2 √ 12 3
 
 Exercises 3.7, page 237 1. (a) 1.22 ft/min
 
 17. min = −5 at x = 1, max = 76 at x = 4
 
 (b) 0.61 ft/min
 
 3. (a) 58.9 gal/min
 
 19. min = 0 at x = 0, max = 34/5 at x = 3 √ √ 4 10 10 4 , local min at x = − + 21. local max at x = − − 3 3 3 3 23. local max at x ≈ 0.2553, local min at x ≈ 0.8227
 
 (b) halved −3 8
 
 7. (a) −2.25 ft/s (b) rad/s √ 9. (a) 24 101 ≈ 241 mph (b) 242.7 mph 13. s  (20) = 1.47152 thousand dollars per year 15. −2 dollars per year 19. (a) 1 ft/s
 
 (b) increase: −2 < x < 2, decrease: x < −2, x > 2
 
 17. (a) −65 rad/s
 
 (b) 6 ft/s
 
 27. min at x = −3, inflection points at x = −2, x = 0 y
 
 (b) −1.5 ft/s 30
 
 21. 2.088 when x = 20, 2.332 when x = 10 23. 1760 Hz/s;
 
 1 8
 
 25. (a) 0
 
 second
 
 (b)
 
 60 √ 2
 
 ft
 
 29. (a) 8 − x = 0.568 at t = 1.16
 
 ⫺5
 
 Exercises 3.8, page 245
 
 5
 
 x
 
 ⫺30
 
 1. 3x 2 + 40x + 90; 9590 vs. 9421 3. 3x 2 + 42x + 110; 34,310 vs. 33,990 5. x = 10; costs rise more sharply √ 9. x = 3 18
 
 7. x =
 
 
 
 29. min at x = −1 20,000 ≈ 141
 
 11. (a) C  (100) = 42, C(100) = 77; C(101) = 76.65 < C(100) (c) min at x = 600; C  (600) = C(600) = 52 p (b) 15 < p < 30 13. (a) p − 30 2 p − 20 40 15. (a) (b) < p < 20 p − 20 3 19. (a) 2 (b) 8 21. r = cK 23. 0; same 5 5/7 −12/7 25. − c p 7 27. 4 − cos x; less dense at ends 29. 4; homogeneous
 
 y 60
 
 ⫺5
 
 5 ⫺40
 
 31. min at x = −1, max at x = 1, √ √ inflection points at x = − 3, x = 0, and x = 3, horizontal asymptote at y = 0
 
 31. 2.5
 
 y
 
 −816x −1.4
 
 33. f  (x) = 
 
 x
 
 2
 
 2 < 0
 
 4x −0.4 + 15
 
 37. the critical number is 2c, representing a minimum 
 
 
 
 cr2 cr1 39. x = , y= r1 r2
 
 3. 2 +
 
 5. 0.198437 9. (a) (b) (c) (d)
 
 1 12 (7.96 − 8) ≈ 7. f  (1) = 0
 
 1.99666
 
 33. min at x = 0, inflection points at x = − asymptote at y = 1
 
 x = −3, 1 increase: x < −3, x > 1; decrease: −3 < x < 1 local max at x = −3, local min at x = 1 up: x > −1, down: x < −1 (e) x = −1
 
 11. (a) x = 0, 3
 
 5
 
 ⫺2
 
 Chapter 3 Review Exercises, page 247 1. 1
 
 x
 
 ⫺5
 
 
 
 1 3,x
 
 =
 
 
 
 1 3
 
 horizontal
 
 y 3
 
 (b) increase: x > 3; decrease: x < 3 (x = 0)
 
 (c) min at x = 3 (e) x = 0, x = 2
 
 (d) up: x < 0, x > 2; down: 0 < x < 2
 
 ⫺3
 
 3
 
 x
 
 ⫺1
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 Answers to Odd-Numbered Exercises
 
 √ √ 35. local max at x = − 3, local min at x = 3, inflection point at x = 0, vertical asymptotes at x = −1 and x = 1, slant asymptote at y = x
 
 39. 3t − 6t 2 + 3
 
 41. −3 sin t + 12 t 2 + 3t + 4
 
 y
 
 43. (a)
 
 (b)
 
 8.8 8.0
 
 y
 
 7.2
 
 10
 
 6.4 5.6
 
 5
 
 ⫺10
 
 ⫺5
 
 4.8
 
 5
 
 0
 
 10
 
 4.0
 
 1
 
 x
 
 3.2
 
 1
 
 ⫺5 ⫺10
 
 2.4
 
 x
 
 0
 
 −2
 
 −3
 
 x
 
 −1
 
 0
 
 1
 
 2
 
 x2 7 7 x3 − + x− 47. sin(x 2 ) + c 6 2 2 6  51. sin(x 2 ) + c 49. 12 (x 2 sin 2x) + c 45. f (x) =
 
 37. 41. 43. 45.
 
 (0.8237, 1.3570) 39. 1.136 miles east of point A r = 1.663, h = 3.325 2x, denser to the right 0.04x + 20, 20.8 versus 20.78
 
 57. a =
 
 1 720
 
 mi/s2 ;
 
 2 45
 
 mi ≈ 235 ft
 
 59. distances fallen: 5.95, 12.925, 17.4, 19.3; accelerations: −31.6, −24.2, −11.6, −3.6 61. speeds: 70, 69.55, 70.3, 70.35, 70.65; distances: 0, 34.89, 69.85, 105.01, 104.26
 
 CHAPTER 4 Exercises 4.1, page 307 1.
 
 Exercises 4.2, page 315
 
 x4 x4 x4 , + 3, −2 4 4 4
 
 1.
 
 14 
 
 2i 2
 
 3. (a)
 
 i=1
 
 50  i=1
 
 i 2 = 42,925
 
 (b)
 
  50 2  i = 1,625, 625 i=1
 
 5. 3 + 12 + 27 + 48 + 75 + 108 = 273
 
 20
 
 7. 26 + 30 + 34 + 38 + 42 = 170 15
 
 9. 7385 15.
 
 10
 
 19. 5
 
 −3
 
 −2
 
 23.
 
 −1
 
 1
 
 2
 
 3
 
 31.
 
 y
 
 3.
 
 10
 
 37. 375 miles
 
 g2
 
 g1 g3
 
 8 ⫺5
 
 5. 9.
 
 3 5 3 2 5x − 2x +c 3 2/3 − 9x 1/3 + c 2x
 
 7. 2x 3/2 + 13 x −3 + c 11. −2 cos x + sin x + c
 
 13. 2 sec x + c
 
 15. 5 tan x + c 5 2 3 17. 3 sin x − 2x + c 19. x + +c 2 x 4 2 5/2 16 5/4 23. 5 x − 5 x + c 21. x − + c x 2 5/2 25. (a) N/A (b) 5 x + 4x + c 27. (a) N/A (b) tan x + c 1 3 1 2 29. 31. x 4 + x 2 + 2x + 3 x + x +4 3 2 33. 13 t 3 + t 2 − 6t + 2 35. −3 sin x + 13 x 4 + c1 x + c2 37.
 
 2 3 1 −1 x + x + c 1 x 2 + c2 x + c 3 3 3
 
 39. 217.75 ft
 
 Exercises 4.3, page 321 x
 
 ⫺4
 
 25.
 
 11. −21,980 13. 323,400 n(n + 1)(2n + 1) − 3n + 1 7308 17. 6 2.84 21. 24.34 n+1 4 (n + 1)(2n + 1) + → 6n 2 n 3 n+1 13 8 (n + 1)(2n + 1) − → 29. 2870 3 n2 n 3  n+1 1 ;1 171,707,655,800 35. 1 − 4
 
 1. (a) 0.125, 0.375, 0.625, 0.875; 1.328125 (b) 0.25, 0.75, 1.25, 1.75; 4.625 π 3π 5π 7π 3. (a) , , , ; 2.05234 8 8 8 8 13π 15π π 3π 5π , , ,···, , ; 2.0129 (b) 16 16 16 16 16 5. (a) 1.3027 (b) 1.3330 (c) 1.3652 7. (a) 6.2663
 
 (b) 6.3340
 
 (c) 6.4009
 
 9. (a) 1.0156 (b) 1.00004 (c) 0.9842 4 14 32 11. (a) (b) (c) 3 3 3 5 10 140 13. (a) (b) (c) 3 3 3 32 15. 17. 18 3 19. (a) less than, (b) less than, (c) greater than 21. (a) greater than,
 
 (b) less than,
 
 23. For example, use x =
 
 √1 12
 
 (c) less than  on [0, 0.5] and 7/12 on [0.5, 1]
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 3
 
 P1: JXR MHDQ256-APP-B
 
 MHDQ256-Smith-v1.cls
 
 January 12, 2011
 
 LT (Late Transcendental)
 
 7:22
 
 ..
 
 APPENDIX B 25. (b) a − 12 x + ix for i = 1, . . . , n    31. (a) 43 1 + n1 2 + n1    (b) 43 1 − n1 2 − n1 ; limit is 83 35. left: 1.81, right: 1.67
 
 27. A2
 
 29. 3.75, 1.75
 
 Exercises 4.6, page 349
 
 5. area bounded by y = x 2 , y = 0 and x = 1
 
 −2
 
 π
 
 19.
 
 (x − 4) d x 2
 
 23. 13
 
 sin x d x
 
 25. 5
 
 27.
 
 3
 
 10 3
 
 0
 
 39. (a)
 
 + 2)3/2 + c
 
 3.
 
 5.
 
 1 4 6 (x
 
 + 3)3/2 + c
 
 7. −2 cos x + c
 
 23.
 
 1 6 (4x
 
 35.
 
 8 3
 
 
 
 12
 
 1
 
 1
 
 2
 
 1
 
 45. positive 47. negative   π sin x d x (b) 53. (a) 0
 
 49. 6 1
 
 2
 
 51. π
 
 (1 + x) d x
 
 3
 
 4
 
 85 64 ,
 
 3. midpoint
 
 3776 3465 ,
 
 
 
 1
 
 f (x) d x
 
 (c)
 
 7. (a) 0.8437 9.
 
 0
 
 11.
 
 Exercises 4.5, page 341
 
 19.
 
 1 3 2 3t + t + t 2 x − 3x + 2
 
 62 5
 
 7. − 47
 
 + 3 ln 4
 
 13. − 43
 
 15.
 
 21.
 
 32 3
 
 8 3 2 2x[cos(3x ) + 1]
 
 16 3
 
 23. 2
 
 27.  29. (sin x + x cos x) x 2 sin2 x + 1     31. 3x 2 sin 2x 3 − 2x sin 2x 2 33. 40t + cos t + 1
 
 cos π 2  1 4 f (u) du 41. 2 0 1 2
 
 a π 2; 4
 
 (b)
 
 39. y = 0 41. y = x − 2 √ 43. 2.96 45. 1.71 47. 2−1  3  2  1 49. f (x) d x, f (x) d x, f (x) d x; 0
 
 0
 
 increasing 0 < t < 1, t > 3, decreasing 1 < t < 3 1 x2
 
 >0
 
 (b)
 
 1 x2
 
 is discontinuous at x = 0
 
 43 32 ,
 
 trapezoidal
 
 Simpson
 
 67 60 ,
 
 Simpson
 
 (b) 3.131 < π
 
 (b) 0.8371
 
 4 3 11 10
 
 (c) 3.14157 < π
 
 (c) 0.8415
 
 n
 
 Midpoint
 
 Trapezoidal
 
 Simpson
 
 10 20 50
 
 0.5538 0.5629 0.5652
 
 0.5889 0.5713 0.5666
 
 0.5660 0.5657 0.5657
 
 n
 
 Midpoint
 
 Trapezoidal
 
 Simpson
 
 10 20 50
 
 51.707 51.738 51.747
 
 51.831 51.769 51.752
 
 51.755 51.749 51.749
 
 n 10 20 40 80
 
 Midpoint Error 0.00832 0.00208 0.00052 0.00013
 
 Trapezoidal Error 0.01665 0.00417 0.00104 0.00026
 
 Simpson Error 0.00007 4.2 × 10−6 2.6 × 10−7 1.6 × 10−8
 
 n 10 20 40 80
 
 Midpoint Error 5.5 × 10−17 2.7 × 10−17 2.9 × 10−16 1.7 × 10−16
 
 Trapezoidal Error 0 1.6 × 10−16 6.9 × 10−17 3.1 × 10−16
 
 Simpson Error 0 1.1 × 10−16 1.3 × 10−16 1.5 × 10−16
 
 13.
 
 35. 2t 2 − 16 t 3 + 8t
 
 37. (a) Increasing 0 < t < π , decreasing π < t < 2π . (b) 120 gallons
 
 0
 
 trapezoidal
 
 5. (a) 3.146 > π
 
 0
 
 3. 0 5. √ 11. 2−1
 
 + 7)−2 + c
 
 51. x = ± u 1/4
 
 1. midpoint
 
 55. t < 40; t < 40; t > 40; t = 40 57. 6.93  2c0 D 61. 63. 9000 lb; 360 ft/s 59. Q2 cc (1 − r/ p)
 
 51. (a)
 
 8 5
 
 11 2 (t
 
 Exercises 4.7, page 361
 
 4
 
 0
 
 25.
 
 −
 
 47. (a) 5
 
 f (u) du
 
 49. 1
 
 x
 
 17.
 
 1 2
 
 0
 
 8
 
 9. 3
 
 (b)
 
 (b) 2 ln 5 −
 
 1
 
 43.
 
 2
 
 1. −2
 
 x)−2 + 9(3 − x)−1 + c
 
 27 2 (3 −
 
 37. (a) 0.77
 
 39. (a) 1.414 (b)
 
 + 2)4 + c
 
 √
 
 sin t 3
 
 0
 
 (b) 8
 
 y
 
 1 √ 2( x
 
 Q2 Q ; r2 3
 
 67.
 
 − 1)3/2 + c 25. −2(t + 7)−1 + √ √ 27. 43 (1 + x)3/2 − 4(1 + x)1/2 + c √ 31. 0 33. 13 sin(1) 29. 53 5 − 13
 
 29. between −1.23 and 0.72 31. between 2 and 6  3  2 35. (a) f (x) d x (b) f (x) d x 33. √2 37. (a) 1
 
 0
 
 2 3 9 (x
 
 21. 27(3 − x)−3 −
 
 0
 
 21. 2.095
 
  sin t 2 + 1 dt
 
 9. +c 11. sin(tan x) + c √ 13. 2 sin x + c 15. − 16 (sin 3x + 1)−2 + c √ 17. −2( u + 1)−1 + c 19. ( x2 + 1)−2 + c
 
 −2
 
 
 
 x
 
 59.
 
 2 π
 
 1.
 
 1 3
 
 7. area bounded by y = x 2 − 2, y = 0 and x = 2 minus the area bounded by y = x 2 − 2, y = 0 and x = 0  2 13. 83 15. (4 − x 2 ) d x 9. 1 11. 83 17. −
 
 57.
 
 10 3
 
 65. 5x − x 2 + 10 sin x = Katie’s lead
 
 3. 0.8685
 
 2
 
 55.
 
 63. F  (2) does not exist, but f (2) = 3
 
 37. left: 1.18, right: 1.26
 
 Exercises 4.4, page 331
 
 
 
  53. b and c
 
 61. local max at x = 1, local min at x = 2
 
 39. 0.092615
 
 1. 24.47
 
 Answers to Odd-Numbered Exercises
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 19. (a) 9.1
 
 21. (a) (i) y24 23. (a) 145
 
 (ii) y48 ,
 
 (b) 103
 
 LT (Late Transcendental)
 
 7:22
 
 43.
 
 (b) 9.033
 
 (b) (i) 817 (c) 9
 
 (b) 764
 
 (c) 37
 
 29. (a) 0.75
 
 (b) 0.7
 
 (c) 0.75
 
 31. (a) under
 
 (b) over
 
 (c) can’t tell
 
 33. (a) over
 
 (b) under
 
 (c) can’t tell
 
 35. (a) under
 
 (b) over
 
 350
 
 − 3x + c
 
 7.
 
 1 2 2x
 
 − 14 e4x + c
 
 1 2 3 (x
 
 3. 4 ln |x| + c 9.
 
 1 2 2x
 
 19. − ln | cos x| + c
 
 11. e x − x + c
 
 + 4 ln |x| + c
 
 17. −e1/x + c
 
 21. x 3 + x + 2
 
 23. −16t 2 + 10t + 2
 
 25. 4 + 10 + 18 + 28 + 40 + 54 = 154
 
 27. 338,250
 
 n(n + 1)(2n + 1) n(n + 1) 1 29. − → 6n 3 2n 3 3
 
 31. 2.65625
 
 33. 4.668
 
 35. (a) 2.84
 
 37. Simpson 45. 53.
 
 1 2 2 (e 1 2
 
 39.
 
 55.
 
 59. sin x 2 − 2
 
 1 3/2 3 (8
 
 57.
 
 61. (a) 2.079
 
 63. (a) 2.08041, 2.08045 (c) 2.08046, 2.08046
 
 15 2
 
 250
 
  750 −
 
 0
 
 (d) 2.907 43. 25
 
 + 12 e2 − 4e
 
 (b) 2.083
 
 3.
 
  7.
 
 3−
 
 0
 
 
 
 60
 
 9. 
 
 (c) 2.080
 
 
 
 30
 
 1 x 12
 
 2π
 
 11. 0
 
 17. (a)
 
 11.
 
 
 
 1
 
 
 
 7.
 
 64 3
 
 13. 4.01449
 
 125 6
 
 17.
 
 5.
 
 9.
 
 7 3
 
 27. (a)
 
 15. 0.135698  1 19. 2x d x = 1
 
 (2 − 2y) dy = 1
 
 0
 
 (3 − x 2 − 2x) d x =
 
 0 √ 3
 
  27. 3;
 
 
 
  3 − x2 dx =
 
 5 3  3
 
 0
 
 √
 
 23. 35.08%
 
 
 
 25. 93.02% 33.
 
 
 
 215 3 ft 2
 
 dx =
 
 8π 3
 
 15. 2.5 ft3 28π 32π 19. (a) 3 5 √ 2 (b) π (24 6 − 17) 3
 
 (b)
 
 π 2
 
 (b)
 
 √  x2 − 3 dx = 2 3
 
 1
 
 −1
 
  π
 
 π 5  
 
 1−y 2
 
 (c) h a
 
 π 6
 
 (d)
 
 2
 
 2 dy =
 
 2π 3
 
 37. Critical numbers 12 kπ , for odd k; no extrema; inflection points at 1 2 nπ , for all integers n.
 
 41. (a)
 
 64 15
 
 (b)
 
 8π 15
 
 39. 16.2 million barrels
 
 43. using Simpson’s rule, 12.786
 
 (c) A3
 
 41. 2 million people
 
 224π 15
 
 7π 6
 
 (f)
 
 13π 15
 
 π (1)2 dy = 2π r
 
 −r
 
 π (r 2 − y 2 ) dy =
 
 37. same volume
 
 3
 
 (b) A1 + A2
 
 −1
 
 35.
 
 (b)
 
 35. (a) A2
 
 1
 
 (e)
 
 
 
 2π 3
 
 16 3
 
 3 16
 
 7π 15 
 
 31.
 
 39. (a)
 
 33. L =
 
 (b)
 
 (b) 7.472
 
 1 π h2 = πh 29. 2a 2
 
 0 1
 
 21.
 
 27 4
 
 2
 
 16π 32π 64π 25. (a) (b) (c) 3 3 3 128π 32π 64π (d) (e) (f) 3 3 3
 
 Exercises 5.1, page 321 52 5
 
 d x = 82,031,250 ft3 ; wider at the bottom
 
   x 2 π 4 + sin d x = 33π 2 + 32π in3 2
 
 21. (a) 28.99
 
 CHAPTER 5 3.
 
 2
 
 π [60(60 − y)] dy = 108,000π ft3
 
 13. 0.2467 cm3
 
 (b) 2.08055, 2.08048
 
 3 x 2
 
 0
 
 23. (a) 0.637
 
 40 3
 
 5
 
 56π 3   500  3 2 750 − x d x = 93,750,000 ft3 5. (a) 2 0
 
 1. 12
 
 
 
 2 65. (a) − + c = sinh t − cosh t + c 1 + tanh (t/2) (b) t + ln(cosh t + 1) − tanh (t/2) + c
 
 1.
 
 4
 
 Exercises 5.2, page 335
 
 (b)
 
 51. 6 + 4e−5/2
 
 49. 1
 
 − 8)
 
 3
 
 47. assuming C(0) = 0: (a) loss from selling the first 2000 items (b) profit from selling items 2001 through 5000 (c) The sum of parts (a) and (b) (d) loss from selling items 5001 through 6000
 
 0
 
 47. − 43
 
 − 1) ≈ 3.19
 
 ln 5
 
 (b) 2.92 (c) 2.88  3 41. (3x − x 2 ) d x = 92
 
 2 3
 
 2
 
 5. − 12 cos 4x + c
 
 15. 2 sin x 3 + c
 
 + 4)3/2 + c
 
 1
 
 45. (q ∗ , p ∗ ) = (80, 8); consumer surplus is 80
 
 (c) exact
 
 Chapter 4 Review Exercises, page 374 4 3 3x
 
 0
 
 time
 
 49. 2.6 liters
 
 1.
 
 400
 
 (d) 0.66
 
 43. 0.66 if Tn − I ≈ −2(Mn − I ) then 13 Tn + 23 Mn ≈ I
 
 47. 529 ft
 
 gallons
 
 27. answers for n = 80: midpoint bound 0.000391, midpoint error 0.00013; trapezoidal bound 0.000781, trapezoidal error 0.00026; Simpson’s bound 1.63 × 10−8 , Simpson’s error 1.63 × 10−8
 
 13.
 
 (answers will vary)
 
 450
 
 25. (a) 1081
 
 41. L = 1
 
 time 1 2 3 4 5 amount 397 403 401 412 455
 
 (ii) 578
 
 (d) A2
 
 (c)
 
 √ 16 3 15
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 APPENDIX B 45. answers will vary; one possibility is shown:
 
 31. 1.672, 1.720, 1.754 → 2 33. (a) 0.9998
 
 height
 
 (b) 0.9749 √ (c) ( 5 + 1)π
 
 35. (a) 6π
 
 (b) 4π √ 37. t = 3 + 12
 
 5 4
 
 Exercises 5.5, page 358
 
 3 2
 
 1. y(0) = 80, y  (0) = 0 3. y(0) = 60, y  (0) = 10 √ √ 5. −8 30 ft/s ≈ −30 mph 7. h 9. 256 ft
 
 1
 
 time
 
 0
 
 47.
 
 Answers to Odd-Numbered Exercises
 
 11. −4.9t 2 + 19.6t; 19.6 m; 4 sec; −19.6 m/s  13. 8 53 ft/sec √ √ 17. 10 3 ≈ 17 sec, 490 3 ≈ 849 m; the same
 
 5π 12
 
 19. The serve is not in; 7.7◦ , 9.0◦
 
 Exercises 5.3, page 343 8π 4π 1. r = 2 − x, h = x 2 , V = 3. r = x, h = 2x, V = 3 3   2π  3/2 2 5. r = x, h = x + 1, V = 17 − 1 3  2 7. r = 2 − y, h = 2 1 − y , V = 4π 2 32π 128π 27π 9. 11. 13. 15. 288π 3 3 2 16π 80π (b) 16π (c) 16π (d) 17. (a) 3 3 625π 625π 875π 500π 19. (a) (b) (c) (d) 6 3 6 3 32π 5π 3π 38π 21. (a) (b) (c) (d) 15 6 2 15 5π 64π 23. (a) (b) 6 15 25. (a) 16.723 (b) 12.635 (c) 4.088 (d) 1.497 √ 27. x = y and x = y about x = 0 y
 
 21. 2.59 ft
 
 23. ball bounces (h ≈ −0.62)  √ 5 25. 40 √ ≈ 68 ft/s; 20 10 ≈ 63 ft/s 3 25 25 sin 4t − t 16 4
 
 27. (a)
 
 (b)
 
 25 25 sin(4t + π/2) − 16 16
 
 20π 29. √ ≈ 11.5 rad/s 30 33. (a) Goal! (x ≈ −0.288 at y = 90) (b) yes (x ≈ 1.7 when y = 30) 35. 25 ft; 30.25 ft 39. maximum allowed error is 0.01 rad ≈ 0.6◦ 41. 86.18 ft; 530.34 ft  45. (a) v = 2g H (b) 32 ft/s (c) 22.63 ft/s
 
 (d) 3.94 ft/s; 22.28 ft/s
 
 Exercises 5.6, page 369 1.
 
 15 8
 
 3.
 
 ft-lb
 
 1250 3
 
 5. 270,000,000 ft-lb
 
 ft-lb 7. 50,000 ft-lb
 
 9. (a) 704,000 ft-lb
 
 (b) 16 hp
 
 11. (a) 44,100π N-m (b) 9800π N-m
 
 x exercise 27 29. same √ as #27  √ 3π 1 − 0.9 ≈ 0.2265 35. 33. 2
 
 13. 7.07 ft
 
 0
 
 15. J ≈ 2.133; 113 ft/s
 
 17. maximum thrust: f (3) = 11; impulse: ≈ 53.11 19. m = 15 kg, x =
 
 16 5
 
 m; heavier to right of center
 
 21. 0.0614 slug, 31.5 oz 23. 16.6 in.; same mass, x differs by 3
 
 Exercises 5.4, page 350 1. 1.4604; 1.4743 3. 3.7242; 3.7901 √ √ 10 73 73 − 37 37 9. 7. 54 3  1 4 1 + 9x d x ≈ 3.0957 11.  13.
 
 5 16 12 , 3, 3
 
 31. (0, 1.6)
 
 35. 196,035 lb
 
 33. 8,985,600 lb
 
 37. 12,252 lb
 
 39. 10,667 hp
 
 41. 27.22, 20.54, 24.53% 43. 14 ρπa 3 b midsized oversized 45. ≈ 1.35; ≈ 1.78 wooden wooden
 
 Chapter 5 Review Exercises, page 372 19. 29.58 ft
 
 23. 60 yards; 60 yards; 139.4 yards; 104.55 ft/s  1  25. 2π x 2 1 + 4x 2 d x ≈ 3.8097 0  2  27. 2π (2x − x 2 ) 1 + (2 − 2x)2 d x ≈ 10.9655 0  π/2  29. 2π cos x 1 + sin2 x d x ≈ 7.2118 0
 
 27. 2, 4, 12 ;   29. 83 , 2
 
 −1 2
 
 1 + (2 − 2x)2 d x ≈ 2.9579 0 π  1 + sin2 x d x ≈ 3.8202 15. 0  π 17. 1 + (x sin x)2 d x ≈ 4.6984 0
 
 25. 0.0614 slug, 31.4 oz; x = 17.86 in.
 
 √ 5. 2 5
 
 21. 5 ft
 
 1.
 
 π3 + 2π − 2 3
 
 9. 10,054
 
 11.
 
 3. 98π 3
 
 1 12
 
 5.
 
 √ 16 2 3
 
 7.
 
 5 6
 
 13. 4.373
 
 256π 128π 1408π (b) 8π (c) (d) 5 3 15 22π 2π (b) 2π (c) 4π (d) 17. (a) 3 3  1 6 19. 1 + 16x d x ≈ 3.2
 
 15. (a)
 
 −1
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 21.  23.
 
 Answers to Odd-Numbered Exercises 51. approximately 0.6
 
 1 + 1 d x ≈ 3.1678 4(x + 1)
 
 53. 2.744 s; x = 150; relay; straight throw is faster
 
   2π 1 − x 2 1 + 4x 2 d x ≈ 5.483
 
 25. −64 ft/s
 
 0
 
 27. 1.026 sec, 46.3 ft 29. no, ball bounces √ √ 33. 40 31. 64 2 ft/s, −64 2 ft/s 3 ft-lb 35. m =
 
 112 3 ,
 
 x=
 
 16 7 ,
 
 37. 22,630,400 lb
 
 4 1
 
 7. 13.
 
 x x2 + 1
 
 1 dt t
 
 1 3 (ln x
 
 31.
 
 7 2
 
 8.2
 
 1
 
 4 5x 4 − 5 x x +1
 
 15.
 
 33.
 
 
 
 23.
 
 1 2
 
 1 dt t
 
 5. 1.3916
 
 11. −3x 2 tan x 3 [cos(ln(cos x 3 ))]
 
 29.
 
 + 1)3 + c
 
 ln 2
 
 ln 3
 
 −1 2
 
 17. ∞
 
 ln |cos 2x| + c
 
 17. (a) 2;
 
 1 15 ;
 
 7 4;
 
 y=
 
 y=
 
 1 15 (x
 
 (b) 1; 17 ; y = 17 (x − 4) + 1
 
 + 5) − 1
 
 − 4) + 2
 
 7 4 (x
 
 (b) 1;
 
 1 15 ;
 
 y=
 
 1 15 (x
 
 − 5) + 1
 
 (b) 0; 2; y = 2(x − 2)
 
 y
 
 19.
 
 4
 
 19. 4 25. ln |ln x| + c
 
 2
 
 2 3/2 3 (ln 2)
 
   sin x 37. x sin x cos x ln x + x
 
 −4
 
 −2
 
 39. (sin x)x [ln(sin x) + x cot x] 41.
 
 √ 7. f −1 (x) = 5 x + 1 √ 3 11. f −1 (x) = x 2 − 1, x ≥ 0
 
 x +2
 
 9. not one-to-one
 
 15. (a) −1;
 
 3. ln 8.2 =
 
 21. ln(x 2 + 1) + c 27.
 
 √ 3
 
 13. (a) 0; 14 ; y = 14 (x + 1)
 
 9. − tan x
 
 2 x
 
 57. f = 12 ; pH → ∞
 
 5. f −1 (x) =
 
 39. J ≈ 1.52; 32 ft/s
 
 Exercises 6.1, page 382 1. ln 4 =
 
 55. x = 25; times equal with 0.0062-s delay
 
 Exercises 6.2, page 389
 
 heavier to right of x = 2
 
 CHAPTER 6 
 
 LT (Late Transcendental)
 
 7:22
 
 
 
 0 1
 
 January 12, 2011
 
 2
 
 4
 
 2
 
 2
 
 x
 
 −2
 
 y x⫽2
 
 −4 y ⫽ ln(x − 2)
 
 1 0 1
 
 x
 
 y
 
 21.
 
 4 increasing and concave down on (2, ∞) 43.
 
 2
 
 y ⫺4
 
 ⫺2
 
 1 y⫽
 
 ln(x 2
 
 0 1 + 1)
 
 x
 
 ⫺2
 
 x
 
 ⫺4
 
 increasing on (0, ∞), decreasing on (−∞, 0); concave up on (−1, 1), concave down on (−∞, −1) ∪ (1, ∞) 45.
 
 23. k ≥ 0 25.
 
 y
 
 y
 
 3 2 1 y ⫽ x lnx
 
 1 0 1
 
 ⫺30 ⫺20 ⫺10 x
 
 20
 
 30
 
 ⫺2
 
 decreasing on (0, 0.37), increasing on (0.37, ∞); concave up on (0, ∞) 49. ∞
 
 x 10 ⫺1
 
 ⫺3 27. not one-to-one
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 37. f is one-to-one for x ≥ 2; f −1 (x) =
 
 y
 
 29.
 
 Answers to Odd-Numbered Exercises √
 
 x + 2, x ≥ 0
 
 y
 
 10 5
 
 5
 
 ⫺10
 
 y ⫽ f −1(x)
 
 4
 
 5
 
 ⫺5
 
 x
 
 10
 
 3 2
 
 ⫺5
 
 y ⫽ f (x)
 
 1
 
 ⫺10 0
 
 1
 
 2
 
 3
 
 4
 
 x
 
 5
 
 39. f is one-to-one for x ≥ 2; f −1 (x) =
 
 y
 
 31.
 
 0
 
 √
 
 x 2 + 1 + 1, x ≥ 0
 
 y
 
 10
 
 7
 
 y ⫽ f −1(x)
 
 6
 
 5 ⫺5
 
 5
 
 5
 
 10
 
 x
 
 y ⫽ f(x)
 
 4 3
 
 ⫺5
 
 2 1
 
 ⫺10
 
 0 ⫺15
 
 0
 
 1
 
 2
 
 3
 
 4
 
 5
 
 x
 
 6
 
 41. f is one-to-one for − π2 ≤ x ≤
 
 π 2
 
 y y
 
 33.
 
 y ⫽ f −1(x)
 
 1.5 y ⫽ f(x)
 
 4
 
 y ⫽ f(x)
 
 1 0.5
 
 3
 
 ⫺1.5 ⫺1 ⫺0.5 0 0.5 ⫺0.5
 
 2 y ⫽ f −1(x)
 
 1
 
 1
 
 1.5
 
 x
 
 ⫺1 ⫺1.5
 
 0
 
 0
 
 0.5
 
 1
 
 1.5
 
 2
 
 x
 
 49. no; subtract 9.0909%
 
 Exercises 6.3, page 396 √ 35. f −1 (x) = − x, x ≥ 0
 
 3.
 
 (4x − 1)e4x x2
 
 2
 
 9.
 
 1 3x 3e
 
 7. 2xe x
 
 y y ⫽ f (x)
 
 1. 12e3x
 
 4
 
 13. −ecos x + c
 
 3
 
 19.
 
 2 1 ⫺2⫺1.5⫺1 ⫺0.5 ⫺1 ⫺2 ⫺3
 
 1 3 3x
 
 +c
 
 11.
 
 +c
 
 15. −e1/x + c 21.
 
 1 3 3e
 
 −
 
 1 x2 2e
 
 3 −3x
 
 +c
 
 17. x + 2e x + 12 e2x + c 23. 0
 
 1 3
 
 y
 
 25.
 
 0 0.5 1 1.5 2
 
 5. 2(3x 2 − 3)e x
 
 x
 
 y ⫽ f −1(x)
 
 y ⫽ 3e2x
 
 1 0 1
 
 x
 
 ⫺4
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 Exercises 6.4, page 403
 
 y ⫽ 3xe−2x
 
 0
 
 LT (Late Transcendental)
 
 7:22
 
 x
 
 1
 
 (b) −
 
 π 4
 
 (b) 0
 
 3. (a)
 
 5. (a) 0 7.
 
 y
 
 29.
 
 9.
 
 10
 
 13.
 
 y ⫽ e1/x
 
 7.5
 
 √
 
 31. max at x =
 
 √ x 2 − 1, x ≥ 1 or − x 2 − 1, x ≤ −1 π 8
 
 15.
 
 4 3
 
 43.
 
 17.
 
 √
 
 2 9x
 
 39. 2x(ln 3)3x
 
 47.
 
 y  2
 
  2
 
 x 0
 
 45.
 
 3 2
 
 21.
 
 2.5
 
 0
 
 5
 
 ⫺
 
 x 1
 
 2
 
 2 x ln 4
 
 41.
 
 x
 
 1 3
 
 y ⫽ sin⫺1(3x)
 
 inflection point at x = 1
 
 1 x 2 +c ln 2
 
 √
 
 11.
 
 9 − x 2 , |x| ≤ 3
 
 y
 
 y ⫽ cos−1(2x)
 
 33. min at x = 0, local max at x √ = 1, 2 inflection points at x = 1 ± 2 37. 2(ln 3)32x
 
 π 4
 
 (c)
 
 
 
 0 1 2,
 
 π 2
 
 π 4
 
 (c) −
 
 √ 1 − x 2 , −1 ≤ x ≤ 1
 
 19.
 
 2.5
 
 −2.5
 
 (c) −
 
 π 3
 
 (b)
 
 5
 
 −5
 
 π 6
 
 1. (a) 0
 
 1 3
 
 1
 
  ⫺ 2
 
 y
 
 23.
 
 2.5
 
 1 x2 2 +c 2 ln 2
 
  2
 
 1.25
 
 10
 
 y ⫽ tan⫺1
 
 (x 1− 1) 2
 
 0 −5
 
 x
 
 0
 
 ⫺2.5
 
 2.5
 
 5
 
 ⫺1.25 ⫺ 2
 
 ⫺2.5 ⫺4
 
 4 0
 
 49.
 
 25.
 
 10
 
 nπ , odd n 4
 
 31. ±
 
 π + πn 6
 
 29.
 
 35. tan−1
 
 
 
 5 3x
 
 π nπ + 20 5
 
 
 
 Exercises 6.5, page 409
 
 ⫺4
 
 4 0
 
 51. increasing, concave up; decreasing, concave up 61. x = ±1 1 65. t = r 67. 23; 3.105 is percent per hour to hear rumor at t = 2; 70 is percent to eventually hear rumor 69. 1; 0; x = 0; y 2
 
 ⫺2
 
 1 1 + e−(x−4) 1 f (x) ⫽1⫹e ⫺x
 
 0
 
 2
 
 x
 
 6x 1. √ 1 − 9x 4
 
 1 3
 
 ln 2;
 
 22/3
 
 − 21/3
 
 ≈ 0.327
 
 3.
 
 − cos x
 
 7.  = ±1 1 − sin2 x 13. tan−1 x 2 + c 19. tan−1 31.
 
 
 
 248 3
 
 45.
 
 √
 
 x
 
 √
 
 2 x4
 
 −1
 
 9.
 
 2x 5. cos−1 2x − √ 1 − 4x 2
 
 sec x tan x 1 + sec2 x
 
 15. 2 sin−1 x 2 + c
 
   x +c 2 ≈ 9.09 feet
 
 37. Integrating 39. x = 0
 
 71. k =
 
 nπ 3
 
 27.
 
 21. sin−1 (e x ) + c
 
 11. 6 tan−1 x + c 17. sec−1 x 2 + c 23.
 
 35. cos−1 x + sin−1 x =
 
 3π 4
 
 25.
 
 π 2
 
 1 gives better accuracy for a given n. 1 + x2 41. (a) decreases
 
 (b) decreases
 
 43.
 
 3 ≈ 1.73 feet
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 Exercises 6.6, page 417 1.
 
 3.
 
 A-33
 
 y
 
 63.
 
 y
 
 Answers to Odd-Numbered Exercises
 
 y 1 y ⫽ e⫺x2 1 0 1
 
 y ⫽ cosh(2x) 2 0
 
 7. (a) 2x sech
 
 (b) 4 cosh3 x sinh x
 
 9. (a) 2x sinh 5x (b)
 
 (b) 2 tanh xsech x
 
 + 5x 2
 
 19. cosh(sin x) + c
 
 1 3
 
 x  1 ax 3. sin−1 e +c +c 5. − 16 cos 6t + c a a x  3 1 5 8 3 9. x + x + 16x + c tan−1 +c 7. 5 3 4 4     x + 1 x + 1 11. sin−1 +c 13. 2 tan−1 +c 2 2   t +1 15. 2 ln |t 2 + 2t + 5| − 2 tan−1 +c 2
 
 17.
 
 ln (cosh 3x) + c
 
 21. esinh1 − 1
 
 1 4
 
 cosh 4 −
 
 1 4
 
 23. 27.62
 
 17. − 12 e3−2x + c 19. 6 ln (1 + x 2/3 ) + c √ √ 21. −2 cos x + c 23. 0 25. 1 − 2 1 x 1 −1 2 27. 29. sin−1 + c tan−1 x 3 + c 31. sin x + c 3 2 2 1 12 35. − (ln 2)2 37. 33. tan−1 x + ln (1 + x 2 ) + c 2 5    5 x 72 5 −1 +c d x = √ tan 39. 41. √ 5 3 + x2 3 3   ln x 2 2 45. xe−x d x = − 12 e−x + c d x = 14 (ln x)2 + c 43. 2x
 
 31. f  (x) < 0 for x < 0, f  (x) > 0 for x > 0, f  (x) > 0 for all x   
 
 √   m kg 39. (g) ln cosh t 33. ln x + x 2 − 1 k m 41. 9.8 m/s2
 
 Chapter 6 Review Exercises, page 418 1.
 
 3x 2 +5
 
 4x 3 + 1 2(x 4 + x)
 
 3.
 
 x3
 
 5. −2xe−x
 
 −2 sin 2x 11. 1 + cos2 2x
 
 2
 
 9. √ 1 − 4x 2 3 15. √ 9x 2 + 1
 
 17.
 
 1 3
 
 1 6 1 e − 3 3
 
 33
 
 1 −1 3 sin (x ) + c 3
 
 35.
 
 sinh 4x + c
 
 41. yes,
 
 39. 45.
 
 1 1 = f  (1) 11
 
 51. − 59.
 
 π 4
 
 47.
 
 9 2
 
 3 2
 
 53.
 
 55.
 
 1 −1/2 2x
 
 √ 3
 
 3
 
 49.
 
 sinh x
 
 √
 
 Exercises 7.2, page 431 x
 
 +c
 
 1. x sin x + cos x + c 5. 9. 11.
 
 37. 4 sinh−1 x + c
 
 21. −
 
 π + πn 4
 
 y
 
 1 2
 
 1 ⫺ 2
 
 y ⫽ sin⫺1(2x) ⫺
 
 1 2 x2 2x e
 
 19.
 
 2 −3x 27 e
 
 +c
 
 2
 
 − 12 e x + c
 
 1 1 sin 2 − cos 2 4 2
 
 23. 10 ln 20 − ln 2 − 9
 
 2 2 1 2 ax x e − 2 xeax + 3 eax + c a a a 1 1 x n+1 + c x n+1 ln x − 27. n+1 (n + 1)2   31. e x x 3 − 3x 2 + 6x − 6 + c
 
 x x
 
 2 π2
 
 15.
 
 −
 
 25.
 
 33.
 
 1
 
 1 1 2x 2x 2 xe − 4 e + c − 13 x 2 e−3x − 29 xe−3x
 
 1 3 1 3 7. 3 x ln x − 9 x + c 1 x 4 x e sin 4x − e cos 4x +c 17 17 2 1 3 sin 2x cos x − 3 cos 2x sin x + c
 
 17. sin x ln (sin x) − sin x + c
 
  2
 
 0
 
 3.
 
 13. x tan x + ln |cos x| + c
 
 61.
 
 y ⫽ cosh(2x) 2
 
 x − tan−1 x + c;
 
 ln 2
 
 π 49. 2 57.
 
 1 1 −1 2 ln 2 − tan (2) + 4 π 1 tan−1 x + c; 2 ln(1 + x 2 ) + c; 1 2 1 2 2 x − 2 ln(1 + x ) + c
 
 47. 1 +
 
 √
 
 43. no
 
 x +1
 
 π 4
 
 y
 
 1 2
 
 25. 2e
 
 sec−1 x 2 + c
 
 1 1 = f  (2) 2
 
 √
 
 7. (3x 2 ln 4)4x
 
   3 x 31. tan−1 +c 2 2
 
 1 4x 3 +c 4 ln 3
 
 29.
 
 2
 
 19.
 
 ln |x 3 + 4| + c
 
 27.
 
 1 4
 
 13.
 
 23. − 14 e−4x + c
 
 21. − cos(ln x) + c
 
 H 2 − P2 2
 
 1.
 
 2x (b) √ 1 + x4 15.
 
 69. x =
 
 Exercises 7.1, page 425
 
 cosh 5x
 
 2x + 3(x 2 + 1) coth x csch3 x
 
 sinh 6x + c
 
 1 6
 
 67. e x
 
 CHAPTER 7 2
 
 2 11. (a) √ 4x 2 − 1 13.
 
 √ 65. 17.77
 
 (x 2 )
 
 x
 
 1
 
 y ⫽ tanh 4x
 
 x
 
 1
 
 5. (a) 4 sinh 4x 2
 
 0 x
 
  2
 
 1
 
 1 3
 
 cos2 x sin x +
 
 2 3
 
 sin x + c
 
 35. 9e − 24
 
 37.
 
 8 15
 
 (m − 1)(m − 3) · · · 1 π · ; m(m − 2) · · · 2 2 (m − 1)(m − 3) · · · 2 m odd: m(m − 2) · · · 3  √ √ √ −1 41. x cos x − 1 − x 2 + c 43. −2 x cos x + 2 sin x + c 39. m even:
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 x [sin (ln x) − cos (ln x)] + c 2   e4x 47. 1 − cos (e2x ) + e2x sin (e2x ) + c 2 45.
 
 49. 6(e2 − 1)
 
 11. 13.
 
 51. n times
 
 53. (a) Substitution (b) Parts (c) Parts (d) Substitution
 
 15.
 
 55. first column: derivatives; second column: antiderivatives 57. x 4 sin x + 4x 3 cos x − 12x 2 sin x − 24x cos x + 24 sin x + c   59. 12 x 4 − x 3 + 32 x 2 − 32 x + 34 e2x + c 61. 67.
 
 − 13 x 3 e−3x e x ln x + c
 
 −
 
 1 2 −3x 3x e
 
 −
 
 2 −3x 9 xe
 
 2 −3x 27 e
 
 −
 
 1 5
 
 sin5 x + c
 
 9.
 
 1 3
 
 sec3 x + c
 
 19. 23. 27. 29. 31. 33. 35. 37. 41. 43. 45.
 
 23. ln |x + 2| − 3 ln |x + 1| + 2 ln |x| + c
 
 3. 11.
 
 (c) (d)
 
 1 5
 
 cot3
 
 tan4 x +
 
 47. (b)
 
 1 6
 
 7.
 
 1 3
 
 sec3 (x 2 + 1) −
 
 1 2x 1 2
 
 +
 
 1 4
 
 sin 2(x + 1) + c
 
 sec(x 2 + 1) + c
 
 1 2 1 3 1 4
 
 1 2
 
 1 2
 
 12 35
 
 cot5
 
 tan2 x + c;
 
 sec x tan x +
 
 1 2
 
 sec2 x tan x + sec3 x tan x +
 
 49. − 12 cot x csc x + 53.
 
 5.
 
 1 8
 
 x− x +c 15. 17. 18 x − √ √ 8 25 2 1 9 − x2 − + 21. − +c 21 168 9 x x  1  25. π − x 16 − x 2 + c 8 sin−1 4 2  
 
   
 
   x 2 3x x 2 9  x  − 1 + ln  + − 1 + c  2 3 2 3 3 √ 2 ln | x 2 − 4 + x| + c √   4x 2 − 9 4x 2 − 9 − 3 tan−1 +c 3   
 
    3x  x 2 x 2 9  x  + 1 − ln  + + 1 + c   2 3 2 3 3     1 x 1 16 + x 2 +  + c x 16 + x 2 + 8 ln  2 4 4 √  1 16 2 39. (1 + x 2 )3/2 − 1 + x 2 + c 9− 3 3    x +2 +c x 2 + 4x − cosh−1 2    1 x +1 x 2 + 2x + 10 − sinh−1 +c 3 3 1 4
 
 1 2
 
 1 4
 
 1 32
 
 sin 4x + c
 
 sec4 x + c
 
 |sec x + tan x| + c 2 3 3 8
 
 tan x + c sec x tan x +
 
 3 8
 
 ln |sec x + tan x| + c
 
 ln | csc x + cot x| + c
 
 RI2
 
 Exercises 7.4, page 449 3 2 − ; 3 ln |x + 1| − 2 ln |x − 1| + c x +1 x −1 4 2 + ; 2 ln |x + 1| + 4 ln |x − 2| + c 3. x +1 x −2 1.
 
 1 5 2 1 5 5. + 2 − 2 ; 2 ln |x + 1| + ln |x − 2| − ln |x| + c x +1 x −2 x 2 2 2 3 2 3 − ; ln |2x + 1| − ln |3x − 7| + c 7. 2x + 1 3x − 7 2 3 1 4
 
 19.
 
 2 −2x + 1 + ; − ln(x 2 + 1) + tan−1 x + 2 ln |x| + c x2 + 1 x   2 1 5 3 + − ; 3 3 3x + 2 2x − 5 5 1 2 x + ln |3x + 2| − ln |2x − 5| + c 3 9 2 1 2 ; 2 ln |x + 1| − (x + 1)−1 + c + x +1 (x + 1)2 2 2 1− + 2 ; x − 2 ln |x| + 2 tan−1 (x + 1) + c x x + 2x + 2 x −2 2 + 2 ; 3+ x −1 x +1   1 3x + 2 ln |x − 1| + 2 ln x 2 + 1 − 2 tan−1 x + c
 
 21. 11 ln |x + 4| + 2 ln |x − 2| + 12 x 2 − 2x + c
 
 1.
 
 13.
 
 17.
 
 +c
 
 Exercises 7.3, page 440
 
 − 13
 
 LT (Late Transcendental)
 
 7:22
 
 3 2
 
 1 4
 
 1 1 3 9. − ; ln |x + 2| − (x + 2)−1 − ln |x| + c + x +2 (x + 2)2 x 4 2 4
 
 27.
 
 1 2
 
 29.
 
 1 2 6x
 
 ln |2x + 1| − −
 
 2 9x
 
 31. 3 ln |x| +
 
 + 1 2
 
 5 27
 
 1 2
 
 ln(4x 2
 
 ln |x 2 + x + 1| −
 
 √7 3
 
 25. ln |x 4 − x| + c
 
 tan−1 (2x) + c
 
 + 1) +   2 3  ln x + 2 x + 13  −
 
 1 4
 
   √ +c tan−1 3x+1 2   √ +c tan−1 2x+1 √ 2 2 27
 
 3
 
 33. −x cos x + 2x sin x + 2 cos x + c 2
 
 35.
 
 1 2
 
 37.
 
 2 4 − 2 x2 + 1 x2 + 1
 
 ln(4 − sin2 x) + c 4 4x + 1 − 2 x2 + x + 1 x2 + x + 1
 
 39.
 
 41. ln |x 3 | − ln |x 3 + 1| + c; − ln |1 + 1/x 3 | + c 43. (a) partial fractions (c) partial fractions 45.
 
 1 4(1−sin x)
 
 −
 
 1 4
 
 (b) substitution (d) basic formula
 
 ln(1 − sin x) −
 
 1 4(1+sin x)
 
 +
 
 1 4
 
 ln(1 + sin x) + c
 
 Exercises 7.5, page 456 1.
 
 1 1 + ln |2 + 4x| + c 8(2 + 4x) 16
 
 − 2)(1 + e x )3/2 + c      1 ln x + 1/4 + x 2  + c 5. 14 x 1/4 + x 2 − 16 √ √  √    π 3 + 9. ln 2 + 8 − ln 1 + 5 7. − 12 9   −1  x −3 9 − (x − 3)2 − sin−1 11. +c x −3 3 3.
 
 2 x 15 (3e
 
 
 
 13.
 
 1 5
 
 17.
 
 1 2
 
 23.
 
 1 −2/x 2 4e
 
 tan5 u − 13 tan3 u + tan u − u + c  √ 1  4 + sin x − 2  15. ln  √ +c 2  4 + sin x + 2  cos x 2 + 12 x 2 sin x 2 + c √ 19. − 43 (cos x − 2) 1 + cos x + c     21. 12 sin t 4 + sin2 t − 2 ln sin t + 4 + sin2 t + c +c
 
   2−x 25. − 4x − x 2 + 2 cos−1 +c 2   27. e x tan−1 (e x ) − ln 1 + e2x + c 
 
 Exercises 7.6, page 464 1. − 14 11. 21. 0 29. 0 39. e−5 − 16
 
 3. 3 13.
 
 1 2
 
 5. 2 15. 0
 
 7. 1 17.
 
 − 13
 
 23. 0 25. does not exist 31. 0 33. e 35. ∞ 41. not indeterminate
 
 9. −2 19. 2 −
 
 2 sin 2
 
 27. 1 37. 1
 
 CONFIRMING PAGES
 
 P1: JXR MHDQ256-APP-B
 
 MHDQ256-Smith-v1.cls
 
 January 12, 2011
 
 LT (Late Transcendental)
 
 7:22
 
 ..
 
 APPENDIX B 43. 0 is the correct value, but the original expression is not indeterminate 45. no 47. no n 49. (a) sin 3x ≈ 3x, sin 2x ≈ 2x (b) m x (x + 1)(2 + sin x) (b) x 51. (a) x(2 + cos x) e (c) 53.
 
 ex
 
 63.
 
 3 4
 
 3x + 1 x −7
 
 3 − 8x 1 + 2x 3 degree of p 57. ; 2 degree of q (d)
 
 55. ∞ 65. (a)
 
 √ 40 mg
 
 5. 9.
 
 15. (a) converges to π
 
 (b) diverges
 
 17. (a) converges to 2
 
 (b) diverges
 
 19. (a) p < 1 23. 27. 31. 39. 45.
 
 49. 55.
 
 1 x < 2 , converges 1 + x3 x 3 3 < x , converges 25. x + ex e
 
 21.
 
 (b) p > 1
 
 1 x > √ , diverges x 3/2 − 1 x
 
 sin2 x 1 x 2 ex < x , converges 29. > e x , diverges 1 + ex e ln x 1 1 35. true 37. false 2 ln 4 − 4 √  π π π (b) 43. (d) − ln 2 (a) k 2 2 ⎧ π  π tan x ⎪ ⎨ if 0 ≤ x < 1 π 2; 2 dx = g(x) = 1 + tan x π ⎪ 1 + tan x 4 0 ⎩1 if x = 2 1 (a) 2 (b) 4 (c) r 51. 53. e−1/8 ≈ 0.882 r  2 1 1 (b) 2 (r ) = 1 − r1 (c) μ = (a) 1 (r ) = (2r − 1)e2r + 1 2 (d) f 1 (x) > f 2 (x) for 0 < x < 0.34 and x > 1 (e) c = 12 ; higher risk needed for higher gain
 
 57. I( p1 ) = 0, I( p2 ) = ln 2 −
 
 1 2
 
 Exercises 7.8, page 485 7. 4
 
 9.
 
 4 1 − e−4
 
 15. 7.77 × 10−11 19.
 
 e−6
 
 33. 35. 39. 47.
 
 4 π
 
 13. 0.157
 
 17. 1 − e−3/2 ≈ 0.77687
 
 ≈ 0.00247 21. 0.594 23. 0.9999995  π 2 3 1 ln 2 (b) tan ≈ 0.7937 27. (a) 2 π 8 π 4 π →4 ≈ 1.57 (b) ≈ 1.57 31. c = (a) 2 2 1 − e−4b c 1 6 → 6; mean = [1 − (6b + 1)e−6b ] → c= 1 − e−6b 36 6 (a) 0.0646 (b) 0.9354 (c) 0.0132 (d) 0.4147 m 1 5 41. p = 43. m = 2 n b 1 16 2 4 x − x + 1 (b) (b) 15 5 2
 
 25. (a) 29.
 
 − e−12
 
 11.
 
 3 4
 
 (b)
 
 x
 
 √
 
 3.
 
 +c
 
 1 1 sin 3 − cos 3 9 3 19. 4 ln 2 − 15 21. 16 23. 27.
 
 35. 37.
 
 1 3
 
 1 6
 
 25.
 
 sin6 x + c
 
 17.
 
 x2 + c 7.
 
 1 2
 
 tan−1 x 2 + c
 
 2 π
 
 tan3 x + c   2 2 x +2 29. tan−1 (sin x)3/2 − (sin x)7/2 + c +c 3 7 2   x2  4 − x2 9 − x2 − 6 9 − x2 + c +c 33. − − 2x 3  x2  2 x + 9 − 6 x2 + 9 + c 3 3 ln |x + 1| − 2 ln |x + 2| + c 1 4
 
 sin4 x −
 
 3π 16 sin3 x + c
 
 15.
 
 13.
 
 31.
 
 9. (a) diverges (b) diverges 11. (a) converges to −1 (b) diverges 13. (a) diverges (b) diverges
 
 √
 
 1 −1 x − 12 x 1 − 2 sin 1 2 −3x 2 2 −3x −3x −3x e − 9 xe − 27 e +c 1 1 3 4 11. 3 x + c 4 ln (4 + x ) + c
 
 1. 2e
 
 Exercises 7.7, page 476 1. (a) improper (b) not 3. (a) converges to 32 (b) diverges 5. (a) converges to 2 (b) converges to 8 7. (a) diverges (b) converges to 54 e−2
 
 A-35
 
 Chapter 7 Review Exercises, page 487
 
 (c) gt
 
 (b) 0
 
 Answers to Odd-Numbered Exercises
 
 1 5
 
 tan5 x +
 
 1 3
 
 39. 3 ln |x| + 2 ln |x − 2| − ln |x + 2| + c 41.
 
 1 x 5e 4 5
 
 cos 2x + 25 e x sin 2x + c
 
 43.
 
 1 2 3 (x
 
 + 1)3/2 + c
 
 4 5
 
 3 1 2 − 47. − − x −4 x +1 x x +2 x −1 4 1 − 49. x +2 (x + 2)2 √ √ 51. 18 e x (4 + 2e2x ) 4 + e2x − 2 ln (e x + 4 + e2x ) + c 45.
 
 53.
 
 tan x + c   4 4  x  55. + ln  +c 3(3 − x) 9 3−x    
 
 9 + 4x 2 9 2 + 2 ln x + +x +c 57. − x 4     2 + 4 − x2     4 − x 2 − 2 ln  59. +c   x 1 3
 
 tan x sec2 x +
 
 61. diverges
 
 63. converges to 3
 
 67. diverges 73. c
 
 2 3
 
 65. converges to π
 
 4RT 3
 
 69. RT ;
 
 3(2T 2 − 1)e2T + 3 75. 24.75%; 135 2
 
 CHAPTER 8 Exercises 8.1, page 498 1. 2e4t
 
 3. 5e−3t
 
 9. (a) 3200
 
 (b)
 
 7. 50 + 20et
 
 5. 2e2(t−1)
 
 400 · 2t
 
 =
 
 400e(ln 2)t
 
 (c) 4525
 
 11. (a) 8 hours (b) 100 · 2t/4 = 100e(ln 2/4)t (c) 23.6 hours ln 10 13. 20 ≈ 66.4 minutes 17. (a) 12.5% (b) 8.4% ln 2 −(ln 2/3)t 19. 0.4e mg; 15.97 hours; (a) 6 hours (b) 15.97 hours   5 ln 13   ≈ 5.72 minutes 21. 13,305 years 23. 11 ln 13 25. (a) 70 − 20e(ln ·7/2)t 27. 9:46 P.M.
 
 (b) 66.6◦
 
 (c) 9.02 min
 
 29. $1080, $1083, $1083.28, $1083.29
 
 31. (a) A = $110,232; B = $66,402 (c) 6.9%
 
 (b) A = $22,255; B = $29,836
 
 33. (a) $14,715.18 (b) $5413.41 with linear depreciation: 10 years, $20,000; 20 years, $0 37. $7300; $7860 vs. $7665 39. p(x) ≈ e1.468x+0.182 ; answers will vary 41. p(t) ≈ e−0.055t+2.015 , where t is years since 1960
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 Answers to Odd-Numbered Exercises
 
 45. for 31-hour half-life: 87.71 mg; for 46-hour half-life: 104.48 mg 47. E(t) = e−(ln 2/4)t
 
 E 1
 
 20e10t 3et 33. y = 10t 1 + 4e 1 + 3et   8 × 107 e0.71t 35. (a) y = 3 + e0.71t 31. y =
 
 (b)
 
 0.5
 
 1E8
 
 t 0
 
 6
 
 49. $4493.29
 
 12
 
 18
 
 24 5E7
 
 51. A: $167,150.43; B: $179,373.42; C: $180,000
 
 53. (a) lump sum ($1,271,249 to $1,267,853 after 3 years) (b) 4 payments ($1,228,234 to $1,197,217 after 3 years) (c) lump sum ($1,349,859 to $1,309,401 after 3 years) –4
 
 Exercises 8.2, page 507 1. (a) yes
 
 3. (a) yes 1 7. y = − 5. y = 2 3 x +c 3    9. y = ± 4 ln 1 + x 3  + c (b) no
 
 (b) no
 
 3 ce x+x /3
 
 11. (y
 
 + 1)e−y
 
 = 2(x
 
 0
 
 2
 
 4
 
 37. (a) $277,901 (b) $25,002 39. (a) $1,131,949 (b) $998,258 (c) 10.5% 
 
 21 2 41. (a) y = 3 x 3 + x + 9x (b) vertical tangent 2 y
 
 + 1)e−x
 
 +c √ 15. y = c 1 + x 2
 
 13. cos y = −sin x + c 17. y = ce−x
 
 –2
 
 (c) 4.642 years
 
 15
 
 2/2
 
 10 3.0
 
 A=3
 
 5 2.5
 
 ⫺10
 
 A=2 2.0
 
 1.5
 
 0.5
 
 0.0 −4
 
 −2 x
 
 0
 
 5
 
 x
 
 10
 
 (c) the cubic has three real solutions for √ √ −217 − 37 37 −217 + 37 37 1 and there is a 1 − ce0.2t vertical asymptote
 
 49. x(t) =
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 APPENDIX B −k 51. r  (t) = k(S  7− r ); r (t) = 1 + 13e (values in thousands) where 1 k = 4 ln 13 ≈ −0.155
 
 53. k = −m = 0.0000847, M =
 
 b k
 
 =
 
 0.18 k
 
 = 2125
 
 55. 70 m/s
 
 Exercises 8.3, page 518 1.
 
 25. 27. 29. 33. 35. 37. 39. 41. 43.
 
 Answers to Odd-Numbered Exercises
 
 A-37
 
 y = 0 (unstable), y = 2 (stable) y = 0 (unstable), y = −1 (unstable), y = 1 (stable) y = 1 (stable) estimates are 31.64, 218.12, overflow ln 2 x= 2 (a) yn alternates values above and below 8. (b) yn increases to 8; solution increases to 8 1 y(0) = 3; y = x 3 − 2x 2 + 2x + 3 3 y(0) = −5.5 √ √ 3− 5 3+ 5 a= ,b = ; g = 0 and g = b are stable; g(t) → 0 if 2 2 3.98 < g(0) < 5.44 and 10.27 < g(0) < 11.72
 
 Exercises 8.4, page 525
 
 3.
 
 5.
 
 7. C
 
 ..
 
 9. D
 
 11. A
 
 1. (0, 0): no prey or predators; (1, 0): prey but no predators; (1/2, 1/4): twice as many prey as predators 3. (0, 0): no prey or predators; (3, 0): prey but no predators; (2, 1/2): four times as many prey as predators 5. (0, 0): no prey or predators; (2, 0): prey but no predators 7. (0, 0) and (1, 0) are unstable, (0.5, 0.25) is stable 9. (0, 0) is unstable, (2, 0) is stable 11. unstable 13. stable 15. (0, 0): none of either species; (3/2, 0): some of first species, none of second; (0, 2): some of second species, none of first; (1, 1): equal amounts of each species 17. (0, 0): none of either species; (3/2, 0): some of first species, none of second; (0, 2): some of second species, none of first; (1/2, 1): second species is double the first species 19. (0, 0): none of either species; (1, 0): some of first species, none of second; (0, 1): some of second species, none of first 21. (1, 1) is stable, the others are unstable y 23. (a)
 
 13. h = 0.1: y1 = 1, y2 = 1.02, y(1) ≈ 2.3346, y(2) ≈ 29.4986; h = 0.05: y1 = 1, y2 = 1.005, y(1) ≈ 2.5107, y(2) ≈ 39.0930
 
 1.5
 
 15. h = 0.1: y1 = 1.3, y2 = 1.651, y(1) ≈ 3.8478, y(2) ≈ 3.9990; h = 0.05: y1 = 1.15, y2 ≈ 1.3139, y(1) ≈ 3.8188, y(2) ≈ 3.9978
 
 1
 
 17. h = 0.1: y1 = 2.9, y2 ≈ 2.8005, y(1) ≈ 2.0943, y(2) ≈ 1.5276; h = 0.05: y1 = 2.95, y2 ≈ 2.9001, y(1) ≈ 2.0990, y(2) ≈ 1.5345
 
 0.5
 
 19. h = 0.1: y1 = 1.1, y2 ≈ 1.2095, y(1) ≈ 2.3960, y(2) ≈ 4.5688; h = 0.05: y1 = 1.05, y2 ≈ 1.1024, y(1) ≈ 2.4210, y(2) ≈ 4.6203 21. y(1) = e ≈ 2.7183, y(2) = e4 ≈ 54.5982; √ √ y(1) = 5 ≈ 2.236068, y(2) = 8 ≈ 2.828427
 
 ⫺0.5
 
 23.
 
 0
 
 0.5
 
 1
 
 1.5
 
 0.5
 
 1
 
 1.5
 
 x
 
 ⫺0.5 y
 
 (b) 1.5
 
 1
 
 0.5
 
 ⫺0.5
 
 0
 
 x
 
 ⫺0.5
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 y
 
 (c)
 
 LT (Late Transcendental)
 
 7:22
 
 23.
 
 1.5
 
 1
 
 0.5
 
 ⫺0.5
 
 0
 
 0.5
 
 1
 
 1.5
 
 x
 
 25.
 
 ⫺0.5
 
 25. u  = v; v  = −4u − 2xv + 4x 2 27. u  = v; v  = −xu 2 + (cos u)v + 2x 29. u 1 = u 2 ; u 2 = u 3 ; u 3 = −2xu 3 + 4u 2 − 2u 1 + x 2 31. u 1 = u 2 ; u 2 = u 3 ; u 3 = u 4 ; u 4 = 2u 4 − xu 2 + 2 − e x
 
 27. (a) x(t) = 0.01849
 
 33. x(1) ≈ 0.253718, y(1) ≈ 0.167173 35. (0, 3), (0, −3), (2, 1), (−2, −1), (6, 3), (−6, −3) 37. (0, 0), (−2, 2), (4, 4)
 
 (b) x(t) = 0.01849
 
 38.239e−0.36056t−1.5700 − 12.239 e−0.36056t−1.5700 − 1 38.239e−0.36056t−0.56968 + 12.239 e−0.36056t−0.56968 + 1
 
 x
 
 39. 0.4 4 y(x) 2
 
 0.2
 
 0 −1.0
 
 −0.5
 
 0.0
 
 0.5
 
 1.0
 
 x −2
 
 0
 
 5
 
 10
 
 15
 
 20
 
 t
 
   x(0) + t ra 2 − ra · x(0) ; 1 + t(ra − r · x(0)) the limiting concentration will be a
 
 29. 0 ≤ x ≤ a; x(t) = 41. death rate < 0.4
 
 31. 10 ln 4 ≈ 13.86 years
 
 Chapter 8 Review Exercises, page 528 √ 1. 3e2x 3. 2x 2 + 4 2  1 3/2 5 x + 5. 3 3 7. 104 e(ln 2/2)t ; 9. 2e−(ln 2/2)t ;
 
 2 ln 100 ≈ 13.29 hours ln 2
 
 −2 ln 0.05 ≈ 8.64 hours ln 2
 
 ln 2 11. ≈ 8.66 years 0.08
 
 33. predator-prey model; equilibrium solutions are (0, 0) (no prey or predators) and (1, 0) (prey but no predators) 35. competing species model; equilibrium solutions are (0, 0) (none of either species); (0, 4) (none of first species, some of second); (5, 0) (some of first species, none of second); (1, 2) (twice as many of second species as first species) 37. (0, 0) is unstable, (1, 0) is stable 39. Let u = y and v = u  to get the system u  = v; v  = −2u + 4x 2 v + 4xu − 1
 
 13. 112e[ln(108/112)]t + 68; 21.10 minutes 15. y = ce(1/2)x
 
 4
 
 1 3 1 2 y + y = 4 tan−1 x + c 17. 3 2 19. y = 0 (unstable), y = 2 (stable) 21. y = 0 (stable)
 
 CHAPTER 9 Exercises 9.1, page 542 1. 1, 34 , 59 ,
 
 7 9 11 16 , 25 , 36
 
 5. converges to 0
 
 3. 4, 2, 23 , 16 ,
 
 1 1 30 , 180
 
 7. converges to 1
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 Exercises 9.2, page 551
 
 1.0
 
 1. converges to
 
 0.75
 
 3. converges to
 
 15 4
 
 7. converges to 3 0.5
 
 9. diverges
 
 13. converges to 1 19. converges to
 
 0.25
 
 2
 
 4
 
 6
 
 8
 
 10
 
 0.9 0.8 0.7
 
 33. (a) L −
 
 39. (a)
 
 0.9 =1 1 − 0.1
 
 43.
 
 >
 
 1 1−r
 
 1 2
 
 m−1  k=1
 
 49. 1.3589L; n = 4   53. 2 1 − e−0.1 ≈ 0.19
 
 1 k
 
 10
 
 20
 
 30
 
 40
 
 47. no
 
 55. $400,000; save $150, 000 59. 1.002004008 . . .
 
 50
 
 Exercises 9.3, page 562
 
 Converges to 0
 
 1. 3. 5. 7. 9. 11. 13. 15. 17. 19.
 
 0.9 0.8 0.7 0.6 0.5 5
 
 and bk = − k1
 
 p2 1 51. > p if p > ; 0.692 1 − 2 p(1 − p) 2
 
 57. 1; you eventually win a game
 
 0.3
 
 37. 64; 256; 4m−1
 
 ak
 
 45. yes
 
 if −1 < r < 1
 
 0.6
 
 0.4
 
 29. converges
 
 41. ak =
 
 0.5
 
 17. diverges
 
 23. diverges
 
 27. c = 0
 
 31. converges
 
 Converges to 0
 
 2/e e−1
 
 21. diverges
 
 25. −1 < c < 0
 
 0.0
 
 11. diverges
 
 15. converges to
 
 5 6
 
 5. diverges
 
 3 8
 
 10
 
 15
 
 20
 
 25
 
 30
 
 Converges to 1 3.0
 
 (a) (a) (a) (a) (a) (a) (a) (a) (a) (a) (c)
 
 diverges diverges diverges converges diverges converges diverges diverges converges diverges diverges
 
 (b) (b) (b) (b) (b) (b) (b) (b) (b) (b) (d)
 
 diverges converges converges converges diverges converges diverges converges converges diverges diverges
 
 2.5
 
 21. p > 1
 
 23. p > 1
 
 2.0
 
 29. e−1600 ≈ 6.73 × 10−696 35. (a) can’t tell
 
 1.5
 
 45.
 
 π2
 
 π4
 
 π6
 
 25.
 
 31. 101
 
 (b) converges π8
 
 27.
 
 1 3·1003
 
 6 7·507
 
 33. 4
 
 (c) converges
 
 (d) can’t tell
 
 π 10
 
 , , , , 6 90 945 9450 93,555 47. (a) y = x n is concave up for x > 0
 
 1.0 0.5
 
 49. 2
 
 0.0 5
 
 10
 
 15
 
 20
 
 15. diverges
 
 17. converges to 0
 
 19. converges to 0
 
 23. converges to 0
 
 25. 1
 
 41. |an | 
 1
 
 51. 1732
 
 January 12, 2011
 
 Answers to Odd-Numbered Exercises
 
 53.
 
 ∞ 
 
 (−1)k
 
 k=0 ∞ 
 
 65.
 
 5
 
 xk ,r = 4 4k+1
 
 7. x =
 
 3, 3
 
 −1 y
 
 x k+1 57. (−1)k + ln 4, r = 4 (k + 1)4k+1 k=0
 
 3
 
 61. (−1, 1] 63. (−∞, ∞) ∞ 2k+1  x 67. (−1)k (2k + 1)! k=0
 
  7
 
 1 2 4y
 
 ∞ 
 
 √ x 2k 55. (−1)k k , r = 3 3 k=0 59. (−1, 1)
 
 LT (Late Transcendental)
 
 7:22
 
 5
 
 5 3
 
 69. (x − 1) − 12 (x − 1)2 + 13 (x − 1)3 − 14 (x − 1)4 71. 0.1822666, 10
 
 73.
 
 ∞ 
 
 (−1)k
 
 k=0
 
 77.
 
 ∞ 
 
 (−1)
 
 k+1
 
 k=1
 
 3k x 2k ,r = ∞ k!
 
 75.
 
 1117 2520
 
 −π 2
 
 9. y = sin (sin x) ,
 
   kπ 4 sin x kπ 2
 
 π 2
 
 ≤x≤
 
 0.75 0.5
 
 y
 
 79.
 
 x
 
 81.
 
 4
 
 y 5
 
 −1.5 −1.0 −0.5
 
 0.0
 
 2
 
 0.25 0.5 0.0
 
 1.0
 
 1.5
 
 −0.25
 
 5 3 1 2
 
 1
 
 5 x
 
 3
 
 5 x
 
 −0.5 −0.75
 
 4
 
 11. y = e−x , x > 0 2
 
 83.
 
 89. contains powers of 2
 
 2 3
 
 1.0
 
 CHAPTER 10
 
 0.75
 
 Exercises 10.1, page 630 1.
 
 x2 4
 
 +
 
 y2 9
 
 0.5
 
 =1 y 3
 
 0.25
 
 2 0.0
 
 1
 
 −2
 
 2 1 0 1
 
 1
 
 2
 
 x
 
 −1 x
 
 0
 
 13.
 
 1
 
 2
 
 y
 
 2
 
 3
 
 3
 
 3. y = 32 x +
 
 4
 
 3 2
 
 y
 
 3
 
 3
 
 5
 
 x
 
 4
 
 y
 
 15.
 
 5
 
 2
 
 x
 
 x
 
 2
 
 3
 
 2 2
 
 5. y =
 
 x2
 
 − 2x + 3 y
 
 y
 
 17. 4
 
 6
 
 6
 
 5
 
 0
 
 5
 
 x
 
 6
 
 x
 
 4
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 k=5
 
 2.0
 
 A-43
 
 y
 
 1.6 1.2 0.8
 
 1
 
 0.4 −3
 
 −2
 
 0.5
 
 0.0 −1 −0.4 0
 
 1
 
 3
 
 2
 
 −1.2
 
 1.5 1 0.5 0.5
 
 −1.6
 
 1
 
 −0.8
 
 x 0.5
 
 1
 
 −2.0
 
 √ 1 − x2
 
 21. x = 3t, y = 1 + 3t, 0 ≤ t ≤ 1
 
 45. x = 1 − 2y 2 , −1 ≤ y ≤ 1; y = ±2x
 
 23. x = −2 + 8t, y = 4 − 3t, 0 ≤ t ≤ 1
 
 47. C
 
 25. x = t, y = t 2 + 1, 1 ≤ t ≤ 2
 
 53. (a) a circle with radius t at time t (b) x = a + (t − c) cos θ, y = b + (t − c) sin θ y (c)
 
 27. x = 2 + 3 cos t, y = 1 + 3 sin t, 0 ≤ t ≤ 2π 29. (a) x = 12t, y = 16 − 16t 2 (b) x = (12 cos 6◦ )t, y = 16 + (12 cos 6◦ )t − 16t 2
 
 49. B
 
 51. A
 
 5
 
 31. (a) x = 2t, y = (b) x = (2 cos 8◦ )t, y = 10 − (2 cos 8◦ )t − 4.9t 2 10 − 4.9t 2
 
 5
 
 33. yes, at (250, 100) 35. y = 0 at t = 2; d = 0 or d = 5 (impractical) 37. (2, 3) and (−3, 8)
 
 x
 
 5 5
 
 39. (2, 1) and (3, 0)
 
 41. Integer values for k lead to closed curves, but irrational values for k do not.
 
 5
 
 (d)
 
 4 3
 
 43. k = 2
 
 2 1
 
 y
 
 –5 –4 –3 –2 –1 –1
 
 1
 
 2
 
 3
 
 4
 
 5
 
 –2 –3
 
 0.5 ⫺1.5 ⫺1
 
 1
 
 –4
 
 ⫺0.5
 
 0.5
 
 –5
 
 x
 
 y
 
 (e)
 
 ⫺0.5
 
 5
 
 ⫺1 5
 
 k=3
 
 5
 
 y
 
 (f) If sin θ =
 
 1.5
 
 1 1.4 ,
 
 then tan θ =
 
 √1 . 0.96
 
 (g) a cone
 
 1
 
 55. (a) x = (v sin θ )t, y = D − (v cos θ )t
 
 0.5 1
 
 x
 
 5
 
 x
 
 0.5 0.5
 
 0.5
 
 (e) vγ
 
 Exercises 10.2, page 639
 
 1
 
 1. (a) −1
 
 1
 
 (b) 1
 
 (c) undefined
 
 3. (a) − 32
 
 (b) 0
 
 (c) 0
 
 (c) −π 7. 1 at t = 1; −1 at t = −1 5. (a) 0 (b)  √   √  √  √ 2 2 2 2 ,1 , , −1 , − ,1 − , −1 9. (a) 2 2 2 2 (b) (1, 0), (−1, 0) − π2
 
 1.5 k=4
 
 y
 
 11. (a) (0, −3)
 
 1 0.5 1.5 1 0.5 0.5 1
 
 (b) (−1, 0)
 
 13. (a) (0, 1)
 
 (b) (0, −3)
 
 15. (a) x  = 0, y  = 3; speed is 3; up (b) x  = −2; y  = 0; speed is 2; left
 
 x 0.5
 
 1
 
 √ 17. (a) x  (0) = 20, y  (0) = −2, speed = 2 √101, right/down (b) x  (2) = 20, y  (2) = −66, speed = 4756, right/down √ 19. (a) x  (0) = 5, y  (0) = 4, speed = 41, right/up π  π  (b) x  = 0, y  = −9, speed = 9, down 2 2
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 Answers to Odd-Numbered Exercises 27.
 
 4 3
 
 y
 
 21.
 
 256 15
 
 x 
 
 y 
 
 29. At (3, 0), speed is 0 and acceleration is = −6, = 0; at (−1, 0), speed is 4 and acceleration is x  = −2, y  = 0     35. x(t) = vt + r cos vr t , y(t) = r − r sin vr t ; min speed = 0 at bottom (y = 0), max speed = 2v at top (y = 2r )
 
 3
 
 4
 
 37. x(t) = (a − b) cos t + b cos( ab t), y(t) = (a − b) sin t − b sin( ab t)
 
 3
 
 39. speed = 4, (tan 4t)(− cot 4t) = −1 y=
 
 41. 5: 3 y
 
 x
 
 4
 
 √1 x 3
 
 y
 
 23.
 
 3
 
 1 4
 
 x
 
 4
 
 x
 
 2
 
 2
 
 3
 
 1
 
 43. x = 2 cos t + sin 3t, y = 2 sin t + cos 3t;
 
 x 2 + y2 = x
 
 y
 
 y
 
 25.
 
 3
 
 4
 
 4
 
 x
 
 4
 
 4
 
 3
 
 x 2 + y 2 = 3y
 
 Exercises 10.3, page 647 5. (a)
 
 π 2
 
 (b) 4π
 
 (b) 4.29
 
 3. (a) 2π
 
 (b) 4.4859k
 
 (c) ∞; 3.89
 
 11. (a) 4.4569k
 
 (b) 4.4569k
 
 (c) ∞; 4.07
 
 17. (a) 40.30 21. (a) 4π
 
 (b) 43.16
 
 1
 
 (b) 55.09
 
 7. (a) e8 − e−8
 
 (b) 83.92
 
 (b) 2980.2
 
 2
 
 x
 
 2 1
 
 15. (a) 85.8
 
 (b) 162.60 √ 19. x = 4u, y = 4 1 − u 2 ; 2π
 
 r = 0 at θ =
 
 kπ 4 (k
 
 odd), 0 ≤ θ ≤ 2π
 
 (b) b − a
 
 1
 
 1. (2, 0) 3. (2, 0) 5. (−3, 0)   √   √ 7. 2 2, − π4 + 2π n , −2 2, 3π 4 + 2π n
 
 y
 
 r = 0 at θ =
 
 ≤θ ≤π
 
 y
 
 6
 
 x
 
 6 x 2 + y 2 = 16
 
 nπ 3 ,0
 
 31.
 
 8 6
 
 2 1
 
 6
 
 8
 
 x
 
 2
 
    9. 3, + 2π n , −3, 3π 2 + 2π n         11. 5, tan−1 43 + 2nπ , −5, tan−1 43 + 2(n + 1)π √ 15. (0, 0) 17. (3.80, 1.24) 13. (1, − 3) π 2
 
 19.
 
 y
 
 29.
 
 Exercises 10.4, page 658
 
 
 
 y
 
 27.
 
 9. (a) 4.4859k
 
 13. (a) 85.8
 
 x
 
 2
 
 Min/max speeds: 1, 5
 
 1. (a) 19.38
 
 4
 
 6
 
 x
 
 2
 
 r > 0, 0 ≤ θ ≤ 2π
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 y
 
 33.
 
 45. 4
 
 1 6
 
 x
 
 6
 
 2 –2
 
 7 r = 0 at θ =
 
 π 6
 
 Answers to Odd-Numbered Exercises
 
 0
 
 2
 
 0
 
 4
 
 6
 
 –2
 
 + 2π n,
 
 5π 6
 
 + 2π n; 0 ≤ θ ≤ 2π
 
 –4
 
 y
 
 35.
 
 5
 
 θ= 47.
 
 5 r = 0 at θ =
 
 –800
 
 +
 
 2π 4π 3 n, 9
 
 –400
 
 0
 
 2π 3 n
 
 400
 
 800
 
 –50000
 
 + 2π n, 0 ≤ θ ≤ 2π
 
 3π 2
 
 –100000
 
 y
 
 37.
 
 +
 
 0
 
 x
 
 5
 
 1
 
 2π 9
 
 –150000
 
 3 x
 
 ⫺5
 
 –200000
 
 5 ⫺3
 
 θ = − π2 + 2π n 49.
 
 r = 0 at θ = 0, −∞ < θ < ∞
 
 800
 
 y
 
 39. 2
 
 400
 
 0
 
 2
 
 x
 
 2
 
 –200000
 
 –150000
 
 –100000
 
 –50000
 
 0
 
 1
 
 r = 0 at θ =
 
 –400
 
 + π n, 0 ≤ θ ≤ π
 
 3π 4
 
 –800
 
 41.
 
 3 2
 
 θ = (2n + 1)π
 
 1
 
 √ 51. r = ±2 − sec 2θ
 
 0 –3
 
 –2
 
 0
 
 –1
 
 1
 
 2
 
 3
 
 –1
 
 55. r = 3 csc θ
 
 –2
 
 57. circles of radius 12 |a| and center
 
 3π 4
 
 + 2π n,
 
 43.
 
 7π 4
 
 + 2π n
 
 63.
 
 1
 
 –1
 
 0
 
 –1
 
 –2
 
 θ =0
 
 
 
 2 a, 0
 
 61. For |a| > 1, larger |a| gives larger inner loop.
 
 2
 
 –2
 
 1
 
 59. For integer a, rose with 2n leaves (n even) or n leaves (n odd)
 
 –3
 
 θ=
 
 53. r = 4
 
 y 1 0.5
 
 0
 
 1
 
 2
 
 0.2
 
 0.4 0.6 0.8
 
 1
 
 x
 
 0.5 1
 
 65. n wide overlapping petals on a flower when 0 ≤ θ ≤ nπ , up to n = 24; graph repeats for larger domains
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 2
 
 0.4
 
 0.4
 
 0.2
 
 1
 
 –0.1 0.0 0.8 1.6 2.4 3.2 4.0 4.8 5.6 6.4 7.2 0
 
 −1
 
 0
 
 0.2 0
 
 0.1
 
 0.2
 
 0.3
 
 0.4
 
 0.5
 
 –0.5 –0.4 –0.3 –0.2 –0.1
 
 0 0
 
 0.1
 
 –0.2
 
 –0.2
 
 –0.4
 
 –0.4
 
 –0.6
 
 –0.6
 
 −2
 
 69. (a)
 
 y
 
 Exercises 10.6, page 675 1. y = − 14 x 2
 
 h (d, o)
 
 B C
 
 3. x =
 
 1 2 4y
 
 (x − 4)2 (y − 1)2 + =1 16 12 (y − 4)2 (x − 2)2 11. − =1 1 3
 
 x
 
 7.
 
 h
 
   sin B = dh ⇒ B = sin−1 dh ;   sin C = − dh ⇒ C = sin−1 − dh   = −sin−1 dh  (c) r1 (A) = d cos A − d 2 cos2 A − (d 2 − h 2 ); ⎛  2 ⎞ A r2 (A) = d + b ⎝1 −   ⎠; sin−1 dh     A1 = −sin−1 dh , A2 = sin−1 dh
 
 (y − 3)2 x2 + =1 12 16 2 2 (x − 2) y 9. − =1 1 3
 
 +2
 
 5.
 
 13. parabola, (−1, −1), (−1, − 78 ), y = − 98 √ √ 15. ellipse, (1, −1) and (1, 5), (1, 2 − 5) and (1, 2 + 5) √ √ 17. hyperbola, (−2, 0) and (4, 0), (1 − 13, 0) and (1 + 13, 0) √ 19. hyperbola, (−2, √ −5) and (−2, 3), (−2, −1 − 20) and (−2, −1 + 20) √ √ 21. ellipse, (−1, 0) and (5, 0), (2 − 8, 0) and (2 + 8, 0) 23. parabola, (−1, −2), (−1, −1), y = −3 25. y = 18 (x − 2)2 − 1 y
 
 Exercises 10.5, page 667 1. (a)
 
 √
 
 3 2. (a) undefined 3. (a) 0 1 2 sin 1 + cos 1 5. (a) (b) 2 2 cos 1 − sin 1 √   √  3 1 3 1 7. (a) 2 , 2 , − 2 , 2 , (0, −1) (b) concave up at (0, 0) and (0, −1); concave down at (±0.73, 0.56) √ √ √ √ 9. (a) (3 2, −3 2), (−3 2, 3 2) (b) concave up at (−0.98, −0.13), (−1.22, −1.49) and (2.97, −4.74); concave down at (1.22, 1.49), (0.98, 0.13) and (−2.97, 4.74) 11.
 
 π 12
 
 13. π
 
 π 2
 
 15.
 
 √ 11 3 2
 
 19. 0.1470 21. √ 5π 23. 3 + 3 ≈ 6.9680 √ 3 2
 
 √
 
 +
 
 −
 
 14π 3
 
 25.
 
 √ 3 3 4
 
 ≈ 0.2718
 
 27.
 
 y 7
 
 ≈ 24.187 5π 4
 
 − 2 ≈ 1.9270
 
 π 12
 
 3 4
 
 (x − 2)2 (y − 2)2 + =1 16 12
 
 17. 0.3806
 
 − 29. − 27. 31. (0, 0), (0.3386, −0.75), (1.6614, −0.75) 5π 12
 
 –3
 
 37. 6.6824
 
 39. 20.0158
 
 41. (a) 31.2% (b) 37.35% √ √ 43. (a) 0; 3; − 3 (b)
 
 7 x
 
 0 –3
 
 33. (0, 0), (1.2071, 1.2071), (−0.2071, −0.2071) 35. 16
 
 x
 
 0
 
 29.
 
 (y − 1)2 x2 − =1 4 5 y 5
 
 0.16
 
 –5
 
 0.08
 
 31.
 
 0.04
 
 
 
 
 
 1 16 , 0
 
 39. (−2, 0) 0 –0.6 –0.4 –0.2
 
 5 x
 
 0
 
 –5
 
 0.12
 
 0
 
 0.2
 
 0.4
 
 0.6
 
  35. 20 inches 0, 18 √ √ 41. ( 300, 0) and (− 300, 0)
 
 33.
 
 
 
 37. (0, −8)
 
 43. −t 2 + 16t, boomerang
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 Exercises 10.7, page 681
 
 11. r =
 
 1.2 1. r = 0.6 cos θ + 1
 
 Answers to Odd-Numbered Exercises
 
 −4 2 cos θ − 1
 
 y
 
 y
 
 6
 
 3 12
 
 x
 
 4
 
 6
 
 x
 
 4 6
 
 3 13. r =
 
 2 3. r = cos θ + 1
 
 −0.8 0.4 sin θ − 1
 
 y y
 
 2
 
 3 x
 
 4
 
 4
 
 x
 
 2
 
 2
 
 3
 
 5. r =
 
 2
 
 1.2 0.6 sin θ + 1
 
 15. r =
 
 y
 
 −2 sin θ − 1
 
 y
 
 2
 
 3 4
 
 4
 
 x
 
 x
 
 4
 
 4
 
 4
 
 7. r =
 
 3
 
 2 sin θ + 1
 
 17. rotated hyperbola
 
 y
 
 y 6
 
 3 x
 
 4
 
 4 4
 
 3
 
 9. r =
 
 8
 
 x
 
 2
 
 −0.8 0.4 cos θ − 1
 
 19. rotated ellipse
 
 y y
 
 6
 
 1
 
 2
 
 2 1
 
 x
 
 8
 
 8
 
 x
 
 6
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 Answers to Odd-Numbered Exercises 29. x 2 + y 2 = 3x
 
 21. rotated parabola
 
 y
 
 y
 
 2 2
 
 4
 
 x
 
 2
 
 x
 
 1
 
 10
 
 2 31.
 
 6
 
 y 3
 
 23. x = −1 + 3 cos t, y = 1 + 2 sin t, 0 ≤ t ≤ 2π 25. x = −1 + 4 cosh t, y = 3 sinh t for the right half; x = −1 − 4 cosh t, y = 3 sinh t for the left half 27. x = t, y =
 
 − 14 t 2
 
 +1
 
 x
 
 ⫺4
 
 29. 2.6 times as fast
 
 4 ⫺3
 
 r = 0 at θ = nπ ; 0 ≤ θ ≤ π
 
 Chapter 10 Review Exercises, page 682 1. (x + 1)2 + (y − 2)2 = 9
 
 y
 
 33.
 
 y
 
 1 5
 
 5
 
 5
 
 5
 
 x
 
 5
 
 x
 
 5
 
 r = 0 at θ = sin−1
 
 2
 
 3. y = x 2 − 2x + 1
 
 2 3
 
 + 2π n, π − sin−1
 
 2 3
 
 + 2π n; 0 ≤ θ ≤ 2π
 
 y
 
 35.
 
 2
 
 y 5
 
 3
 
 3 2
 
 x
 
 2
 
 6
 
 1
 
 5.
 
 r = 0 at θ =
 
 π 2 n; 0
 
 2
 
 2
 
 x
 
 4
 
 x
 
 r=  0; 0 ≤ θ ≤ 2π   11π θ = 7π 6 , 6
 
 y 1
 
 2
 
 2
 
 x
 
 43. 0.157
 
 39. r = 3
 
 41.
 
 47. 2.828
 
 49. 28.814
 
 √1 3
 
 45. 0.543
 
 51. y = 14 (x − 1)2 + 1
 
 (y − 2)2 (x − 2)2 − =1 1 3 55. ellipse, (−1, −2) and (−1, 8), (−1, −1) and (−1, 7)
 
 53.
 
 1 11. B
 
 4 2
 
 1
 
 9. C
 
 π 2
 
 4
 
 1
 
 15. (a)
 
 ≤θ ≤
 
 y
 
 37.
 
 y
 
 7.
 
 x
 
 13. x = 2 + 2t, y = 1 + 6t, 0 ≤ t ≤ 1
 
 57. parabola, (1, 4), (1,
 
 15 4 ),
 
 y=
 
 17 4
 
 59. (0, 12 )
 
 (c) undefined at t = −1; 13 at t = 2 √ 19. 6π 17. x  (0) = −3, y  (0) = 2, speed = 13, left/up
 
 61. r =
 
 21. 1.9467
 
 65. x = −1 + 3 cos t, y = 3 + 5 sin t, 0 ≤ t ≤ 2π
 
 1 3
 
 (b) undefined
 
 23. 5.2495
 
 25. 27.18
 
 27. 128.075
 
 2.4 0.8 cos θ + 1
 
 63. r =
 
 2.8 1.4 sin θ + 1
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 A-49
 
 √ 51. −80 14, 20 or 3.8◦ north of west √ 55. 20 feet 53. 20, −20 399 or 2.86◦ east of due south √ −1 57. (a) 17 ft/s angle, tan 4 ≈ 76.0◦ √ ≈ 4.123 ft/s; −1 ◦ (b) tan 15 ≈ 75.5
 
 CHAPTER 11 Exercises 11.1, page 695 1. b
 
 Exercises 11.2, page 702 1. (a)
 
 a+b
 
 z
 
 z
 
 (b)
 
 (2, 1, 5)
 
 a y
 
 y
 
 x
 
 x
 
 √ 3. 5, 3, −4, 6, 6, 12, 290 √ 5. −2i + 3j, 7i, 3i + 6j, 290 7.
 
 z
 
 (c)
 
 2 1.5
 
 y a
 
 y a
 
 b
 
 a–b
 
 1
 
 x
 
 a+b
 
 0 0
 
 0.5
 
 1
 
 –0.5
 
 1.5
 
 2
 
 2.5
 
 3
 
 √ 7. 3, 4, −2, −1, −8, −2, 2 66 √ 9. 8i + 4k, −12i − 4j + 4k, 2 186 ( ' √ 1 3 1 2 11. (a) ± √ 3, 1, 2 (b) 14 √ , √ , √ 14 14 14 14 2  1 1 2 13. (a) ± 3 (2i − j + 2k) (b) 3 3 i − 3 j + 3 k 3. 5
 
 b
 
 –1
 
 9. parallel
 
 11. not
 
 13. parallel 15. 3, 1 & %4 & 3 3 19. (a) 5 , − 5 (b) 5 5 , − 5 %4
 
 17. 2, −3 1 21. (a) √ i − 5 ' 3 23. (a) √ , 10 9 12 5i + 5 j
 
 ( ' √ 1 2 2 √ j (b) 2 5 √ , − √ 5 5 5 ( ( ' √ 3 1 1 (b) 10 √ , √ √ 10 10 10 √ & % √ 27. 2 29, 5 29 29. 4, 0
 
 ) √ √ * 31. 2 2, 2 2
 
 33.
 
 21. (x − 3)2 + (y − 1)2 + (z − 4)2 = 4 23. (x − π )2 + (y − 1)2 + (z + 3)2 = 5 25. sphere, center (1, 0, −2), radius 2 √ 27. sphere, center (1, 0, 2), radius 5
 
 10.0
 
 c
 
 ( ' √ 1 1 (b) 2 2 √ , 0, − √ 2 2
 
 4 19. √ (2i − j + 3k) 14
 
 17. 4, 4, −2
 
 √ √ * − 22 , 26
 
 10.0
 
 5. 3
 
 1 15. (a) ± √ 1, 0, −1 2
 
 )
 
 35.
 
 7.5
 
 7.5
 
 5.0
 
 5.0
 
 2.5
 
 (1, 2, 4)
 
 0.5 x
 
 0
 
 25.
 
 (3, 1, 2)
 
 c
 
 29. point (−1, 2, 0) 3b
 
 31.
 
 y
 
 2.5
 
 b
 
 2a
 
 a
 
 0.0
 
 0.0 0
 
 39. 7, 1, 5
 
 1
 
 2
 
 3
 
 4
 
 5
 
 6
 
 7
 
 43. (a) a + b =
 
 0
 
 √
 
 58 
 2 if n ≥ 10 61. net force is 149 pounds in the direction −1, 5, −14; force required to balance is 10, −50, 140 pounds 63. direction is 41, 38, 20 and speed is 593.72 mph 65. endpoints trace line segment from A to B
 
 Exercises 11.3, page 711 1. 10
 
 3. −14
 
 5. 1
 
 1 7. cos−1 √ ≈ 1.37 26
 
 −8 ≈ 2.12 11. yes 9. cos−1 √ 234 15. (a) one possible answer: 1, 2, 3 17. (a) one possible answer: i − 3j & % 21. 2, 23 1, 2, 2 19. 2, 65 , 85 25. 105,600 foot-pounds 31. (a) false
 
 (b) true
 
 LT (Late Transcendental)
 
 7:22
 
 13. yes (b) 1, 2, −3 (b) − 76 i + 2j − 3k 8 23. − 85 , − 25 0, −3, 4
 
 29. 920 foot-pounds (c) true
 
 (d) false
 
 (e) false
 
 33. a · c, a · b, b · c % & 35. (a) 0, x or x, − 34 x , for any x > 0 % & 3 (b) 0, x or x, − 4 x , for any x < 0     1 1 ≈ 76.4◦ , cos−1 √ ≈ 76.4◦ , 37. cos−1 √ 3 2 3 2 8 −1 ◦ cos 9 ≈ 27.3     π 41. (a) 4 (b) cos−1 √1 ≈ 54.7◦ (c) cos−1 √1n
 
 55. − i
 
 63. ball rises
 
 43. a = cb
 
 47. 15
 
 51. (c) Pk = for each k % & % & 57. (a) a = 12 , 1, 32 , b = 52 , −2, 12 (b) a = 1, 2, 3, b = −1, 2, −1   59. cos−1 13 ≈ 109.5◦
 
 15. 2(x − 1) − (y − 3) + 5(z − 2) = 0 17. 2(x − 2) − 7y − 3(z − 3) = 0 x y z 19. + + =1 a b c 21. −2x + 4(y + 2) = 0 23. (x − 1) − (y − 2) + (z − 1) = 0 25. x = 4, y = 4, z = 4
 
 27. 31.
 
 5 5
 
 37.
 
 false
 
 7 41. sin−1 √ ≈ 0.86 85 47. 0 51. coplanar
 
 7. −9, −4, 1
 
 (b) spin up right, force up left
 
 39. true 13 sin−1 √ ≈ 1.49 170 53. not coplanar
 
 43.
 
 y
 
 2.5
 
 0
 
 y
 
 x
 
 0 x
 
 2.5
 
 2
 
 4
 
 4
 
 5
 
 4 2 0 2
 
 10
 
 4 2 0
 
 2
 
 4
 
 z
 
 4
 
 4
 
 2
 
 2
 
 y
 
 0
 
 x
 
 y
 
 0
 
 4
 
 2
 
 2
 
 x
 
 2
 
 4 2 0
 
 4 4 2 0
 
 4
 
 2
 
 4
 
 33. x = 1, z = −2 z 2
 
 y
 
 1 0
 
 4
 
 4 2 20
 
 31. z = 2
 
 4 2 0
 
 1 1 4, −2, 8 11. ± √ 8, 1, −2 13. ± √ −3, −6, 1 69 46 
 
 
 
 7 61 1 ≈ 1.87 19. ≈ 3.49 −1, −3, 12 17. ±√ 2 5 154 √ 11 3 5 23. 25. 10 2 √ 20 2 ≈ 9.4 foot-pounds 3 (a) spin right, force up (b) spin down right, force up right
 
 35. false
 
 z
 
 z
 
 4
 
 5. 4, −3, −2
 
 33. (a) spin up left, force down left
 
 27. x = 2, y = 1, z = −6
 
 2
 
 Exercises 11.4, page 723
 
 21.
 
 69. ball rises
 
 z
 
 65. $190,000; monthly revenue
 
 15.
 
 67. no effect
 
 ball drops
 
 29. x = 4
 
 63. (a) −2000 sin 10◦ ≈ −347 pounds, ratio = tan 10◦ ≈ 0.18 (b) 2500 sin 15◦ ≈ 647 pounds, ratio = tan 15◦ ≈ 0.27
 
 9.
 
 61. (b) and (c)
 
 1. (a) x = 1 + 2t, y = 2 − t, z = −3 + 4t y−2 z+3 x −1 = = (b) 2 −1 4 3. (a) x = 2 + 2t, y = 1 − t, z = 3 + t x −2 y−1 z−3 (b) = = 2 −1 1 x −1 = z − 1, y = 2 5. (a) x = 1 − 3t, y = 2, z = 1 + t (b) −3 y z−1 x −2 = = 7. (a) x = 2 − 4t, y = −t, z = 1 + 2t (b) −4 −1 2 9. (a) x = 1 + 2t, y = 2 − t, z = −1 + 3t y−2 z+1 x −1 = = (b) 2 −1 3 11. intersect, (4, 2, 3) 13. parallel
 
 4 2 0
 
 61. (a) v · n = 0, compv w = −w sin θ, compn w = −w cos θ
 
 3. 4
 
 65.
 
 5
 
 1 n
 
 1. 1
 
 59. Figure A; 12
 
 Exercises 11.5, page 732
 
 3
 
 n  π3 1 49. ≤ √ 3 k 6 15 k=1
 
 57. −3j
 
 x
 
 1 2 4 2 0 2
 
 4
 
 4
 
 4 2 0 2
 
 35. x = t, y = 53 t − 43 , z = 13 t −
 
 8 3
 
 37. x = 4t + 11, y = −3t − 8, z = t 2 2 3 41. √ 39. 43. √ 3 3 6 −13 45. cos−1 √ ≈ 2.59 234
 
 47. perpendicular
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 8 7 4 , , 3 3 3
 
 53.
 
 
 
 Answers to Odd-Numbered Exercises
 
 z
 
 21.
 
 23. 4
 
 6 4
 
 57. false
 
 2
 
 2
 
 59. false (true if we take all lines perpendicular to a given line through a given point on the line) 63. yes
 
 y
 
 0
 
 x
 
 2
 
 65. no
 
 2
 
 25.
 
 z
 
 0
 
 2
 
 2
 
 0
 
 0
 
 2
 
 29.
 
 2
 
 7.
 
 4 2 0
 
 5 7.5 10
 
 2
 
 ellipsoid 31.
 
 4
 
 10
 
 2
 
 y 2
 
 2
 
 1
 
 2 1 0
 
 2.5
 
 y
 
 0 –2.5
 
 hyperbolic paraboloid
 
 4 2 0
 
 2
 
 4 02 42
 
 4
 
 0
 
 –4 –2
 
 x
 
 4
 
 –4
 
 x
 
 –5
 
 y
 
 2
 
 circular paraboloid
 
 5 3
 
 −1.0
 
 0
 
 5
 
 z
 
 −3 −2 0.0 −1 −1 00 1x 2 y 2 1 3 z −0.5
 
 −2
 
 z
 
 15
 
 4
 
 4
 
 0.5
 
 20
 
 1
 
 0
 
 ellipsoid
 
 z
 
 x 2 1 0
 
 4
 
 x
 
 4
 
 1.0
 
 −3
 
 0
 
 y
 
 2
 
 2
 
 circular paraboloid x
 
 2
 
 y 2
 
 cylinder 5.
 
 2
 
 2 0 2.5
 
 0
 
 5
 
 2
 
 8
 
 0
 
 0
 
 y
 
 2
 
 6
 
 z
 
 x
 
 2
 
 7.5
 
 0
 
 4
 
 27.
 
 z
 
 2
 
 10
 
 0
 
 2
 
 4
 
 4
 
 3.
 
 x
 
 0
 
 2 0
 
 y
 
 2.5
 
 4
 
 4
 
 2
 
 z
 
 2
 
 2
 
 4
 
 4
 
 x
 
 cylinder
 
 Exercises 11.6, page 743
 
 0
 
 4
 
 0
 
 4 2 0
 
 y
 
 0
 
 circular cone, z ≥ 0
 
 67. (a) intercepts x = 2, y = 2, z = 2/c (b) parallel to x + y + 2z = 0 (c) parallel to 2x + y − z = 0 (d) parallel to x + 2y − 3z = 0
 
 1.
 
 z
 
 8
 
 55. true (if the planes coincide, they intersect and are parallel)
 
 61. true
 
 A-51
 
 33.
 
 elliptic cone
 
 0
 
 2
 
 4
 
 4
 
 hyperboloid of 1 sheet z
 
 35.
 
 z 10
 
 z
 
 9.
 
 11.
 
 0
 
 0 1
 
 x
 
 5 2 1 0
 
 1
 
 2
 
 2
 
 1
 
 2 x
 
 2 1 0
 
 0
 
 2 1 0
 
 1
 
 2
 
 2
 
 1
 
 2 1 0
 
 0
 
 5
 
 10
 
 –2
 
 –5
 
 10
 
 0 –2 –1
 
 hyperboloid of 2 sheets
 
 0
 
 1
 
 2
 
 2
 
 cylinder (plane)
 
 37.
 
 hyperboloid of 1 sheet
 
 x
 
 –10 0
 
 –10 –10 –5
 
 y
 
 y
 
 x
 
 –5
 
 1 y
 
 y
 
 0 2
 
 5
 
 5
 
 5
 
 z
 
 39.
 
 7.5
 
 hyperbolic paraboloid 5.0
 
 z
 
 13.
 
 15.
 
 z
 
 2
 
 2.5
 
 1
 
 5 2.5 2.5
 
 1
 
 4
 
 2
 
 0 0
 
 5
 
 10
 
 y
 
 0
 
 y
 
 0 5 x 10 5
 
 z
 
 0.0
 
 2
 
 x 5
 
 0
 
 5
 
 5
 
 0
 
 y
 
 5
 
 0
 
 cylinder
 
 z
 
 cylinder
 
 1
 
 5 2.5
 
 y
 
 −2
 
 0
 
 −1 y
 
 2.5 2 0
 
 0
 
 2
 
 0 −2−1 0 1 2 x z −1
 
 2
 
 circular paraboloid
 
 −2
 
 cylinder
 
 1
 
 2
 
 5
 
 −2.5 z −5.0
 
 0 –2 –1
 
 2
 
 19.
 
 0
 
 y
 
 –2
 
 –2
 
 hyperboloid of 2 sheets
 
 −5
 
 x
 
 4
 
 17.
 
 5 x 2
 
 −10
 
 0
 
 1
 
 2
 
 −7.5
 
 2
 
 circular paraboloid
 
 41. ellipsoid (c > 0) or hyperboloid of one sheet (c < 0) 43. elliptical paraboloid (c > 0) or hyperbolic paraboloid (c < 0) 45. (a) −x + 2y 2 + z 2 = 0 (b) −x 2 + 2y 2 + z 2 = 1 (c) −x 2 + 2y 2 − z 2 = 1 53. exercise 3: x = sin s cos t, y = 3 sin s sin t, z = 2 cos s; exercise 5: x = 12 s cos t, y = 12 s sin t, z = s 2 ; exercise 7: x = 12 s cos t, y = s sin t, z = s 55. possible answer: x = s cos t, y = s sin t, z = 4 − s 2
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 Answers to Odd-Numbered Exercises
 
 Chapter 11 Review Exercises, page 745 1. 5. 13. 19. 23.
 
 √ −1, 3, 4, 0, 5 3. 6i + 5j, −16i + 12j + 8k, 2 94 ) neither 7. parallel 9. −1, −2, 3 11. √1 , 5 √ & % 3 1 4 17. 46 15. − 5 , 0, 5 √ (5i + j − k) 3 3 √ 2 21. 20 609, 80 or 9.2◦ north of east √ (i − j + k) 3 x 2 + (y + 2)2 + z 2 = 36 25. 0 27. −8
 
 1 29. cos−1 √ ≈ 1.46 84 33. −2, 1, 4
 
 25 2
 
 √2 5
 
 Exercises 12.1, page 756
 
 *
 
 1.
 
 1 1 31. √ , (i + 2j + k) 6 6 1 37. ± √ −2, 1, 4 21 √ 41 43.
 
 41. 3
 
 –5.0
 
 –2
 
 10
 
 –2
 
 0.0
 
 2.5
 
 4 2 0 –2 –4
 
 x
 
 –2 –4 –4 –2 0
 
 9.
 
 2
 
 2 4 4
 
 –4 –2 0
 
 y 0
 
 x
 
 1
 
 40
 
 y
 
 0
 
 2
 
 4
 
 4
 
 2
 
 –4 –2 0
 
 –2 –2 –1
 
 elliptic paraboloid
 
 0
 
 1
 
 2
 
 2
 
 –2 –1 0 1 4
 
 cylinder
 
 z
 
 63.
 
 x
 
 –1
 
 20
 
 65.
 
 10 –4 0 –2 00 2 0.5
 
 1
 
 x
 
 1.5 y
 
 z
 
 –4 –2 0 2
 
 z 5 2.5 0 x –2.5 –5 –5 –2.5 0 2.5 5
 
 30
 
 0
 
 –5 –4 –2
 
 50
 
 x
 
 11.
 
 60z
 
 2
 
 2
 
 y
 
 –4 –2 0 2 4 4
 
 70
 
 z
 
 1
 
 z
 
 7.
 
 y
 
 0
 
 0
 
 –3
 
 5.0
 
 z
 
 10 5
 
 0
 
 –1
 
 2
 
 61.
 
 –1
 
 20
 
 4
 
 57. 4(x − 2) − (y − 1) + 2(z − 3) = 0
 
 –10
 
 –2.5
 
 5.
 
 47. (a) x = 2 − 2t, y = −1 + 3t, z = −3 x −2 y+1 (b) = , z = −3 −2 3 49. (a) x = 2 + 2t, y = −1 + 12 t, z = 1 − 3t z−1 x −2 = 2(y + 1) = (b) 2 −3 5 −1 51. cos √ ≈ 0.42 53. skew 30 55. 4(x + 5) + y − 2(z − 1) = 0 z
 
 1
 
 0 –7.5
 
 foot-pounds
 
 59.
 
 3.
 
 40
 
 30
 
 35. −4i + 4j − 8k
 
 39. 1700 foot-pounds 45.
 
 CHAPTER 12
 
 y
 
 0
 
 5
 
 –5
 
 2
 
 2 2
 
 y
 
 1 0
 
 0
 
 –1 –2 –2 –1
 
 0
 
 1
 
 2
 
 3
 
 2
 
 1
 
 –1 0
 
 x
 
 2 –2
 
 0
 
 0
 
 –10
 
 –5
 
 0
 
 5
 
 5
 
 0
 
 –2
 
 2 –5
 
 x
 
 2 z
 
 69.
 
 z
 
 0
 
 3
 
 y
 
 –2
 
 –5
 
 plane
 
 67.
 
 15.
 
 5
 
 –2
 
 sphere
 
 z
 
 13.
 
 y
 
 x
 
 –5 1
 
 1 0 00
 
 –1 5
 
 –1
 
 10
 
 –2
 
 2
 
 –3
 
 4
 
 10 5
 
 y
 
 0
 
 –10 –2 –1
 
 y
 
 0
 
 x
 
 –5
 
 2
 
 0
 
 1
 
 2
 
 2
 
 1
 
 –2 –1 0
 
 x
 
 –2 –4 – 4 –2
 
 plane
 
 0
 
 2
 
 4
 
 4
 
 2
 
 –4 –2 0
 
 17.
 
 4
 
 hyperboloid of 1 sheet
 
 71.
 
 2 –2 –1.5
 
 4 3
 
 2
 
 y x
 
 –2 –4 –4 –2
 
 0
 
 1.0
 
 z
 
 z
 
 0
 
 19.
 
 6
 
 2
 
 4
 
 4
 
 hyperboloid of 2 sheets
 
 2
 
 –4 –2 0
 
 –1–0.5 0 –2 00 0.5–1 2 1 –2 y x –4
 
 0.5
 
 –1.0
 
 –0.5
 
 –3 –1.0
 
 –0.5 0.5 1.0
 
 0.0 0.0 0.0
 
 0.5
 
 –0.5
 
 –1.0
 
 –6
 
 Periodic, 2π
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 APPENDIX B 21.
 
 23. 150
 
 z
 
 4
 
 2 y
 
 100
 
 0
 
 50
 
 3
 
 x
 
 75
 
 –2
 
 –5 25
 
 –2
 
 00 7.5 2.5 5.0 –2.5 0.0 –7.5 –5.0 5
 
 2
 
 0
 
 0
 
 –2
 
 2
 
 2
 
 1
 
 Not Periodic
 
 −3
 
 25. (a) 0
 
 0
 
 1
 
 −3 −2 −1 00 −12 1 0 3
 
 −2
 
 1
 
 2
 
 3
 
 −1
 
 3
 
 (b)
 
 1 –1
 
 Answers to Odd-Numbered Exercises 5
 
 125
 
 –2
 
 ..
 
 2
 
 2
 
 –1
 
 –3
 
 –2
 
 2
 
 3
 
 47. same except for domains: −∞ < x < ∞, −1 ≤ x ≤ 1, 0 ≤ x 49. cos 2t = cos2 t − sin2 t
 
 –2
 
 Exercises 12.2, page 767
 
 –2
 
 –3 –3
 
 Periodic, 2π
 
 1. −1, 1, 0
 
 Periodic, 2π
 
 25. (c) Determines the number and smoothness of endpoints (i) Depicts a circle when either of a or b = 0. If a = 0, then the center of the circle lies on the x-axis and if b = 0, the center of the circle lies on the y-axis. (ii) Depicts an ellipse, when a = b a = b. (iii) Depicts either an n-point star of an n-leaves structure where a+b n= for a, b > 0. gcd(a, b) 27. (a) 6 (b) 3 (c) 5 (d) 1 (e) 2 (f) 4 29. 2π (π + 1) 31. 8 + 4 ln 3 33. 10.54 35. 21.56 37. 9.57 4π   100 9 sin2 t + 9 cos2 t + 16π 39. (a) 2 dt ≈ 39.00 ft 0  2 (12π ) + 102 ≈ 39 ft (b) 41. x = 2 cos t, y = 2 sin t, z = 2, 0 ≤ t ≤ 2π , arc length = 4π
 
 3. 1, 1, −1
 
 7. t ≤ −1, 1 ≤ t < 2, t > 2 11. t < −3, −3 < t ≤ −1, t > 0 π π 2, 2
 
 13. 0 ≤ t 
 0
 
 23. Smooth except t =
 
 y 2
 
 27.
 
 x
 
 0 0
 
 2
 
 –2
 
 1
 
 –4 4
 
 –2 2 y
 
 –2 –4
 
 2
 
 –1 1
 
 0 0
 
 nπ 2
 
 , n odd
 
 z
 
 29.
 
 4 2 2 x
 
 0
 
 –2
 
 y
 
 0
 
 x
 
 –2 –4 –4 –2
 
 (
 
 0
 
 2
 
 4
 
 –1 1
 
 43. x = 3 cos t, y = 3 sin t, z = 2 − 3 sin t, 0 ≤ t ≤ 2π arc length ≈ 22.9
 
 –2 2
 
 47. (a) t = 0 (b) No such t exists (c) For all real t nπ 49. (a) t = , n odd (b) t = nπ, n is an integer 4 3π + nπ , n an integer (c) t = 4 51.
 
 6
 
 1.0
 
 z
 
 4 0.5
 
 2 0.0
 
 –4
 
 0 –2 –2–4 2 420 y x–2
 
 4
 
 −0.5
 
 −1.0
 
 –4
 
 4
 
 –4 –2 0 2
 
 3 2 2 t − t, t 3/2 + c 2 3 ( ' 1 1 1 1 t sin 3t + cos 9t, − cos t 2 , e2t + c 33. 3 9 2 2   ' ( ' ( t − 1 2 3 2 −1  , ln(t + 1), 4 tan t + c 35. 4 ln  37. − , t  3 2 39. (4 ln 3, 1 − e−2 , e2 + 1 41. all t 43. t = 0
 
 2
 
 –2 2
 
 (
 
 31.
 
 3
 
 –4 4
 
 1 6 4t 3 , √ ,− 3 t 2 t +1
 
 17. cos t, 2t cos t 2 , − sin t ) * 2 19. 2tet , 2te2t (t + 1) , 2 sec 2t tan 2t
 
 '
 
 4
 
 '
 
 15.
 
 0)
 
 Exercises 15.2, page 1001 √ 1. 4 13 9.
 
 √ 3. 6 6
 
 17. −2π
 
 11. F1 = D, F2 = B, F3 = A, F4 = C 13. 2y = sin x + c 15. x 2 − y 2 = c 17.
 
  1  3/2 17 − 53/2 6
 
 11.
 
 9 2
 
 19. 0
 
 25. cos 3 − cos 6 29. 31
 
 5.0
 
 −3
 
 −2
 
 −1
 
 √ 21. −2 5
 
 27. 2(e2 − 1) +
 
 0
 
 1
 
 2
 
 3
 
 4
 
 5
 
 x
 
 61.
 
 15. 2(e2 + 1)
 
 23. e−1 − e−2 e10
 
 −1 5
 
 11 e 64 33. + 35. 0 3 6 2 39. zero 41. negative
 
 45.
 
 π3 √ 3
 
 3 5/2 1 3/2 1 17 − 17 + 80 16 40
 
 13. 0
 
 32 53. 18.67 3 55. x = 2.227, y = 5.324 57. 99.41
 
 43. 4π
 
 0.0 −4
 
 7.
 
 31. −
 
 37. positive 2.5
 
 −5
 
 5. 12
 
 5
 
 59. 359.9
 
 63. Temperature is constant along horizontal lines.
 
 −2.5 y
 
 Exercises 15.3, page 1011 −5.0
 
 Flows point in opposite direction to the right and left of (0,1)
 
 1. f (x, y) = x 2 y − x + c 3. f (x, y) =
 
 1 x − x 2 + y2 + c y 2
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 7. f (x, y) = e x y + sin y + c
 
 5. not
 
 9. f (x, y, z) =
 
 x z2
 
 +
 
 x2 y
 
 
 
 11. f (x, y, z) = x y z − 2 2
 
 LT (Late Transcendental)
 
 7:22
 
 45. 0, 0, 0, wheel moves clockwise, but does not spin
 
 + y − 3z + c  1 1 1 −2x + (y 2 + 1)3/2 x+ e 2 4 3
 
 1.0 0.8 0.6
 
 13. f (x, y) = x 2 y − y; 8 15. f (x, y) =
 
 ex y
 
 −
 
 y2;
 
 0.4
 
 −16
 
 0.2
 
 17. f (x, y, z) = x z 2 + x 2 y; −38
 
 0.0 −1.0
 
 x3 152 y5 2 19. f (x, y) = +x+ − y 3 + y; 3 5 3 3 √ √ 21. 30 − 14 23. −2 25. 10 − e18 √ π 4 + 1 − e4 + (4 − 2) 27. 29. 32π 4 3 31. yes 33. no 35. no
 
 −0.4 y −0.6 –0.8 −1.0
 
 47. 0, incompressible 55. (a) √
 
 −kq
 
 (b) RT1 ln
 
 P2 − R(T2 − T1 ) P1
 
 53. 0; 0
 
 1. x = x, y = y, z = 3x + 4y 3. x = cos u cosh v, y = sin u cosh v, z = sinh v, 0 ≤ u ≤ 2π, −∞ < v < ∞ 5. x = 2 cos θ, y = 2 sin θ, z = z, 0 ≤ θ ≤ 2π, 0 ≤ z ≤ 2 7. x = r cos θ, y = r sin θ, z = 4 − r 2 , 0 ≤ θ ≤ 2π, 0 ≤ r ≤ 2 z 9.
 
 6
 
 Exercises 15.4, page 1021 1. π
 
 3. 16
 
 9. 6π
 
 11.
 
 15. 8
 
 5. −54 1 3
 
 13.
 
 4 3
 
 7.
 
 23.
 
 29. x = 0, y = 37. π
 
 32 3 4 7
 
 25.
 
 32 3
 
 4
 
 + 12 e2 + 32 e−2
 
 17. 4e2 + 12e−2
 
 21. 8π
 
 (b) 0
 
 Exercises 15.6, page 1041
 
 x 2 + y2 + z2
 
 P2 − R(T2 − T1 ) P1
 
 2 x 2 + y2 + z2
 
 57. f (x, y, z) exists for x, y > 0 '  ( x2 61. x y 2 − +c 73. 0, 0, ± 98 13 2
 
 39. C1 : x = −2 + 2t, y = 2 − 2t, 0 ≤ t ≤ 1; C2a : x = t, y = 2, −2 ≤ t ≤ 0, C2b : x = 0, y = 2 − t, 0 ≤ t ≤ 2 y 41. false 43. true 45. tan−1 + c, x = 0; 0 x 47. (a) simply-connected (b) not simply-connected
 
 51. (a) RT2 ln
 
 2
 
 19. 2π e
 
 y
 
 3 8π
 
 33. 0
 
 0
 
 x
 
 35. 0
 
 –2
 
 0 2
 
 –2
 
 41. 2; − ln(cos 1); 2 + ln(cos 1)
 
 0
 
 2 z
 
 11.
 
 Exercises 15.5, page 1029 1. 0, 0, −3y, −x
 
 1.0
 
 0.5
 
 −0.2
 
 x
 
 37. C1 : x = t, y = 0, −2 ≤ t ≤ 2; C2 : x = 2 cos t, y = 2 sin t, π ≤ t ≤ 2π
 
 49. a potential for F is 
 
 0.0
 
 −0.5
 
 10
 
 3. −3, 2x, 0, 2z
 
 7.5
 
 5. −y, −2x, −x, y + z
 
 5
 
 7. x 2 e x y + 1, − (1 + x y) e x y , 0; 2x + 1 √ √ ( ' 3y x z 3 ;0 9. −x sin y − √ , − 2 − cos y, √ − z z 2 x 2 z , + 2 2 e y /z 2ze y /z − 2z, 2x, 0 ; 2z + 1 + 2 11. − 3 y y 13. conservative 19. neither
 
 y
 
 0 4
 
 2
 
 x 0
 
 2
 
 4
 
 4
 
 2
 
 (c) undefined
 
 4 2
 
 17. conservative
 
 2
 
 25. conservative
 
 (b) undefined
 
 0
 
 z
 
 13.
 
 21. incompressible
 
 23. conservative 27. (a) scalar
 
 15. incompressible
 
 2.5
 
 y (d) vector
 
 (e) vector
 
 39. negative 41. negative ' ( −2x 43. ∇ × F = 0, 0, ; rotational, axis of rotation perpendicular (1 + x 2 )2 to the xy-plane
 
 0
 
 37. positive
 
 x
 
 2
 
 2
 
 0 2
 
 0
 
 2
 
 2
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 ..
 
 APPENDIX B 15.
 
 z
 
 2
 
 1. 1
 
 5
 
 5. 4π ε0 R 3 16 7. ∞ 9. − 11. 64π 3 dB 13. B and must be continuous as well E must have continuous dt derivatives in all variables.
 
 √
 
 15. Equality of mixed partial derivatives, E and B have continuous second derivative.
 
 y
 
 x
 
 1 2 2 1 0 1 2 5 19. (a) 1
 
 0
 
 (c) 2 21. 16π 2 √ √ 2 27. 4π 29. 4acπ 2 23. 2π 14 25. 2 √ √ π 31. π 3 + √ sinh−1 ( 2) ≈ 7.988 2 √  3 2 √ 82 14 33. (2x 2 + 3x y) 14 d xd y = 3 1 1 (b) 3
 
 S
 
 0
 
 41. 0, by symmetry
 
 43. 24π
 
 45. −18π
 
 3. 0
 
 19. For the given field, ∇ · E = 0 in any region not containing the origin. q 21. E · n = on the sphere and the area of the sphere is 4π ε0 R 2 4π R 2    25. ∇ u ·n dS = ∇ · (∇u) d V = ∇ 2 u d V where Q is
 
 35. 486π (the integrand is the constant 27 on a hemisphere of radius 3)  2π  √3  √ π 3 2 37. [81 − 13 13] √ (2r − 4r ) 4r + 1 dr dθ = 10 2 0  2π  4 √ √ 39. 2 2r 3 dr dθ = 256 2π 0
 
 A-71
 
 Exercises 15.9, page 1067
 
 1 0
 
 Answers to Odd-Numbered Exercises
 
 47.
 
 5 2
 
 Q
 
 Q
 
 the region enclosed by S
 
 29. Use exercise 24 to show that ∇( f − g) = 0 everywhere inside S; since f − g = 0 on S, f = g inside S as well.
 
 Chapter 15 Review Exercises, page 1068 1.
 
 2
 
 9π 3π 53. 0 55. 51. 96π 2 2 2 57. 198.8π 59. 0.47π 61. 0 49.
 
 2
 
 63. (a) flow  lines don’t cross boundary (b) F · n ds is equal to the surface area of the surface
 
 2 2
 
 S
 
 65. (a) (“Show that” type question) √ π c2 + 1 (b) c2 2π 67. (a) 3c2 (b) As c tends to zero, the radius of cone approaches infinity and the cone becomes a much larger surface √ 71. m = 8 14π, x = y = 0, z = 6 1 1 73. m = 2π, x = , y = 0, z = 3 2
 
 3. F1 is D, F2 is C, F3 is B, F4 is A 5. f (x, y) = x y = x 2 y 2 + y + c 9.
 
 =
 
 y3
 
 3x 2
 
 21. 3π − 4
 
 13. 18
 
 +c
 
 7. not conservative 15. 18π
 
 17. 0
 
 23. zero
 
 31. 10 41. 6π 47. neither
 
 49. both
 
 51. positive
 
 z
 
 53.
 
 Exercises 15.7, page 1051 3 2 11. 56π 1.
 
 10 3. π
 
 5. 0
 
 7. 12
 
 9. 32π
 
 13. (a) 8 (b) 0 15. (a) 4π (b) 2π π 2 17. 0 19. 23. 16π 21. π e − 3 π 2 512 27 27. + 8e2 + 24e−2 25. 5 3 ρ 29. (a) 2π 2 a 2 c (b) 2π 2 a 2 c 37. (b) c = 2ε0
 
 Exercises 15.8, page 1060 1. 0 13. 4π
 
 3. 4π 15. 4π
 
 4 3 17. 0
 
 5. −
 
 7. −π
 
 9. 0
 
 19. 3π 88 π (b) 24π 21. (a) 0 (b) 0 23. (a) 3 31. Both boundary curves have the same orientation. 33. Use ∇ × ( f ∇g) = (∇ f ) × (∇g).
 
 11. 0
 
 19. 0
 
 25. 40π 27. 66 29. 3 1 32 33. conservative 35. 37. −2 39. 3 3 45. 0, 0, 0, 2 + 2z 2 + 2y 2 43. 0, 0, 0, 3x 2 − 3y 2
 
 y
 
 5 0 x 5 10 0
 
 2.5
 
 5
 
 7.5 10
 
 5 7.5 10
 
 0 2.5
 
 π 55. (a) B (b) C (c) A 57. (173/2 − 53/2 ) 6 √ √ 59. −8 14 61. 4π 26 63. 0 √ √ 1 + 391 17 π 65. m = (17 17 − 1), x = y = 0, z = √ 3 10(17 17 − 1) 304 8π 16 69. 71. 73. 0 67. 3 5 3 75. 0 77. 0
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 Answers to Odd-Numbered Exercises 
 
 CHAPTER 16
 
 31. u(t) =
 
 Exercises 16.1, page 1080 1. y(t) = c1 e4t + c2 e−2t
 
 7. y(t) = c1 + c2 e2t √
 
 11. y(t) = c1 e
 
 5+1 2
 
 √ 7)t
 
 
 
 + c2 e(1− t
 
 √
 
 + c2 e
 
 5−1 2
 
 
 
 0
 
 t
 
 3 13. y(t) = − sin 2t + 2 cos 2t 2
 
 15. y(t) = −et + e2t
 
 17. y(t) = et (2 cos 2t − sin 2t)
 
 19. y(t) = (3t − 1)et √ 105 , δ ≈ −1.351 23. A = 5
 
 √ 21. A = 13, δ ≈ −0.983 25. u(t) =
 
 √  √ √  15655 15655 15655 t − sin t 20 6262 20
 
 0.5
 
 5. y(t) = et (c1 cos 2t + c2 sin 2t) √ 7)t
 
 1 − cos 2
 
 u
 
 3. y(t) = c1 e2t + c2 te2t
 
 9. y(t) = c1 e(1+
 
 e−(1/4)t
 
 5
 
 10
 
 15
 
 t
 
 ⫺0.5
 
 √ 37. c = 8 2
 
 2 cos 8t 3
 
 41. The solution to y  + a 2 y = 0 has ordinary sine and cosine functions instead of hyperbolic sine and cosine.
 
 u
 
 Exercises 16.2, page 1088 0.5
 
 1. u(t) = e−t (c1 cos 2t + c2 sin 2t) + 3e−2t
 
 0
 
 1
 
 2
 
 3
 
 4
 
 3. u(t) = e−2t (c1 + c2 t) + t 2 − 2t +
 
 t
 
 5. u(t) = e−t (c1 cos 3t + c2 sin 3t) + 2e−3t
 
 ⫺0.5
 
 7. u(t) = e−t (c1 + c2 t) −
 
 25 cos t 2
 
 9. u(t) = c1 e2t + c2 e−2t − 27. u(t) =
 
 3 2
 
 √ √ √ √ 1 2 2 249 cos (7 2t) − sin (7 2t); A = , δ ≈ −0.460 5 7 35
 
 1 3 3 t − t 2 4
 
 11. u(t) = Ae−t + Bte−t cos 3t + Cte−t sin 3t + D cos 3t + E sin 3t 13. u(t) = t (C3 t 3 + C2 t 2 + C1 t + C0 ) + Ae2t
 
 u
 
 15. u(t) = Aet cos 3t + Bet sin 3t + (Ct 2 + Dt) cos 3t + (Et 2 + Ft) sin 3t
 
 0.5
 
 0
 
 1
 
 2
 
 3
 
 4
 
 5
 
 ⫺0.5
 
 29. u(t) = e−12t −
 
 6
 
 t
 
 17. u(t) = t 2 e−2t (At 2 + Bt + C) + e−2t (Dt + E) cos t + e−2t (Ft + G) sin t   √ √ √ 1221 1229 4899 cos( 4899 t) − sin( 4899 t) 19. u(t) = e−t − 5963380 29214598620   1221 1 + cos 4t + sin 4t 5963380 2981690 √ √ −1024 − 543 2 (−16+8√2)t −1024 + 543 2 (−16−8√2)t 21. u(t) = + e e 14368 14368 64 −t/2 + e 449 √ 23. u(t) = −cos 3t + 2 sin 3t; amplitude = 5; phase shift ≈ −0.464 √ 25. u(t) = cos t + 2 sin t; amplitude = 5; phase shift ≈ 0.464
 
 3 −8t e 2
 
 u 1
 
 3000 640 cos 2t + sin 2t; amplitude ≈ 0.522, 5881 5881 phase shift ≈ −0.210
 
 27. u(t) = −
 
 0
 
 ⫺1
 
 0.5
 
 1
 
 t
 
 29. natural frequency and value of ω that produces resonance, for example, at ω = 1.9
 
 √ 3; beats,
 
 √ 31. natural frequency and value of ω that produces resonance, 8 2; beats, for example, at ω = 11
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 APPENDIX B 33. undamped: y(t) = cos 3t + 2t sin 3t; damped:  y(t)=   √ √ 3599 3599 2399 −t/20 e cos t −√ t + 40 sin 3t sin 20 20 3599
 
 100 10 40
 
 t
 
 undamped
 
 ⫺100
 
 damped
 
 ω2
 
 ; for maximum gain, ω =
 
 2π 3 √ √ 29. y = e−4t (c1 cos 2516t + c2 sin 2516t) 27. amplitude ≈ 0.1367 rad; period =
 
 33. yes
 
 37. (a) u(t) = 5.12194 sin 2t − 4.87804 sin 2.1t t 1 (b) u = sin 2t − cos 2t 4 2 (c) The solution in part (b) has resonance. 1 39. √ ω4 − 7.99 ω2 + 16
 
 Answers to Odd-Numbered Exercises
 
 35. yes
 
 37. α > 8.99
 
 Exercises 16.3, page 1096 1. Q(t) = −1.4549 × 10−6 e−443.65t + 1.1455 × 10−5 e−56.35t ;
 
 1. an+2 =
 
 ∞ ∞   (−1)k 22k k! 2k (−1)k 2k+1 −2 an ; a0 x + a1 x n+1 (2k)! k! k=0 k=0
 
 3. an+2 =
 
 ∞ ∞   1 x 2k 2k k!x 2k+1 an ; a0 + a1 k n+2 k!2 (2k + 1)! k=0 k=0
 
 n an for (n + 2)(n + 1) ∞  x 2k+1 n = 1, 3, 5, . . . ; a0 + a1 (2k + 1)k!2k k=0
 
 5. an+2 =
 
 I (t) = 6.4547 × 10−4 e−443.65t − 6.4549 × 10−4 e−56.35t 3. Q(t) = 10−6 cos 707.11t; I (t) = −7.0711 × 10−4 sin 707.11t; π amplitude is 10−6 , phase shift is 2   27 26 27 3 −2t − 5. Q(t) = e cos 6t + sin 6t + cos 2t + sin 2t; 170 255 170 85   79 191 6 27 cos 6t + sin 6t + cos 2t − sin 2t I (t) = e−2t 85 255 85 85 1 1 cos 2t + sin 2t; amplitude ≈ 4.975 × 10−3 ; 7. u(t) = − 2020 202 phase shift ≈ −0.100   2ω and A2 as given in the exercise. 9. Choose δ = tan−1 ω2 − 5 √ 7 2 1 ; for maximum gain, ω = 11. g(ω) = 
 
 5 196 2 ω4 − ω + 16 25
 
 n an for (n + 2)(n + 3) ∞  x 3k+1 n = 1, 4, 7, . . . ; a0 + a1 (3k + 1)k!3k k=0
 
 7. an+3 =
 
 9. a0 11.
 
 ∞ ∞   (x − 1)2k 2k k!(x − 1)2k+1 + a1 k k! 2 (2k + 1)! k=0 k=0
 
 ∞  n=0
 
 an (x − 1)n where a0 and a1 are chosen freely, a2 =
 
 an+2 = 13. 5
 
 an−1 + an for n ≥ 1 (n + 1)(n + 2)
 
 ∞ ∞   (x − 1)2k 2k k!(x − 1)2k+1 + 12 k 2 k! (2k + 1)! k=0 k=0
 
 50 ⫺0.5
 
 0
 
 0.5
 
 1
 
 1.5
 
 log10 ω
 
 2
 
 ⫺150 
 
 
 
 1 199 2 ω + 16 25
 
 ; for maximum gain, ω =
 
 199 50
 
 20 log10 g(ω) 50 ⫺1
 
 19. ∞
 
 21.
 
 ∞  (−1)k x 2k 22k (k!)2 k=0
 
 23. ∞
 
 y (5) (x) = −2x yy (4) + (x − 6)y  + 3y  ; y (5) (0) = −72; 5 4 3 5 P5 (x) = 2 − 5x − 2x 3 − x − x 12 5
 
 ⫺100
 
 ω4 −
 
 17. ∞
 
 25. y (4) (x) = −2x yy  + (x − 4)y  + 2y  ; y (4) (0) = −10;
 
 ⫺50
 
 13. g(ω) = 
 
 a0 , and 2
 
 ∞ ∞   (−1)k x 2k (−1)k+1 22k k!x 2k+1 +7 k! (2k + 1)! k=0 k=0
 
 15. −3
 
 20 log10 g(ω)
 
 ⫺1
 
 2π < 4; no w
 
 39.
 
 Exercises 16.4, page 1106
 
 41. y(t) = 1050 − 990e−0.1t − 98t
 
 ⫺0.5
 
 0 ⫺50 ⫺100 ⫺150
 
 0.5
 
 1
 
 1.5
 
 2
 
 log10 ω
 
 A-73
 
 √ 4 14 7 ω4 − 7ω2 + 16 √ √ π 2 23. θ (t) = 0.2 cos(7 2t); amplitude = 0.2; period = ; if the length 7 of the pendulum is doubled, the√amplitude remains the same but the period increases by a factor of 2 √ √ 1 1 π 2 25. θ (t) = √ sin(7 2t); amplitude = √ ; period = 7 70 2 70 2
 
 15. g(ω) = √
 
 u
 
 0
 
 ..
 
 x2 x3 5x 4 x5 − + + 2 3 24 60  2  −2 2π (x − π )3 29. P5 (x) = 4(x − π ) − 2π (x − π)2 + 3 π 3 − 3π − 2 4π 4 − 24π 2 − 20π + 12 (x − π )4 + (x − π )5 − 6 120
 
 27. P5 (x) = −2 + x −
 
 Chapter 16 Review Exercises, page 1107 1. y(t) = c1 e−4t + c2 e3t  √ √   11 11 3. y(t) = e−t/2 c1 cos t + c2 sin t 2 2
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 Answers to Odd-Numbered Exercises √ −499 + 20,000 1595 (−400+10√1595)t e 10,000 √ 1 − 40 1595 (−400−10√1595)t e + 20 √ √ (−400−10 1595)t I (t) = 63801e − 49.9279e(−400+10 1595)t
 
 1 3t 1 1 25 te − t 2 + t− 5 6 18 108
 
 13. Q(t) =
 
 9. y(t) = sin 2t + cos t
 
 0.2
 
 15. u(t) = te−t (A cos 2t + B sin 2t) + C3 t 3 + C2 t 2 + C1 t + C0 + D cos 2t + E sin 2t 2300 160 cos 2t + sin 2t 17. u(t) = − 13289 13289
 
 0.1
 
 19. an+2 =
 
 u
 
 0 ⫺0.1 ⫺0.2
 
 0.5
 
 1
 
 1.5
 
 2
 
 t
 
 21.
 
 ∞ ∞   22k k!x 2k x 2k+1 2 an ; a0 + a1 n+1 (2k)! k! k=0 k=0
 
 ∞ 
 
 an x n , where a0 and a1 are freely chosen and   an an+1 + for n ≥ 0 an+2 = 2 n+1 n+2 n=0
 
 23. 4
 
 ∞ ∞   22k k!x 2k x 2k+1 +2 (2k)! k! k=0 k=0
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 Subject Index
 
 A Absolute convergence, 571–577 Absolute extremum, 185, 882 approximation of, 192 finding, 882–883 on closed interval, 191 Absolute maximum, 185, 882 Absolute minimum, 185, 882 Absolute value defined, 4 derivative of log of, 377 inequality with, 5 Acceleration, 132–133 angular, 774 normal component of, 790–794 tangential component of, 790–794 velocity from, 770 Acceleration vector, 770 Acid dissociation constant, 382 Addition principle, 479 Additive inverse, of vectors, 691, 700 Air resistance (drag), 356 Allosteric enzyme, 142 Alternating series defined, 565 divergent, 567 harmonic, 565 sum of, 568–569 test, 565–566 Ambient temperature, 494 Ampere’s Law, 1066 Amplitude, altering, 30–31 Amplitude, of sine wave, 31 Angle(s) between two vectors, 706 Angular acceleration, 774 Angular momentum, 775, 778 conservation of, 776, 925 Angular speed, 771 Angular velocity, 774 Antiderivatives by trial and error, 292 changing variables for, 968–969
 
 defined, 252 finding, of given function, 253 in computer algebra systems, 454 of vector-valued functions, 765 Approximate zero, 179 Approximation linear defined, 175 finding, 175–176 for linear interpolation, 177 of cube roots, 176 of sine function, 176 quadratic, 211 Arc length defined, 345 estimation of, 51, 346 formula for, 346 in three dimensional space, 753–756 line integral with respect to, 990, 992 of plane curve, 643 of polar curve, 666 of power functions, 346 surface area and, 345–347, 641–647 Archimedean spiral, 653 Archimedes, 325 Arcsine. See Inverse sine function Area, 266–270 approximating, with rectangles, 267 between curves, 315–321 between three curves, 318 between two curves, 316–318 computation of, 268 finding, with fundamental theorem, 285–286 in polar coordinates, 664, 927 of ellipse, 233, 639 of lima¸cons, 664 of parallelogram, 720 of region bounded by functions of y, 320 of three-leaf rose, 663 signed, 275 surface
 
 arc length and, 345–347, 641–647 calculation of, 934 computation of, 350 defined, 347 in polar coordinates, 935 numerical approximation of, 935–936 of parametric curves, 641–647 surface integrals for, 1038–1039 total, defined, 275 under curve calculation of, 267 estimation of, 268 parametric, 638 with double integrals, 918 with Green’s Theorem, 1018 Area function, 272, 286 Arithmetic mean, 478, 896 Arnold, Vladimir, 353 Ascent, method of, 880–881 Asteroid, Trojan, 185 Asymptotes horizontal finding, 81 in graphing, 212 oblique, 83 slant, 83 vertical, 24 in graphing, 212, 215–216 Autocatalytic chemical reaction, 242–243 Automatic graphing window, 21 Average cost, 240 Average cost function, 211 Average linear density, 243 Average value, 1048 of function, 279–281 Average velocity, 112–113 Axes, of ellipse, 671
 
 B Bahill, Terry, 357 Ball, unit, 957 I-1
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 Subject Index
 
 Base(s), of exponential functions, 391–392 Bathtub curve, 421 Beats, 1087 Berkeley, George, 133 Bernoulli’s Theorem, 1064 derivation of, 1065 Bernoulli, Jacob, 645 Bessel function, 602–603 B´ezier curves, 641 Binomial series, 604–605 Binormal vector, 788 Bisections, method of, 74–75 Bode plot, 1096 Bohr, Niels, 708 Boltzmann integral, 478 Bombieri, Enrico, 951 Bound, of sequence, 539–540 Boundary point, 828 Boundary value problem, 1098 Boyle’s law, 238 Brachistochrone, 645 Brachistochrone problem, 644 Buffon needle problem, 486
 
 C Calculator(s). See Graphing calculators Cantor set, 552 Cardioids, 654–655 Carrying capacity, 505 Cartesian plane, 6–7 CAS. See Computer algebra systems (CAS) Catenary, 411, 413, 416–417 Cauchy Mean Value Theorem, 169 Cauchy, Augustin Louis, 87 Cauchy-Schwartz Inequality, 707, 712 Center of curvature, 789 Center of ellipse, 672 Center of hyperbola, 674 Center of mass, 365 of lamina, 920, 921–922 of solid, 945–946 triple integrals and, 944–946 Center of sphere, 702 Centripetal force, 771 Cesaro sum, 552 Chain rule, 142–145 Cobb-Douglas production function, 856–857 fundamental theorem and, 287–288 multiple, 144 use of, 856 with square root function, 144 Characteristic equation, 1075 Charge, in electric circuit, 1091
 
 Chung, Fan, 144 Circle curvature of, 782 osculating, 789 parametric equations of, 627–628 Circle of curvature, 789 Circular paraboloid, 737 Circulation, 1061 Closed curves, 1008 Closed disk, 828 Closed interval, 2 absolute extremum on, 191 continuity on, 72 Cobb-Douglas production function, 856–857 Coefficient(s) drag, 525 of friction, 697 of polynomial, 13 of probability density function, 483 of restitution, 266, 358 second-order equations with constant, 1074–1080 undetermined, method of, 1083 variable, differential equation with, 1100–1101 Colinear points, 9, 10 Combination of functions, 36 Commodities complementary, 844 substitute, 844 Comparison test, 554–562 for convergent series, 559 for divergent integral, 475 for improper integrals, 474 for limits, 560 Complement of surface, 1062 Complementary commodities, 844 Completeness axiom, 541 Completing the square, 40–41, 423 Component functions, defined, 750 Component(s), of vector, 708–711 Componentwise, defined, 689 Composite function, continuity for, 72 Composition of functions, 36 continuity of, 830 finding, 37 identification of, 37 Compound interest, 496–498 continuous, 496 Computer algebra systems (CAS) antiderivatives in, 454 integration with, 450–456 misinterpretation by, 454 shortcomings of, 453–454 Computer(s) representation of real numbers on, 99
 
 Concavity, 203–209 determination of, 205 down, 203 up, 203 Condition, initial, 493, 1077 Conditional convergence, 572 Conditional probabilities, 478 Conductivity, heat, 1041 Cone elliptic, graph of, 738 equation for in cylindrical coordinates, 949 in spherical coordinates, 956 frustrum of, 348 slant height in, 347 Conic sections directrixes, effect of, 679 eccentricities, effect of, 678–679 in parametric equations, 668–675 in polar coordinates, 677–681 Conjugate diameter, 768 Connected region, definition of, 1004 Connes, Alain, 576 Conoid, Pl¨ucker’s, 955 Conservation of angular momentum, 776, 778, 925 Conservation of energy, 1013 Conservative vector field, 1003–1011 definition of, 1009 determination of, 1010, 1027 Constant decay, 494 Euler’s, 554 gravitational, 794 growth, 492 spring, 1074 Constant force, work and, 361 Constant of integration, 253 Constant polynomial, 14 Constrained optimization, 887–894 Constraint, inequality, 890–891 Consumer surplus, 291 Continuity defined, 828 intervals of, 72 limits and, 822–831 of composite functions, 72 of function defined, 68 of rational function, 69, 71 of vector-valued function, 759–760 on a region, 829 Continuity equation, 1052 derivation of, 1064 Continuous compounding, 496 Continuous probability distributions, 481
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 Contour plot, 814 Contradiction, proof by, 8 Convergence absolute, 571–577 comparison test for, 559 conditional, 572 interval of, 581 half-closed, 581 linear, 184 of Fourier series, 616–617 of geometric series, 547–548 of improper integrals, 469, 471 of infinite series, 546 of power series, 580 of sequence, 532–533 of Taylor series, 590 radius of, 581, 602–603 ratio test for, 571–577 root test for, 576 squeeze theorem and, 537–538 unusually slow convergence of, 181 Converse, 77 Cooling, Newton’s law of, 494 Coordinate systems cylindrical, 948–953 cone equation in, 949 conversion to/from rectangular, 951–952 cylinder equation in, 948–949 defined, 948 triple integral in, 950–951 polar arc length in, 666 area in, 664, 927 calculus and, 660–666 conic sections in, 677–681 conversion to/from rectangular, 649–650 defined, 649 double integrals in, 926–931 graph of, 652 horizontal tangent lines and, 661 intersections of, 665 plotting points in, 649 surface area in, 935 surface integral evaluation with, 1035 transformation with, 965 triple integrals with, 948 volume in, 928 rectangular converting to/from cylindrical, 951–952 converting to/from polar, 649–650 converting to/from spherical, 956 defined, 649
 
 right-handed, 697 spherical, 800, 956–960 cone equation in, 956 conversion to/from rectangular, 956 evaluation formula for, 970–971 surface integral evaluation with, 1038 triple integrals in, 957–960 volume with, 959–960 Cornu’s spiral, 648, 786 Cosecant function hyperbolic, 412 Cosine function combined with sine, 32 defined, 30 derivative of, 151 hyperbolic, 411 inverse, 414 integrand with even power of, 435 integrand with odd power of, 434 inverse defined, 400 evaluation of, 400 parametric equations and, 627 power function in, 294 solving equations with, 29 Cost average, 211, 240 marginal, 239 minimization of, 226–227 Cost functions, 211 Cotangent function defined, 30 hyperbolic, 412 Coulomb force, 1013 Coupled system, 521 Coupon collector’s problem, 564 Criminal Geographic Targeting algorithm, 388 Critical number defined, 188 of rational function, 190 Critical point, 875, 878 Critical threshold, 512 Cross product, of vectors, 714–723 Cross-section, volume computation by, 326–327 Cube root, approximation of linear, 176 Newton’s method, 180 Cubic polynomial, 14, 17 graph of, 23 Cumulative distribution function, 478
 
 Curl, 1022–1029 of vector field computing, 1023 definition of, 1023 interpretation of, 1024 Stokes Theorem and, 1053–1059 Curvature center of, 789 circle of, 789 defined, 779, 781 of circle, 782 of helix, 783 of parabola, 784 of straight line, 782 radius of, 789 Curve(s) arc length, 51 area between, 315–321 area between three, 318 area between two, 316–318 area under calculation of, 267 estimation of, 268 parametric, 638 bathtub, 421 B´ezier, 641 closed, 1008 equiangular, 660 equipotential, 989 frequency response, 1092–1093, 1096 length of, 47–51 level, 814 directional derivatives and, 867 Lorentz, 272 orientation of definition of, 990 negative, 1014 positive, 1014 parameterization of, 628, 780 piecewise-smooth, 993–995 plane arc length of, 643 defined, 626 graph of, 626 parametric equations and, 625–630 unusual, 629 simple, 1014 sketching of, 212–221 slope of estimating, 49 smooth, 763, 991 space, 750 thrust-time, 370 vector-valued graph of, 750–751
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 Cycloid, 640, 644 Cylinder defined, 324, 734 in cylindrical coordinates, 948–949 volume of, 665 Cylindrical coordinates, 948–953 cone equation in, 949 conversion to/from rectangular coordinates, 951–952 cylinder equation in, 948–949 defined, 948 triple integrals in, 950–951 Cylindrical shells method, 338–343 Cylindrical surface, graph of, 734
 
 D Damping force, 1074, 1094–1095 Daubechies, Ingrid, 610 de Branges, Louis, 270 Decay constant, 494 Decay problems, 491–496 Decreasing function defined, 195 Decreasing sequence, 538 Definite integral approximation of, with Midpoint Rule, 274 computing exactly, 285 defined, 273, 903 integration by parts for, 430–431 of vector-valued function, 766 signed area and, 275–276 substitution in, 295–296 Taylor series for approximating, 601 with variable upper limit, 286 Degree of polynomial, 13 Demand elasticity of, 241–242, 245 relative change in, 241 Density linear, 243 mass density, 243 weight, 947 Density plot, 814, 816 Derivative Test First, 199 Second, 877 Derivative(s) at a point unspecified, 118–119 chain rule for, 142–145 computation of, 127–133, 151 defined, 118
 
 directional, 864–871 computation of, 865 defined, 864, 869 finding, 866 level curves and, 867 general rules, 130–131 given, finding functions with, 167 gradient, 864–871 higher order, 131–132 notation, alternative, 121–123 numeric approximation of, 122 of cosine function, 151 of exponential functions, 393–396 of log of absolute value, 377 of sum, 131 of trigonometric functions, 147–152 inverse, 406 of vector-valued function, 761 partial, 833–840 applications, 836–837, 839 computing of, 835–836 defined, 835 from table of data, 839–840 higher-order, 837 mixed second-order, 837 of three variable functions, 838–839 power rule, 127–133 product rule, 135–140, 151 quotient rule, 135–140 rewriting functions for, 131 second, 131 implicit, 158 third, 131 undefined, 188, 189 zero, function with, at local maximum, 187 Determinant, 715 Deviation, standard, 486 Diaconis, Persi, 483 Diameter, conjugate, 768 Diameter, of section, 1032 Difference quotients, 110, 127 Difference, indefinite integral of, 256 Differentiable functions defined, 118 Differential, 175 total, 850 Differential equations as initial value problems, 503 defined, 252, 259, 492 equilibrium solutions, 505 family of solutions for, 503 first-order ordinary, 501 flow lines with, 983 general solution for, 492, 1075 higher-order, 1081
 
 homogeneous, 1082 initial condition in, 503 linear ordinary, 989 modeling with, 491–498 nonhomogeneous, 1082–1088 power series solutions of, 1098–1106 second-order applications, 1090–1095 as first-order systems, 525 with constant coefficients, 1074–1080 separable, 501–507 systems of, 521–525 with variable coefficients, solving, 1100–1101 Differential geometry, 788 Differential operator, 122 Differentiation implicit, 155–160, 860 numerical, 122–123 of exponential functions, 395 of logarithms, 377, 380–381, 381–382 of power series, 582–583 of vector-valued functions, 761 term-by-term, 582 Diffusivity, thermal, 862 Dimensionless variables, 858 Dipole electric, 586 electrostatic field of, 986–987 Dirac delta, 298 Direct linear transformation, 972 Direction field, 510, 512 Direction of maximum increase, 869–870 Direction vectors, 711 Directional derivative, 864–871 computation of, 865 defined, 864, 869 finding, 866 level curves and, 867 Directixes, effects of, 679 Directrix, of parabola, 668 Discontinuity defined, 68, 828 removable, defined, 70 Discontinuous integrand, 278, 467–470 Discrete probability distributions, 481 Discriminant defined, 877 local extrema and, 877–878 Disk closed, 828 open, 828 Displacement vector, 710
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 Distance from point, 720 minimization of, 226–227 minimum, 888 Distance formula, 6–7, 699 Divergence comparison test for, 475, 559 kth term test for, 549–550 of alternating series, 567 of geometric series, 548–549 of improper integrals, 468, 471 of infinite series, 546 of sequence, 534–535 of vector field, 1022–1029 computing, 1025 definition of, 1025 interpretation of, 1025 ratio test for, 575 Divergence Theorem, 1044–1051 applications, 1047 definition of, 1044 proof of, 1045 proving general result with, 1048 Domain in graph drawing, 212 of function, defined, 13 of three variable function, 810 of two variable function, 810 Domes, volume of, 327 Dot product, of vector, 704–711 Double integrals, 901–914 area with, 918 change of variables in, 967 defined, 906, 909 evaluation of, 910, 912 in polar coordinates, 926–931 irregular partitions and, 904 order in, 913 over general regions, 908–913 over rectangle, 903–907 volume with, 904–905, 918 Double Riemann sum, 904, 917 Doubling time, 493 Down concavity, 203 Drag coefficient, 525
 
 E e (irrational number) as logarithmic base, 391 Taylor series for approximation of, 591 Eccentricity, 677, 678–679 Economic Order Quantity, 283, 291 Elasticity of demand, 241–242, 245 Electric dipole, 586
 
 Electrical circuits, charge in, 1091 Electrical potential, 607 Electrostatic field, 986–987 Elementary polar regions, 926 Ellipse area enclosed by, 233, 639 axes of, 671 center of, 672 defined, 671 equation of, 671, 672–673 features of, 672 parametric equations of, 627–628 vector-valued function defining, 751 vertices of, 671 Ellipsoid equation for, 735 graph of, 735 inertia, 745 Elliptic cone, 738 Elliptical helix defined, 752 vector-valued function defining, 751–752 Endpoints, 2 Energy conservation of, 1013 kinetic, 361, 1013 potential, 361, 1013 Energy spectrum, 620 Enzyme, allosteric, 142 Epicycloid, 641 Equal-tempered tuning, 8 Equation(s) calculator for solving, 26 characteristic, 1075 continuity, 1052 derivation of, 1064 converting between rectangular and polar coordinates, 652 differential as initial value problems, 503 defined, 252, 259, 492 equilibrium solutions, 505 family of solutions for, 503 first-order ordinary, 501 flow lines with, 983 general solution for, 492, 1075 higher-order, 1081 homogeneous, 1082 initial condition in, 503 linear ordinary, 989 modeling with, 491–498 nonhomogeneous, 1082–1088 power series solutions of, 1098–1106 second-order, 525, 1074–1080 applications, 1090–1095
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 separable, 501–507 systems of, 521–525 with variable coefficients, solving, 1100–1101 Euler, 1081 Euler’s, 1064 heat, 862, 1062, 1063 Hermite’s, 1107 impulse-momentum, 283, 364 Laplace, 989 linear ordinary differential, 989 linear, in three dimensions, 729 logistic, 244, 245, 505 Maxwell’s, 1065–1066 of cone, 956 of cylinder in cylindrical coordinates, 948–949 of ellipse, parametric, 671, 672–673 of ellipsoid, 735 of hyperbola, 674 of hyperboloid, 739 of lines, 9–18 of motion, 773–776 of parabola, 669, 670 of parallel line, 12 of perpendicular line, 12 of plane, 729 of sphere, 702 of tangent line, 110, 137 of tangent plane, 846–847 parametric, 457 calculus and, 634–639 circles defined by, 627–628 conic sections in, 668–675 defined, 625 ellipses defined by, 627–628 for intersecting surfaces, 755 for line segment, 628 for x-y equations, 629 parameter of, 626 plane curves and, 625–630 projectile motion and, 626–627 sine and, 627 slope of, 635 surface area with, 641–647 symmetric, of lines, 726 wave, 843 Equiangular curve, 660 Equilibrium position, of spring-mass system, 1074 Equilibrium solutions, 505, 516–517 of systems of equations, 524 stable and unstable, 512, 522 Equipotential curves, 989 Equivalence point, 382 Error bounds, for numerical integration, 305–308
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 Error estimate, for integral test, 557 Error function, 598 Escalante, Jaime, 432 Escape velocity, 86 Euler equation, 1081 Euler’s constant, 554 Euler’s equation, 1064 Euler’s formula, 598 Euler’s method, 510, 512, 983–984 Improved, 520 Euler, Leonhard, 510 Evaluation points, 269, 270 Evaluation Theorem, 991, 997, 1033 Expansion Fourier series, 611–612, 614–615 of determinant, 715 Taylor series, 588 Exponent(s) fractional, 191, 200, 255 negative, 254 Exponential decay law, 492 Exponential functions base of, 391–392 defined, 391 derivatives of, 393–396 differentiation of, 395 integral of, 394 Extrapolation, 12 Extreme value theorem, 186 Extremum (extrema) absolute, 185 approximation of, 192 finding, 882–883 on closed interval, 191 at undefined derivative, 189 defined, 22 for function with fractional exponents, 191 local approximation of, 200 defined, 22 discriminant in finding, 877–878 graph of, 197, 875–876 in functions of several variables, 874 of polynomial, 189 with first derivative test, 200 of functions of several variables, 874–883 with second derivative test, 207
 
 F Factor Theorem, 17 Factor, integrating, 989 Factorial, defined, 537
 
 Factoring finding limit by, 61 finding zeros by, 16 Family of solutions, to differential equations, 503 Faraday’s Law of Induction, 1066 Fermat’s Theorem, 188 Fermat, Pierre de, 188 Feynman, Richard, 135 Fibonacci sequence, 1, 544 Field(s) direction, 510, 522 electrostatic, 986–987 gradient definition of, 984 finding, 984–985 potential function of, 985–986 inverse square, flux of, 1049–1050 magnetic, flux of, 1051, 1059 slope, 510 vector, 977–987 conservative, 1003–1011 determination of, 1027 curl of, 1022–1029 computing, 1023 definition of, 1023 interpretation of, 1024 definition of, 978 divergence of, 1022–1029 computing, 1025 defined, 1025 flux of, 1039–1041 graphing of, 978–979 incompressible, 1026 irrotational, 1024, 1027–1028 plotting, 978 potential function of, 1010 sink points, 1026 source points, 1026 source-free, 1026 with gradient, 1026 velocity, 981 flux of, 1061–1062 First component, of vector, 689 First Derivative Test, 199 First moment(s), 365, 944 First octant, 698 First-order ordinary differential equations, 501 Fitzgerald, Ella, 1073 Fixed graphing window, 21 Fixed point, 42 Flow lines definition of, 981 differential equations with, 983
 
 Euler’s method in approximation of, 983–984 graphing of, 982 Flow, irrotational, 1058 Flux definition of, 1040 of inverse square field, 1049–1050 of magnetic field, 1051, 1059 of vector field, 1039–1041 of velocity field, 1061–1062 FM. See Frequency modulation (FM) Focus (foci) of hyperbola, 673 of parabola, 668 Force(s) centripetal, 771 constant, work and, 361 Coulomb, 1013 damping, 1074, 1094–1095 hydrostatic, 367 Magnus, 722, 723 resultant, 694 Four-leaf rose, 656 Fourier analysis, 620 Fourier convergence theorem, 616 Fourier cosine series, 620 Fourier series, 607–618 convergence of, 616–617 defined, 608 expansion of, 610, 611–612, 614–615 music synthesizers and, 617–618 Fourier sine series, 618, 620 Fourier’s law, 989 Fourier, Jean Baptiste Joseph, 608 Fraction(s) inequality with, 4 partial, 442–448 Fractional exponent extrema of function with, 191, 200 power rule with, 255 Freedman, Michael, 65 Frenet-Serret formulas, 798 Frequency natural, 1087 of sine wave, 31 resonant, 1096 Frequency modulation (FM), 222 Frequency response curve, 1092–1093, 1096 Friction, coefficient of, 697 Frustrum of cone, 348 Fubini’s Theorem, 907, 927, 928 Fubini, Guido, 907 Function(s) absolute extrema of, 186 antiderivative of given, 253 area, 272, 286
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 area of regions bounded by, of y, 320 average cost, 211 average value of, 279–281 Bessel, 602–603 combination of, 36 component, defined, 750 composition of, 36 continuity of, 830 finding, 37 identifying, 37 continuity of defined, 68, 828 of composite functions, 72 removable, 70 continuous, absolute extrema of, 187 cost, 211 cumulative distribution, 478 decreasing defined, 195 defined, 13 density plots and, matching of, 816 derivatives and, rewriting for, 131 differentiable, defined, 118 discontinuous, 68 domain of, 13 error, 598 exponential base of, 391–392 defined, 391 differentiation of, 395 integral of, 394 gamma, 478 generating, 586 hyperbolic, 411–417 derivative of, 412 integral involving, 413 inverse, 414–416 formula for, 415 increasing defined, 195 integrable, 273, 906 inverse defined, 384–385 finding, 386 graphing of, 387 tangent line to, 389 unknown, 387 iterations of, 42 log integral, 384 maximum rate of change of, 868 minimum rate of change of, 868 of several variables, 809–818 extrema of, 874–883 of two variables, 809–810 graph of, 811 limit of, 828
 
 omega, 478 one-to-one, 385 periodic defined, 28, 607 fundamental period of, 28 piecewise-continuous, 278 piecewise-defined, limit of, 65–66 polynomial, defined, 13 potential, 292, 984 of vector field, 1010 power, arc length of, 346 probability density, 481, 482 standard deviation for, 486 range of, 13 rational continuity of, 69, 71 critical number of, 190 defined, 15 graph of, 23–24, 208, 213–214 integration of, 442–448 limit of, 61 with no vertical asymptotes, 25 reliability, 478 Riemann sum for, with positive and negative values, 274 Riemann-zeta, 563 root of, 14 scalar, 1026 sigmoid, 398 sine, 29 special, 602 square root, 15 chain rule with, 144 derivative of, 119–120 square-wave, 610 squeeze theorem for, 64 sum of values of, 263 table of data, defined by, 810 transformations of, 36–41 trigonometric, 26–34 derivatives of, 147–152 in powers, 294 inverse, 399–403 calculus of, 405–409 derivative of, 406 integrals involving, 407–409 simplification of, 402 limit of, 63, 91 loss of significance involving, 101 polynomial and, sum of, 220–221 vector-valued antiderivative of, 765 calculus of, 758–767 continuous, 759–760 defined, 750 definite integral of, 766 derivative of, 761
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 differentiation of, 761 ellipse, 751 elliptical helix, 751–752 graphing of, 750–751 increment of, 760 indefinite integral of, 766 limit of, 759 line, 752 matching to graph, 752 wave, 1098 well-defined, 290 with no inverse, 385 with second derivative test as inconclusive, 207 with vertical tangent line at inflection point, 209 with zero derivative at local maximum, 187 zeros of approximate, 25 approximating by method of bisection, 74–75 with Newton’s method, 179 Bessel functions, 603 by factoring, 16 by quadratic formula, 16 cubic polynomial, 17 determining number of, 164 finding, by method of bisections, 74–75 Fundamental period, 28 Fundamental Theorem for Line Integrals, 1007 Fundamental Theorem of Algebra, 261 Fundamental Theorem of Calculus, 284–290 Future value, 501
 
 G Gabriel’s horn, 351, 477 Galileo, 1097 Gamma function, 478 Gauss, Karl Friedrich, 261, 269 Gauss’ Law for electricity, 1050 Gauss’ Theorem. See Divergence Theorem Gaussian quadrature, 310 General solution, for differential equations, 492, 1075 General term, 532 Generating function, 586 Geometric series, 547 convergent, 547–548 divergence of, 548–549 Geometry, differential, 788
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 Geosynchronous orbit, 779 Gibbs phenomenon, 618 Gibbs, Josiah Willard, 717 Gini index, 272 Global behavior defined, 23, 198 Gradient applications, 871 defined, 865, 869 scalar functions with, 1026 vector fields with, 1026 Gradient derivatives, 864–871 Gradient field(s) definition of, 984 finding, 984–985 potential function of, 985–986 Granville, Evelyn, 772 Graph(s) comparing, 39 first derivatives in, 212 global behavior in, 23, 198 hidden behavior in, 198 horizontal asymptotes, 212 horizontal translation of, 38–39 intercepts in, 212 limit determination with, 54 local behavior in, 23, 198 of cardioid, 654–655 of contour plots, 815 of cubic polynomial, 23 of cylindrical surface, 734 of ellipsoid, 735 of elliptic cone, 738 of flow lines, 982 of hyperboloid, 738–739 of inverse function, 387 of lima¸cons, 653–654, 655 of line, 10 of local extrema, 197, 875–876 of paraboloid, 737 of parametric surface, 799–800 of plane curve, 626 of polar coordinates, 652 of polynomial, 212–213 of polynomial and trigonometric function sum, 220–221 of rational function, 23–24, 208, 213–214 of Taylor polynomials, 588 of three variable functions, 811 of two variable functions, 811 of vector-valued function, 750–751, 752 removing hole in, 69–70 vector fields, 978–979 vertical asymptotes, 24, 212 vertical translation of, 37–38
 
 with difficult-to-see features, 218–219 with no inflection points, 206 with no tangent lines, 115 with two vertical asymptotes, 215–216 Graphing calculators automatic graphing window, 21 fixed graphing window, 21 generating graph, 21 intersections on, 25 pixels in, 21 solving equations on, 26 Graphing window, 21 Gravitation, 680, 794 Green’s Theorem, 1014–1021 Green, George, 1014 Gross domestic product (GDP), 272 Growth and decay problems, 491–496 Growth constant, 492 Growth, logistic, 505–507 Guess, initial, 880
 
 H Half-life, 494 Half-open interval of convergence, 581 Halmos, Paul, 90 Hamilton, William Rowan, 697 Hardy-Weinberg law, 886 Harmonic content, 619 Harmonic motion, simple, 1079, 1098 Harmonic series, 550 alternating, 565 Hau, Lene, 708 Heat conductivity, 1041 Heat equation, 862, 1062, 1063 Heat index, 818 Heat, specific, 1063 Helix curvature of, 783 elliptical defined, 752 vector-valued function defining, 751–752 Hermite polynomial, 1107 Hermite’s equation, 1107 Higher order derivatives, 131–132 Higher order differential equations, 1081 Higher-order partial derivatives, 837 Homeomorphism, 411 Homogeneous differential equations, 1082 Hooke’s Law, 362
 
 Horizontal asymptotes finding, 81 in graphing, 212 Horizontal component, of vector, 637 Horizontal line test, 385 Horizontal tangent, 190, 661 Horizontal translations, 38–39 Hydrostatic force, 367 Hyperbola center of, 674 defined, 673 equation of, 674 foci of, 673 Hyperbolic cosecant function, 412 Hyperbolic cosine function, 411 inverse, 414 Hyperbolic cotangent function, 412 Hyperbolic functions, 411–417 derivative of, 412 integral involving, 413 inverse, 414–416 formula for, 415 Hyperbolic paraboloid, 740–741, 801 Hyperbolic secant function, 412 Hyperbolic sine function, 411 inverse, 414 Hyperbolic tangent function, 412 inverse, 414 Hyperboloid equation for, 739 of one sheet, 738–739 of two sheets, 739, 740 Hypersurface, 928 Hypocycloid, 640
 
 I Identities, trigonometric functions and, 32 Image, of transformation, 963 Implicit differentiation, 155–160, 860 Implicit plot, 736 Implicit solution, 504 Improper integrals, 467–476 comparison test for, 474 convergence of, 469, 471 defined, 467 divergence of, 468, 469, 471 with discontinuous integrand, 467–470 with infinite limit of integration, 470–473 Improved Euler’s method, 520 Impulse, 364 Impulse-momentum equation, 283, 364 Incompressible vector field, 1026
 
 CONFIRMING PAGES
 
 P1: NAI/NAI
 
 P2: NAI/NAI
 
 MHDQ256-Sub-Index
 
 QC: NAI/NAI
 
 MHDQ256-Smith-v1.cls
 
 T1: NAI January 10, 2011
 
 11:25
 
 LT (Late Transcendental)
 
 Subject Index
 
 Increasing function defined, 195 Increasing sequence, 538 Increment computation of, 849 defined, 848 of vector-valued functions, 760 Indefinite integrals defined, 253 evaluating, 254 of difference, 256 of sum, 256 of vector-valued function, 766 power rule for, 254 Indeterminate forms defined, 82, 457 limit of, 459 other, 461–464 simplification of, 461 Index of summation, 260 Induction assumption, 263 Induction, mathematical, 263–264 Inequality alternate method of solving, 5 Cauchy-Schwartz, 707, 712 linear, 3 quadratic, 4 real number system and, 2–5 triangle, 5, 708, 712 two-sided, 3–4 with absolute value, 5 with fraction, 4 with sum inside absolute value, 5 Inequality constraint, 890–891 Inertia ellipsoids, 745 Infant mortality phase, 421 Infinite products, 553 Infinite series, 266 convergent, 546 defined, 545 divergence of, 546 sums of, 545 Infinity limits at, 81–84, 93–96 Inflection points, 205, 206 Information theory, 478 Information, qualitative, 510 Initial condition, 493, 503, 1077 Initial guess, 880 Initial point, of vector, 688 Initial value problem (IVP), 503, 1077 Inner partition, 908, 926, 929 Instantaneous rate of change, 114, 132–133 Instantaneous velocity, 113 Integers, 2, 261, 1034–1035 Integrable function, defined, 273, 906
 
 Integral Mean Value Theorem, 280 Integral test, 554–562 Integral(s) Boltzmann, 478 completing the square with, 423 definite approximation of, with Midpoint Rule, 274 computing exactly, 285 defined, 903 integration by parts for, 430–431 of vector-valued functions, 766 signed area and, 275–276 substitution in, 295–296 Taylor series for approximating, 601 with variable upper limit, 286 double, 901–914 area with, 918 change of variables in, 967 defined, 906, 909 evaluation of, 910, 912 in polar coordinates, 926–931 irregular partitions and, 904 order in, 913 over general regions, 908–913 over rectangle, 903–907 volume with, 904–905, 918 improper, 467–476 convergence of, 469, 471 defined, 467 divergent, 468, 471 with discontinuous integrand, 467–470 with infinite limit, 470–473 indefinite defined, 253, 273 evaluating, 254 of difference, 256 of sum, 256 of vector-valued functions, 766 power rule for, 254 line, 990–1001 defined, 990 determining sign of, graphically, 1000–1001 evaluation of over piecewise-smooth curve, 993–995 with Green’s Theorem, 1017–1018 with respect to arc length, 992 with Stokes’ Theorem, 1055 fundamental theorem for, 1007 Green’s Theorem and, 1017 independence of path, 1003–1011 with respect to x, 997
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 with respect to y, 997 work and, 999–1000 of exponential functions, 394 of inverse trigonometric functions, 407–409 Riemann-Stieltjes, 426 substitution in evaluation of, 293 surface, 1032–1041 definition of, 1032, 1040 evaluation of, 1034–1035 using complement of surface, 1062 with polar coordinates, 1035 with spherical coordinates, 1038 with Stokes’ Theorem, 1056 surface area with, 1038–1039 tangent line for, 289 Taylor series for approximation of, 602 triple, 928–946 center of mass and, 944–946 change of variables in, 970 defined, 928 in cylindrical coordinates, 950–951 in spherical coordinates, 957–960 inner partition of, 929 order of integration in, 942–943 over rectangular box, 929 over tetrahedron, 940–941 volume with, 943–944, 952–953 with first integration with respect to x, 941–942 with polar coordinates, 948 with discontinuous integrand, 278 with logarithms, 378 with powers of trigonometric functions, 433–437 with variable upper and lower limits, 288 Integrand, 253, 278, 295 discontinuous, 467–470 expansion of, 423 with even power of cosine, 435 with even power of secant, 436 with even power of sine, 435 with odd power of cosine, 434 with odd power of sine, 434 with odd power of tangent, 436 with single term, 428 Integrating factor, 989 Integration by parts, 426–431 for definite integral, 430–431 repeated, 428 by substitution, 292–296, 422, 447 constant of, 253
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 Integration—Cont. defined, 253 generalizing rule of, 423 in engineering, 361–369 in physics, 361–369 lower limit of, 273 numerical, 298–309 error bounds for, 305–308 of power series, 583–584 of rational functions, 442–448 partial, 906 reduction formula and, 430, 451 tables, 301, 450–456 trigonometric techniques of, 433–440 with computer algebra systems, 450–456 with partial fractions, 442–448 Intercepts, 212 Interest compound, 496–498 continuous compound, 496 Interior point, 828 Intermediate Value Theorem, 74 Interpolation, linear, 177 Interval closed, 2 absolute extremum on, 191 continuity on, 72 open, 3 derivative on, 119 Interval of convergence, 581 half-closed, 581 Inverse cosine function defined, 400 evaluation of, 400 Inverse function defined, 384–385 finding, 386 graphing of, 387 tangent line to, 389 unknown, 387 Inverse hyperbolic cosine function, 414 Inverse hyperbolic functions, 414–416 formula for, 415 Inverse hyperbolic sine function, 414 Inverse hyperbolic tangent function, 414 Inverse problem, 375 Inverse relationship, 384 Inverse secant function defined, 401 evaluation of, 402 Inverse sine function, 399 evaluation of, 400 hyperbolic, 414 Inverse square field, flux of, 1049–1050
 
 Inverse square law, 987 Inverse tangent function defined, 401 evaluation of, 401 hyperbolic, 414 integral related to, 408 simplification of expression with, 402–403 Inverse trigonometric functions, 399–403 calculus of, 405–409 derivatives of, 406 integrals involving, 407–409 simplification of, 402 Irrational numbers, 2 Irregular partitions, 272, 904 Irrotational flow, 1058 Irrotational vector fields, 1024, 1027–1028 Iterates, 42 Iterations, of functions, 42 IVP. See Initial value problem (IVP)
 
 J Jacobi, Carl Gustav, 966 Jacobian of transformation, 967 Jones, Vaughan, 464 Julia set, 712 Just-in-time inventory, 251
 
 K Kepler’s laws of planetary motion, 680, 794–797 Kepler, Johannes, 194, 794 Kinetic energy, 361, 1013 Klein bottle, 803 kth term test, 549–550
 
 L L’Hˆopital’s Rule, 459, 535–536 L’Hˆopital, Guillaume de, 459 Lagrange multiplier(s), 887–894 defined, 889 method of, 888 Lagrange points, 184, 799 Lagrange, Joseph-Louis, 888 Lambert shading, 874 Lamina, 920 center of mass of, 920, 921–922 moments of inertia of, 923 Laplace equation, 989 Laplace transform, 478
 
 Laplace, Pierr´e-Simon, 470 Laplacian, 858, 862, 873, 1026 Least squares method, 878 Legendre polynomials, 607 Leibniz notation, 122 Leibniz, Gottfried Wilhelm, 122, 140 Level curves, 814 directional derivatives and, 867 Level surfaces, 817–818 Lima¸cons, 653–654, 655, 664 Limit approaching, 53 approaching value of, 56 at infinity, 81–84, 93–96 by factoring, 61 by rationalizing, 62–63 comparison test for, 560 computation of, 59–66 concept of, 52–57 continuity and, 822–831 describing velocity, 66 evaluating, 53 formal definition of, 87–96, 823 graphic determination of, 54, 91–93 infinite, 94 of improper integral, 470–473 L’Hˆopital’s rule and, 459 loss of significance errors, 98–103 nonexistent, 54, 55, 92, 825 of indeterminate forms, 459 of integration, 273 of natural log, 381 of nth root of polynomial, 62 of piecewise defined functions, 65–66 of polynomial, 61, 824 of product that is not product of limits, 63–64 of quotient that is not quotient of limits, 82 of rational function, 61 of sequence, 534 of trigonometric functions, 63, 80, 91 of two variable function, 828 one-sided, 53, 56, 79 precise definition of, 89 proving as correct, 89 proving existence of, 827 simple, 88 Taylor series for conjecture of value of, 600–601 variable, integral with, 288 verifying, 64–65, 88 where two factors cancel, 55
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 Limit cycle, 668 Line integrals, 990–1001 defined, 990 determining sign of, graphically, 1000–1001 evaluating over piecewise-smooth curve, 993–995 with Green’s Theorem, 1017–1018 with respect to arc length, 992 with Stokes’ Theorem, 1055 fundamental theorem for, 1007 Green’s theorem and, 1017 in space, 997–998 independence of path, 1003–1011 with respect to x, 997 with respect to y, 997 work and, 999–1000 Line segments, parametric equations of, 628 Line(s) curvature of, 782 distance from point to, 720 equations of, 9–18 flow definition of, 981 differential equations with, 983 Euler’s method in approximation of, 983–984 graphing of, 982 graphing of, 10 in space, 726–731 nonintersecting but not parallel, 727 normal, 846, 870 orthogonal, 727 parabola and, intersection of, 17–18 parallel, 11, 12, 727 perpendicular, 11, 12 point-slope form, 11 secant, 108 slope of, 9, 10 slope-intercept form of, 11 symmetric equations of, 726 tangent, 47–51 equation of, 110, 137, 152 finding with implicit differentiation, 156 for function defined as integral, 289 graphical approximation of, 111 horizontal, 190 numerical representation of, 111 to inverse function, 389 to parametric curve, 635 velocity and, 107–115 vertical, 190, 209 vector-valued function defining, 752
 
 Linear approximation defined, 175, 847, 850 finding, 175–176, 847–848 for linear interpolation, 177 of cube roots, 176 of sine function, 176 tangent planes and, 844–852 Linear convergence, 184 Linear density, 243 Linear equations, in three dimensions, 729 Linear inequality, 3 Linear interpolation, 177 Linear momentum, 775, 778 conservation of, 778 Linear ordinary differential equations, 989 Linear polynomial, 14 Linear regression, 878, 879–880 Linear transformations, 27 direct, 972 Local behavior, in graphing, 23, 198 Local extremum approximation of, 200 defined, 22 discriminant in finding, 877–878 graph of, 197, 875–876 in functions of several variables, 874 of polynomial, 189 using first derivative test, 200 Local maximum defined, 22, 187 function with zero derivative at, 187 in functions of several variables, 874 Local minimum defined, 22, 187 function with undefined derivative at, 188 in functions of several variables, 874 Log integral function, 384 Logarithm(s) derivative of of absolute value, 377 differentiation of, 377, 380–381, 381–382 integrals involving, 378 natural defined, 376 inverse of, 391–393 limiting behavior of, 381 rewriting expressions with, 380 Logistic equation, 244, 245, 505 Logistic growth, 505–507 Lorentz curve, 272 Loss-of-significance errors, limits and, 98–103
 
 I-11
 
 Loss-of-significant-digits error, 100 Lower limit of integration, 273
 
 M M-test, 586 Maclaurin series, 588, 598 Maclaurin, Colin, 555 Magnetic field, flux of, 1051, 1059 Magnitude, of vector, 688, 700 Magnus force, 356, 722, 723 Major axes, of ellipse, 671 Mandelbrot set, 712 Mandelbrot, Benoit, 286 Map, topographical, 821 Marginal cost, 239 Marginal profit, defined, 239 Mass center of, 365 of solid, 945–946 triple integrals and, 944–946 point, 365 Mass density, 243 Mathematical analysis, 87 Mathematical induction, 263–264 Matrix determinant of, 715 Maximum absolute, 185, 882 local defined, 22, 187 function with zero derivative at, 187 in functions of several variables, 874 Maximum increase, direction of, 869–870 Maximum rate of change of function, 868 Maxwell’s equations, 1065–1066 McDuff, Dusa, 159 McNulty, Kay, 515 Mean arithmetic, 478, 896 Mean Value Theorem, 162–167, 280 Median, 484 Method of bisections, finding zeros by, 74–75 Method of cylindrical shells, 338–343 Method of disks, 328–330 Method of Lagrange multipliers, 888 Method of undetermined coefficients, 1083 Method of washers, 330–335, 340 Midpoint Rule, 273, 299–300, 304
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 Minimum absolute, 185, 882 distance, 888 local defined, 22, 187 function with undefined derivative at, 188 in functions of several variables, 874 Minimum rate of change of function, 868 Minor axes, of ellipse, 671 Mixed second-order partial derivatives, 837 M¨obius, August Ferdinand, 1039 Modeling, with differential equations, 491–498 Moment of inertia about the x-axis, 922 about the y-axis, 922 of lamina, 923 Moment(s) first, 365, 944 second, 922 with respect to x-axis, 921 with respect to y-axis, 921 Momentum angular, 775, 778 conservation of, 776, 925 impulse and, 364 linear, 775 conservation of, 778 Monotonic sequence, 538, 540 Monte Carlo method, 916 Morawetz, Cathleen, 1057 Mori, Shigefumi, 1082 Motion equations of, 773–776 in space, 769–777 Kepler’s laws of, 794–797 Newton’s second law of, 252, 770 planetary, 794–797 projectile analyzing, 771–772 in three dimensions, 776 in two dimensions, 355 initial velocity to reach given height, 354 Newton’s second law and, 352 parametric equations and, 626–627 terminal velocity in, 361 velocity at impact, 352–353 vertical motion in, 353 with air resistance, 356 simple harmonic, 1079, 1098 Moving trihedral, 788 Multiplicity, of zeros, 68, 184, 466
 
 Multiplier effect, 553 Multipliers, Lagrange, 887–894 defined, 889 method of, 888 Music synthesizers, 617–618, 619
 
 N Napier, John, 378 Natural frequency, 1087 Natural logarithms defined, 376 inverse of, 391–393 limiting behavior of, 381 Negative exponent, 254 Negative orientation, 1014 Newton’s Law of Cooling, 494 Newton’s method, 178–181 Newton’s second law of motion, 252, 352, 770 Newton, Isaac, 96, 178 Newton-Raphson method, 179 Nonexistent limit, 54, 55, 92, 825 Nonhomogeneous differential equations, 1082–1088 Nontrivial solution, 1098 Normal component of acceleration, 790–794 Normal distribution, 482 Normal line, 846, 870 Normal plane, 789 Normal vector, 713, 786–797 Normalization, of vector, 693 Notation derivatives, 121–123 Leibniz, 122 sigma, 259–264 summation, 260 vector, 688 Number(s) critical defined, 188 of rational function, 190 irrational, 2 rational, 2 real, 2–7 computer representation of, 99 sequences of, 532–542 Numerical differentiation, 122–123 Numerical integration, 298–309 error bounds for, 305–308
 
 O Oblique asymptote, 83 Octants, 698 Octave, 8
 
 Omega function, 478 One-sided limits, 53, 56, 79 One-to-one functions, 385 One-to-one transformation, 963 Open disk, 828 Open interval, 3 differential on, 119 Opposite vector, 690 Optimization, 223–230 constrained, 887–894 with inequality constraint, 890–891 with two constraints, 893–894 Orbit, geosynchronous, 779 Ordered pair, 6 Orientable surface, 1039 Orientation of curve definition of, 990 negative, 1014 positive, 1014 vector-valued curve, 751 Orthogonal lines, 727 Orthogonal planes, 730 Orthogonal projection, 712 Orthogonal vectors, 706, 792 Orthogonality condition, 607 Osculating circle, 789 Osculating plane, 789
 
 P p-series, 556–557 Pappus’ Theorem, 337 Parabola closest point on, 225–226 curvature of, 784 defined, 668 directrix of, 668 equation for, 669, 670 focus of, 668 line and, intersection of, 17–18 minimum distance on, 226–227 opening left, 670 reflective property of, 670 Paraboloid(s) applications of, 741–742 circular, 737 graph of, 737 hyperbolic, 740–741, 801 volume between two, 930 Parallel lines, 11, 12, 727 Parallel planes, 730 Parallel vectors, 691 Parallelepiped, volume of, 721 Parallelogram, area of, 720 Parameter, in parametric equations, 626
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 Parameterizations, 628, 780 Parametric equations, 457 calculus and, 634–639 circles defined by, 627–628 conic sections in, 668–675 defined, 625 ellipses defined by, 627–628 for intersecting surfaces, 755 for line segment, 628 for x-y equations, 629 of hyperbolic paraboloid, 801 parameter of, 626 plane curves and, 625–630 projectile motion and, 626–627 sine and, 627 slope of, 635 surface area with, 641–647 Parametric plot, 736 Parametric surfaces, 799–802 graphing of, 799–800 Partial derivatives, 833–840 applications, 836–837, 839 computing of, 835–836 defined, 835 from table of data, 839–840 higher-order, 837 mixed second-order, 837 of three variable functions, 838–839 Partial differential operator, 835 Partial fraction decomposition, 442–448 Partial integration, 906 Partial sum, 546–547 error estimation in, 557 Partition(s) inner, 908, 926, 929 irregular, 272, 904 regular, 266 Parts, integration by, 426–431 repeated, 428 Pascal’s Principle, 367 Pascal, Blaise, 481 Path definition of, 1004 independence of, in line integrals, 1003–1011 of steepest ascent, 868 pdf. See Probability density function (pdf) Pendulum, undamped, 1094 Perelman, Grigori, 735 Period, of periodic function, 30–31, 607 Periodic function defined, 28, 607 fundamental period of, 28
 
 Perpendicular lines, 11, 12 Perpendicular vectors, 706 Phase portrait, 487, 522 Piecewise-continuous function, 278 Piecewise-defined functions, limit of, 65–66 Piecewise-smooth curve, line integrals over, 993–995 Piecewise-smooth surface, 1037 Pixels, 21 Planck’s law, 398, 606 Plane curves arc length of, 643 defined, 626 graph of, 626 unusual, 629 Plane, Cartesian, 6–7 Plane(s) equation of, 729 in R3 , 728–731 in space, 726–731 intersection of, 730 normal, 789 orthogonal, 730 osculating, 789 parallel, 730 tangent, 844–852 equation of, 846–847 gradient and, 870 normal line, 870 vectors in, 688–695 Planetary motion, 680, 794–797 Plot Bode, 1096 contour, 814 density, 814, 816 Point masses, 365 Point of diminishing returns, 233 Point-slope form, of line, 11 Point(s) boundary, 828 colinear, 9, 10 critical, 875, 878 derivative at, 118–119 distance from, 720 evaluation, 269, 270 fixed, 42 in three dimensions, 698 inflection, 205, 206 initial, 688 interior, 828 Lagrange, 184, 799 on parabola, closest, 225–226 saddle, 741, 876 source, 1026
 
 I-13
 
 Polar coordinates arc length in, 666 area in, 664, 927 calculus and, 660–666 conic sections in, 677–681 conversion to/from rectangular coordinates, 649–650 defined, 649 double integrals in, 926–931 graphing of, 652 horizontal tangent lines and, 661 intersections in, 665 plotting points in, 649 surface area in, 935 surface integral evaluation with, 1035 transformation involving, 965 triple integrals with, 948 volume in, 928 Polar form of vector, 694 Polynomial(s) coefficients of, 13 constant, 14 cubic, 14, 17 graph of, 23 defined, 13 degree of, 13 graph of, 212–213 Hermite, 1107 Legendre, 607 limit of, 61, 824 linear, 14 local extrema of, 189 quadratic, 14 quartic, 14 quintic, 14 Taylor, of degree n, 588 trigonometric function and, sum of, 220–221 Position equilibrium, 1074 estimating overall change in, 277 Position vector, 689, 692, 750 Positive orientation, 1014, 1039 Potential energy, 361, 1013 Potential function, 292 of gradient field definition of, 984 finding, 985–986 of vector field, 1010 Potential, electrical, 607 Power functions, arc length of, 346 Power functions, inside cosine, 294 Power rule for derivatives, 127–133 for indefinite integral, 254 with fractional exponent, 255 with negative exponent, 254
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 Power series convergence of, 580 defined, 580 differentiation of, 582–583 integration of, 583–584 solutions of differential equations, 1098–1106 Power, definition of, 863 Predator-prey systems, 298, 521–522 Present value, 496, 553 Pressure, of gas, vs. volume and temperature, 157 Price vector, 713 Price, relative change in, 241 Price-to-earnings ratio, 821 Principal unit normal vector, 786 Probability density function (pdf), 481, 482 standard deviation for, 486 Probability distributions continuous, 481 discrete, 481 normal, 482 Probability, conditional, 478 Product (in chemistry), 246 Product rule(s), for derivatives, 135–140, 151 Profit defined, 245 marginal, defined, 239 Projectile motion, 265 analyzing, 771–772 in three dimensions, 776 in two dimensions, 355 initial velocity to reach given height, 354 Newton’s second law and, 352 parametric equations and, 626–627 terminal velocity in, 361 velocity at impact, 352–353 vertical motion in, 353 with air resistance, 356 Projection, of vector, 708–711 orthogonal, 712 Pythagorean comma, 8
 
 Q Quadratic approximation, 211 Quadratic factor, partial fractions with, 445–446 Quadratic formula, 16 Quadratic inequality, 4 Quadratic polynomial, 14 Quadric surfaces, 735 Qualitative information, 510
 
 Quartic polynomial, 14 Quaternions, 697 Quintic polynomial, 14 Quotient difference, 110, 127 limit of, 82 Quotient rule, for derivatives, 135–140
 
 R Radians, 28 Radioactive decay, 494 Radius of convergence, 581, 602–603 Radius of curvature, 789 Radius of sphere, 702 Ramanujan, Srinivasa, 575 Range, of function, defined, 13 Rate of change in economics, 239–244 in sciences, 239–244 in volume, 157 instantaneous, 114, 132–133 interpreting, 114 maximum, 868 minimum, 868 Ratio test, 571–577 Rational function continuity of, 69, 71 critical number of, 190 defined, 15 graph of, 23–24, 208, 213–214 integration of, 442–448 limit of, 61 with no vertical asymptotes, 25 Rational numbers, 2 Rationalizing, finding limit by, 62–63 Rayleigh-Jeans law, 606–607 Reactants, 246 Real line, 2 Real number(s), 2–7 computer representation of, 99 sequences of, 532–542 Rectangle approximating area under curve with, 267 double integrals over, 903–907 Rectangular coordinates conversion to/from cylindrical coordinates, 951–952 conversion to/from polar coordinates, 649–650 conversion to/from spherical coordinates, 956 defined, 649 Recurrence relation, 1100 Reduction formula, 430, 451
 
 Reflective property, 670 Region connected, 1004 continuity on, 829 double integrals over general, 908–913 elementary polar, 926 simply-connected, 1009, 1058 transformation of simple, 964 Regression, linear, 878, 879–880 Regular partition, 266 Related rates problems, 234–237 Relation, recurrence, 1100 Relative change in demand, 241 Relative change in price, 241 Reliability function, 478 Remainder term, 589 Removable discontinuity, defined, 70 Repeated integration by parts, 428 Residual, 879 Resonance, 1073, 1087 Resonant frequency, 1096 Restitution, coefficients of, 266, 358 Resultant force, 694 Resultant vector, 688 Revolution, solids of, 343 Riemann sum, 269, 270, 274 double, 904, 917 Riemann’s condition, 284 Riemann, Bernhard, 269 Riemann-Stieltjes integral, 426 Riemann-zeta function, 563 Right hand rule, 717 Right-handed coordinate system, 697 Rolle’s Theorem, 162, 596 Rolle, Michel, 162 Root test, 576 Root, of function, 14 Rose, four-leaf, 656 Rossmo, Ken, 388 Rudin, Mary Ellen, 911 Rule of 72, 501
 
 S Saddle point, 741, 876 Sales vector, 713 Scalar functions, with gradient, 1026 Scalar product, 705 Scalar triple product, 721 Scalars, 688 Scatter plot, 6–7 Schr¨odinger’s wave function, 1098 Secant function defined, 30 hyperbolic, 412
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 integrand with even power of, 436 inverse defined, 401 evaluation of, 402 Secant line, 108 Second component, of vector, 689 Second derivative, 131 implicit, 158 Second Derivative Test, 203–209, 877, 883 Second moment(s), 922 Second-order differential equations applications, 1090–1095 as system of first-order, 525 with constant coefficients, 1074–1080 Second-order partial derivatives, 837 Sensitivity, 246 Separable differential equations, 501–507 Sequence(s) bounded, 539–540 completeness axiom and, 541 convergence of, 532–533 decreasing, 538 defined, 532 divergence of, 534–535 factorial, 537 Fibonacci, 1, 544 general term of, 532 increasing, 538 L’Hˆopital’s Rule and, 535–536 limit of, 534 monotonic, 538, 540 of real numbers, 532–542 squeeze theorem for, 536 term of, 532 with terms of alternating signs, 537 Series alternating defined, 565 divergent, 567 harmonic, 565 sum of, 568–569 test, 565–566 binomial, 604–605 comparison test for, 559 conditional convergence of, 572 Fourier, 607–618 convergence of, 616–617 defined, 608 expansion of, 610, 611–612, 614–615 music synthesizers and, 617–618 Fourier cosine, 620 Fourier sine, 618, 620
 
 geometric, 547 convergent, 547–548 divergence of, 548–549 harmonic, 550 alternating, 565 infinite, 266 convergence of, 546 defined, 545 divergence of, 546 sums of, 545 Maclaurin, 588, 598 p-series, 556–557 power convergence of, 580 defined, 580 differentiation of, 582–583 integration of, 583–584 solutions of differential equations, 1098–1106 Taylor applications of, 599–605 convergence of, 590 defined, 587 expansion, 588 for approximation of e, 591 for approximation of integral, 602 for approximation of sine value, 599 for definite integral, 601 new from old, 595 of sin x, 591 Set(s) Cantor, 552 Julia, 712 Mandelbrot, 712 Shading, Lambert, 874 Sigma factors, 620 Sigma notation, 259–264 Sigmoid function, 398 Signed area, 275 Simple curve, 1014 Simple harmonic motion, 1079, 1098 Simple region, transformation of, 964 Simply-connected region, 1009, 1058 Simpson’s Rule, 303–304, 310 Simpson, Thomas, 303 Sine function combined with cosine, 32 hyperbolic, 411 inverse, 414 integrand with even power of, 435 integrand with odd power of, 434 inverse, 399 evaluation of, 400 linear approximation of, 176 parametric equations and, 627 root function in, 294–295
 
 I-15
 
 solving equations with, 29 Taylor series for, 591, 599 Sink, in vector field, 1026 Slant asymptotes, 83 Slant height, 347 Slicing, calculation of volume by, 325–328 Slope finding, 10 for determining colinearity, 10 of curve, 49 of line, 9 of parametric curve, 635 Slope field, 510 Slope-intercept form, 11 Smooth curves, 763, 991 Smooth surface, 1037 Solid center of mass of, 945–946 volume of, 331–332, 919 Solids of revolution, 343 Solution(s) direction field to visualize behavior of, 511–512 equilibrium, 505, 516–517, 522 family of, for differential equations, 503 general, for differential equations, 492, 1075 implicit, 504 nontrivial, 1098 power series, 1098–1106 steady-state, 1086 transient, 1086 Source, in vector field, 1026 Source-free vector field, 1026 Space line integrals in, 997–998 lines in, 726–731 motion in, 769–777 planes in, 726–731 surfaces in, 734–743 vector field graphing in, 981 vectors in, 697–702 Space curve, 750 Special functions, 602 Specific heat, 1063 Spectrum, energy, 620 Speed angular, 771 defined, 637 Sphere as quadric surface, 735 center of, 702 defined, 702 equation of, 702 radius of, 702
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 Spherical coordinates, 800, 956–960 cone equation in, 956 conversion to/from rectangular coordinates, 956 evaluation formula for, 970–971 surface integral evaluation with, 1038 triple integrals in, 957–960 volume with, 959–960 Spiral Archimedean, 653 Cornu’s, 648, 786 Spring constant, 362, 1074 Spring-mass system, 1074, 1078–1079 Spring(s) Hooke’s Law and, 362 work done in stretching, 362 Square root function, 15 chain rule with, 144 derivative of, 119–120 Square-wave function, Fourier series expansion, 610, 614–615 Squeeze theorem for functions, 64 for sequences, 536 Stable equilibrium solutions, 512, 517 Standard basis vectors, 693 Standard deviation, 486 Steady-state solution, 1086 Steepest ascent method, 868, 880–881 Stokes’ Theorem, 1053–1059 definition of, 1053 line integral evaluation with, 1055 proof of, 1053–1054 surface integral evaluation with, 1056 Stokes, George Gabriel, 1054 Stretching, 40 Substitute commodities, 844 Substitution for power function inside cosine, 294 in evaluating definite integrals, 293, 295–296 integral table and, 447 integrand expansion with, 295 integration by, 292–296, 422 trigonometric, 437–440, 448 Sum(s), 259–264 Cesaro, 552 computation of, 262 derivative of, 131 indefinite integral of, 256 of alternating series, 568–569 of function values, 263 of infinite series, 545 of odd integers, 261
 
 of trigonometric function and polynomial, 220–221 partial, 546–547 error estimate in, 557 Riemann, 269, 270, 274 double, 904, 917 Summation notation, 260 Summation, index of, 260 Surface area arc length and, 345–347, 641–647 calculation of, 934 computation of, 350 defined, 347 in polar coordinates, 935 numerical approximation of, 935–936 of parametric curves, 641–647 surface integrals for, 1038–1039 with parametric equations, 646 Surface integrals, 1032–1041 computing surface area with, 1038–1039 definition of, 1032, 1040 evaluation of, 1034–1035 using complement of surface, 1062 using polar coordinates, 1035 using spherical coordinates, 1038 using Stokes’ Theorem, 1056 Surface(s) complement of, 1062 contour plots and, 815 cylindrical, 734 in space, 734–743 intersecting, parametric equation for, 755 level, 817–818 orientable, 1039 paraboloid, 737 parametric, 799–802 parametric representations of, 1035–1041 piecewise-smooth, 1037 quadric, 735 smooth, 1037 two-sided, 1039 volume beneath, 904–905 Symmetric difference quotient, 127 Symmetric equations, of line, 726 Systems, of differential equations, 521–525
 
 T Tables, integration, 301, 450–456 Tacoma Narrows Bridge disaster, 1073 Tag-and-recapture process, 843
 
 Tangent function defined, 30 hyperbolic, 412 inverse, 414 integrand with odd power of, 436 inverse defined, 401 evaluation of, 401 integral related to, 408 simplification of expression with, 402–403 Tangent line approximation. See Linear approximation Tangent line(s), 47–51 equation of, 110, 137, 152 finding, with implicit differentiation, 156 for function defined as integral, 289 graphical approximation of, 111 horizontal, 190, 661 numerical representation of, 111 to inverse function, 389 to parametric curve, 635 velocity and, 107–115 vertical, 190, 209 Tangent planes, 844–852 equation of, 846–847 gradient and, 870 normal line, 870 Tangent vector, 764, 786–797 unit, 780, 787–788 Tangential component of acceleration, 790–794 Tautochrone, 457, 648 Tautochrone problem, 645 Taylor polynomial of degree n, 588 Taylor series applications of, 599–605 convergence of, 590 defined, 587 expansion, 588 for approximation of e, 591 for approximation of integral, 602 for approximation of sine value, 599 new from old, 595 of sin x, 591 to approximate definite integral, 601 Taylor’s Theorem, 589, 595–596 Taylor, Brook, 426 Temperature, ambient, 494 Term of sequence, 532 remainder, 589 Term-by-term differentiation, 582
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 Terminal point, of vector, 688 Terminal velocity, 361, 509 Tetrahedron, triple integral over, 940–941 Thermal diffusivity, 862 Third derivatives, 131 Three body problems, 184 Three-dimensions, plotting points in, 698 Three-leaf rose, 661 Threshold, critical, 512 Thrust-time curve, 370 Timbre, 617 Time, doubling, 493 TNB frame, 788 Topographical map, 821 Torque, 721, 722, 775 Torsion, 798 Total area, defined, 275 Total differential, 850 Transform, Laplace, 478 Transformation changing variables for, 968 image of, 963 in polar coordinates, 965 Jacobian of, 967 linear, 27 direct, 972 of data, 9 of functions, 36–41 combination, 36 composition, 36 finding, 37 identification of, 37 stretching, 40 of simple region, 964 one-to-one, 963 Transient solution, 1086 Translation(s) comparing, 39 horizontal, 38–39 vertical, 37–38 Trapezoidal Rule, 302, 304 Triangle Inequality, 708, 712 Triangle inequality, 5 Triangular wave function, Fourier series expansion, 611–612 Trigonometric functions, 26–34 derivatives of, 147–152 in powers, 294 integrals involving powers of, 433–437 inverse, 399–403 calculus of, 405–409 derivatives of, 406 integrals involving, 407–409 simplification of, 402
 
 limit of, 63, 80, 91 loss of significance involving, 101 polynomial and, sum of, 220–221 Trigonometric identities, 32 Trigonometric substitution, 437–440, 448 Trihedral, moving, 788 Triple integrals, 928–946 center of mass and, 944–946 change of variables in, 970 defined, 928 for volume, 952–953 in cylindrical coordinates, 950–951 in spherical coordinates, 957–960 inner partition of, 929 order of integration in, 942–943 over rectangular box, 929 over tetrahedron, 940–941 volume with, 943–944 with first integration with respect to x, 941–942 with polar coordinates, 948 Trochoid, 640 Trojan asteroids, 185 Two-sided inequality, 3–4 Two-sided surface, 1039
 
 U Undamped pendulum, 1094 Undetermined coefficients, method of, 1083 Unit ball, 957 Unit normal vector principal, 786 Unit tangent vector, 780, 787–788 Unit vector, 693, 701 Universal law of gravitation, 680, 794 Unstable equilibrium solutions, 512, 522 Up concavity, 203 Upper limit of integration, 273 Useful life phase, 421
 
 V Variable(s) change of in antiderivative, 968–969 in double integral, 967 in multiple integrals, 962–971 in triple integral, 970 dimensionless, 858 several, functions of, 809–818 extrema of, 874–883 two, functions of, 809–810
 
 I-17
 
 Vector field(s), 977–987 conservative, 1003–1011 definition of, 1009 determination of, 1010, 1027 curl of, 1022–1029 computing, 1023 definition of, 1023 interpretation of, 1024 definition of, 978 divergence of, 1022–1029 computing, 1025 definition of, 1025 flux of, 1039–1041 graphing of, 978–979 incompressible, 1026 irrotational, 1024, 1027–1028 plotting, 978 potential function of, 1010 sink points, 1026 source points, 1026 source-free, 1026 with gradient, 1026 Vector format, 627 Vector-valued curves graph of, 750–751 orientation of, 751 Vector-valued functions antiderivative of, 765 calculus of, 758–767 continuity of, 759–760 defined, 750 definite integral of, 766 derivative of, 761 differentiation of, 761 ellipse, 751 elliptical helix, 751–752 graphing of, 750–751 increment of, 760 indefinite integral of, 766 limit of, 759 line, 752 matching to graph, 752 Vector(s) acceleration, 770 addition of, 688–689 additive inverse of, 691, 700 angle between two, 706 arithmetic with, 690–691 binormal, 788 components of, 689, 708–711 cross product, 714–723 direction, 711 displacement, 710 dot product of, 704–711 first component of, 689 horizontal component of, 637, 693 in plane, 688–695
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 Vector(s)—Cont. in R3 , 699–702 in space, 697–702 initial point of, 688 magnitude of, 688, 700 normal, 712, 728, 786–797 normalization of, 693 notation, 688 opposite, 690 orthogonal, 706, 792 parallel, 691 perpendicular, 706 polar form of, 694 position, 689, 692, 750 price, 713 principal unit normal, 786 projection of, 708–711 orthogonal, 712 resultant, 688 right-handed coordinate system and, 697 sales, 713 scalar product of, 705 scalar triple product of, 721 scalars and, 688 second component of, 689 standard basis, 693 subtraction of, 689 tangent, 764, 786–797 terminal point of, 688 unit, 693, 701 unit tangent, 780, 787–788 velocity, 770 vertical component of, 693 zero, 691, 700 Velocity angular, 774 average, 112–113 escape, 86 estimating numerically, 124 from acceleration, 770
 
 from position, 770 horizontal component of, 637 instantaneous, 113 limit describing, 66 tangent lines and, 107–115 terminal, 361, 509 vector, 770 vertical component of, 637 Velocity field, 981 flux of, 1061–1062 Verhulst, Pierre, 505 Vertex of ellipse, 671 Vertical asymptotes, 24 in graphing, 212, 215–216 Vertical component, of vector, 637 Vertical line test, 13 Vertical translation(s), 37–38 Volume beneath surface, 904–905 between two paraboloids, 930 calculation of by cross-sectional areas, 326–327 by cylindrical shells, 338–343 by slicing, 325–328 by washers, 330–335, 340 disk method for, 328–330 estimating from cross-sectional data, 327 in polar coordinates, 928 in spherical coordinates, 959–960 maximization of, 224–225 of cylinder, 325, 665 of dome, 328 of parallelepiped, 721 of solid, 331–332, 919 of solid with cavities, 331–332 rate of change of, 157 with double integrals, 918 with triple integrals, 943–944, 952–953
 
 W Washers, method of, 330–335, 340 Watts, Robert, 357 Wave equation, 843 Wave function, 1098 Weierstrass M-test, 586 Weierstrass, Karl, 74 Weight density, 947 Well-defined functions, 290 Wiles, Andrew, 189 Witten, Edward, 790 Work calculation of, 362, 710 defined, 361 line integrals and, 999–1000
 
 Y Yau, Shing-Tung, 837 Yoccoz, Jean-Christophe, 455
 
 Z Zero of multiplicity, 68, 184, 466 Zero vector, 691, 700 Zero(s) of function approximate, 25 approximating by method of bisection, 74–75 by Newton’s method, 179 Bessel function, 603 by factoring, 16 by quadratic formula, 16 cubic polynomial, 17 determining number of, 164 finding, by method of bisections, 74–75
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