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 Preface to the fourth edition
 
 Essential Psychiatry is a premium international psychiatric text with contributions from leaders in their respective fields. Whilst written essentially for the clinician, it encompasses the very latest research findings and has extensive and up-to-date referencing. It is a completely revised and updated version of Essentials of Postgraduate Psychiatry, 3rd ed. (eds. R. Murray, P. Hill, P. McGuffin; Cambridge University Press, 1997). Although it maintains the overall structure of that volume, it expands and extends its scope and includes cutting-edge contributions from a wide range of authors (from Europe, the Americas, Australia, Asia and Africa). Care has been taken to ensure that, whilst chapters present contemporary research and clinical practice, they also reflect the rich historical heritage of the field of psychiatry. Both the major classification systems – the American Psychiatric Association’s Diagnostic and Statistical Manual of Mental Disorder and the World Health Organization’s International Classification of Diseases – are referenced throughout, with pointers to overlaps and differences between these systems. The book is organized into sections, beginning with The Tools of Psychiatry and followed by Psychiatric Disorders (including discrete chapters on
 
 xii
 
 child and adolescent and old age psychiatry), Special Topics (e.g. social and transcultural aspects of psychiatry), Psychiatry in Specific Settings (e.g. psychiatry in primary care; community psychiatry) and Treatments in Psychiatry (covering biological, psychological and family interventions). Each chapter has supportive material, including tables and clinically focused fact boxes. The result is a book which can be read through from beginning to end, particular chapters read separately or sections read together. Each chapter, whilst standing alone, is cross-referenced to other chapters where relevant. The use of headings and subheadings and a comprehensive index make quick reference to specific topics easy. We believe this book will be a major reference work for psychiatrists and mental health professionals across the world, as well as providing a comprehensive resource for psychiatric trainees which will endure well beyond their trainee years, and continue to be a source of knowledge and wisdom for years to come. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle June 2008
 
 SECTION 1
 
 The Tools of Psychiatry
 
 1 The mental state and states of mind Paul E. Mullen
 
 It is the duty, and should be the privilege of the medical examiner, to spend several days in the examination of a lunatic before they pronounce a decided opinion. Theodric Beck (1823)
 
 The injunction of Dr Beck may seem whimsical in these days of brief admissions and etiolated community psychiatry, but clinical psychiatry without some curiosity and concern with the mental life of the patient would be an impoverished speciality. This is as true for those psychiatrists whose primary interest is in classification and diagnosis as for those who seek first and foremost to explore the meaningful connections and mental mechanisms of their patients’ internal world. The information generated by such interest, if it is to be shared, requires expression in an agreed language of sufficient clarity and precision. Putting names to things is an essential prerequisite to any meaningful discourse. Allowing definitions of such names to come to determine the supposed essence of those things is, however, the death of science and progress. Sadly this is happening not only in attempts to impose operational definitions in psychopathology but also in the classificatory approaches of both the Diagnostic and Statistical Manual (DSM) and International Classification of Diseases (ICD) systems, or at least in how these symptoms are applied in some circumstances (Mullen, 2006).
 
 Abnormalities of mental state as symptoms Abnormalities of mental state are frequently treated in psychiatry merely as symptoms that act as signposts pointing towards particular diagnostic conclusions. The theoretical structure underlining this approach is the familiar medical model in its most basic form. Reservations can, however, be expressed about equating abnormalities of mental state with symptoms in a way analogous to symptoms in general medicine. In medicine itself the symptom can be seen as expressing the effect of the disease process. The pain down the left arm on exertion can reflect the physical changes accompanying cardiac ischaemia. The patient’s complaint is a direct pointer to a physical lesion. The tone and quality of the patient’s complaint may, in this situation, be affected by the character and culture of the individual, but still the symptom can be employed as a signpost to the disease. In psychiatry, even if one grants uncritically the claim that underlying disturbances of mental state are disorders of the brain, a straightforward expression of the disease by the symptom is less easily maintained. The socalled symptoms of psychiatric illness are virtually always disturbances of mental state. When patients give voice to their complaints, or, more often, try to express the disturbances in their experience of
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 themselves and their world, there lies behind their statements the whole mental life of that particular individual. As Minkowski (1970) expressed it, “behind confusion always lies the confused person, behind melancholy the depressed, behind the syndrome of influence the influenced”. Abnormalities of mental state are not necessarily to be viewed as disordered fragments but, on the contrary, can be seen as reflecting the whole personality and mental functioning of that individual. This view suggests that the syndrome in psychiatry cannot be equated so easily with a simple association of symptoms, but becomes the expression of a modification in the mental life and personality of this individual. The clear and precise definition of clinical symptoms has manifest utility and serves the medical model of psychiatric disorder admirably. There must, however, be some disquiet over the extent to which this detracts from the exploration and delineation of the patient’s actual experiences. A hallucination can be defined as a perception without an object. Employing this definition, whether or not the particular patient has had a hallucinatory experience, can be determined by asking the right questions. Having established the presence of the hallucination, the psychiatrist may feel they have exhausted this area of enquiry, but what has been defined is a symptom; what has not occurred is the elucidation of the patient’s actual experience. To take an example, hypochondriasis has been defined as painful or unpleasant worrying, specifically concentrated on the possibility of disease or malfunction that is beyond the subject’s power to control and out of proportion to any actual illness or disorder that is present (Wing et al., 1974). Hypochondriasis so defined may present in very different ways in the context of very different states of mind: the severely depressed patient in a state of agitated despair who complains of the decay and decomposition within her; the individual with dementia who repeats interminably a cry for help and for a cure to some ill-defined malaise; the young man who travels from physician to physician with a bizarre account of physical disorder, which he says leaves him without feeling, without will, and
 
 unable to think of anything but his supposed malfunction; the woman who has moved from doctor to doctor for 30 years with a multiplicity of aches and pains and despite accumulating operations, vague diagnostic labels, and innumerable courses of treatment, continues to complain bitterly of being plagued by ill health. The symptom hypochondriasis could be used for all. The context of the hypochondriasis in these particular cases could be further placed in the context of a syndrome such as Briquet’s, a psychiatric disorder such as depression or even a clinicopathologic entity such as Pick’s disease. This further elaboration does not bring us much closer to understanding the state of mind which manifests in these four individuals through their worry and concern over the state of their physical health. Perhaps more importantly, if we do not recognise the qualitative differences in how the hypochondriasis is experienced and expressed, we miss an all-important sign of the nature of the disturbance of which it is a part. If we have a real curiosity about the mental life of our patients and are not content to remain exclusively within the reductionism of the currently fashionable diagnostic labels, then the exploration of mental state must extend beyond symptom collection. Symptoms are constructs which do not exist in pure form but vary with the context, with the influence of other disturbances in mental state, with the situation in which they are experienced, with the cultural and personal background of the individual and even with the theoretical assumptions of the examiner who directs and constrains the patient’s description. Is descriptive psychopathology, then, an intellectual indulgence for mental health professionals with enough time on their hands for explorations beyond those necessary for effective care and treatment of the patient? Or is it of clinical and potential research interest? It is hoped that this chapter suggests the latter. The symptoms checklist approach is good enough most of the time, but the psychiatrist’s expertise should take them beyond the limits inherent in the health professional with a clipboard. Not only will the ability to explore the mental state
 
 Chapter 1: The mental state and states of mind
 
 provide a more rounded understanding of even the most mundane clinical situation, a competent exploration will make the patient feel attended to and understood to a far greater extent than an interrogation based on a predetermined set of questions. In the more complex case, such an exploration offers protection against error and the hope of more effective management. The trajectory for much social and biological research in psychiatry in recent years has been towards the use of standardised diagnostic instruments, for very good reasons. In some areas, we are beginning to come up against the inherent limitations of this diagnostic approach which dominates both DSM-IV and ICD-10. The carefully articulated diagnostic classifications of DSM-IV and ICD-10 are generally accepted to relate meaningfully to the world of mental disorders. Nevertheless, the increasingly obvious gaps between research findings and the definitions of mental disorders in today’s diagnostic manuals is beginning to raise questions about whether validity has been sacrificed on the altar of reliability. For example, schizophrenia as a diagnostic entity is starting to fragment under the impact of genetic, neuroimaging, neuropsychological, social and other research methodologies for which findings are difficult to make sense of within anything approaching the manual models of schizophrenia. Bleuler’s plurality of the schizophrenias has returned. Schizophrenia may even be in the process of regressing from disorder to syndrome. The question is once again open as to what abnormalities of mental state and behaviour best map onto the developing research database – a question which today’s self-confirming and fixed diagnostic categories with their simple symptom signposts are helpless to answer (Mullen, 2006). Mental health clinicians with any critical faculties cannot but notice that the better they know a patient and the more information that is available, often the more problematic it becomes to fit them into any specific diagnostic category. This is the reverse of the situation in well-established medical specialities. The increasing use of the label schizoaffective disorder, for example, reflects not just sloppy practice
 
 but genuine confusion created by attempting to read clinical reality through the categories of the diagnostic manuals. The situation with affective disorders is even more dramatic. Following the extension of the label depression to cover a vast range of distress and dysphoria, we are left with supposed diagnostic entities, such as major depression, which have lost coherence from being stretched so widely. Under the tutelage of the pharmaceutical industries’ favoured experts, we are seeing a similar inflation of the term mania. Today a diagnosis equals an indication, and an expanding indication may be worth a fortune to a pharmaceutical company. In a medical world that is increasingly commercialised, there is no innocence in psychiatric diagnostic systems. Given that they remain essentially arbitrary, at least at the all-important margins, they become the vehicles for some professors’ pursuit of power and influence and for some pharmaceutical companies’ pursuit of profit. The DSMs and ICDs began as attempts to create a common language by codifying what were accepted to be preliminary and tentative assumptions about diagnostic categories. Today DSM-IV and ICD-10 confront us not as hypotheses about useful ways to conceptualise disordered states of mind and behaviour, but as the very foundation of our research and clinical practice. In today’s psychiatry, to be a researcher or even a mainstream clinician plunges one into the very core of the self-justifying and self-sustaining hermeneutic world of today’s manuals of mental disorders. When push comes to shove, however, diagnostic entities depend on phenomenology at least until genuine clinical pathological entities emerge from the current confusion of half-truths, good intentions, and pure obscurantism.
 
 Abnormal phenomena In the following sections, abnormal phenomena are discussed. The emphasis is on describing mental phenomena prior to their becoming part of the formulation of particular disorders, but
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 for convenience and coherence some common syndromes, such as mania, are used to draw together the associated phenomena. Space only allows a restricted presentation. This chapter is no more than an advert for descriptive psychopathology, which it is hoped will interest the reader to explore the area further. The best place to begin that exploration remains Karl Jaspers’s (1963) General Psychopathology, in particular pages 55–148.
 
 Perceptual disorders Madmen are visionaries of the senses because they do not see things as they are and because they often see things that are not. (Malebranche, 1674/1980)
 
 The sensory modalities are the special senses of sight, hearing, smell and taste, as well as the sensations of touch, pain, temperature, point discrimination and position. Except in peculiar circumstances we experience perceptions, not sensations. Sensations are transformed into perceptions by their origin being experienced as arising from some external object. If I experience a smell without recognition or association, it would be a simple sensation, but after it is referred to some external object – say, a rose – it forms part of a perception. In perception we usually experience ourselves in relation to an object in the world. Objects are normally perceived as particular things. This is especially true of visual perceptions in which, for example, if I look at a cube I tend to perceive it as a cube, although at most I can only immediately apprehend three of its sides, and a possibility exists, until I have examined every aspect, that it is not truly a cube. Meanings tend, therefore, to be imminent in perception. Perceived objects stand bodily before us resisting and infused with a quality of reality. In that we believe what we see, we do so usually without any verification or consideration. Traditionally, theories of perception introduce into perception itself intellectual operations and a critical examination of the evidence of the senses to which we in fact resort only when direct observation founders in ambiguity. Clearly, however, when we deal with perception rather than sensation, we are dealing not simply with the raw data itself but with a
 
 process that usually involves a knowing what as well as a sensing of. In stating that he hears a voice, the patient is recognising the type and nature of what he hears.
 
 Disturbance in sensory function Disturbances in the sensory modalities themselves are largely the result of organic lesions and are dealt with in standard texts of neurology. Occasionally the absence of sensation (e.g. blindness or anaesthesia), the perversion of sensation (e.g. tingling paraesthesia) or the abnormal heightening of sensation (e.g. hyperacusis) may be complained of without any obvious explanation in physical pathology. This, for example, will be seen in certain conversion symptoms of a hysterical type. In some patients with mania, all sensation may appear heightened, as they may also be in depressed individuals, although for one it is the source of pleasure and delight, in the other an additional burden and imposition. A dulling of sensations with everything experienced as lacklustre and bleak may also accompany depression.
 
 Disturbances in perception Agnosias The disturbed ability to organise sensory impressions so as to allow the recognition of objects (that is, to perceive objects) is known as agnosia. Agnosias may obviously affect different sensory modalities and usually reflect cortical damage.
 
 Micropsia and macropsia The relative proportions of perceived objects may alter to render them enlarged (macropsia) or diminished (micropsia). Such changes may occur, for example, in severe fatigue, sleeplessness, toxic states, and temporal lobe epilepsy.
 
 Synaesthesia This is where perceptions in one modality, for example, hearing, are simultaneously experienced as if they were also present in another modality, for example, vision. This is encountered in some drug
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 intoxications. The visual effects which occur concomitantly with music in states of cannabis intoxication are often highly prized by its habitue´s.
 
 False perceptions These are actual perceptual abnormalities and imply that the experience involved is of perceiving something, not just believing something.
 
 Hallucinations There is a long tradition of distinguishing between illusions and hallucinations (Van Den Berg 1982). Esquirol (1833), held that a person labours under an hallucination who has a thorough conviction of a sensation when no external object suited to excite this sensation has impressed his senses, whereas it is an illusion if the senses are deceived respecting the qualities, relations, and causes of impressions actually received and cause them to form false judgements respecting their internal and external sensations.
 
 Hallucinations proper have the following characteristics: r They are actual false perceptions, not distortions of real perceptions. r They are experienced as being out there in the world and as inhabiting objective space. r They are experienced as having the qualities and force of the corresponding normal perceptions, being just as vivid, whole and immediate. r They are usually experienced alongside and simultaneously with normal perceptions (complex visions may be an exception). r They are as independent of our will as is any normal perceptions, in that they cannot be conjured up or dismissed. The hallucination may show a greater independence of our will and action than a normal perception for, although I can turn away from looking at the page before me or cease attending to the droning voice of a lecturer, my hallucinations will continue to force themselves to my attention. A hallucinated voice will usually penetrate the most efficient earmuffs, and one patient continued to be plagued by hallucinated voices even after he had destroyed
 
 his eardrums with needles thus reducing the rest of the world to silence. Hallucinations do not yield to argument for the immediateness of the experience is that of normal perception, but the experienced reality of hallucinations can vary. On more than one occasion, I have had patients try to explain how the voices or visions differ from actual perceptions. It has been suggested that hallucinations owe as much to interpretation as perception, with patients elaborating and constructing their experiences out of more basic hallucinatory events (Horowitz, 1978). Patients frequently find no difficulty in discriminating between their hallucinations and true perceptions. Hallucinations are usually confined to a single sensory modality, and this or some other subtle difference from normal perception may make the patient aware of the false nature of the perceptions. The ease with which hallucinations are distinguished from real perceptions in some patients is illustrated by a telephonist who, despite being troubled by constant auditory hallucinations, continued to work efficiently, unerringly distinguishing them from the disembodied voices of callers. A particular patient may suffer simultaneously from hallucinations in several sensory modalities at the same time, but they will rarely be perceived as emanating from a single entity. Occasionally multimodal or scenic hallucinations are described in which a complex visual and auditory hallucination is experienced, but if a patient reports a vision that also speaks, particularly if it answers back, the most likely explanations are malingering or hysteria. Hallucinations can be subdivided by sensory modality. Auditory hallucinations may range from illdefined sounds to highly organised perceptions in which, for example, a voice recognizable to the patient as that of a relative or acquaintance will be heard talking at length. One of my patients was constantly plagued with the sound of the Beatles playing “Strawberry Fields”, complete with full musical accompaniment, a phenomenon that despite his fondness for popular music palled after the first few weeks. True auditory hallucinations usually
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 have a directional quality, and the patient can describe from where they appear to be emanating. Certain modes of hearing voices were held by Kurt Schneider (1974) to be of special diagnostic importance in schizophrenia. The hearing of one’s own thoughts read aloud, voices talking with one another, and voices that maintain a running commentary on the patient’s thoughts and actions were considered first-rank symptoms. Occasionally tinnitus and other disturbances due to local disease of the ear may be confused with hallucinations. Visual hallucinations may also vary from illdefined shapes and colours through clearly recognizable objects and persons to the complex visions which may, for example, accompany ecstatic states. Olfactory and gustatory hallucinations can occur separately or, more commonly, together. They are seen in some types of schizophrenic disorder, but may also be found in affective and epileptic disturbances. The persecuted patient may taste and smell the poisons placed in his food by his tormentors, the depressed may be assailed by the stench of his own decomposition, the oversensitive may squirm in embarrassment at what she perceives as her overpowering odour (the distinction from illusion may often be difficult in these cases). Tactile hallucinations refer to cutaneous perceptions which vary from vague tingling or sensations of temperature change to perceptions experienced as being held, hit or caressed. In certain intoxications, typically cocaine, the patient may experience formication in which what they perceive seems like bugs crawling around, on or under the skin. Somatic hallucinations may be difficult to distinguish from tactile hallucinations and, at the other extreme, merge into delusional beliefs about bodily change. One patient described having his semen drawn out of him by ghouls. Clearly connected with this bizarre delusional belief were tactile hallucinations involving the perceptions of being pricked with pins and tingling sensations around the base of his spine but also somatic hallucinations involving the experience of his testicles and penis shrinking into his abdomen and his spine feeling as if it were “hollow and cracking”.
 
 Somatic hallucinations may accompany epileptic activity. One patient who described strange abdominal sensations that preceded his fits perceived them as writhing movements and, in turn, interpreted that as snakes squirming around in his belly. Disturbances of body image may occur in a variety of organic brain disorders, in some psychiatric disorders and, probably most commonly, in normal individuals under the influence of sleep deprivation, exhaustion or intoxication. The most common disturbances of body image are perceptions of changes in size and shape of parts of the body (head and hands seem most common) or of the whole body. The reported alteration in body image in anorexia nervosa would appear a more subtle phenomenon. Illusions are distortions of real perceptions, in contrast to hallucinations that arise without external stimulus. The perceptual stimulus arises from an actual object, and the illusion is formed by the perception’s transformation. The other characteristics are identical with those listed for hallucination. Illusions do, however, usually exhibit a more transient existence than hallucinations and often vanish when attention is drawn to the misperception. A common illusion occurs in the overwrought individual whose vision on a dark night distorts the branches blowing in the wind into a perception of an attacker moving towards him. A depressed patient out driving reported being frozen in horror at the sound of a child screaming in pain, only to realise later that she had misperceived the squeaking of the brakes of her own car. It is important in this example that the patient heard distinctly a scream of pain and did not misinterpret a squealing of brakes for the squealing of a hurt child. The patient with delirium tremens is often accosted by the transformation of the articles around them into terrifying illusions. Functional hallucinations. These hallucinations, which may be confused with illusions, are rare phenomena in which a hallucination occurs simultaneously and in association with a real perception. Thus hallucinatory voices may only be heard against the background of a running tap, and turning off the water abolishes the hallucination. The noise of
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 running water in this example is not transformed or distorted into a hallucinatory voice nor is it misinterpreted as such, for the functional hallucination is heard alongside and separable from the accompanying real perception. A man complained that when out driving, he was assailed by insulting voices. These voices were only to be heard at traffic lights and were confined to periods when the amber signal was on. When the lights changed to red or green the voices ceased. Pareidolia. Another common and normal phenomenon, pareidolia, are the perceptions conjured up by ill-defined sense impressions such as those that occur when staring into the dying embers of an open fire.
 
 Phenomena related to false perceptions Misinterpretations These are not false perceptions, for they consist of a correct perception, the import of which is incorrectly deduced. Thus a wary prospector may mistake shiny metal for gold, the perception of glitter being correct but its interpretation overly hopeful. Misinterpretations frequently arise in paranoid patients, for example, when every creak and bang, although correctly perceived, may be misinterpreted as the approaching footsteps of the persecutor.
 
 Pseudo-hallucinations Pseudo-hallucinations, one of the most misunderstood and undervalued of abnormal phenomena, are a form of imagery as distinct from hallucinations and illusions, which are perceptual phenomena. An image is a product of thought and a reflection on the world, unlike a perception for which there is a sensing of something external in the real world. Although an image is a cognition, it is experienced figuratively as if it were a perception. Pseudo-hallucinations are pathological images experienced as emanating from the mind; they are seen in the mind’s eye and heard with the inner ear, not perceived by the actual eyes and ears. Pseudohallucinations inhabit subjective inner space not
 
 the outside world of objects. Pseudo-hallucinations are the patient’s own thoughts, and there is a feeling of responsibility for them, although unlike the images of normal mental life, the morbid pseudohallucination is not under voluntary control. It confronts the patient as within the mind; it is not there at their behest, nor will it evaporate in answer to one’s wishes. Inner voices are the most commonly encountered examples, often being described as voices in the head or the voice of conscience. Thoughts experienced as being read aloud are not pseudo-hallucinations if the thoughts are alienated from the individual and become an auditory perception confronting them as part of the external reality. A problem is created by patients who say they know the voices or visions are in their mind, thus indicating that they have insight into the morbid nature of their experience. In such a case, it is important to distinguish whether the phenomenon was experienced as a perception from objective space or was actually an image within subjective space. Pseudo-hallucinations are sometimes characterised as pathological perceptions in which the sufferer is aware of their morbid nature and does not project them into the surrounding world. It seems unwise to this author to call hallucinations pseudo-hallucinations simply because the patient has insight into their morbid nature (Fish, 1967; Hare, 1973), for this is to make the classification of a perceptual disorder dependent on the patient’s judgement at the moment of being interviewed and not on the nature of the experiences themselves. The term pseudo-hallucination has led to a tendency to approach the phenomenon as something to be excluded on the way to discovering “true” hallucinations. As a result it is dismissed as noise of no inherent interest – or worse, as a sign of mendacity in those who report the experience. In reality it is an abnormal experience found across a wide range of psychopathological states, from severe personality disorders to toxic confusional states. It is no more or less a real phenomenon than a hallucination, and its presence, although of little diagnostic import, is indicative of significant disturbance
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 of mental state. Interestingly its content may be far more informative about the patient’s current preoccupations and intentions than a hallucinatory experience.
 
 Eidetic images Eidetic images are perfectly normal phenomena most frequently encountered in children. They are images of something once perceived, which can be conjured up with almost all the original details intact. Thus a page of a book previously read may be recalled as an image so vivid that the eidetic person can read out the text as from the original. Perceptual disorders and pseudo-hallucinations occur in all forms of psychotic disturbance, in disturbed states of consciousness and with surprising frequency in normal individuals (Posey & Losch, 1983; Slade & Bentall, 1988). During the phase which intervenes between the waking state and sleep, many people experience illusions and hallucinations. The hallucinations on falling asleep are termed hypnagogic, and those on awakening hypnopompic. In the grief which follows a bereavement, hallucinations and pseudo-hallucinations of the lost one are a common and normal phenomenon. In situations of extreme stress, be it physical or emotional, to which high levels of general arousal pertain, perceptual disturbances tend to become more frequent, albeit fleetingly. Sensory deprivation procedures have produced a wide variety of perceptual abnormalities including organised hallucinatory experiences. A variety of organic states are associated with perceptual disturbance, and any major disruption of cerebral function can produce such phenomena usually in association with the clouded consciousness of a confusional state. Meaningful auditory and visual hallucinations are particularly associated with temporal lobe dysfunction, and it has been claimed that they may actually be produced by direct stimulation at or near the temporal lobe. Hallucinogenic drugs induce a wide range of perceptual disturbances, predominantly visual in character, the form and content of which tend to be in constant flux, unlike the hallucinatory disturbances of schizophrenia.
 
 Tactile and somatic hallucinations require careful attention. If the patient has a tactile hallucination, such as a strange tingling, she may say it is due to rays directed at her or “as if” there were some electrical current. The sufferer from disseminated sclerosis may similarly describe a true paraesthesia as if it were an electric current (Lhermitte’s sign). Care must therefore always be exercised to distinguish odd ways of expressing true sensory disturbances from the elaborations, delusional or otherwise, of false perceptions. Further, it is wise not to forget that a bizarre interpretation, particularly of a somatic sensation in schizophrenia, may mask the symptom of a physical disorder.
 
 Feelings, emotions, affects and moods The terminology in this area is complicated because several common usages often attach to each word. For example, feelings in everyday parlance can refer to sensations, beliefs, presentiments, considerations for others and may even be employed as being synonymous with the term emotions. Despite the wide overlap in the various terms, some rough distinction and hierarchy is worth attempting. Feelings can be taken to be basic experiences of pleasure and displeasure. Wundt (1903) suggested that feelings vary according to their degree of pleasantness or unpleasantness, the extent to which they produce excitement and the degree of induced tension or conversely relaxation. A feeling need not be about anything per se; it is simply an account of an internal state. Emotions can be thought of as involving a more complex state of mind than feelings, for they are usually intentional, being actively directed at something. If I am in love, it is love of someone, and it is the charms of the beloved that I am aware of, not the dissociated experience of being in love. An emotional state such as sadness could, of course, become an object for consciousness, an abstraction on which it is possible to reflect, but as soon as it becomes again the emotion of sadness, it is sadness about something. The distinction between feeling and emotion may be illustrated by anger.
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 On arriving at work, an individual discovers that the important documents they had been promised would be available without fail were not on their desk as arranged and becomes angry. They are now experiencing the emotion of anger about being let down. A few moments later, they discover the reports on top of the filing cabinet: they can no longer be angry about being let down, but the feelings accompany the emotion of anger – the sense of unpleasant arousal, palpitations and general perturbation – may continue for some time. This example also illustrates how a judgement, in this case of having been let down, is integral to an emotional experience, and with judgement comes the possibility of choice (see Solomons, 1980). It also highlights the autonomic changes which accompany the more vehement of our emotions. Emotions often involve what Frijda (1986) referred to as objectivity in that they are felt to occur to one, to come unbidden and to be independent of one’s conscious choices. Emotions are experienced as happening to us and often as being irrational and uncontrollable reactions. Thus although emotions are usually intentional, in the sense of being a conscious orientation towards something, they may be experienced as unintentional, in the sense of being beyond or outside of conscious control. Emotions may involve not only feelings about something but also behaviour or, more exactly, a disposition to behave in a particular manner. Thus love would be associated with a tendency to approach or behave pleasantly towards the object of that affection, just as fear would lead to a tendency to recoil or flee from what was feared. Fantasies are so intimately related to most strong emotions that they can be regarded as an integral element in the experience. Finally what gives rise to emotions, how they are expressed and possibly even how they are experienced are influenced by the social and cultural context which mould expectations (Harre´, 1986; Mullen, 1991). Romantic jealously offers an example (Mullen, 1990). It involves the experience of painful feelings associated with the fear related to loss and the anger towards the person believed to be guilty of
 
 infidelity. There is a cause in the sense of a state of affairs that has aroused suspicions and a judgement that the rights of the jealous have been infringed and disregarded. What constitutes fidelity and therefore infidelity is in part culturally determined. It has an object in that there is jealousy of someone and about something. Jealousy often brings with it vivid fantasies of the partner’s supposed infidelities, sometimes described as visual images of such immediacy that it is like watching the actual event. There is a tendency to certain types of behaviour, including checking, cross-questioning and verbal or even physical aggression. The “acceptable scripts” determining jealous behaviours are culturally sanctioned. Moods and affects designate more sustained and pervasive states of mind of which individual emotions may be a part. It is the prevailing tone within which the emotional life of the individual proceeds. Jaspers (1963) argued that mood comes about with prolonged emotion, but in practice it often appears as if the mood precedes and constrains the emerging emotional responses. Thus within the affective state of depression, individuals may be predisposed to experience a variety of emotions – shame, fear, anger – just as they are rendered impervious to others, such as joy. Mood and affect are more global designations than emotion and represent a more complex conceptualisation of the person’s psychic experience. Mood and affect define to a significant extent our orientation to the world. The horizons of our existence can be profoundly influenced by mood; for example, depression brings with it a narrowing of possibility, a shrinkage of our sense of agency and effectiveness, as well as a general dulling of experience. Temperament is that aspect of the individual which may be taken to be a lifelong predisposition to particular kinds and types of emotional responses and affective states. Thus a hierarchy moving from feelings through emotions, moods, and affective state to temperament involves increasing complexity in terms of state of mind and usually to an increasing duration of that state.
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 Pathology of feelings and emotions The pathology of emotions may be considered, employing the model outlined, as involving alterations in the following aspects.
 
 1. The types and quality of events and intentions which call forth emotional responses The alterations and pathologies involving the situations and intentions which call forth emotions are of considerable importance in psychiatry but usually receive scant attention in terms of pathology of emotion. To use love as an example, it is normally considered pathological in function of the abnormal ideas (delusions) that call it forth. Clearly, however, there are pathologies of love in which the degree of response, the types of situations invoking it and the intentions of the emotion can be grossly deviant within the accepted social and cultural norms, without any involvement of delusional beliefs about either the feelings of the beloved or one’s own relationship to those feelings. Intense infatuation with unrealistic hopes for a consummation of the passion may preoccupy the individual. Except at moments when immersed in fantasy, some insight into the overly hopeful nature of the expectations may be retained, but this will not stop someone in the grip of morbid infatuation from stalking their supposed beloved to the detriment of themself and the unfortunate target (Mullen & Pathe´, 1994; Mullen et al., 2000). The pathology of love could within this model be seen as occupying a wide range of disturbances, including some of the sexual perversions (Boss, 1949).
 
 2. The characteristics, tone and strength of feelings generated Traditionally the psychopathology of emotion has concentrated primarily on alterations in the tone and character of the feeling generated. This is in keeping with the view of emotions as occurrences that simply happen in or to us. The disturbances described in this area are as follows. Poverty of emotional responsiveness, in which there is a loss in the intensity of feelings evoked by events, and the emotional life becomes flat and
 
 barren. This is seen in its most dramatic form in the chronic schizophrenic state and is part of the so-called negative symptomatology. The blunting of responsiveness should perhaps be distinguished from flattening, although they often seem to be used interchangeably. Blunting strictly refers to a loss of sensitivity or indifference to the emotional import of an event as opposed to a poverty of response (Sims, 1988). It could be described in terms of a loss of capacity for empathy, although it is not usually conceptualised in this manner. Flattening, in contrast, is illustrated by those who are aware of the potential meaning of an event and the feelings it should evoke but lack the appropriate degree of response. One articulate young woman with schizophrenia described that when with others, she would know she should be sharing their laughter, their interest and even their anger, but unlike them, she could only perform emotions, not experience them. Anhedonia is a related phenomenon in which there is a loss of responsiveness specifically tied to the experience of pleasure, which can either be in physical experiences or the pleasures derived from social interaction. Incongruity occurs when the emotional responses of individuals to their experiences seem inappropriate to outside observers. Marked blunting or flattening can give the impression of incongruity, although strictly the term should be restricted to situations in which the emotion expressed is totally out of keeping with the situation. Rigidity and constriction of emotional responses occur when the patient is still capable of demonstrating emotional responses, but they tend to be limited and constricted in range and are relatively unresponsive to changes in context. Restricted affect is a term covering a similar range of phenomena. In rigidity, the response persists without altering to suit the changing situation. Lability is when sudden, short-lived but often intense changes in feeling occur in response to minor events. This is often encountered in manic states but may be seen in depression and can be a feature of a variety of brain disorders, such as the post cerebrovascular syndromes.
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 Apathy is when an indifference to the individual’s situation is expressed. At first glance, it may seem similar to the poverty of emotional responsiveness described, but it usually evokes a different empathic response in the interviewer. In poverty of affect, the interviewer senses a profound emptiness in emotional responses; in apathy, it is a sense of withdrawal and turning away from concern with the world rather than a loss of ability to respond. Apathy involves a giving up with a loss of the will and motivation to respond. Ambivalence is when contradictory emotions and intentions coexist at the same instant. In its common usage, ambivalence refers to the relatively mundane experience of having a mixture of apparently contradictory emotions about someone or something that tend to alternate rapidly. The term has also been employed by Bleuler (1950) to refer to a far more fundamental split in the emotional life in which radically incompatible emotions and desires coexist at the same moment. Bleuler considered this more extreme form of ambivalence one of the fundamental symptoms of schizophrenia. Alexithymia is employed to describe a virtual inability to recognise or verbalise emotional experiences and a paucity of associated fantasies (Sifneos, 1972). The concept has been widely, if not wisely, applied.
 
 3. Behavioural responses and coping mechanisms employed to deal with emotions The behaviour called forth by an emotion or affective state may be abnormal in its form and degree. In explosive reactions, there is a sudden discharge of strong emotion accompanied by ill-controlled and ill-considered behaviour. Such explosive reactions may occur in relatively normal individuals in situations of extreme emotional stress or may be called forth by mundane emotional demands in those of poorly disciplined and self-indulgent temperaments. At the other extreme strong emotion may induce an inappropriate inability to respond in which the individual “freezes” or is “paralysed” by the emotion. In shy and self-conscious individuals, the possibility of strongly desired social or sexual
 
 contact with another may induce not approaching or affectionate behaviour but rather a total inability to act, perhaps even resulting in avoidance and flight. In some individuals, the difficulty in accepting or coping with their emotions may lead to the exhibition of inappropriate behaviours: the man unable to express anger who becomes increasingly ingratiating and subservient as his internal rage mounts; the desiring woman appalled by her own erotic needs who responds with coldness, anger and condemnation towards the person she desires. There can be few of us who are so blessed as always to exhibit the behaviour appropriate to our emotions, and the vicissitudes that affect this area of function form a large part of the psychopathology of everyday life.
 
 Pathology of affect Depressive states A search for a clear definition of symptoms rather than the description of phenomena dominates the discourse on depression. In part this reflects the clinical need to define a common and treatable disorder. The exploration of the experience of depression from which a phenomenology emerges may seem clinically irrelevant compared with a good diagnostic instrument on which sleep, mood, suicidal impulses and the like can be simply rated. After all, don’t we know what it is like to be depressed? Kraepelin (1921) suggested that “simple” depression could be understood as the various manifestations of an inhibition of mental life with slowed cognitions, physical activity and speech, together with an associated impaired concentration and sense of enervation and exhaustion. This psychic inhibition can culminate in depressive stupor in which one’s mental life drags to a virtual stop. Kraepelin (1921) suggested that, in addition to this slowing, patients experience themselves as cut off from both their thoughts and bodies; “thinking and acting go on without the cooperation of the patient; he appears to himself to be an automatic machine” (Kraepelin, 1921, p. 75). Schneider (1959) emphasised a similar flattening of mental life in which the world
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 becomes valueless, and the subject’s own feelings are experienced as absent or alienated. Certainly in many individuals with depression there is an oppressive sense of being slowed up mentally and physically so that every movement is a struggle and every thought seems to emerge only after prolonged effort. In a smaller proportion, depression is characterised by harried and agitated excitation in which the patient, tortured by ideas of guilt or hypochondriacal fears, is in a constant state of complaining restlessness (Leonhard, 1979). One obvious aspect of the experience of depression is the hopelessness about oneself and one’s future. This involves not only a loss of optimism but a shift of horizon so that people with depression live in an interminable present for which the only prospect is the past. It is possible to regard the future as likely to be grim – or worse – without being depressed. In depression the hopelessness about the future is in large part a loss of any belief in a future. The past overwhelms the present, and it becomes a past which ceases to be a source of information and possibility for the future but a past which leads nowhere and can only be an obsessive and repeated lesson in failure and emptiness. To compound the problem is the sense of time slowing to a point at which some patients experience themselves as frozen in time or outside of time. Jaspers (1963) wrote of depressive patients feeling as if it is always the same moment, like a timeless void (p. 84). Curiously some people with depression have a sense of time as something external and separated from themselves that rushes past. Their day lasts an eternity, but the world passes by in a flash. A sense of permanence pervades severe depression. Depression is experienced as a reality which has no end and from which there is no escape; the past is transformed into a progression of memories infused with regret and responsibility, and the future is exhausted and empty (Minkowski, 1970). There is a block on becoming, a halt in the process of self-realisation; everything is final and lost, but equally there is often a sense of finally facing up to an immutable reality. Depression is real, all else was error and self-deception.
 
 Associated with the experience of depression are what Kraepelin (1921) referred to as imperative ideas focussed on wickedness, worthlessness, persecution, degeneration and death. These themes impose themselves on the depressive and become not just concerns but overwhelming experiences. The mental content of individuals with depression may be dominated by ideas of inferiority with selfaccusations, self-denigration and fears of damaging others. The claims of guilt and sin can be tinged with grandiosity and hyperbole. Even mild to moderate depression may be associated with a sense of physical deterioration in both the fabric of the body and of the world. In its most flamboyant manifestations, this leads to hypochondriacal delusions and ideas of annihilation in which the whole world is either about to be destroyed or has already disintegrated, leaving the patient surrounded by wraiths and phantoms. One of the many paradoxes encountered in depressed individuals is the alternation between a suicidal despair, which disclaims any interest in survival, and an anxious hypochondria, which ruminates fearfully on potentially lethal conditions. These imperative ideas often manifest both apparent depth and an overwhelming immediacy but, conversely, may have a peculiar ephemeracy. Thus one minute the agonised depressive patient grasps one’s hand, contorted with grief and guilt over past indiscretions, claiming a universal responsibility for the world’s evils; the next moment, the individual is complaining bitterly about the slights, lack of care and even active persecution by staff and fellow patients. No punishment is too great but, equally, no service or kindness is adequate to slake the depressive’s sense of entitlement. One aspect of the phenomenology of the depressed which is often missed or misinterpreted is the experience of persecution. Suspiciousness and persecutory ideas are to be found even in mild to moderate depression. This can become a dominant theme with complaints of being followed, talked about, deprived and disadvantaged, plotted against and even assailed by threatening voices. Sensitive ideas of reference and delusions of
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 reference may be prominent, even obscuring the primary depressive disorder. The popularity of the diagnosis of schizoaffective disorder in part, if not in its entirety, reflects an ignorance of such basic phenomenological evidence. The prevailing mood in depression is often described as sad. In practice the gentle quietness of sadness is rarely encountered. Gloom, active distress, dull despondency and irritable complaint are more frequent. It is also worth remembering that some socially adept depressed individuals present with a self-depreciatory irony which can disguise the underlying despair. Many great comedians have been plagued by depression, and sometimes it is in depression that the capacity to amuse others is at its height. Central to depression are disturbances in biological processes, most particularly those concerning appetites and circadian rhythm. Sleep is disrupted. Attempts to link particular types of sleep disturbance, such as early-morning waking, to particular types of depression are often misleading. In depression there is usually a combination of difficulty initiating sleep, an unstable and restless sleep and difficulty maintaining sleep with early waking. Early waking is usually more prominent in older subjects. Interest in food along with other pleasures is attenuated or lost, and the libido shrinks to nothing.
 
 Manic states There is a tendency to conceive of mania as the mirror image of depression which, although useful up to a point, can miss many of the salient features. Jaspers (1963) characterised mania as “primary, unmotivated and superabundant hilarity and euphoria; as a delight in life, a lively optimism” (p. 596). Although individuals with mania may evince these charming characteristics, for all except the mildest of cases, a darker side alternates with, if not completely obscures, these elements of good cheer. Irritability manifests at the least frustration, intolerance lies imminent in the exaggerated and overbearing ambitions, and the driven physical overactivity can all too easily explode into violence.
 
 The manic person is driven and buffeted by elevated and exaggerated emotions, desires and activities. There is an increased pace to existence, but the price of this busyness is a dislocation in the inner unity which usually directs the coherent unfolding of our ideas, intentions and activities. The fragmentation and disruption in the manic individual’s activities increases with the more severe forms of mania. The mood in mania is heightened, but with increased intensity comes an instability and lability. There can be sudden switches from jocularity to accusatory irritability, from exultation to despair. There may be an air of pompous superiority, but unlike the similar demeanour found in some delusional disorders the manic person’s exaggerated self-confidence is usually a fragile and fugitive audacity. States of ecstasy may occur in which the patient is transfigured by delight often remaining relatively or even completely immobile. Such patients are difficult to distract from their delighted state, accounts of which can usually only be obtained retrospectively. They may be infused with a sense of joy and contentment and may describe an “oceanic feeling” in which they experience themselves as in some kind of mystical unity with humanity, life or even the universe. Religious connotations are not surprisingly attached to such experiences. One of my patients, a philosopher previously bereft of religious sympathies, was discomforted in a manic episode by such an ecstatic experience. He felt he had to in some way integrate this into his materialist world view. Like many who have ecstatic experiences, its intensity and “realness” was too great to consign it to a symptom of illness. On recovery manic patients may have a clear insight into the fact that they have been mentally ill but still cling onto the relevance of some of their experiences and revelations. There is a sense in most manic individuals of the tempo and profundity of their thought processes being enhanced. The speeding up is associated with difficulty sustaining attention and, in more severe states, the flight of ideas produces a dislocation and fragmentation sometimes termed
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 secondary incoherence. The outward manifestation of pressured thinking is pressured speech and distractibility (see section in Disorders of Language). A physical restless or volitional excitement in manic individuals can be impressive. One manic patient strode repeatedly around my room in a circuit which included clambering from chair to desk, across my desk and descending via the radiator. In severe mania, just as speech can disintegrate into disjointed words and phrases, so may activities descend to purposeless flapping. Even in mild mania, many tasks are initiated but few completed. Perception is heightened in mania. The world becomes a source of colourful and intense experiences, but some patients describe a fragility and falseness to these perceptions. One young woman said it was like being on the set of some opulent stage show with everything multicoloured and gleaming but that nothing seemed to have any real substance or robustness, she said “it was as if I could reach out my finger and put it through walls, furniture, even people”. Hallucinations, particularly visual and auditory, occur in more severe mania. Complex visions can accompany severe mania. One patient on emerging from an ecstatic state, described being able to see a great distance, and what she saw was a great copulation with people making love in some extended garden of carnal delights (less colourful visions are, however, more common). A sense of physical well-being and enhanced strength is common in mania and may lead to a belief in invulnerability which can precipitate dangerous activities. One patient drove for several miles down the wrong side of a busy freeway happily bouncing his car against the sides of oncoming vehicles secure in the knowledge he was beyond injury or the law (in fact he turned out to be correct on both counts). In even mild mania, there is a tendency to grandiosity and an exaggerated sense of personal worth. It is important to relate patients’ claims and behaviour to what is usual for them. One of my patients who was employed as a lavatory attendant entertained the idea that he was a station porter, which for him was grandiose. Grandiose ideas and
 
 exaggerated expectations feed fleeting delusional notions and delusions of reference. Manic people may believe that they have immense wealth from an inheritance that had previously slipped their mind; that the latest pop song is adapted from a piece they strummed some years ago and the royalties will soon begin to flow; that they are the repository of the economic wisdom which will solve their, and everyone else’s, unemployment. In mania delusions, like other mental content, usually emerge rapidly but are not sustained. This being said, states of so-called delusional mania occur in which the dominant feature is a fixed and often extensively elaborated delusional system, usually of religious or grandiose content, to which hallucinations and misinterpretations are often linked but in which excitement and elation are more muted. This state may have a remarkable tenacity and can create diagnostic difficulties. The elation and exaggerated sense of worth can produce fantastic claims and stories in which fantasy and fabrication combine to produce fluent confabulations. This can be difficult at first glance to distinguish from the fluent confabulations seen in association with some delusional systems, but the history of its emergence, the content and the evanescence of manic phenomena usually suffice to separate the phenomena. In mania, heightened interest and engagement with the world go together with increased appetites of all kinds, but most obviously in the sexual area. Increased and disinhibited sexual behaviour is common. Again it is essential to relate the emergent behaviour to what is normal for the patient. A vicar’s wife showed, for her, the grossest of sexual disinhibition by tiptoeing around their suburban garden in the nude, albeit in the dead of night. A lack of prudence characterises the financial as well as the sexual activities of the manic individual. Inflated self-confidence, a sense of invulnerability, and heightened acquisitiveness can combine to produce flights of financial mismanagement which are ruinous not only to the patient but to anyone over whose money they exert control. Disturbed sleep is virtually universal, and the change in sleep pattern is often the harbinger of a manic episode. In severe mania, the sleep pattern is
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 totally disrupted with the patient having only brief naps or micro-sleeps. States of mania exert a fascination and attraction not only for observers but retrospectively for some patients. Although some patients fear above all else the loss of control and the driven self-damaging behaviour of mania, others hark back nostalgically to the elation, self-confidence and activity of their previous mania. Not a few patients knowingly induce a manic episode in the mistaken belief that this time they will control it rather than letting it control them. Manic states can and do lay waste our patients’ lives, destroying their interpersonal, professional and economic existence. The term bipolar illness incorporates into the very essence of the syndrome a polar opposition between depression and mania. This does not accord with phenomenological investigations in which states of mania and depression can merge and mix and in which, in more severe manifestations, the echoes of the alternative syndrome are often to be found. In her novel Mrs Dalloway, Virginia Woolf (1925/1996) projects her own experience of severe affective illness into her character Septimus Smith. This provides a vivid portrayal of the manner in which the manic and depressive elements entwine in the lived experience of melancholic madness.
 
 Anxiety states Anxiety plays a fundamental role in mental disorders, and we all experience it from time to time. Nevertheless, it is an experience peculiarly difficult to describe. It is relatively easy to speak of what makes us anxious, be it fear of failure, illness, crowds, snakes or otherwise. The physical concomitants of anxiety such as palpitations, muscle tensions, tremulousness, and hyperacusis are equally readily described. Attempts to capture the psychological state of being anxious often tend to produce only a list of similes such as worrying, dread, panic, terror and tension. Anxiety occurs in response to the expectation of some approaching evil, and in essence it is the experience of some feared future possibility brought forward to plague one in the present. Anxiety is a
 
 currently experienced distress at an apprehended future threat. In straightforward fear, the arousal relates to an obvious and imminent possibility, such as the danger presented by the snake on the path or the rapidly approaching vehicle. In anxiety, a more distant and ambiguous future calamity is brought forward to vex and distress. Severe forms of anxiety usually concern a more nebulous but nevertheless overwhelming threat which seems to impinge on one’s very survival. The state of being anxious creates a sense of confusion and uncertainty which disrupts the individual’s capacity either to escape the dread or to form, let alone realise, any effective intentions. Anxiety often focuses on a particular threat of personal or social annihilation, such as a heart attack or exposure to overwhelming social embarrassment, but is not exhausted or coextensive with its chosen object. The fear is of the dread consequences on the heart attack or the total social ostracism consequent on the exposure of the supposed or actual transgression. Pathological anxiety brings with it an inexhaustible vision of awfulness in the face of which we stand confused, incapable of action, crying out for help in a manner which will inevitably be inadequate.
 
 Obsessive and compulsive phenomena The essential feature of these phenomena were described by Lewis (1967) as “the fruitless struggle against a disturbance that seems isolated from the rest of mental activity”. This places the emphasis on a conscious resistance to these “homemade but disowned” impulses. A distinction is often drawn between obsessions as recurrent cognitions in the form of intrusive thoughts, impulses, ideas, or images and compulsions as repetitive seemingly purposeful stereotyped behaviours (American Psychiatric Association, 1987; Rachman & Hodgson, 1980). In practice compulsions are behavioural responses to obsessions, although not all obsessions lead to compulsions. Central to the experience of an obsession is usually a fear or phobia. Typical fears are of death, contamination, acting violently and being blasphemous (Straus, 1948). The cognition, usually but not always
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 a fear, is experienced in a particular manner in that the sufferer recognises to some extent that it is irrational, or at least senselessly insistent. An act of will is usually made to suppress or turn attention away from this preoccupying cognition. Occasionally the intrusive cognition will not appear to carry frightening connotations, as with an intrusive melody or an impulse to carry out some form of exercise of mental agility. Usually, however, on further elaboration these will turn out to be either performances aimed at warding off what is feared (compulsions) or displacement activities to blot out some feared cognition. One patient, referred because of increasing inability to function at work, reported an overwhelming preoccupation with mental arithmetic, which he felt impelled to carry out despite attempts to resist and return his attention to matters at hand. Only later did he acknowledge that he harboured the belief that only through the successful completion of increasingly complex arithmetical calculations could he prevent his wife’s infidelity. The patent absurdity, if not of the fear of infidelity then at least of the remedy, made him believe that if he revealed this notion, he would be locked up as mad. Not only does the fear reverberate in the sufferer’s consciousness, the world itself often becomes a source of constant reminders and provocations of that fear. Cut flowers conjure up images of death and decay, the sight of a wristwatch provokes a fear that it may have a luminous dial indicating the presence of the feared radiation, the knife is a potential weapon, the spanner is a potential weapon, the glass if broken could become a potential weapon, and so on. For the obsessional individual, the sign or symbol of the feared is magically transformed into the presence of what is feared. The compulsive element of the experience is usually secondary in that it develops to defend against the obsessing fear. Thus hand washing is a response to the preoccupying fear of contamination (which itself may be generated by a fear of bringing death or decay on oneself or others). As Lewis (1967) pointed out, the compulsions can themselves become obsessional; that is, the patient has to struggle against them and may indeed develop defensive
 
 behaviours to ward them off. Thus one patient overwhelmed by compulsive hand washing to fend off the feared contamination developed a complex set of hand movements and gyrations to defend against the impulse to keep washing. The compulsions can become ritualised to create a magical counter-charm to the intruding obsession. It is not enough for those obsessed by contamination to wash, they have to wash in a very particular and usually increasingly complex manner. Failure to complete the precise and stereotyped ritual, or more particularly the fear of an incorrect performance, leads to a compulsion to repeat the compulsion. The perfectionism so often found in the character of the obsessional individual combines with magical thinking to produce a tangled web of obsessions, compulsions and rituals which enmesh the sufferer. In severe obsessional illness, patients can become so isolated within the multilayered obsessions and compulsions that they are overwhelmed and their consciousness of the basic irrationality of their thoughts and actions, as well as their resistance to these phenomenon, may become so attenuated as to be at times invisible. Not surprisingly some regard severe examples of these disorders as being close to, if not actually, psychotic (Insel and Akiskal, 1986). The term obsessional is on occasion stretched in the current mental health literature to include obsessive concerns or behaviours which are not accompanied by any subjective resistance nor even by a consciousness of the absurdity or excessive nature of the thoughts and urges. Obsessive behaviours involving intense preoccupations associated with, for example, stalking or some forms of collecting may well be destructive to the individual and those around them (books and recorded music being excluded because their accumulation, however absorbing of time and money are so obviously central to the good life). To refer to intense preoccupations and obsessive pursuits as obsessional is to miss their central characteristic, which is a personal commitment to a goal which, far from being resisted or rejected, is most of the time enthusiastically embraced and may even form a core aspect of
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 the individual’s identity. The occasional retrospective guilt, forced renunciation or claims of inability to resist does not equate with the sense of the imposed absurdity at the centre of the obsessional experience.
 
 Delusion Socrates declared we do not call those mad who err in matters that lie outside the knowledge of ordinary people; madness is the name they give to errors in matters of common knowledge. . . . we don’t think a slight error implies madness but just as they call strong desire love, so they name a grand delusion madness. (Xenophon, 1923)
 
 The nature of delusional experience Delusion involves abnormal beliefs that arise in the context of disturbed judgements and an altered experience of reality. Delusions become a source of new and false meanings. In everyday language, the term delusion is used simply to designate a belief considered patently false. In psychopathology, the implications of referring to someone as deluded goes far beyond merely indicating that they harbour false convictions or have made false judgements on a particular topic. Delusion has long been regarded as one of the central characteristics of madness and involves more than false and arbitrary ideas developed without adequate proof. They are the mad thoughts that mad people think. To complicate further the description and definition of delusion, the term encompasses a variety of phenomena which may or may not be on a spectrum and may or may not constitute a number of distinct entities. Is this delusion? The question can determine not just the treatment of a patient but whether the patient is accorded the legitimacy of illness or even, in the forensic arena, anything from amelioration of punishment to removal of guilt. The question might be better phrased thus: “Is this individual experiencing any of the many and various abnormal phenomena which we traditionally label delusion?”’
 
 Delusions usually have attributed to them the following characteristics: r They are held with absolute conviction and are experienced as self-evident reality, not as merely opinion or belief. r They are not amenable to reason nor modifiable by experience. r They are experienced as being of great personal significance and usually preoccupy the person to the point of disrupting social and interpersonal functioning. r Their content is often regarded by others as fantastic or at least inherently unlikely. r They consist of convictions which are highly personal and idiosyncratic that are unlikely to be shared even by those of similar social and cultural backgrounds. These characteristics are not, however, sufficient to separate delusions from nonpathological beliefs and convictions. The addition of three further characteristics assists in making such distinctions: r They often emerge in a manner which suggests their pathological origins. r They often extend to contaminate a wide range of patients’ beliefs about themselves and their world. r They can evoke persistent idiosyncratic behaviours which are potentially damaging to oneself and others. These eight aspects of the delusional experience must be critically examined. The absolute conviction in the truth of one’s beliefs is not confined to the deluded subject. Further, the deluded patient may on occasion paradoxically combine an apparent total certainty with, at another level, an awareness of the delusional nature of their beliefs. Patients themselves illustrate this double-entry bookkeeping when, for example, of their own volition they go to psychiatrists to tell of their divine mission rather than going to the relevant ecclesiastical body. The imperviousness of a delusion to modification by reason or experience in no way distinguishes it from common error and opinion. Logical error is not the exclusive hallmark of delusion, nor is the failure to expose beliefs to the test of critical
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 appraisal confined to the mad. The errors of most normal individuals are those common to their social group and take their origin from shared misconceptions. The errors of the deluded patient tend to be idiosyncratic in the extreme. Their origin is often to be sought in some as yet little understood disruption and change of mental function, which fundamentally alters the patient’s knowledge of the world. The failure of deluded patients to change their opinion when faced by contrary argument should perhaps occasion no surprise. Our own mistaken, or more important, eccentric beliefs, recede before the changing structure of our environment and their gradual erosion by confrontation with the contrary opinions of our peers. The views of most of us shift more as a result of experiences wrought by the slow passage of time than they do before mere reason. Conversely, deluded individuals may on occasion shift their beliefs in response to experience and both the content, and the intensity of preoccupation in some delusional states can be modified by cognitive-behavioural therapy. A person’s delusional system is usually a private and isolating series of beliefs about the world. It forms a central and overriding series of convictions that influences, if not dominates, individuals’ beliefs about themselves and their world. It is perhaps surprising that delusional systems that are nearly always pre-eminent in governing individuals’ understanding of their experience are remarkably variable in the extent to which they direct actions. A study by Wessely and colleagues (1993) suggested that half of their deluded subjects had to some extent acted in a manner congruent with their morbid beliefs. Typical of the delusionally influenced behaviours were avoiding watching television, not going out socially and avoiding foods thought to be poisoned. The grandiose delusions in the sufferer with general paralysis of the insane or the extensive system of beliefs to be found in many chronic schizophrenic patients may, however, have little influence on the patient’s behaviour. The delusions in affective psychoses more often call forth behaviour consistent with their beliefs. Manic individuals, for example, may well act on
 
 their convictions, spending money they do not have, entering into impossibly ambitious projects and offering their unsolicited advice to all. The content of delusions is often fantastic, but inherently unlikely notions are not unknown even among psychiatrists. It is not the truth or falsity of the belief that defines a delusion in psychiatry, for delusions may partake of the truth. The potentially correct delusion is most commonly encountered in morbid jealousy. One patient had the infidelity of his wife conclusively revealed to him on Christmas Eve when, returning from work, he noted that the lights on the festive tree in his front window were flashing on and off in synchrony with those of his neighbour’s tree. The actual nature of the wife’s relationship to this particular neighbour is not critical to the phenomenological analysis of this belief as a delusion, although it may, of course, be relevant to speculations about meaning. The way in which a belief emerges and the reasons for its acceptance are therefore part of the way we recognise delusions. Delusions are not dependent on any defect in the patient’s intelligence nor of disruption in the faculties for reason and logical thought. An intelligent and articulate individual who becomes deluded will put these abilities to the service of the delusion, and a luxuriant growth of bizarre ideas may result, which are argued and defended with all the subject’s usual mental agility. An excellent example is provided by Schreber’s (1955) memoirs. Delusions can relate to the belief systems of normal individuals. False beliefs do not always indicate psychopathology. Idiosyncratic and unshared beliefs are not of necessity false, let alone morbid. Take an original concept in science. At the moment of its inception it could be confined to one individual and not shared by those of a similar social and cultural background. A concept in science would, however, be directed at a circumscribed area, would be understandable within the accepted and shared discourse of science and, although it might be of great personal significance to its instigator, that significance would be primarily in terms of what it explained about the world in general, not about the internal and intimate world of that individual. Such
 
 Chapter 1: The mental state and states of mind
 
 a belief might be termed delusional by the scientists’ colleagues out of incredulity or even envy, but it is hoped that the belief would be unlikely to acquire the epithet delusional within a psychopathological framework. Religious belief, particularly sudden religious revelation, shares some of the characteristics of delusion, but again it would normally be distinguished by being recognisably part of an accepted area of religious experience and discourse. Totally private religious revelation, independent of any accepted theological context, could present considerable problems separating from a morbid phenomenon. In distinguishing between delusion and novel scientific ideas or religious beliefs, the dimension termed extension by Kendler and colleagues (1983) is of value. Extension describes the extent to which a delusional belief spreads to involve various area of the individual’s life. A scientific idea however fundamental is unlikely to explain why the scientist’s neighbours seem unfriendly, why a colleague wears a red tie, or why their food tastes bitter. A run-ofthe-mill persecutory delusion, on the other hand, can usually generate explanations for these and many other mundane events. Even religious revelations, however fervently believed, usually limit their explanatory power to spiritual, ethical and moral issues. There is an understandable reluctance to add behaviour to the constellation of experiences which characterise delusion. This is seen as running the risk of acting as agents of social control by stripping the legitimacy from those whose behaviour and opinion are disapproved of by society. Ignoring behaviour can also lead to problems, however. For example, querulous individuals who pursue multiple complaints and claims through the courts and with agencies of accountability in the process lay waste to their lives and create administrative chaos. They may at any given moment be able to defend plausibly their quest for their particular vision of justice and be able to cloak themselves in the appearance of social reformers and whistle-blowers. The pattern of conduct which has led to their pursuing what is usually a real but inherently trivial
 
 grievance at such terrible costs should establish for the clinician some presumption of a delusional process (Mullen & Lester, 2006). Too often we attempt to decide on whether a particular experience is delusionally based without taking into consideration the history of the patient’s conduct whilst they have potentially been influenced by the delusional phenomena. It is not wise to respond to the common facile assumptions that strange and deeply offensive behaviour necessarily implies madness with the equally facile assumption that delusional experience exists in and of itself prior to and independent of the delusional person’s conduct. Behaviour driven by a set of eccentric ideas which is persistently damaging to any reasonable calculation of the individual’s own interests is not proof of delusion but is supportive of such an assumption in the context of other phenomena.
 
 Classiﬁcation of delusion A number of attempts have been made to classify delusions (see reviews by Arthur, 1964; Bentall et al., 2001; Garety, 1985; Maher, 2001; Oltmanns & Maher, 1987; Winters & Neale, 1993). Perhaps the simplest division that has been suggested is dependent on the degree of conviction with which the beliefs are expressed (Wing et al., 1974). Partial delusions are those in which the individual is prepared to entertain the possibility of being mistaken, whereas delusions proper are held with a conviction which excludes the possibility of doubt. The problem with this division is that the way in which opinions and beliefs are expressed is largely a function of the interplay between educational and cultural background and the personality of the individual. Some of us express trivial and peripheral assumptions with force and conviction, whereas others timidly advance their most heartfelt beliefs. Should delusion supervene, this habitual method of presenting belief may mislead the observer as to the true level of adherence to the conviction. There is also considerable fluctuation in individual patients over time in how firmly they adhere to their delusional convictions.
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 Delusions have been divided into those judgements that arise in an understandable way from particular interactions or experiences and those that appear de novo like sudden intuitions or brain waves. Those delusions for which no connection can be comprehended between the emergence of the belief and any precursor and which confront the observer as something absolute and irreducible have been termed primary or autochthonous delusions. Jaspers (1963) observed that in these primary delusions there occurs an experience radically alien to the healthy person that comes before thought, although it becomes clear to itself only in thought. The primary delusion emerges in the context of a radical change in normal mental function and is indicative of a process at work. The primary delusion is thus assumed to be an eruption of an extraconscious process into the normal flow of intentional mental life (extraconscious in the sense of neuropathological, not emanating from any Freudian system unconscious). The primary delusion cannot be fully explained by an appeal to the meaningful connections that usually govern the stream of consciousness. On the contrary, it is an ultimately irreducible phenomenon not amenable to psychological understanding and explicable only in terms of the causal connections governing the presumed organic changes in the brain. Clearly this is an untestable hypothesis. It does not, of course, imply that the content of a primary delusion has no connection with the patient’s past life or present situation; it merely claims that the emergence of the belief and part at least of its initial content will not be amendable to such an analysis. After the primary delusion is established, the further elaboration of any delusional system will in principle be open to an analysis in terms of its meaningful connections. An example of a primary delusion is a patient who, on asking a friend for a light for his cigarette, was passed a box of matches on which appeared the slogan “the greatest match in the world”. This revealed to the patient in a moment of intensely experienced insight that he was the light of the world. This delusional brain wave made sense for
 
 the patient of many of his recent experiences and much of his prior life; he realised his failures had been trials, his rejections, persecutions and sexual inadequacy part of divine inspiration. A totally new perspective on the world overthrowing most of his previous concepts came with this revelation. Secondary delusions or delusion-like ideas emerge understandably from other psychic events or the individual’s interaction with the world (Jaspers, 1963). Their origin can be traced to affects, drives, fears or some devastating personal experience. They are therefore amenable, at least theoretically, to analysis in terms of the meaningful connections of psychic life. A morbid alteration in a subject’s mood may, for example, if it is towards elation, precede the emergence of delusions of grandeur, or, conversely, a depressive swing may be followed by delusions of poverty or guilt. The hallucinated individual’s perverted senses may be the starting point of a delusional development, as may some real experience of injustice in a paranoid personality. A suspicious, prickly individual with a propensity to self-reference was exposed to a series of personal disasters, including loss of job, money, and his home following mortgage foreclosure. The events (partly self-induced) were explained by him initially as due to a generally ill-disposed world towards a man of his obvious but unrecognised talents. As he continued to ruminate on the events, a pattern became more and more obvious to him. Slowly over a period of many months, a delusional system involving a complex plot by members of his family in league with the local constabulary and public health officials emerged. This delusional system became the focal point of his life, dominating from then onwards his thoughts and actions. The slow emergence of this secondary delusional system was in the context of immense personal stress, probably associated with an unrecognised depressive mood swing occurring in a person with a suspicious and oversensitive personality structure. There is obviously a problem in a classification that relies on as subjective a criterion as “understandability”. Theoretically the division is attractive; in practice, it is often difficult and inconsistent
 
 Chapter 1: The mental state and states of mind
 
 in application (Koehler, 1979). The distinction also relies on the content of the phenomena rather than the form, which goes against the aim of classifying by form rather than content. To try to circumvent this problem to some extent, Schneider (1959) divided delusions into two major forms, delusional perception and delusional notions. Delusional perception he considered of particular significance in the diagnosis of schizophrenia. It was a twostage phenomenon involving first a true perception of a real object and second the emergence of a delusional insight generated by the perception, this delusion having no easily comprehensible connection to the perception. This new knowledge does not derive from reflection on the perception but is imminent within it; the perceiving and the knowing are directly and immediately linked, the one contained in the other. These classifications of delusion pay little direct attention to the extent of the restructuring of the patient’s knowledge of himself and his world. The type of knowledge involved is also employed only indirectly within these classifications. Delusion involves both the elements of beliefs or knowledge about something and the interpretation or, more precisely, the misinterpretation of occurrences or objects in the surroundings. It might be helpful to construct a hierarchical model according to the degree to which patients’ views differ from normal convictions in terms of how firmly they are held, how idiosyncratic they are and the extent to which they influence their views of themselves and their world. Delusion usually involves both belief and interpretation; the balance between these two elements varies, and two hierarchies are possible: those predominantly involving morbid belief and those that are morbid interpretations.
 
 Morbid interpretations Self-consciousness is characterised by heightened self-awareness. The individual often believes that his or her own personal preoccupations with regard to appearance, actions, and even thought will be mirrored in the attention they receive from others.
 
 A minor facial blemish, for example, will be the centre not only of the individual’s attention, but of all those whom they encounter. Their thoughts, particularly those involving sex and anger, will be embarrassingly obvious from their facial expression. Their actions will make them appear ridiculous in the eyes of all. Self-consciousness is the lot of most of us at some time or another. It is usually more marked in adolescence and when entering unfamiliar social situations. At the extreme, it can produce extensive disruption of an individual’s ability to function socially. Sensitive self-reference is a propensity to interpret habitually the words and actions of others and incidental happenings of the world as being directly concerned with oneself. It is clearly related to selfconsciousness, and the two often occur together, although essentially the self-conscious individual is turned in on themself, whereas the self-referring person is painfully aware of their surroundings. In self-reference, there is not only heightened selfawareness but also a tendency to divine personal meanings in trivial and unrelated events. The world becomes centred on the individual, and the mundane words and actions of others are seen as being directed at oneself. Self-reference normally has a persecutory flavour, and thus the remarks and actions of others are invested with unpleasant and even sinister import. A couple laughing on the other side of a crowded room are laughing at the self-referring person, the overheard snatch of conversation in a bus is about them, the shrug of the shoulders of the barman is a dismissive insult rather than a mere gesture, and so on. In self-reference individuals are normally convinced at the time that the events they misinterpret were directed at them and them alone, but in retrospect they will at least entertain the possibility of error. In self-reference, the meaning attached to the action or event is not impossible nor even necessarily improbable; people could be laughing at them, passing remarks being intentionally obstructive, and so on. It is the frequency of the self-reference and its extension into every area of social and personal interaction that leads to its recognition as morbid.
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 Delusional mood is characterised by an altered experience of the world in which, in some intangible way, events take on an uncanny quality and tension. The events as well as the actions and words of others seem to hint at hidden meanings and are infused with a direct and personal significance. The precise nature of the meaning eludes them, and although there is often a sense that a pattern of meaning is about to emerge, it remains just out of grasp. The individual in such a state often appears perplexed or frankly fearful. This state differs from self-reference in that it involves an attribution of meaning to a far wider area of the patient’s experience of the world; everything is imbued with personal meaning. On the other hand, the precise meaning of the occurrences is far less clear than in self-reference. Thus although it is a somewhat less clearly defined abnormal state of mind than self-reference, it is a more extensive and pervasive disturbance and is less easy to relate to normal experience. Delusions of reference may crystallise out of a delusional mood. Delusions of reference have a similar structure to self-reference in that some event or aspect of the environment is taken to indicate a personal and direct meaning for the patient. The interpretation placed on the event in delusions of reference is more idiosyncratic and cannot so easily be seen as a possible, even if unlikely, interpretation. Thus a headline in a newspaper ostensibly about events in the Middle East was interpreted as a direct reference to a patient’s homosexuality. The code numbers at the top of a banal communication from the tax inspector was interpreted as further evidence of a conspiracy. The colour of the tie worn by the doctor enables the patient to identify him as part of a sect dedicated to persecuting the patient. The television compere is understood as repeatedly making veiled references to the patient’s sexual activity disguised as sports commentary. In delusions of reference, the meaning derived from the event is incomprehensible to others in the patient’s social group. The delusion of reference remains an interpretation, thus a meaning is attributed to an event, but it is not open to doubt – it is experienced as self-evidently true. The information contained in a delusion of reference, however
 
 bizarre, is essentially limited and restricted; it may form part of the patient’s more extensive delusion system, but only a part.
 
 Beliefs about the world Overvalued ideas have enormous personal significance out of proportion to their overt content. They differ from the strongly held beliefs of the commonality in the degree of emotional investment and the focal part they play in the mental life of the individual. Clearly some types of convictions, particularly the religious and political, are often invested with great significance, but overvalued ideas normally concern more mundane and specifically personal matters. Despite their importance to the individual, they remain beliefs about the world, not the articulation of self-evident reality. The content, although often eccentric, is not entirely removed from what peers regard as conceivable. The overvalued idea often develops out of a conflict between a vulnerable personality and some elements in the environment (McKenna, 1984). The individual, although strongly protesting the accuracy of his or her beliefs, will entertain the possibility of error, albeit only the dimmest and most distant possibility. The use of the term overvalued ideas has become problematic. Too often it is employed to dismiss the pathological significance of experiences in a manner both premature and misguided. Wide areas of traditional psychopathy around, for example, pathological jealousy, delusional claimants, and dysmorphobias have been forced by some into the overvalued ideas box. In the process the significance of these morbid phenomena has been diluted or lost. Given the choice, I would dismiss the term overvalued ideas from psychiatry; failing that, I suggest one approach its use with scepticism and start from the assumption that phenomena so described are likely to be either delusional or nonmorbid preoccupations. Simple delusions are true delusions, in that they are absolute convictions experienced as self-evident reality that are immutable in the face of contrary argument or experiences. They are highly personal,
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 and their content is often fantastic. They normally, however, concern a relatively limited aspect of the individual’s beliefs about themselves or the world. Depressive delusions of bizarre bodily afflictions, such as one’s blood drying up, heart being absent, or bowels rotting away, are typical examples. The erotomanic delusions and circumscribed persecutory delusions that attribute malevolent intent to specific individuals or groups and do not spread to affect the majority of the patient’s relationships to others, are further examples. The impression given by patients with this type of morbid belief is that their beliefs about other aspects of the world are largely consonant with those of their peers, except in the particular and often narrow area occupied by the delusions. This type of delusion may fluctuate in intensity and in the extent to which it preoccupies the patient. These fluctuations are often connected to factors that appear to be related to the genesis of the delusions. Thus as the mood fluctuates, the delusions associated with an affective psychosis may wax and wane. In the persecutory delusions of some paranoid patients, interpersonal conflict may exacerbate the problem, and the removal of a source of stress may at least temporarily allow the beliefs to recede into the background. Unsystematised delusions are those in which a number of poorly organised and unintegrated delusional notions coexist. The patient’s account is often difficult to follow both because of the partial nature of the accounts provided and the frequent shifts in focus. In some cases, despite the poorly articulated nature of the beliefs, they appear to have for the patient profound significance; in others, there is a superficial and almost trivial quality to the fluctuating kaleidoscope of odd ideas and fragmented beliefs. Systematised delusions involve a profound delusional restructuring of the patient’s view of themselves and their surroundings. The delusional system contaminates wide areas of the patient’s beliefs about the world. There may appear a central core to the belief system – for example, personal divinity, a plot, or some damage or injury sustained – but the delusional beliefs spread to contaminate wide
 
 areas of the patient’s understanding of his or her position and relationships. The systematised delusions may grow gradually by accretion over months or years, or they may emerge rapidly, transforming almost at a stroke the patient’s mental life. Systematised delusions, perhaps because of their extended and extensive nature, change (if change they do) slowly over time rather than in obvious response to alterations in the patient or their environment. The systematised delusions offer no possibility of refutation; all new experience and information becomes incorporated within this morbid knowledge. Systematised delusions may emerge on the basis of delusions of reference either gradually or, on occasion, as an almost immediate and extensive restructuring of the patient’s view of themselves and the world. Systematised delusions are usually sustained and extended by misinterpretations, misperceptions, delusions of references and restructured, if not frankly delusional, memories. A final point is that at the centre of many delusional systems lies an altered world view from which the details of the system spread. From the persecutory viewpoint, patients are acutely aware of the outside world and its impact on them; all occurrences are potentially threatening and destructive but, above all, meaningful and personalised. From the depressive viewpoint, patients’ own internal preoccupations with guilt, loss and disintegration come to colour the world in which they live and constantly confirm and reflect their internal reality.
 
 Delusions and reality The relationship of patients’ private delusional world to the shared reality varies (Scharfetter, 1980). In some cases, the delusion comes to dominate patients’ mental life, and they withdraw completely into their private worlds. In other cases, although the delusional reality is predominant, patients continue to live to some extent within the shared social context. In some the delusional reality exists side by side with the shared reality without either seeming to affect, or contaminate, the other (Bleuler’s double
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 registration). Finally, delusional reality may be inextricably intermingled with the shared reality.
 
 Delusions of speciﬁc content Delusions may be classified according to content. This is usually self-explanatory (e.g. delusions of grandeur, delusions of guilt, delusions of persecution, delusions of poverty, etc.), but a few specific types require brief mention. Nihilistic delusions involve a delusional belief that something is dead or nonexistent. This may involve a belief that some organ or part of the body has gone or rotted away or that the individual is themself dead. The term nihilistic delusions is often employed loosely to cover all delusional ideas about bodily dysfunction and decay in depression. When nihilistic delusions form a prominent feature within the clinical picture, the term Cotard’s syndrome is occasionally employed. Erotomanic delusions usually involve the delusional belief that someone, often a person of power and influence in the patient’s life, is secretly, but passionately, in love with them. This phenomenon is sometimes known by the eponymous title of de Clerambault’s syndrome which is unfortunate because this type of delusion had been well described for over a century when Clerambault (1942) wrote about passionate psychosis. The currently accepted definitions of erotomania fail to incorporate the morbid infatuations in which, although sufferers do not claim they are loved, they do have an unshakeable conviction that their love will eventually be reciprocated despite clear evidence of the continuing indifference or open hostility of their supposed love (Mullen & Pathe´, 1994). Delusions of possession are those in which patients are convinced they are possessed by some spirit or force. These tend to be found among those whose cultural background provides some basis for beliefs in possession, which can make it difficult to separate them from an overly dramatic presentation of a culturally appropriate belief. Occasionally in forensic practice, claims of being possessed are advanced to exculpate some offence. Among the
 
 possessors I have encountered are devils, holy spirits, dead relatives, warrior ancestors and the spirit of a dead rabbit (!). Beliefs in being possessed are distinct from the experience of being influenced by outside forces and the belief in being someone else. Thus one of my patients believed he was Elvis Presley and that an impostor was entombed at Graceland, whereas another believed she was on occasion possessed by the spirit of the departed rock star. In the state of possession, a tension exists between oneself and the interloping possessor, and even when the possession is welcome, as with holy spirits, it remains to some extent a separate and intruding presence. Misidentification syndromes involve a conviction, often delusional, that the people a patient encounters are not who and what they appear or claim to be (Coleman, 1933). This can involve denying the identity of familiar individuals or claiming that strangers or chance acquaintances are in fact relatives or significant figures from the patient’s past life. The misidentification may involve a belief that familiar and often closely related individuals are not really who they appear but merely have the same outward appearance, the inner psychological identity being different. This can lead to claims that the patient is being duped by doubles disguised as relatives or, as in one patient of mine, that his family’s bodies had been taken over by a race of aliens. Sometimes it is a physical rather than a psychological identity which is at issue; subtle differences discernable to the individuals’ appearance reveal them as impostors, or chance or subtle similarities of appearance vouchsafe identity. This phenomenon is not as uncommon in severe psychotic disturbance, as the literature sometimes suggests. It is graced by the eponym Capgras syndrome (Capgras & ReboulLachand, 1923; Christodoulou, 1977). Misidentifications can be bizarre when, for example, a patient seems utterly convinced that a young nurse is his dead mother or ignores the “minor issue” of gender when concluding that the man in the next bed is really his wife. More frequently, the delusional misidentification is based on some minor similarity of appearance or mannerism between the
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 individual and who they are claimed to be by the patient. On occasion this type of misidentification is referred to as the illusion of Fregoli, but the term is misleading on several counts. Delusions may come to be shared within a family, and these shared delusions may be referred to as folie a deux, folie a trois, and so on; as psychosis of association; or as double or multiple insanity. Several variants have been described, as follows: r Simultaneous emergence of delusion in closely associated individuals in which the content is shared, probably as a result of shared environment, but the origin is independent r Imposed delusions in which a dominant figure within a relationship or group imposes their delusional view on the others to such an extent that the delusional system seems eventually to be totally shared r Communicated delusions in which two individuals living in close association, both of whom have a propensity to psychotic disturbance, come to influence and share each others delusional world Delusional memory is a phenomenon in which a delusional insight occurs not as an intuition about the world or as a change in knowledge of or about the world but in the form of a memory. An example is provided by a patient who suddenly “remembered” that a few weeks previously she had been attacked and raped by her brother and brother-inlaw in the midst of a family gathering. The conviction that this had occurred emerged de novo; the woman could point to nothing that suggested such an event. On the contrary, she was constantly surprised that everything and everybody around her were so normal and apparently unaware of the terrible happening, even those she believed to have been involved. The belief continued without seeming to alter this woman’s experience of her world or even her relationship to the central figures in the memory. Confabutory paranoia is a curious state in which fluent confabulation occurs around an often fluctuating set of delusional beliefs. When challenged or cross-questioned, individuals will launch into
 
 ever more curious accounts, often incorporating the queries and comments of the examiner. Such people are prone to be dismissed as malingerers because of the ease with which they respond to suggestion and shift their stories in response to expressions of scepticism. Sitting listening to such patients for a few hours usually dispels such scepticism. Dysmorphophobia is an intense and unshakeable conviction on the patient’s part that an aspect of their appearance or body is misshapen and conspicuously ugly. This phenomenon is associated with an intense preoccupation with the supposed deformity on which the patient ruminates at length. The actual experience and perception of the individual’s own body seems altered in that the patient claims slight deviations from normal shape or size to be gross and obviously different from normal. There is often associated despondency, and this phenomenon can be secondary to depressive disorders. The narcissistic elements are usually obvious. This phenomenon can, in clinical practice, therefore partake in part at least in delusion, perceptual disturbance, obsessive ruminations, phobia and mood disturbance. The placement of body dysmorphic disorder into the categories of both delusional disorder and somatoform disorder in DSM-IV probably represent the heterogeneity of the phenomena in clinical practice and the extent to which they can be seen as forming a spectrum with varying levels of insight (Phillips, 2004).
 
 Passivity phenomena (disturbances of ego boundary) Passivity experiences are a group of phenomena disparate in many ways but having in common a disturbance in the experienced integrity of the self. They are sometimes referred to as disturbances of ego boundary because of this experience of the breaking down, or violation, in the unity of the self. The boundaries are breached between the patient’s internal private world of thought and fantasy and the external world of objects and other people (including the internal thoughts, wishes and intentions of others). These
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 phenomena are occasionally classified as delusions (Sims, 1988; Spitzer & Endicott, 1978) presumably on the grounds that they constitute not an experience of, for example, influence or thought broadcasting but a belief in being influenced or broadcasted. The distinction may on occasion be so subtle as to appear entirely academic but for most patients, these are direct experiences, not beliefs, although they may give rise to delusional explanations. One patient complained that a “filthy word” was repeatedly inserted into her mind. This occurred several times a day and would occasion her considerable embarrassment. She had noted that these insertions tended to occur when she was near or in sight of a tower at a Salvation Army citadel. On the basis of this observation, she had become increasingly convinced that she was being persecuted by the Salvation Army, which had a radio transmitter beaming the words into her brain. She experienced the thought insertion, but she became convinced that its origins lay in the transmitter in the tower. One is an experience, the other an explanatory belief. I have a pain in my belly. I am convinced it is an appendicitis. The experience of pain and explanatory beliefs are distinct phenomena. These experiences are of two basic types in that they can be directed inwards or outwards. In the first there is an experience of influences or intrusion from the outside into the internal world. In the second, there is an experience of the thoughts, wishes or intentions of the individual diffusing or emanating out to influence, or become available to, others. These effects can involve the content of thoughts and fantasies, the intentions and actions and the emotions and desires of the patient. The types of passivity experiences are now discussed under the headings of thoughts, emotions, intentions and actions.
 
 Thoughts Directed outwards Thought diffusion and thought broadcasting involve a conviction on a patient’s part that those around them know their innermost thoughts. It is
 
 not merely that they divine their secret thoughts from their words, actions or facial expressions but that the thoughts themselves are directly available and can be, in a real sense, read by others. There is a sense of having become transparent, making ones innermost thoughts open to direct observation. In florid form, there can be the experience of one’s own thoughts being shared and participated in by everyone around them. This experience may lead to delusions of explanation. One of my patients described a complicated plot in which a neighbour, who was a BBC journalist, would nightly broadcast her every secret thought to the nation; this explained why everybody knew about them and shared them.
 
 Thought withdrawal This occurs when patients experience their thoughts as removed or ablated by some outside influence. This experience has been claimed to underlie the abnormality of expressive behaviour known as thought blocking (Fish, 1967).
 
 Directed inwards Thought control involves patients’ experience of their innermost thoughts as falling under external influence. Thought insertion occurs when alien thoughts are imposed on them.
 
 Intentions, will and actions Directed outwards Patients experience themselves as able to influence the apparently volitional acts of others. One patient explained to me that he could make people move and speak as he wished and pointed out from the window of the office how he was willing the people outside to walk along the street. In another case a patient described how every move or action he initiated was simultaneously mirrored in those around him because his will controlled theirs, but this disrupted his life because when, for example, he went shopping, the shops were always full of other people who, because of his influence, were on identical errands.
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 Directed inwards The experience is of made impulses and made volitional acts. This can again involve the experience of the patient’s intentions and will falling under outside control or of the imposition by an outside force of action upon them. An elderly and normally prim and proper lady periodically lifted her skirts and performed a brief dance. This she explained had nothing to do with her but was the result of the actions of a malevolent race of aliens she called “fantasias” who were imposing the actions upon her. Here both the control of the acts and the acts themselves were alien. More commonly, what is experienced is simply a loss of control over will and action as a result of outside influence.
 
 Emotions “Made” feelings and emotions occur when patients experience their emotional life as coming under outside influence, either in that they are made to feel a certain way or that alien emotions are imposed on them. Patients more frequently report being robbed of feelings or of having their emotional responses blocked by alien influence.
 
 Depersonalisation and derealisation Depersonalisation and derealisation refer to experiences which, although most frequently encountered in those afflicted by depressive or anxiety disorders, can occur in normal individuals when they are overtired, stressed or intoxicated. The basic disturbance involves an alteration from the usual of the experience of both the self and the world. It can manifest in such features as: r Surroundings take on a quality of strangeness. r A sense of unreality pervades not only the perceptions of the external world but one’s own cognitions and conations. r The experience of the passage of time is altered by a slowing or slippage. r Spatial relationships seem altered, which can produce distortions and may even be associated with micropsia or macropsia.
 
 r One’s body image may be altered, producing not
 
 only experienced unfamiliarity in one’s physical being but a nonrecognition of body parts. r Emotions, feelings and affects lose their subjective impact, although the individual is not without emotion; on the contrary, there is usually fear and agitation consequent on the changed experiences. r Actions appear to be carried out automatically without personal involvement or intent as if, as one patient put it, “I was trapped inside a machine which I could only watch but not control”. Whatever the subjective sense of being out of control, the actions remain those of the individual, reflecting their intentions and commitments even if subsequently disowned. Depersonalisation is to be distinguished from passivity experiences in which there is an experience not of alienation from subjective experience but of alien influence on such experiences. Depersonalisation appears in DSM-IV not as an abnormal phenomenon but as one of the currently fashionable constructions of dissociative disorders. These disorders are assumed to arise from a disruption in the functions of consciousness to create amnesia, dissociative identity disorder and depersonalisation disorder. This construction is given coherence by an unstated but implicit appeal to the reality of a system unconscious. No such archaic frippery is required for the description or recognition of the phenomena of depersonalisation provided here. In normal mental function, there is only a tangential and passing awareness of the process of thinking or perceiving. We can by an effort of will reflect on our experience and activities, but it is neither usual nor sustainable. In depersonalisation, there is an unbidden and unwanted self-awareness in that we become conscious of our mental activities. Perceptions are disrupted by sensations being separated from the meanings usually inherent in them, and our cognitions and conations become objects of scrutiny, not lived experiences. This pervasive selfreflection totally disrupts the normal flow of psychic life and imbues it with an alien character. We no longer reach out for the pen, we become conscious
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 of the act of reaching out for the pen; we no longer see our reflection, we become conscious of seeing a reflection which we assume must be ours. In depersonalisation, we remain conscious of our activities, and they remain accessible to normal awareness. This contrasts with the dissociations of DSMIV in which there is assumed to be a separation or removal of selective mental events from consciousness or an emergence of previously unconscious factors into consciousness, often in a form quarantined from the rest of the individual’s mental life. Depersonalisation and derealisation are a morbid exaggeration of self-awareness and self-reflection, which disrupts the sense of being part of, and at one with, one’s own cognitions, conations and actions.
 
 Volition Pathological disturbances of action and movement largely fall within the rubric of neurology; however, certain syndromes that include characteristic disturbances of motor behaviour require brief mention (see Lohr & Wisniewski, 1987, for a thorough review).
 
 Tics These are repetitive stereotyped movements involving voluntary musculature. Although usually capable of brief inhibition by an act of will and to some extent responsive to mood and situation, they are for the most part outside of the patient’s control. Tics cover a spectrum from minor repetitive twitches involving the small muscles of the face to complex movements, which may involve several large muscle blocks. In Gilles de la Tourette syndrome, motor tics are combined with repeated vocalizations, often in the form of obscenities and profanity (coprolalia).
 
 Catatonia First described by Kahlbaum in 1874 (1874/1973), catatonia is a syndrome which can be seen in both predominantly affective and schizophrenic disorders and may be mimicked by a number of organic
 
 disorders. It consists of disturbances in volitional movement and language. Several aspects of the syndrome seem to be polar opposites. There may be periods of uncoordinated and violent overactivity (catatonic excitement); at the other extreme, the patient may remain immobile for long periods, often appearing as if frozen to the spot. Posturing occurs when bizarre and uncomfortable poses may be held for long periods, as do reiterated stereotyped movements, where the same action is endlessly repeated. The normal fluidity of voluntary motor activity may be disrupted to produce an awkward and stilted quality, which is most obvious in the odd gaits encountered in this disturbance. Automatic obedience can be a feature with unhesitating compliance to any command or request without apparent conscious control, but so can the reverse, negativism, in which there is a positive effort to resist and often do the opposite or some eccentrically unrelated performance rather than what is requested or required. Ambivalence, in the Bleulerian sense, may effect motor action – the patient commences an act and then before completing it, reverses his or her movements and begins once more, only again to halt and reverse. Echolalia and echopraxia occur where the patient repeats or imitates the words or actions of those around them. In echolalia the repetition seems to occur in an automatic fashion without any apparent understanding. Echophenomena are not confined to catatonic syndromes but occur in a range of pathological conditions (Ford, 1989). Just as the fluidity of voluntary movement is disrupted, so the usual flow of speech is disrupted to produce hesitancy with a stuttering or explosive quality. Verbigeration, described by Kahlbaum (1874/1973) as speech composed of oft-repeated, meaningless words and sentences, may also be present in catatonia. A characteristic disturbance of muscle tone, in which there appears to be present a waxy flexibility (flexibilitas cerea), can accompany posturing and immobility in the catatonic syndrome. Pouting movements of the lips are also described to accompany catatonic states (Schnauzkrampf), as are facial grimacing and tics. Subtle catatonic disturbances
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 are often either not recognised or dismissed as side effects of antipsychotics.
 
 Cataplexy This is a sudden, partial or complete loss of tone in the voluntary musculature without disturbance of consciousness. It occurs in narcolepsy.
 
 Stupor This describes a syndrome in which the most prominent features are gross reductions in voluntary movement (akinesia) and speech (mutism). There is a suspension of expressive and reactive movements. Incontinence may occur. In neurology, stupor is often used rather loosely to describe a state of reduced consciousness bordering on coma. In contradistinction, attempts have been made in psychiatry to define stupor as an absence of voluntary movement in the presence of clear consciousness. This is helpful in as far as it distinguishes “functional” from “neurological” stupor, but the attribution of clear consciousness to functional stupor is clinically questionable (Berrios, 1981). Kraepelin (1919) attempted to distinguish four types of stupor: depressive, manic, catatonic, and hysterical. In depressive illness, stupor usually follows a period of increasing motor retardation and withdrawal; the patient may still radiate a sense of melancholy by facial expression and by a passive turning away from proffered assistance. The refusal to eat and drink in depressive stupor may represent a total lack of interest, although one of my patients retrospectively described being convinced his insides had disappeared, so he felt anything that passed his lips would enter his abdominal cavity and kill him. In mania, stupor may supervene on the excited disturbances of delirious mania in which extreme restlessness, hallucinosis and some clouding of consciousness give way to a state of mute immobility. In this state, some signs of the previous gross overactivity may remain in brief outbursts of motor restlessness and in constant movements of the head and eyes. In schizophrenia, stupor may supervene on a catatonic picture. Retrospectively, schizophrenic patients can often provide quite detailed accounts of the happenings during
 
 the period of stupor and on occasion will give explanations of their immobility – for example, they were directed by God or under some external control. States of stupor can follow extreme stress and then can be conceptualised as dissociative states or as an extreme reaction, as if paralysed by fear. These latter may be encountered under battle conditions and following catastrophes.
 
 Disturbance of language Thought can never be directly observed. The attempt to study it must therefore rely on language in the form of speech, writing or other symbolic creation (Sims, 1995). The entrenched tradition of speaking of thought disorder, when actually confronted with disturbed language, rests on the assumption that language directly mirrors thought. Speech disorder is usually separated from language and thought disorder. It is confined to disturbance in the actual articulation due to a disruption with the mechanics of speaking. Stuttering is a typical example, and the lalling speech of cerebellar dysfunction would be another. A distinction between language as a system of symbol and sign formation and thought as the content and import of those symbols and signs is occasionally made. Thus, employing this division, thought disorder would include delusions and other disturbances of the content of thought. This section is concerned with the disturbance of language. The structure of language can be analysed in terms of semantics, which concerns itself with meaning, and of syntax, which are the rules governing the combination of words to form sentences. In most of the language disorders observed clinically by psychiatrists, the disorder is in the area of meaning, the semantics, rather than the syntax, the latter only being significantly disrupted in the most florid forms of psychotic speech. Meaning lies not only in the words used but also in the situational context of the utterances. Statements occur in particular spatiotemporal situations, which include speaker and hearer, the actions they are performing
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 and various external objects and events. Further, a shared knowledge of what has been said earlier and its relationship to current statements is assumed. Thus what Searle (1969) termed speech acts consist of language in its context which communicates to the receiver. This understanding of utterances in their context is referred to as pragmatics, and it is argued that it is a derangement in this pragmatic function of language which characterises schizophrenic speech (Cutting, 1985). In an ideal language, one word or sign would exist for one meaning. In practice, there are many synonyms for which a particular meaning is designated by several distinct words (e.g. hide, conceal, secrete) and frequent homonyms for which single words signify more than one meaning (e.g. bank of river, Bank of England; elephant’s trunk, trunk – a piece of luggage). Words may also be used literally or metaphorically (a man’s head, the head of a company; a glaring light, a glaring error). In the language disorders psychiatrists encounter, there may be semantic disruption arising from a confusion of homonym, synonym and metaphor. A patient, for example, when asked if the pills were making him better, replied, “Healed? I have no heels (glancing at the bottom of his slippers), I’m only brought to heel”. The word healed is employed as a synonym for getting better, then confused with its homonym, the heel of a shoe, and in this example the metaphorical use of heel is employed to produce a nice resolution that allows the patient to comment on his resentment at being compulsorily detained. Bleuler reports a patient who when asked if anything was weighing heavily on his mind replied, “Yes, iron is heavy”. A patient in a group asked if he was down, immediately left saying, “Yes, I need to lie down”. This taking of the literal rather than the metaphorical use of words was referred to by Goldstein (1944) as concrete thinking, although whether it is truly a preference for the concrete sense or just a tendency to associate to the commonest usage of a particular word is uncertain. A word may be chosen in language disorder not because of its relationship to the meaning of the utterance but because of an association of sound to
 
 a previous word or phrase. Thus, “I feel like going out, stout, a drink would be nice, ice, I suppose I’ll stay, lay down for a while” or “everybody seems to revolve around me, involve and resolve around me” is termed a clang association. Words may be invented in language disorders. These idiosyncratic words of no generally agreed significance are termed neologisms. They may consist of entirely new words, which even the patient may be hard pressed to explain, or be created by compressing or running together existing words. A patient referred to a “mongery ridicule”, and although he could spell the word, the only definition he offered was that it “wasn’t quite nice”. In this example the phonetic or sound structure is acceptable for a word in English. On occasion sounds entirely foreign to English phonetics will be emitted apparently as words. An example of a word created by condensing existing terms is “a misachrist”, which was used by a patient to describe a psychiatrist who misunderstood him (a mistaken psychiatrist). Jaspers (1963) suggested neologisms may arise from the patient’s struggle to express unique and essentially incommunicable experiences. Idiosyncratic similes and metaphors may be encountered. A schizophrenic patient of Bleuler (1950) announced her forthcoming pregnancy with “I hear a stork clapping in my body”. A patient of mine replied to the enquiry about his religious views with “I’m for the elected by a puff of smoke from the chimney”, referring obliquely to the process that heralds the election of a new pope in the Roman Catholic Church. Words, phrases and occasionally syllables seem to recur far more frequently in the language of the schizophrenic patient than in healthy people. This is in part connected to the phenomena of stereotopy and perseveration. In the perseveration of course organic brain disease, identical words and phrases tend to be simply repeated. In those with schizophrenia, it manifests as a repeated use of similar words and phrases in different contexts. An extreme example is provided by a patient who, when asked if he understood a question, replied, “I see something like I might be wrong like, but
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 there like the rules and I don’t like the rules turned upside-down and I don’t know like and I was like as though the bed turned over”. A patient reported by Kraepelin (1919) would, when writing home to relatives, fill pages with similar words or phrases interminably presented in varying order. A more restricted vocabulary is also said to be found in the language-disordered schizophrenia patient than in healthy people of a similar educational and intellectual background (poverty of language). The frequent repetition involves syllables and phrases as well as words, so that the problem is more likely to stem from a tendency for the same speech elements to intrude repeatedly into the discourse rather than just a restricted repertoire of words. The concept of redundancy has been borrowed from information theory and applied specifically to schizophrenic language disorder (Maher, 1972). Redundancy used in this technical sense refers to the likelihood that a particular word or letter will occur. The more predictable the word or letter is, the greater the redundancy in that it conveys less information. Normal language has a high degree of redundancy in that many of the words and phrases are predictable to a high level of certainty from the context. In the schizophrenic patient, the disruption of the context of the language and the reduced consistency and coherence within the expression of ideas leads to a decreased predictability of the words and thus to decreased redundancy. A word salad, for example, in which there is a total breakdown in the contextual restraint, and words follow each other apparently at random, has no redundancy, for no given word can be predicted in advance from any preceding word or phrase; each word comes as a total surprise, free of the limitations of semantics or syntax. Experiments based on the redundancy concept have demonstrated that observers provided with transcripts of normal speech and schizophrenic speech with every fifth word deleted can correctly fill in the missing word significantly more often from the normal speech, confirming the decreased redundancy in the schizophrenic utterances. In related experiments, it was suggested that speech-
 
 disordered schizophrenia patients are themselves less able to use contextual clues and redundancy in learning written passages. The specificity of these findings has been challenged, however (Rutter, 1979). The meaning of language depends not only on the particular words but, as has been mentioned, the context of the utterance. In normal speech, there is a tacit acceptance by speaker and hearer of all relevant conventions, beliefs and presuppositions of the common speech community. In language disorder, there may emerge in conversation or writing themes that are inappropriate to the context. Thus highly personal and idiosyncratic statements will be interposed with the more appropriate aspects of the discourse. This tends to produce in the listener a degree of confusion. The mixing in of snatches of conversation about unrelated matters into the ongoing discourse has been labelled intermingling (Harrow and Prosen, 1979). This appears to reflect an impairment of the subject’s ability to remain within the normal social constraints on communication. The disruption of context and the lack of sufficient connection between successive phrases is shown by a patient who wrote, “I want to leave the trees are beautiful if only the food too long love”. In a single sentence, the desire for discharge, the gardens, the food, and a greeting are all combined. There is a failure to keep separate, unconnected ideas, and the patient’s preoccupations are all jumbled together into a single statement. A patient replying to an enquiry as to how he felt, included the following: “it doesn’t really mater if you eat refined sugar as long as you can balance it by doing something else you or using your energy expending your energy in the best manner possible and I would really like to become a DJ you know I have a high sort of ambition this is why I would like a cigarette now. That’s all”. There preoccupation with diet, physical fitness, job ambitions, and the desire for a cigarette become included in a response to a routine enquiry about health. This tendency was described as overinclusion by Cameron (1944), because the patient is unable to prevent subsidiary and peripheral thoughts from
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 intruding and becoming included in the statement. A young librarian in the early stages of a psychotic episode was asked to reorganise the Divinity section of the library’s filing system. This resulted in a total restructuring of the index with everything recatalogued under Divinity. The young man had included all topics under Divinity, not from some insight into the ubiquitous nature of God but from an inability to separate any category from any other, thus including all in one. Here overinclusion was demonstrated in action, not speech. Thought blocking is evinced by a sudden stopping in mid-sentence, despite the subject’s desire to continue speaking; after a pause, the flow of speech may recommence, perhaps on some unrelated topic. There may be a perplexed silence and a complaint that one’s thoughts have been removed, stolen, or blocked or have disappeared. This phenomenon can be dramatic in some schizophrenic patients and may be accompanied by considerable subjective distress. Blocking in the context of other signs of schizophrenic speech disorder is of diagnostic importance. When it occurs as an isolated event, it is easily confused with the nonspecific phenomenon of losing the train of one’s thoughts, which occurs in healthy people, particularly when tired or under stress and as part of the speech retardation of depressive states. The presence of schizophrenic language disorder should not be assumed on the basis of thought blocking alone. The clinical psychiatrist most frequently observes disturbance of language in the flight of ideas of manic and schizophrenic language disorder, often referred to as formal thought disorder. This being so, the following section continues by discussing these two specific language disturbances.
 
 There is an accelerated tempo of speech often referred to as pressure of talk. In addition to the increased rate of delivery, the language employed is characterised by a wealth of associations, many of which seem to be evoked by more or less accidental connections. The relationship between statements is disrupted by this chaos of association, and the progress of speech ceases to be guided by the unfolding of a train of thought and comes under the influence of this plethora of new connections. The excited speech wanders off the point following the arbitrary connections, and the coherent progress of ideas tends to become obscured. The somewhat haphazard verbal associations become governed by sound, rhyme, associations to peripheral concepts, double entendre and so on. In classical flight of ideas, although the connections and associations are accidental or peripheral to the general sense of the statement, they are usually in themselves fairly obvious and unremarkable and would individually be acceptable in other situations. This is in stark contrast to schizophrenic language disorder in which the individual connections are often so opaque and personalised as to defy comprehension in any situation. Clang associations and puns are frequent. One manic patient I encountered attempted to speak exclusively in blank verse interspersed with long recitals from nineteenth-century poets. In flight of ideas, a wide range of unusual connections drive on rapid speech, and the listener is often borne along by the flow and may even share in the amusement and pleasure the patient derives from the novel associations. Patients exhibiting flight of ideas often express a subjective sense of their thoughts racing and of new ideas forcing themselves on their attention.
 
 Flight of ideas Flight of ideas is encountered in manic disturbances but is also mimicked by some organic brain syndromes and by one’s more loquacious or intoxicated companions, and it can even appear in relatively pure form in some subjects, who on other criteria would undoubtedly be considered schizophrenic.
 
 Schizophrenic language disorder Schizophrenic language disorder, or, as it is sometimes termed, formal thought disorder, is characterised by disturbance in the area of semantics, although in advanced forms the syntax may also be disrupted. Bleuler (1950) considered the
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 disturbance of association to be a fundamental symptom of schizophrenia that led to a disruption of the threads which guide thinking. Ideas fortuitously encountered are combined in a manner dependent on incidental circumstances rather than any train of thought. When asked where she lived, one patient replied, “I come from Somerset. Somerset is a lovely place, everyone stops up that way, you know, before they go back home for the weekend. I’m home on my weekends, but I was never really satisfied with myself nor my schoolwork”. In those with schizophrenia whose language is disordered, there are found clang associations and condensations and stereotypy, evidenced by a tendency to return again and again to a single theme. The language disorder of schizophrenia can vary from a barely detectable disturbance to an almost total disorganisation of communication. Kurt Schneider (1959) considered that disjointed, fragmented, and inconsequential thought was commonly manifested in the speech of individuals with schizophrenia. However, he pointed out that milder degrees of such disturbance was not uncommon in healthy people, and this being so, however important these thought disorders might be for the theoretical definition of schizophrenia, they could not in practice hold much weight as diagnostic features. In ambiguous cases, he held that it was too difficult to pin down such phenomena as unmistakable schizophrenic symptoms, and in florid examples, other more reliable diagnostic signs would be present. Carl Schneider, in contrast, gave considerable attention to these phenomena in his Psychologie der Schizophrenen (1930). He considered schizophrenic language to be characterised by (1) an interweaving or bringing together of heterogeneous elements (fusion), (2) a mixing and muddling up of actual definite but heterogeneous elements (substitution), (3) a snapping off of the chain of thought (omission) and (4) the disruption of the thought content with insertion of other thought contents in place of the true chain of thought (derailment). He described transitory thinking as characterised by derailments and omission in the train of thought by
 
 which both the semantics and syntax may be disrupted and drivelling thinking in which there is a mixing and muddling of the thoughts (substitution) that obscures the meaning. In drivelling, the listener may obtain an initial impression that something meaningful is being said but soon realises that it is a flow of words and high-sounding phrases signifying little or nothing. A patient who talked at great length with slow, ponderous and heavily accentuated speech included the following in a monologue: In other words you said that you were coming, and I said to myself and I dismissed it from my thoughts. I suppose it wasn’t exactly forgetting that she would be appearing but no to stress this all the time that he just wanted to come home and I was foolish over money and what have you, and you see now I could talk to him about that.
 
 The language of schizophrenic patients may be weighed down with unnecessary detail and circumstantiality in much the same way, perhaps, as writers on the subject. Complex and intricate forms of expression may serve to obscure the train of thought and platitudes and proverbs may come to totally dominate their speech. Andreasen (1979, 1986) suggested that all the many and various terms used to describe the communication difficulties of those with schizophrenia could be reduced to 20, she claims, mutually exclusive terms. These are poverty of speech production (laconic speech), poverty in the content of speech, pressure of speech, distractible speech, tangentiality, derailment (loosening of associations), incoherence (as in word salad), illogicality, clanging, neologisms, word approximations (where words are used unconventionally), circumstantiality, loss of goal (where the communication drifts apparently aimlessly), perseveration, echolalia, blocking, stilted speech (ponderous and overly formal), selfreferential speech (in which communications return repeatedly to the patient and their highly personal preoccupations), phonemic paraphrasis (mispronunciations because sounds or syllables have slipped out of sequence), and semantic paraphrasis (substitution of inappropriate words – malapropisms). The most frequent abnormalities
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 she noted in her patients were derailment, loss of goal and tangentiality, although they were also found in the communications of manic subjects. Poverty of speech was the abnormality found specifically in schizophrenic rather than manic utterances. There might, one would have thought, be problems in distinguishing a number of these categories – for example, word approximations from semantic paraphrasis. Individual patients may be aware of the disruption of their thinking even though it is not obvious to the observer. Some patients become concerned with words and the potential meanings hidden within these signs and symbols. The language disorder of one patient expressed itself in an extensive series of written productions about words, an extract of which follows: RAYMOND = RAY-MOUND = hill of the ray = tower of the telepathic waves. Also it = RAY-MONDE, ray and world (French, Le Monde). The Germanic name which gives the modern Raymond was Regimund. Regin = strong, powerful; mund = protection. Thus my telepathy is a powerful protection. Mund = protection was often used with a word “beorg” = him to mean fortress. Regin is nearly the same word as the Anglo-Saxon Regn = rain. Thus one has Regn = rain and mund = fortress = fortress from which comes the rain, i.e. rain = telepathic waves.
 
 This section has been concerned with language productions, but it is worth remembering that a number of reports have pointed out that in schizophrenia, abnormalities occur in the perception of speech and of short-term verbal memory. Such receptive defects could contribute to language abnormalities. A final point that requires emphasis is that a variety of brain lesions produce dysphasic speech, which may have superficial resemblances to formal thought disorder. For excellent accounts of the organic dysphasias, see Lishman (1987) and Brain (1965).
 
 Conclusions Descriptive psychopathology attempts to orient the clinician towards the precise observation and
 
 description of their patient’s state of mind. The descriptions can, in addition, form the basis for classification and for empirical studies. Careful observation and classification is the starting point for good clinical psychiatry, and above all it provides the best protection for the patient from being wrongfully labelled as mentally ill and treated as such or, conversely, from being denied care when in fact they need it.
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 2 Current approaches to classiﬁcation Anne E. Farmer and Assen Jablensky
 
 Roughly once a decade, another generation of researchers and clinicians recognises the shortcomings of current methods for classifying mental disorders. This recognition may be followed by systematic reviews, attempts to compare and contrast or validate different definitions of disorder or efforts to employ multivariate statistics to devise novel definitions. However, what is humbling to those of us who have participated in such research is that the past 40 years has been full of such attempts. Although major technological advances have led to considerable progress in other aspects of psychiatric research, the issues relating to psychiatric diagnosis then, as now, are largely the same. For the clinician or trainee to understand why mental disorders are defined the way they are, it is necessary to consider some of the history of classification over the past 50 years and a literature that predates on-line search engines.
 
 International classiﬁcation of diseases and the diagnostic and statistical manual Two international classifications currently dominate research and clinical practise; the ICD-10 (World Health Organisation [WHO], 1992) and the DSM-IV (American Psychiatric Association [APA], 1997). Both classifications provide detailed descriptions of all the main psychiatric syndromes, person-
 
 ality disorders and other disorders of behaviour or function. In DSM-IV, these descriptions are in an “operational” format in which the rules for applying a diagnostic category are precisely defined, whereas the ICD-10 has two versions, one of which has operational definitions (WHO, 1993) and the other, main clinical version consists of brief clinical descriptions of the main syndromes (WHO, 1992). Achieving international consensus about the classification of mental disorders has a history that extended back to the middle of the twentieth century. This is now described.
 
 The development of an international classiﬁcation of diseases The first comprehensive nosology covering an entire range of diseases and including a classification of mental illness was produced by the newly formed World Health Organisation in 1948. Previous attempts to list causes of death and to classify disease and injury had been unsuccessful in obtaining international use, and this revision, the sixth, although recommended for use by all the member states of WHO, also failed to gain universal acceptance. Following a large enquiry into the state of classification undertaken on behalf of WHO by Erwin Stengel (1959), a new edition was finally published in 1965, titled the 8th edition of the
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 International Classification. (The 7th edition, published in 1955, had the same mental disorders section as the 6th revision.) As well as introducing a glossary of definitions for the first time, the section for all psychiatric disturbances was made selfsufficient in Section 5. For the first time, all major contributors to the psychiatric literature, with the exception of the French, were officially committed to using the same classification. The 9th revision was published in 1975 and came into use in 1978. Only minor changes were made from the 8th edition. This classification continued to be the main system in use in the United Kingdom until April 1994. However, in view of the rapid advances made in psychiatric nosology, with the introduction of operational definitions, this classification became increasingly outdated, and many psychiatrists within the United Kingdom became more familiar with the North American DSM series of classifications, in both their clinical and research practices. The publication of ICD-10 was therefore eagerly awaited.
 
 The International Classiﬁcation of Diseases, 10th edition: classiﬁcation of mental and behavioural disorders As just discussed, the World Health Organisation has the responsibility to produce regular revisions of the ICD for international use. In addition to providing international communications about the statistics of morbidity and mortality, the ICD classification also acts as a reference for national and other psychiatric classifications. Additional uses include scientific research, clinical work and service development and psychiatric education. Thus ICD-10’s classification on mental and behavioural disorders is required to be acceptable to a wide range of users in different cultures, practical to facilitate understanding, easy to use and translate into different languages and versatile so it may be applied to various work settings and by a variety of professionals. With this in mind, Chapter F on mental and behavioural disorders consists of a family of documents. The
 
 first of these, the “blue book” (WHO, 1992) consists of the clinical descriptions and diagnostic guidelines for service use as well as the discussion on the concepts on which the classification is based. The second part, the “green book” is the operational criteria version titled the Diagnostic Criteria for Research. Unlike the US national classifications, clinical guidelines are kept separate from the more narrowly prescriptive operational criteria. The third document is a shorter, simpler version of the clinical descriptions, which is used in primary care. Finally, a multi-axial system is being produced. Unlike previous international classifications, extensive consultation was undertaken with several hundred expert psychiatrists from many countries regarding the classification between 1984 and 1990. A draft version of the clinical diagnostic guidelines was circulated widely, and field trials, in which 700 clinicians took part, were undertaken in 110 clinical centres in 37 countries. Wherever possible in Chapter F, ICD-10 is a descriptive classification, as were its predecessors ICD-9, DSM-III and DSM-III-R. However, aetiology does form some part of the organisation of the classification in some areas, particularly regarding organic brain syndromes and substance-related disorders. ICD-10 has an alphanumeric coding scheme based on codes with a single letter followed by two numbers (e.g. A00-Z99). Further detail is provided by decimal numeric subdivisions at the four-character level. Mental and behavioural disorders are included in Chapters F00 to F99. This allows up to 100 subdivisions within mental illness, although a proportion of numbers are left unused for the time being so that the introduction of changes to the classification can be undertaken without having to redesign the entire system. The way Chapter F is subdivided is shown in Table 2.1. The classification uses the term disorder to avoid difficulties in the use of terms such as disease and illness. Disorder is defined as the existence of a clinically recognised set of symptoms or behaviours,
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 Table 2.1 Chapter F ICD-10 list of categories F0 F1 F2 F3 F4 F5
 
 F6 F7 F8 F9
 
 Organic including symptomatic mental disorders Mental and behavioural disorders due to psychoactive substance use Schizophrenia, schizotypal states and delusional disorders Mood (affective) disorders Neurotic, stress-related and somatoform disorders Behavioural syndromes and mental disorders associated with physiological dysfunction and hormonal change Abnormalities of adult personality and behaviour Mental retardation Developmental disorders Behavioural and emotional disorders with onset usually occurring in childhood or adolescence
 
 Table 2.2 ICD-10 Mental and behavioural disorders due to psychoactive substance use F10 F11 F12 F13 F14 F15 F16 F17 F18 F19
 
 Alcohol Opioids Cannabinoids Sedatives or hypnotics Cocaine Other stimulants (including caffeine) Hallucinogens Tobacco Volatile solvents Multiple Other Unidentified
 
 Acute intoxication Harmful use Dependence syndrome
 
 Psychotic disorder Amnesic syndrome Residual or late Psychotic disorder
 
 ICD.10 = International Classification of Diseases, 10th edition.
 
 associated in most cases with distress and with interference with personal function. Terms such as psychogenic and psychosomatic have been omitted from the classification. Other terms such as impairment, disability and handicap are used according to the WHO (1980) definitions. The main innovations in ICD-10 are now discussed. ICD-9 employed a neurotic-psychotic conceptual dichotomy, which is largely avoided in ICD-10, although the terms neurotic and psychotic are still retained as descriptive terms, for example, “Neurotic, stress related and somatoform disorders” (F40–F48); “Acute and transient psychotic disorders” (F23). In using the label “psychotic” in the latter term, no assumption is being made regarding putative psychodynamic mechanisms; it merely indicates the presence of delusions, hallucinations and some abnormalities of behaviour. Disorders in ICD-10 are arranged in groups according to major common themes or descriptive likenesses. For example, cyclothymia (F34,0) is in the affective disorder block F30–F39 rather than in F60–F69, disorders of adult personality and behaviour; and schizotypal disorder, previously regarded as a personality disorder, is included
 
 in F26–F29 (schizophrenic illnesses) rather than in F60–F69 (disorders of adult personality and behaviour). All disorders associated with psychoactive substance misuse are grouped together in F10–F19, regardless of severity (Table 2.2). Indeed, substance misuse is organised primarily according to substance (F10–F19), and type of disorder is shown after the decimal point (e.g. acute intoxication .0, harmful use .1, dependent syndrome .2 etc.). F20–F29 is titled “schizophrenia, schizotypal and delusional disorders”. New categories have been added such as “undifferentiated schizophrenia”, “post schizophrenic depression”, and “schizotypal disorder”. Schizoaffective disorder is also found in this section (F25), as is an expanded section on acute, short-duration psychoses, because these are commonly seen in developing countries. Mood disorders are categorised in F30–F39. The nomenclature “bipolar” has replaced “manic depressive”, which was used in ICD-9. Much research evidence now suggests that a bipolarunipolar dichotomy is a more appropriate way to classify mood disorders (Farmer & McGuffin, 1989). Bipolar disorder is characterised by the presence
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 of an episode of mania within the lifetime course of the illness, whereas unipolar disorder consists of single or recurrent episodes of depression. In ICD10, mania is subdivided by severity into hypomania and mania with or without psychotic symptoms. Similarly, depression is divided into three severity states: mild, moderate and severe. In addition, it is possible to categorise a depressive episode as being with or without somatic symptoms. Classifying a common condition such as depression according to severity as well as according to symptom profile is clinically relevant. Persistent mood disorders such as cyclothymia and dysthymia are also included in this section, as is recurrent brief depressive disorder. F40–F49 includes anxiety disorders such as phobic disorders, panic and generalised anxiety, obsessive-compulsive disorder as well as reaction to stress, adjustment and dissociative disorders. The increasing evidence for somatoform disorders and chronic fatigue syndrome (as neurasthenia) has ensured that these disorders also have their own categories in ICD-10. Behaviours, syndromes and mental disorders associated with physiological dysfunction and hormonal change, such as eating disorders, nonorganic sleep disorders and sexual dysfunction, are categorised in F50–F59. The greater detail included in ICD-10 compared with its predecessor is the result of the increasing importance of such disorders in liaison psychiatry. F60–F69 includes disorders of personality as well as of adult behaviour such as pathological gambling, fire setting and stealing. Although F70–F79 covers only those disorders that are specific to childhood and adolescence (behavioural and emotional disorders with onset usually occurring in childhood and adolescence), dysfunction that can occur in persons of almost any age should be applied to children and adolescents when required; examples of such dysfunction include disorders of eating (F50), sleeping (F51) and gender identity (F64). As described earlier, the rules of taxonomy require that each patient be restricted to the membership
 
 of a single diagnostic category. Although in theory this is highly desirable in practice, clinicians frequently encounter patients whom they consider inadequately described without using two or more categories. Thus the authors of ICD-10 recommended that clinicians should follow the general rule of recording as many diagnoses as necessary to cover the clinical picture. However, if more than one diagnosis is recorded, it is best to give one precedence over the others by specifying it as the main diagnosis and to label others as subsidiary or additional diagnoses. It is also recommended that precedence should be given to the diagnosis more relevant to the purpose for which the diagnoses are being collected. In clinical work, this is often the problem that gave rise to the consultation or contact with health services. On other occasions, e.g. in research, it may well be a main “lifetime” diagnosis. However, if there is any doubt, a useful rule is to record the diagnoses in the numerical order in which they appear in the classification, which has a built-in hierarchy (F0, organic disorders, through to F9, behavioural and emotional disorders occurring in childhood).
 
 The development of the DSM criteria The American Psychiatric Association was the first national body to take on the enormous tasks of producing operational definitions for clinical as well as research use and make their use central to psychiatric diagnosis for all clinical practice within the United States. Published in 1980, the third edition of the DSM (DSM-III) criteria were produced by a number of committees whose purpose was to focus on various aspects of the classification (APA, 1980). In addition, field trials of draft versions of DSMIII were held around the United States to test their applicability. In addition to producing clear operational definitions for all major psychiatric disorders, personality disorders were also operationally defined, and these main categories of DSM-III criteria were multi-axial: Axis I includes the main
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 psychiatric syndromes, Axis II includes personality disorders; Axis III includes any concurrent physical health problems; Axis IV includes psychosocial stressors; and Axis V includes the highest level of functioning in the year before evaluation. Using all five axes allows a more holistic view of patients, and their main psychiatric problems may be placed within the context of other aspects of their health and functioning. In practice, Axes IV and V have seldom been used even in research, and most clinicians focus only on Axes I and II. The revised version of DSM-III, DSM-III-R, was published in 1987 (APA, 1987). The impact of DSM-III-R was less than its immediate predecessor, and the differences between the two manuals are not great. In 1994, DSM-IV was published, which closely resembled its predecessors. The DSM-IV consists of a three-digit numeric code for groups of diagnoses (e.g. 295 = schizophrenia) with specific disorders or subtypes indicated by two additional numbers after a decimal point (e.g. 295.30 = paranoid schizophrenia). The codes relate to those used in ICD-9 and were first used in DSM-III. In general, this numbering schema has been kept in the three subsequent revisions. The classification starts with the dementias (290) similar to F0 in ICD-10. Acute alcohol-related problems such as intoxication and alcohol-induced psychotic disorder with hallucinations are 291 (.0 and .3, respectively). The code 292 consists of acute substance misuse, such as withdrawal (.0) or with delusions (.11). DSM-IV separates these acute problems with drugs and alcohol from the chronic difficulties of dependence and abuse that are assigned separate groups (304 and 305, respectively). Codes 293 and 294 identify mental disorders due to general medical problems including mood disorder (293.83) and dementia due to Parkinson’s disease (294). The main severe psychiatric disorders, schizophrenia and bipolar disorder, are 295 and 296, respectively. Although schizoaffective disorder is within the schizophrenia group (295.7) rather than affective disorder, schizotypal and schizoid
 
 disorders come in the personality disorder group (301). The 295 schizophrenia group consists of the following subtypes: .10 disorganised, .20 catatonic, .30 paranoid, .4 schizophreniform, .6 residual, .7 schizoaffective and .9 undifferentiated. Delusional disorder, a psychotic illness usually occurring in later life, is in a different group, 297, and brief psychotic disorder, a different group again (298.8). Affective disorders are characterised as single or recurrent episode of depression (296.2 and 296.3), whereas bipolar disorder is categorised as single manic episode (296.0) or according to the most recent episode, for example, bipolar disorder most recent episode hypomania (296.5) or most recent episode depressed (296.6). Similar to the ICD-10 F3 group, in mood disorders, the fifth digit is used to denote severity for major depressive, manic, and mixed episodes, namely, .01 = mild, .02 = moderate, .03 = severe without psychotic features, .04 = severe with psychotic features, .05 = in partial remission, .06 = in full remission, and .00 = unspecified. Anxiety disorders are grouped as 300 with the suffix .2 indicating generalised anxiety disorder, .21 panic disorder with agoraphobia, and .4 dysthymia. Codes using 301 are disorders of personality, with 301.13 coding for cyclothymia and 301.7 antisocial personality disorder. The remaining categories are for sexual dysfunctions, paedophilia and so on (302); disorders of eating and sleeping (307); acute stress reactions (308); adjustment disorders (309); disorders of impulse control such as pathological gambling (312); various disorders of childhood (e.g. 313, selective mutism); 314 (ADHD) and 315 (dyslexia). From the above descriptions, it is clear that there are both similarities and differences between DSMIV and ICD-10. DSM-IV has more categories than ICD-10, which may reflect the requirements of the health care system in the United States. The additional categories are necessary so that all the various conditions and problems that psychiatrists treat
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 can be assigned a DSM code number, which is a requirement for reimbursement by health insurance companies. The ICD-10 classification does not have such a driving force. In DSM-IV, there is a clear separation of acute mental disturbance due to alcohol and drugs (292) from dependence and abuse which have separate categories (304 and 305). In ICD-10, all substance misuse disorders are found under a single group, F1. In addition, DSM-IV has two separate categories for disorders due to a general medical condition (293 and 294) such as depression or dementia, categories that are not included in ICD-10. However, the main broad groups of disorder are similar (e.g. schizophrenia F2 and 295, affective disorders F3 and 296), and the items included in the definitions needed to fulfil criteria to apply the diagnosis are also broadly similar, as are the combinatorial rules. It is hoped that the new revisions of DSM and ICD will combine into a single international classification. At the time of writing, this looks possible.
 
 The diagnostic process Teasing apart what is pathological from what is part of normal experience A psychiatrist taking a history and examining the mental state is attempting to discover whether the experiences a patient describes can be considered pathological or merely part of everyday or “normal” experience. To do this requires not merely the presence of a particular complaint (which may be mild and self-limiting); the psychiatrist must also determine the intensity of the experience (how bad is it?), how long it has lasted (how much has there been of it?) and how much the experience has interfered with daily activities (how disabling has it been?). It is also recognised that groups of symptoms cluster together. For example, people who complain of feeling low also frequently complain of poor sleep, reduced appetite, lack of self-esteem, slowed thoughts and so on. Knowing which supplementary questions to ask and their significance allows
 
 the psychiatrist to determine whether the patient’s experience is pathological. By careful cross-examination undertaken in a systematic way, the clinician builds up a picture of the patient’s mental experience (Wing et al., 1974). This process requires that an objective (clinical) judgement be made about the nature and severity of each symptom. Although patients can complete self-report questionnaires, these can only indicate their own subjective view, which is different from the clinician making an objective assessment about the nature and severity of individual symptoms. Having determined which pathological features are present (and which are absent), it then becomes possible to match the symptom profile of the subject to others who belong to a particular diagnostic group. To do this, the psychiatrist uses a “mental template” acquired through clinical experience and derived from groups of individuals who share psychopathological features. To complete the diagnostic process, it is also important that those having such symptoms are able to articulate and communicate their experiences and that the clinician is sufficiently empathic to understand and interpret their significance. This interaction between sufferer and observer also depends on what is considered pathological in the culture(s) to which they both belong, which in turn may be influenced by language, education, religious beliefs or politics.
 
 Different schools of psychopathology The use of systematic enquiry to establish the presence or absence of psychopathology is termed phenomenological psychopathology, which relates to objective descriptions of morbid mental experiences or phenomena and does not rely on any theories about what may have caused them. Phenomenological psychopathology was described by Jaspers (1963) as “representing, defining and classifying psychic phenomena as an independent activity”.
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 The two other main approaches to assessment of psychopathology – namely, psychodynamic and experimental psychopathology, are described elsewhere in this book. Psychodynamic psychopathology is derived from psychoanalytical theory proposing that unconscious mental processes generate mental events. Whilst the phenomenological approach examines the details of the abnormal phenomena, the psychodynamic approach concentrates on the unconscious mechanisms assumed to have caused them. In contrast, the approach used in experimental psychopathology consists of testing hypotheses that compare normal and abnormal experiences. The approach uses a number of scientific methods, including animal models of human behaviour.
 
 Syndromes, not diseases As described earlier, mental disorders are defined according to the clustering together of subjective complaints (symptoms) and observable abnormalities in behaviour, cognition or speech (signs) that are considered pathological. Consequently what are described in the various categories of diagnosis are syndromes and not “true” disease entities. This is because the definition of disease requires the presence of demonstrable pathology, which is not yet possible for most psychiatric conditions. Because of this, the term disorder is preferred, rather than disease, and the DSM-IV and the ICD-10 are classifications of psychiatric disorders which are essentially syndromes. Although these two classifications have international acceptance, they are only a “best guess”, that is, they represent our current state of knowledge about mental disorder. As such, they must be continually reassessed and modified in the light of new understanding about the aetiology of mental states. Hence, at the time of this writing, plans are being made for the development of ICD-11 and DSM-V. We discuss both the strengths and limitations of the current system later. First, however, we consider why making a diagnosis is important.
 
 Historical background Current descriptions of mental disorders have their origins in French, German and British philosophical and conceptual thinking of the nineteenth century. Much of the terminology has changed its meaning over the intervening decades, and this is probably most apparent with descriptions of disordered personality (Berrios, 1993). Much subsequent effort by researchers and clinicians over the past 150 years has been to try to group these syndromal descriptions into a meaningful nosology. The most recent attempt to do this, in the 1970s, used operational approaches to define mental disorders. Around the turn of the nineteenth century, Kraepelin (1896) delineated two main classes of psychotic illness. Individual syndromes described by Hecker (hebephrenia – 1871), Kahlbaum (catatonia – 1874) and Kraepelin (dementia paranoids – 1913/1919) were considered by the latter to be variants of the same disorder, which he termed dementia praecox. Kraepelin separated this disorder from folie circulaire, the name given by French psychiatrists to a group of illnesses characterised by depressive and manic mood phases (Baillarger, 1853; Falret, 1854) and which he renamed manic depressive insanity. Inherent in these early descriptions of the main categories of psychotic disorder was the considerable variation in clinical presentations that could occur. This phenotypic heterogeneity was implied by Bleuler (1911/1950) when he introduced the term group of schizophrenias for dementia praecox, a term which persists to the present day in the numerous subtypes of affective disorder and schizophrenia in modern classifications (WHO, 1992). The term moral insanity was introduced by Prichard (1853) to describe individuals who were neither insane nor intellectually impaired but who behaved in a socially abnormal way. Those whose behaviour (e.g. antisocial or asocial) caused problems for others were considered to have disordered or deviant personalities. The term psychopathic was coined to describe such personality types (Koch, 1891). Where the socially abnormal
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 behaviour caused distress to the individual the concept of neurotic reaction or neurosis slowly evolved. Subsequent use of these terms, especially by the emerging psychoanalytical movement, changed their meaning and led to confusion about their definitions. For example, Kraepelin considered psychopathic personalities to be formes frustes of the psychoses or deviations from normal development due to genetic or organic aetiological factors. In contrast, Koch described varieties of psychopathic personality that occurred as a result of a disease process, and in psychoanalysis these terms refer to deviation from the normal line of development that has occurred in childhood. Jaspers (1963) attempted to clarify the distinction between neurotic and psychopathic behaviour and psychosis in terms of the understandability of symptoms. He considered that psychopathic behaviour and neurotic symptoms were an extension of normal reactions and could therefore be “understood” by an empathic observer. Psychotic symptoms, however, could not be understood by an empathic observer. Despite these and subsequent attempts to clarify the concepts, confusion continued, and their precise meanings failed to be defined. More recently, these terms have been dropped from international classification (APA, 1994) although, in ICD-10 (WHO, 1992), the terms “psychotic” and “neurotic” have been reintroduced only to describe symptom profiles. Another problem that bedevilled attempts to create a meaningful nosology for psychiatric disorder was the poor agreement between psychiatrists about diagnosis. In addition to confusion about the precise definitions of the terms used (noted earlier), classification was also considered less important during the 1930s and 1940s, probably because of the emerging influence of the psychoanalytic movement, especially in the United States. This was particularly noticeable for psychotic disorders. By the 1960s, huge differences in first-admission rates for schizophrenia and manic depressive illness were noted, both within the United States and between
 
 the United States and the United Kingdom. A series of studies, the US-UK diagnostic series (Shepherd, 1957; Bellak, 1958; Kramer, 1961), was undertaken to establish why this was the case. Research teams in the United States and United Kingdom were trained to use a structured interview on all new admissions to establish psychopathology. The data obtained from the interviews was scored by computer, and a “study” diagnosis was then compared with the admitting doctor’s diagnosis at both sites. Whereas the standardised diagnoses in the two countries showed good agreement for the rates of various psychotic disorders, the hospital diagnoses reflected the national differences shown earlier. These studies therefore indicated that the national differences in rates of schizophrenia and manic depressive illness were due to the diagnostic practices and did not reflect true differences in incidence and prevalence of the disorders in the two sites. The studies also showed that training doctors to use standardised interview could greatly improve the reliability between them (interrater reliability; Cooper et al., 1972). A computerised diagnostic programme could also assist the diagnostic process, by eliminating any personal diagnostic bias. Subsequently, the degree to which diagnostic practice varied on a more global scale was investigated in the WHO-sponsored International Pilot Study of Schizophrenia (WHO, 1973). In addition to examining the incidence and prevalence of schizophrenia in nine countries, this study also compared local diagnostic practices. As in the USUK diagnostic series, a structured interview, the Present State Examination, was employed by the project team to elicit current psychopathology, and cases were assigned to a single category according to the ICD-8 (WHO, 1974), using a computerised diagnostic system called CATEGO (Wing et al., 1974). A total of 1,202 patients were interviewed in nine countries: the United States, the United Kingdom, the USSR, Denmark, Taiwan, Nigeria, Czechoslovakia, Columbia and India. Each patient received a clinical diagnosis from a local psychiatrist. Subsequently, the project team gathered information
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 from 360 additional items using the Present State Examination which were then processed by the CATEGO program. The results of the study showed that for seven of the nine countries, clinical diagnoses were consistent and largely in agreement with the project diagnosis. However, in two sites, Washington, D.C. (United States) and Moscow (USSR), the local psychiatrist diagnosed schizophrenia more frequently than the project team, but for different reasons. Thus both the International Pilot Study of Schizophrenia and the US-UK diagnostic series examined the problems relating to clinical diagnoses that had been highlighted earlier. They confirmed that interrater reliability could be dramatically improved if a structured interviewing technique was used and if standardised procedure such as a computerised scoring program was adopted. Following these studies the great impetus in psychiatric classification was to improve the reliability, as reflected in agreement between raters. The next major advance therefore was with the introduction of operational definitions of psychiatric disorder. It was originally suggested by Carl Hempel (1961) that one way to overcome the difficulties of psychiatric classification would be to adopt “operational definitions” for the various categories of illness. The term operational definition was first introduced by a physicist, Bridgman, in 1927, who defined it as follows: “An operational definition of a scientific term S is a stipulation to the effect that S is to apply to all and only those cases for which performance of test operation T yields the specific outcome O”. To translate this for application in psychiatry, operationally defining disease S goes as follows: instead of stating that the typical features of a disease are features A, B, C, D, E and so on, an unambiguous statement is presented in the operational definition defining precisely how much of A, B, C, D and E must be present (or about) to fulfil the definition. For example, a disorder X may be diagnosed if the patient has one of the symptoms listed under A, two of the symptoms under B, one of the symptoms under C, and so on. Thus, proceeding operationally facilitates
 
 precise, reliable, unambiguous features of disorder to be defined. The first operational definitions to be published were the St Louis criteria (Feighner et al., 1972). Interestingly the authors cited neither Bridgman nor Hempel, but the formats used were recognisably suggested by Hempel. There followed a proliferation of other authors producing operational definitions for psychiatric illness – some for a broad range of disorders and some confined to schizophrenia (Carpenter et al., 1973) or its subtypes (Tsuang & Winokur, 1974). The Research Diagnostic Criteria published in 1975 (Spitzer et al., 1975) together with the St Louis criteria influenced the development of the Diagnostic and Statistical Manual, third edition (DSM-III) of the American Psychiatric Association, which we described earlier and which was published in 1980. As can be noted from the authors just cited, the production of operational definitions of psychiatric disorder is largely a North American phenomenon. Having demonstrated excellent reliability and proved their worth in various research studies, operational definitions of psychiatric disorders became increasingly important and virtually mandatory for researchers wishing to publish their results in reputable journals. Consequently, almost all research studies now use either the DSMIV or ICD-10 criteria to define the subjects being investigated. In addition, the operational format makes it relatively easy to produce structured or semistructured diagnostic interviews which facilitate the diagnostic process for research.
 
 Advantages and disadvantages of operational deﬁnitions Because of their unambiguous and precise format, operational definitions can be easily applied by clinicians. Agreement and communication between clinicians was facilitated, and this has led to an improvement in interrater agreement for diagnosis. In addition, it has been relatively straightforward to
 
 47
 
 48
 
 Section 1: The Tools of Psychiatry
 
 incorporate each criterion into the format for a structured interview and to devise computerised scoring programs. Indeed, structured interviews can be written in such a way that they can be administered and scored with good reliability and validity by lay interviewers who have no psychiatric training (Robins et al., 1988). This can provide a highly cost-effective means to acquire information about the incidence and prevalence of psychiatric illness in general population samples in which the employment of clinicians would usually be considered far too costly. As mentioned earlier, the explicit nature of operational criteria can enhance agreement not only nationally but internationally (ICD-10). Finally, most authors of operational definitions have tried to take an aetiologically atheoretical perspective. Thus, operational definitions should be equally acceptable to behavioural, biological or psychodynamic schools of thought. Balanced against these advantages are a number of disadvantages. First, there are many operational definitions, especially for schizophrenia and affective disorders, none of which have proven validity. As Brockington et al. (1978) have pointed out, the “previous state of inarticulate confusion in the diagnosis of schizophrenia has been replaced by a babble of precise but differing formulations of the same concept”. In the research setting, it is possible to adopt a polydiagnostic approach and collect enough clinical information so that all operational definitions for the disorder in question can be fulfilled (Kendell, 1975). To facilitate the application of such a polydiagnostic approach for psychotic disorders, the OPCRIT computerised scoring system (McGuffin et al., 1991) was devised. Although operational definitions have been shown to be highly reliable (see Table 2.3), there is a restriction in terms of information that is used in the operational diagnostic process compared with the usual clinical situation. Previous psychiatric history, informant information, previous response to medication, as well as difficult-to-define commodities depending on “clinical impression” are
 
 Table 2.3 Percentage agreement and kappas for ﬁve main operational criteria included in OPCRIT
 
 DSM-III DSM-III-R Feighner RDC French
 
 Agreement (%)
 
 Mean kappa
 
 96 90 81 87 90
 
 0.85 0.74 0.61 0.71 0.74
 
 Three raters, 54 case vignettes. p < 0.00001 all definitions. DSM-III = Diagnostic and Statistical Manual, third edition; DSM-III-R = DMS-III, revised; RDC = Research Diagnostic Criteria.
 
 Box 2.1 Advantages and disadvantages of operational deﬁnitions Advantages
 
 Disadvantages
 
 Easily applied
 
 Top-down and rigid
 
 Highly reliable
 
 Need “rag-bag” categories for individuals who do not fit precise definitions
 
 Can construct interviews
 
 Two-dimensional
 
 around definitions International acceptance
 
 Procrustean bed errors
 
 usually omitted from operational definitions. Thus, there is no room for clinical hunches or intuition on the part of the doctor (see Box 2.1). In addition, there is a tendency to focus on positive symptomatology rather than less easily rated negative items, such as amotivation or anhedonia. Improved reliability has been largely brought about by the highly prescriptive “top-down” format of operational definitions in which a series of preset rules must be fulfilled before the diagnostic category can be applied. Individuals who fail to fulfil one or more items fall outside the diagnosis and end up in “not otherwise specified” or “atypical” categories. If the criteria are too narrow, the majority of subjects end
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 up in such a category, which can then be larger than the main diagnostic groups (Farmer et al., 1992). Other problems with operational definitions include the absence of standardised severity ratings in some definitions, which therefore means that both mild self-limiting and severe life-threatening disorder are included within the same diagnostic category (e.g. DSM-III major depression). The absence of an explicit diagnostic hierarchy can also be problematic for both clinicians and some types of research, such a genetic studies. Although there may be strong arguments against the introduction of such hierarchies, there is also a need for unequivocal guidance in some instances, which has so far been missing. The DSM-III, DSM-III-R and DSM-IV criteria give only limited guidance for the rater to decide, in a case with an admixture of depressive and psychotic symptoms, whether the diagnosis is one of psychotic depression or schizophrenia. In practice, this decision is left to the individual researcher or clinician’s personal judgement and is therefore subject to the same potential types of prejudice and bias that the introduction of operational criteria was meant to overcome.
 
 Diagnostic interviews In the 1990s, for the first time in its history, the WHO supported the development of structured diagnostic interviews at the same time as it produced a new international classification. Three structured diagnostic interviews have been produced to accompany ICD-10 and DSM-IV. These are the Composite International Diagnostic Interview (CIDI; Robins et al., 1988), the Schedules for the Clinical Assessment of Neuropsychiatry (SCAN; Wing et al., 1990) and the International Personality Disorder Examination (IPDE; Loranger et al., 1991). In addition to covering major diagnoses according to ICD-10 and DSM-IV, all three interviews have been developed for use in a variety of cultures, countries and settings. Each has been translated into all major languages and back-translated into English. Special
 
 training in the use of each interview is required. All have computerised scoring programs, and their acceptability and reliability have been tested internationally. The CIDI was specifically designed for epidemiological use and includes additional modules for the specific examination of individuals who misuse substances (the CIDI Substance Abuse Module). It has a highly structured format, which enables it to be used by lay interviewers who do not have any clinical background. The SCAN interview consists of three main parts: Part 1 covers questions for nonpsychotic disorders, Part 2 for psychotic disorders and Part 3 for observations of speech, affect and the like. Clinical expertise is required for its use, and it is based on the PSECATEGO series of examinations and computerised scoring programmes. The IPDE assesses the phenomena and life experiences that are relevant to the diagnoses of personality disorders in DSM-IV and ICD-10. The examination is arranged under six headings, consisting of work, interpersonal relationships, affects, reality testing, impulse control and behaviour at interview. An item-by-item scoring manual defines each criterion, and the examination is scored according to a 3-point scale. Informant information can also be used. The concurrent production of a new classification plus three structured interviews was a highly innovative move by the WHO. Many other diagnostic interviews and rating scales are in current use. Some have been designed for specific populations (e.g. substance misusers, young people or the elderly), and others cover the main syndromes seen in adult general psychiatry, as do the SCAN and CIDI. Most require that individuals who wish to use them undergo some training to ensure that the interview or rating scale is being used consistently and with good interrater reliability. A “bird’s eye view” of the history of key developments in psychiatric diagnosis and classification is provided in Box 2.2.
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 Box 2.2 Major historical milestones 1896–1913 Kraepelin observed his patients’ symptom pattern and course over time; described “dementia praecox” and “manic depressive insanity” 1911 Bleuler described schizophrenia as a group of disorders 1927 Bridgman introduces operational definitions in physics 1939 Schneider described first-rank symptoms as diagnostic of schizophrenia (an operational definition; translated into English 1959) 1961 Kramer et al.: US-UK diagnostic series investigated diagnostic inconsistencies among first admission rates in New York and London; first standardised diagnostic interviews and computerised scoring systems devised 1961 Hempel recommended that an operationalised approach be used to define psychiatric disorders 1966 Spitzer introduces the Mental Status Examination, one of first diagnostic interviews 1970 Goldberg et al. developed the Clinical Interview Schedule, devised to evaluate milder psychopathology found in primary care 1970 Goldberg and Blackwell developed the General Health Questionnaire, a self-report inventory to screen for psychopathology in primary care settings 1972 Feighner et al. developed the St Louis operational definitions for psychiatric disorders 1973 World Health Organisation (WHO) undertook the International Pilot Study of Schizophrenia, extending examination of cross-national diagnostic practise 1973 Carpenter et al. introduced diagnostic criteria for schizophrenia 1974 Wing et al. published the Present State Examination (version 9; PSE9), a semistructured psychiatric interview with a glossary of definitions and computerised scoring program (CATEGO) based on systematic enquiry (the first version was developed in the 1950s) 1975 (revised in 1978) Spitzer et al. published the Research Diagnostic Criteria (RDC), operational definitions of major psychiatric disorders 1975 (revised in 1978) Taylor and Abrams introduced diagnostic criteria for schizophrenia 1978 Spitzer and Endicott published the Schedules for Affective Disorder and Schizophrenia (SADS) interview to accompany RDC criteria 1980 The American Psychiatric Association (APA) published the third edition of the Diagnostic and Statistical Manual (DSM-III) in operational format; it is the first national nosology to be entirely operationalised 1981 Robins et al. published the Diagnostic Interview Schedule (DIS), a highly structured interview for epidemiological use by trained lay interviewers based on DSM-III criteria 1987 APA published DSM-III-R, a revised edition of DSM-III 1988 Robins et al. published the Composite International Diagnostic Interview, an updated version of DIS, sponsored by the World Health Organization (WHO). 1990 Schedules for the Clinical assessment of Neuropsychiatry (SCAN) are published by WHO; an updated version of PSE (PSE10) incorporated DSM and International Classification of Diseases (ICD) criteria 1992 Spitzer et al. published the Structured Clinical Interview for Diagnoses (SCID) interview to accompany DSM-III-R criteria and improve the SADS 1992 WHO published the ICD-10 blue book of clinical guidance for psychiatric diagnosis 1993 WHO published the ICD-10 green book of operational definitions 1994 APA published DSM-IV, an updated US classification system 1994 Nurnberger et al. published the Diagnostic Interview for Genetic Studies (DIGS) and Family Interview for Genetic Studies (FIGS)
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 Future developments As we have highlighted in this chapter, current nosologies are merely “working hypotheses” which provide the best fit for current knowledge and understanding. However, as knowledge changes, it will be necessary to revise these nosologies. In the current run-up to DSM-V, some authors consider that a radical change is necessary, arguing that the nosology for psychiatric disorders should include dimensional diagnoses (Brown and Barlow, 2005; Helzer et al., 2006) or that diagnosis should be based on what is known about aetiology, mirroring the diagnosis of physical illnesses (McHugh, 2005). Whether these approaches will be included in either DSM-V or ICD-11 is uncertain. What is known, however, is that the reviewing process will continue indefinitely until the precise aetiologies of mental disorders are found.
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 3 Research methods in psychiatry Marieke Wichers and Jim van Os
 
 Psychiatric studies are often characterised by large numbers of variables, clinical outcomes that are difficult to measure (“psychometrics”), small sample sizes and conflicting results. The field, however, is developing rapidly, and a basic understanding of research methodology in psychiatry is now regarded as a necessary basic skill. Because much of this can be subsumed under the header of epidemiology, this chapter provides a succinct introduction to this basic discipline of medicine as relevant for psychiatry.
 
 Making hypotheses Research starts with curiosity. There is a question that requires an answer. For example: 1. What is the incidence rate of psychotic disorders in the United Kingdom? 2. Is the rate of psychotic disorders higher in those who live in urbanised areas? 3. Is the risk-increasing effect of serious life events (SLE) for major depression different for individuals with different forms of a functional polymorphism of the serotonin transporter gene? 4. Does antidepressant A works better than antidepressant B in preventing relapse after remission of a major depressive episode? The first question is trying to determine the morbidity force of a disease in a certain population, in terms of the fraction of the population that
 
 makes the transition from a healthy state to a disease state (i.e. experiences a new onset) in a year. The second question concerns the exploration of factors that are characterised by a specific level of morbidity force, that is, that are said to be associated with the disease and therefore may influence the probability of a disease outcome (risk factor). Often, findings in the realm of questions of the second type give rise to new hypotheses concerning causality: that changing the risk factor may result in changes in the morbidity force (causal risk factor). For example, differences in the rate of psychosis between urban and rural areas, with lower rates in the latter, may give rise to hypotheses about differential exposure to protective (e.g. increased social cohesion in rural areas) or toxic factors (e.g. increased rates of central nervous system [CNS] infections in urban areas) resulting in a new study elucidating aspects of causality. For the judgement of causality, however, two important conditions must be satisfied: 1. A valid association between the exposure (e.g. CNS infections) and the disease (psychotic disorder). Not all associations are valid. They may arise as a result of chance, bias or confounding, which are explained in more detail later; 2. The association represents a cause-effect relationship rather than being merely an indicator of such a relationship. For example, there may well
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 SLE 20% DEPRESSION
 
 short variant polymorphism
 
 SLE + short variant polymorphism
 
 0% DEPRESSION
 
 Examining associations: hypothesis and study design The type of hypothesis has implications for the study design. There are a number of designs, each with advantages and disadvantages. Study designs are classified along the axes of time (longitudinal or cross-sectional design), level of causal inference (descriptive or analytical design) and role of the investigator (observational or experimental).
 
 40% DEPRESSION
 
 Figure 3.1. Synergistic interaction between exposure to a stressful life event (SLE) and exposure to the short variant of the 5-HTT (serotonin) transporter gene in the development of depression.
 
 be a valid association between urbanicity and psychotic disorder, but this association can at best be only a proxy of the true causal risk factor, just as having nicotine-stained fingers is a risk indicator for lung cancer but not the cause of the disease. The third question examines whether two exposures that separately may or may not influence the occurrence of an outcome may influence each other, in the sense that they can reinforce or antagonise each other. For example, if the rate of depression after exposure to SLE is 20% for individuals homozygous for the long variant of a length polymorphism in the gene encoding the serotonin transporter but 40% for those homozygous for the short variant of this polymorphism, the two risk factors (SLE and length polymorphism) are said to show synergistic interaction in that they reinforce the effect of each other (Figure 3.1). The fourth question really is an extension of the second, but under special circumstances – namely, those in which certain exposures are thought to have a causal impact on outcomes – and the study takes on the form of an experiment in which individuals are randomly assigned to either the exposure condition or a control condition (experimental design).
 
 Choice of study design Before choosing a design, given a particular research question, it is wise first to consider which design best fits the question that needs answering and how this relates to practical possibilities and limitations. Some observational study designs are better equipped for questions of the first type (descriptive observational designs), whereas others (analytic observational design) are better equipped to handle hypotheses concerning causal inference as exemplified in the second and third question, because they not only explore the validity of an association but also characteristics that support causality – for example, a temporal or a dose-response relationship (discussed later). Experimental designs are best suited to the fourth type of question because they pay special attention to the validity of any association that may result from the study. Their use, however, is limited, because of organisational and economic, as well as legal and ethical, limits beyond which researchers cannot go. The different designs are described further later in the chapter.
 
 Designs for observational descriptive studies Three types of designs can be used in descriptive studies. 1. Correlational study. This type of study compares disease frequencies among different populations at the same time points, or in the same population at different time points. These
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 disease frequencies are then correlated with a certain characteristic in the population. For example, one can examine the relationship between the frequency of cannabis use (characteristic) in the United Kingdom, Germany and the Netherlands and, separately, the prevalence of psychosis (disease frequency of different populations) in the three countries to assess whether countries with higher population rates of psychosis also have higher population rates of cannabis use. The caveat to this type of study, clearly, is that an association between population cannabis use and population psychosis can be shown, but that there is no way to know whether those individuals who developed psychosis were indeed the ones who used cannabis; they may be entirely different people. In other words, the findings may be confounded: finding an association between sales of Renault cars and liver cirrhosis in European countries does not mean that Renault cars cause liver cirrhosis. Well-known and hotly debated examples of correlation studies include the association between influenza and schizophrenia, drinking-water aluminium concentration and Alzheimer’s disease, prenatal famine and schizophrenia and small area deprivation and minor psychiatric disorder. 2. Case reports and case series. A case report is a detailed clinical report on the profile of a single patient or a series of patients. Usually a case report is written when a certain exposure or treatment has unexpected consequences in a certain patient. For example, a case report was published concerning a hepatitis C patient who was treated with interferon alpha but developed bipolar disorder during treatment (Malik & Ravasia, 2004). The case report, however, concerns only a single patient, and it therefore is not possible to draw any causal conclusions from this finding. It is possible that the development of the disease had nothing to do with the treatment and was just a coincidence. The patient in question may have had early prodromal symptoms of bipolar disorder before starting the interferon
 
 alpha treatment. Case reports can be extended to a case series when more patients who develop the same disease under the same specific circumstances are described. Case series therefore give additional credibility to the idea that a valid association might exist because they reduce the likelihood that the association was coincidental. 3. Cross-sectional survey. In this type of study, the status of an individual with respect to exposure and disease is assessed at the same point in time. For example, in a population survey, one may assess, in all participating individuals, the presence of psychotic symptoms and, at the same time, personal cannabis use and other potentially important variables. The difference with the correlational study is that in the cross-sectional survey, it is possible to link exposures and outcomes to specific individuals. However, temporal relationships cannot be examined, and people with the outcome of psychotic symptoms include those who had onset of psychotic symptoms 1 week earlier, but also those with stable symptoms for a period of 10 years. The same applies to assessment of the cannabis exposure. In these types of studies, it is not possible to determine whether cannabis induced psychotic symptoms or whether psychotic symptoms gave rise to cannabis use as a form of self-medication.
 
 Observational descriptive studies: when to use which design In general, descriptive designs can be used to examine associations between exposures and outcomes in such a way that the results may lead to the formulation of more specific hypotheses regarding the causal implications of the exposure-disease relationship. Because of their limitations, descriptive studies are not suitable to examine causal implications. Analytic studies, however, provide better tools. They are described later. An advantage of correlational studies is that the information needed is often already available because government and health agencies routinely
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 Country with extended family social networks
 
 More fish consumption
 
 ? Less depression
 
 Figure 3.2. Confounding by social network of the apparent association between fish consumption and depression.
 
 collect demographic and health data. Correlational studies therefore represent a rapid and inexpensive start in the search for possible exposure-disease relationships. Major limitations are the inability to link exposure and disease data within individuals and the resulting risk of confounding, as described earlier. For example, a study may find an association between daily fish consumption in European countries and country prevalence of major depression, suggesting a possible causal effect of poor omega-3 fatty acid status. However, this finding may simply be a reflection of the fact that people who eat more fish live in countries where extended family social networks are better developed, protecting against major depression (Figure 3.2). A correlational design cannot control for variables that provide an alternative explanation (i.e. that are confounding). A crosssectional survey, therefore, has some advantages over the correlational study because in the crosssectional survey, one can measure and control for additional variables that are likely to confound the hypothesised association. However, temporal relationships cannot be assessed, limiting assessment of possible causality. Finally, case reports and case series can be useful in the recognition of new diseases and new side effects of treatments. The major disadvantage is that case reports are based on the experience of only one person. Although case series increase the likelihood of a valid association, case series cannot test the validity of the proposed association. Nevertheless, they can be used for the formulation of new hypotheses.
 
 Designs for observational analytic studies If the aim is to examine whether a valid association exists between a certain exposure and a disease and to reach an informed opinion about causeeffect relationships, an analytic study design is in order. There are three types of analytical studies, two observational and one experimental. Observational analytical studies are discussed first. 1. Case-control study. In a case-control design, subjects are selected on the basis of having a particular disease during the time that they are under study. The groups with and without a particular disease are then compared with respect to the frequency of the exposure of interest. For example, one may select a group of subjects with major depression and a healthy control group and assess whether the depressed group was more often exposed to dietary omega-3 fatty acid deficiency, resulting in poor omega-3 fatty acid status. If the depressed group shows a higher rate of dietary omega-3 fatty acid deficiency, one would conclude that there is an association between poor omega-3 fatty acid status and depression. 2. Cohort study. In a cohort study, groups of subjects are defined by the presence or absence of a certain exposure. Subjects are then followed over a period of time to assess how many subjects develop the outcome of interest. In a cohort study of depression and dietary omega-3 fatty acid deficiency, for example, subjects would first be classified according to their level of dietary omega-3 fatty acid deficiency and then followed for a certain period of time to compare the incidence rate of depression in exposed and nonexposed subjects. Cohort studies can be prospective or retrospective. In retrospective studies, all relevant events have already occurred (the exposure and the disease outcome) at the time of measurement, whereas in the prospective study, the disease outcome has not yet occurred, and participants are assessed at follow-up to evaluate new transitions to the outcome.
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 Observational analytic studies: when to use which design Why do researchers sometimes choose a casecontrol study and other times opt for a cohort study? The use of case-control studies is practical when the disease is rare, because subjects are selected on the basis of having the disease, making it possible to involve specialised treatment centres to collect a sizeable group of subjects with even the rarest of disorders. A cohort study would be less practical in the case of rare disease, because a very large cohort would be necessary to yield enough disease transitions. However, in the case of a rare exposure, the cohort design is more efficient, because selection for study entry occurs on the basis of exposure status. The cohort design is also efficient in the case of studying pleiotropy – or multiple outcomes associated with the same exposure – because at follow-up more than one outcome can be measured. The case-control design is suitable to examine aetiological heterogeneity – or different exposures resulting in the same outcome – because a range of exposures in patients and control subjects can be assessed. The major limitation of the case-control design is that both exposure and disease have already occurred when subjects enter the study. This can give rise to the phenomenon of differential selection. For example, by placing an advertisement in journals to find subjects for a study on dietary omega-3 fatty acid deficiency and depression, one risks that those with special diets who feel depressed are more likely to come forward because they hope a treatment may result from participating in the study. If an association between dietary omega-3 fatty acid deficiency and depression is subsequently found, this may have more to do with how people were selected than with a genuine relationship between the two. This problem of differential selection is a form of bias and more likely in a case-control than a cohort study. How to deal with bias is described later. Another disadvantage of the case-control design is that it cannot distinguish any temporal relationship. The cohort study can, because it includes
 
 multiple measurements over time. However, cohort studies can be time-consuming and expensive. In addition, the validity of the results can be threatened when some subjects who participated at baseline drop out at one of the follow-ups. If dropout is differential, bias of results can also occur. Suppose that in patients with severe mental illness, exposure to case management type A is compared with case management type B in a 12-month observational prospective design, with the primary outcome of employment status at follow-up. In both groups, dropout before endpoint at 12 months was 40%. This in itself, contrary to what is often assumed, does not have to result in bias. In this case, however, dropout was differential because dropouts in the group with case management type A occurred mostly because of relapse, whereas dropout in group B occurred mostly because individuals recovered and wanted to get on with their lives rather than be in a trial. Paradoxically, trial results were in favour of case management type A rather than B, because in group A there was selective enrichment of the sample with relatively healthy people and in group B there was selective enrichment of the sample with relatively sick individuals (Figure 3.3). Thus, differential dropout with respect to disease outcome threatens the validity of the results in a cohort study.
 
 Designs for experimental analytic studies The distinguishing feature of any experimental design is that the investigator allocates the subjects at random to the exposure or the control condition, followed by assessment of the outcome. The experimental study is therefore always longitudinal. Experimental studies can examine between-person effects of treatments on disease outcomes (the so-called randomised controlled trial, or RCT), but, if ethical guidelines permit, individuals can also be allocated to exposures that induce a withinperson change in behavioural or physiological outcomes in the individual. Examples include within-person experimental studies of the effect of intravenous delta(9)-tetrahydrocannabinol (the
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 Study Exposure
 
 Study Outcome Attrition:
 
 40% (relapsed)
 
 Case management A
 
 High employment
 
 Case management B
 
 Low employment Attrition:
 
 40% (recovered)
 
 Figure 3.3. Example of differential dropout causing bias in the results.
 
 main psychotropic component of cannabis) on cognition and psychological experiments of exposing individuals to a paranoia-inducing virtual-reality environment and measuring their behavioural responses. Because of the randomisation of subjects, control is possible for not only known and measurable factors but also for all unknown and unmeasurable factors that may confound the association between exposure and outcome. However, such a strategy also brings ethical concerns. One cannot allocate subjects randomly to an exposure that induces health risks, and there is an ongoing debate as to what degree exposure to placebo constitutes a health risk. Although considered the gold standard in many ways, there are numerous challenges facing experimental studies, and RCTs in particular. Outcome assessment may be contaminated by knowledge about exposure status, introducing bias. To counter this, attempts are made to keep both patients and researchers “blind” to exposure status, but blindness is often incomplete because, for example, differences in side effect profiles between experimental and control conditions exist, in particular if the control condition is an inactive placebo. RCTs also suffer from selection of particular groups, usually older and relatively treatment-refractory
 
 patients, hampering generalisability of the results to mainstream clinical practice. RCTs, in particular those examining medication effects, are also mainly “technical”, meaning they are brief, use many exclusion criteria, are registration-driven and analyse outcomes that have limited clinical relevance. The use of “pragmatic” or “simple” RCTs, using few but clinically relevant outcomes and in at least 12-month follow-up of patients that reflect the population treated in routine clinical practice, has been advocated by, for example, the Cochrane Collaboration.
 
 Study designs: conclusion A number of designs are available, each with its own strengths and threats to the validity of the results (see Tables 3.1 and 3.2). The choice of design thus depends on several factors, such as the type of hypothesis (causal or not), possibilities in terms of money and time, need to control for confounders and threat of bias, exposure prevalence, disease prevalence and ethical concerns. To preserve validity and the interpretation of the findings, it is important to be aware of the unique characteristics of each design. For further reading, see Hennekens and Buring (1987).
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 Table 3.1 Level of suitability of different research designs
 
 Investigation of rare disease Investigation of rare cause Examining multiple outcomes Examining multiple exposures Measurement of time relationships Measurement of incidence
 
 Correlational
 
 Cross-sectional
 
 Case-control
 
 Cohort
 
 Intervention
 
 Medium Medium Medium Medium — —
 
 — — Medium Medium — —
 
 High — — High Low Low
 
 — High High Medium High High
 
 — High High Low High High
 
 Table 3.2 Advantages and disadvantages of several study designs Probability of . . .
 
 Correlational
 
 Cross-sectional
 
 Case-control
 
 Cohort
 
 Intervention
 
 Recall bias Loss to follow-up Confounding Time required Cost Ethical concerns
 
 NA NA High Low Low Low
 
 High NA Medium Medium Medium Low
 
 High low Medium Medium Medium Low
 
 Low high Low High High Low
 
 Low medium Low Medium Medium High
 
 NA = not applicable.
 
 What to do with results After a curiosity-driven question has been formulated and a suitable study has been conducted, it is time to think about processing the results. Medical scientific studies generally have two main interests in the examination of the results: (1) examination of the morbidity force of a disease phenotype in populations and (2) examination of associations.
 
 Analysis of disease frequency The morbidity force in a population can be examined by calculating measures of disease frequency. Suppose we have a group of 100 women and find that 10 subjects had developed a depressive episode within the previous 2 years. In another group of 200 men, 18 subjects had developed depression within the previous 3 years. To know in which group depression is more common, standardisation in
 
 terms of both population size and time period is necessary. Thus, it can be calculated that in the female group, 5 subjects out of every 100 develop depression over the course of a year, compared with 3 men. Thus, a frequency measure is only informative if case information about population size and time period is added. Two measures of disease frequency are often used: prevalence and incidence. Prevalence describes the number of events or existing cases with disease / total population size, at a given point in time or over a given time period. For example, if we are measuring a group of 100 women at a certain moment and find 6 subjects with a depressive episode at the time of measurement, the prevalence in this group at that point in time is 6%. Incidence quantifies the number of new events or cases that develop in a population during a specified time interval. There are two types of incidence measures: cumulative incidence or incidence
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 Time under investigation Baseline
 
 Year 1
 
 Year 2
 
 Year 3
 
 Year 4
 
 Subject
 
 1. 2. 3. 4. 5. Figure 3.4. To calculate the incidence density, information about the amount of time that each subject is under investigation and without disease is necessary. In this example, persons 2, 3 and 5 develop the outcome. The incidence density is 3 divided by 15 person years (5 + 2 + 2 + 5 + 1) or 0.2 per year; the 5-year cumulative incidence is 3/5 or 0.6 or 0.12 per year.
 
 proportion (CI) and incidence density (ID). Cumulative incidence provides the risk that an individual will develop a disease during a specified period of time. If, for example, in a healthy group of 4,000 adolescents, 16 subjects develop psychosis at any time during the 4-year study period, then the CI in this population = 16/4,000 = 0.4% per 4 years or 0.1% per year. The CI assumes that the entire population (all subjects in the study who are at risk to develop the disease) are followed from the start until the end of the study for the development of the disease under investigation. However, this is often not the case. Subjects drop out and new subjects may be included, leading to a variable time period of observation for each subject in the study (Figure 3.4). If this is the case, it is better to use the measure ‘ID’, which takes into account these varying time periods between subjects. Thus, ID is the number of new cases of a disease during a given time period divided by the total person-time of observation. The denominator represents the summarised measure of time that each person remained under observation and free from disease. The amount of time that subjects were in the study after they developed the
 
 disease is excluded from the denominator because in this time period the subjects are no longer at risk to develop the disease under investigation. For example, we wish to calculate ID for psychosis in a group of 50,000 subjects, followed up for 4 years. First, we need to count the number of new-onset cases arising during the study. Second, we count for each subject the number of years (or choose another time measure such as month or day) that he or she was under observation but free from disease. Then we summarise the number of years for all subjects. Suppose that 30 new onsets are observed, and the total summarised number of years is 166,000 (i.e. less than the 200,000 expected if all subjects had complete follow-up intervals), then the ID = 30 cases/166,000 person-years or 18.1 cases/105 person-years of observation. Had we calculated the CI instead, thus not taking into account the exact amount of person-time of observation, the rate would have been 30/50,000 = 60 per 4 years or 15.0 per year, lower than the ID (Hennekens & Buring, 1987).
 
 Analysis of association Most studies examine associations between an “exposure” and an “outcome”. The method for testing an association depends on the type of variable used. Dichotomous variables have only two categories such as gender (man or woman), having a disease (yes or no) or survival status (alive or dead). Continuous variables, on the other hand, are variables that can have any value along a continuum within a specified range, such as age, level of plasma serotonin or blood pressure. In case the variable that the researcher wants to predict (the dependent or response variable) is dichotomous, the association between exposure and outcome can be expressed as a measure of relative risk such as the risk ratio (RR), the odds ratio (OR) or the incidence rate ratio (IRR). However, in case the dependent variable is continuous, other measures can be used, such as testing the mean difference between exposed and nonexposed using a t test. These methods are explained in more detail later and are summarised in Box 3.1.
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 Box 3.1 Summary of tests used to examine associations between exposure and outcome∗ Test
 
 Criteria for use
 
 Formula
 
 RR
 
 – Outcome is dichotomous variable
 
 % subjects exposed who develop disease % subjects nonexposed who develop disease
 
 – Selection based on exposure – Proportions IRR
 
 – Outcome is dichotomous variable – Selection based on exposure
 
 Incidence density of disease in exposed subjects Incidence density of disease in nonexposed subjects
 
 – Incidence densities OR T-test T-test ∗
 
 – Dichotomous variable – Selection based on disease
 
 % subjects exposed with disease / % nonexposed without disease % subjects exposed without disease / % nonexposed with disease
 
 – Outcome is continuous variable – Sample value fit to a population mean
 
 sample value − sample mean SE (sd /√n)
 
 – Outcome is continuous variable – Population mean 1 fit to population mean 2
 
 sample mean 1 − sample mean 2 SE (sample mean 1 − mean 2)
 
 Only basic statistical tests are shown. If confounders must be added to the analyses, more complex statistical tests are in order:
 
 – for models with a dichotomous outcome variable: logistic regression. – for models with a continuous outcome variable: analysis of variance or regression analyses.
 
 Disease
 
 Dichotomous variables In many studies, dichotomous variables are used both for exposure (yes or no) and disease outcome (disease, no disease). A 2 × 2 table is often used to present the counts of subjects in the study (Figure 3.5). An example is a retrospective cohort study of mothers with or without a viral exposure during pregnancy and with or without offspring with schizophrenia. If there is an association between viral exposure and development of schizophrenia in the offspring, then the rate of the disease in subjects whose mothers were prenatally exposed must be higher than the rate of disease in nonexposed subjects. This is what the risk ratio indicates: the proportion of subjects who develop disease in the exposed group divided by the proportion in the nonexposed group. A risk ratio (expressed as RR) of 1.0 indicates that the cumulative incidence of the disease in the exposed is the same as the cumulative incidence in the nonexposed subjects and thus that there is no association, whereas an RR of 3.0 indicates that exposed subjects are 3 times more likely to develop the disease. In the case of a
 
 +
 
 –
 
 +
 
 a
 
 b
 
 a/a+b = % disease if exposed
 
 –
 
 c
 
 d
 
 c/c+d = % disease if not exposed
 
 Exposure
 
 Figure 3.5. A 2 × 2 table of exposure and disease.
 
 cohort study calculating incidence densities rather incidence proportions in exposed and nonexposed, the relative risk is expressed as the IRR, or the ratio of the incidence densities in the exposed versus nonexposed. In the case of a case-control study, in which the subjects are selected not on having a certain exposure, but on disease status, it is not valid to use the RR, because the proportion of subjects with the disease compared with those without is based on selection and not representative for the population. In this case, the relative risk is expressed as the OR. The OR approximates the ratio of proportions of subjects who develop the disease in a specific period of
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 (a)
 
 % subjects
 
 % subjects
 
 µ
 
 Figure 3.6. Depicted is a graph of a normally distributed trait in the population. The µ indicates the true mean value of the trait within the total population.
 
 time among exposed and nonexposed; that is, the OR approximates the RR. The estimation of the RR by the OR is not perfect but becomes nearly perfect in cases of rare diseases. The OR estimates the association by multiplying the two cells that would increase the magnitude of the association (subjects with exposure and with disease × subjects without exposure and without disease). This amount is then divided by the product of the two cells that decrease the magnitude of the association (subjects with exposure and without disease × subjects without exposure and with disease). This results in a higher ratio in case of a greater association, just like the RR (Hennekens & Buring, 1987).
 
 Continuous variables It is possible that the dependent variable in a study is not dichotomous but continuous – a variable that can take any value along a continuum. Such a continuous variable is often normally distributed in the population. This means that the values of the variable (at the x axis) plotted against the frequency in the population (y axis) result in a bell-shaped curve, with the mean value having the highest frequency in the population and the values at both ends of the distribution having the lowest frequency (Figure 3.6). For example, one may wish to examine the difference in plasma level of tryptophan between a group of depressed (n = 30) and a group of nondepressed subjects (n = 30) to assess whether tryptophan concentration is associated
 
 mean = 65
 
 mean = 70
 
 (b) % subjects
 
 mean = 65
 
 mean = 70
 
 Figure 3.7. Distribution of plasma tryptophan concentrations in two samples (n = 30 each) of depressed (dotted line) and nondepressed (black line) subjects. (A) Low variability of plasma tryptophan concentrations. (B) High variability of plasma tryptophan concentrations.
 
 with depression. At the end of the study, the researcher has two bell-shaped curves with two different means for depressed and nondepressed subjects (Figure 3.7) and wishes to calculate whether these two distributions of tryptophan concentrations are significantly different from each other. The simplest, intuitive test that can be applied is to calculate the distance between the two means. For example, if depressed subjects have an average plasma tryptophan level of 65 µmol/L and nondepressed of 70 µmol/L, then the difference is 5 µmol/L. However, the importance of this difference depends as well on the variability of the values within each group. Suppose that within the nondepressed group, almost all values lie within 68 and 72 µmol/L. In this case, a mean level of 65 in depressed patients would be so extreme that there is little chance it could belong to the same distribution as the values of nondepressed subjects (Figure 3.7, A). However, when values in the nondepressed group range, for example, between 63 and 76, there is no a priori reason to conclude that a value of 65 µmol/L is deviant from the values within
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 signal noise
 
 =
 
 Difference between group means Variability of groups X1 – X2
 
 =
 
 SE (X1 – X2) =
 
 T-value
 
 Figure 3.8. The t score can be derived by calculating the ratio of the difference between group means (signal) and the variability of the sample mean (noise).
 
 the nondepressed group (Figure 3.7, B). In this case, a t test may be used to test for an association by calculating the ratio of the difference in means and a measure of variability. One can interpret this as a signal-to-noise ratio. The higher this ratio, the more relevant the difference in means (signal) compared with the variability (noise) (Figure 3.8). It is important to understand how this measure of variability or noise can be defined because much statistical theory depends on it. The two distributions from the previous example are but small samples from the total populations they are supposed to represent (30 of all existing depressed vs. nondepressed subjects). This means that the mean values found in the study using these particular samples may deviate a little from their true population means. If we were to draw more and more samples of n = 30 from, for example, the population of all nondepressed subjects, the more the mean value of all these different sample means together will represent the true population mean. In other words, the sample mean of our sample of n = 30 itself is subject to variation if we were to draw many samples of n = 30 from the same population. The variability of the sample mean as an estimate of the true population mean is called the standard error
 
 (SE). Thus, the SE, or the expected deviation of the sample mean from the true mean, will get smaller when sample size increases, because the larger the sample, the more representative it becomes of the true population mean. Because the same holds true for the sample of n = 30 from the entire population of all depressed subjects, the mean difference between the sample of 30 depressed and 30 nondepressed subjects is also subject to variation around the true population mean difference. The SE of the mean difference is therefore used as a measure of ‘noise’ in the t test formula and is obtained by dividing the sample standard deviation (measure of variability of values in the sample) by the square root of the sample size. A t test thus tests the significance of the mean difference, and an arbitrary cut-off point is made for this purpose. If the mean value of plasma tryptophan in one group deviates more than 2 SE in a positive or negative direction from the other, the difference is called ‘significant’, because the probability that it would occur by chance is very small (less than 5%). Another way to investigate whether the mean difference in plasma tryptophan is significant is to create a so-called 95% confidence interval. The confidence interval tells us that if the study were to be repeated a 100 times in different samples of depressed and nondepressed subjects, yielding 100 estimates of the difference in mean plasma tryptophan, the confidence interval would contain the range of differences in plasma tryptophan between the two groups that would be seen 95 of the 100 times. This interval extends from the value that lies at a distance of two SEs less than the mean difference, to the value of two SEs more (Figure 3.9). If the 95% confidence interval includes the value zero, the difference is not statistically significant, because it indicates that the mean difference between the two groups is not consistently different in one direction at least 95 of a 100 times; that is, the chance of a false-positive finding is greater than 0.05. However, if the 95% confidence interval does not include zero, the mean difference is indeed statistically significant. The advantage of working with the confidence interval rather than the
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 P = NS
 
 P = NS
 
 P=S 0 Observed mean difference (dot) and 95% confidence interval (line) Figure 3.9. The confidence interval extends from the value that lies at a distance of two standard errors (SEs) less than the mean difference, to the value of two SEs more. If the 95% confidence interval includes the value zero (no mean difference), the difference is not statistically significant at the 5% level (p = NS). If it does not include zero, the difference is significant at the 5% level(p = S).
 
 p value alone is that a confidence interval informs the researcher about the statistical significance of the finding, but the width of the confidence interval also indicates the amount of variability inherent to the estimate. The larger the sample, the more stable the estimate and the narrower the interval.
 
 Interpreting associations After analysis of the results, a valid statistical association may transpire. Here, however, the scientific process does not end. Usually, much time is devoted to interpretation of any association. In addition, the process of interpretation of associations is something that should take place during the whole research process and not simply after analysis of the results. Why this is important is explained subsequently.
 
 Validity of the association Chance First, the validity of the association should be considered. There are three possible threats to validity
 
 (Hennekens & Buring, 1987; Rothman & Greenland, 1998). First is the factor “chance”. The goal of research is to draw inferences about the experience of an entire population based on the evaluation of one sample. Chance may always affect such an inference because random variation exists from sample to sample (the variation that produces the SE). Further, as we have already concluded, this variation will diminish to the extent that sample sizes are larger. With a small SE, even a very small mean difference can be significant because of a very large sample size. Conversely, a larger effect may not achieve significance when examined in a small sample. To quantify the degree by which chance may play a part in the results, tests of significance are used, such as the t test, giving rise to a p value indicating the likelihood that the finding is due to chance. However, the statistical significance of an association is often misinterpreted. One should remember that the label ‘significant’ or ‘nonsignificant’ is given on the basis of an arbitrary line drawn at the p value of 0.05. Obviously, this should not become an excuse for concluding that findings with a p value of 0.06 are not important, whereas findings with a p value of 0.05 suddenly reflect important and true findings. Second, a statistically significant result does not mean that chance does not play a role, only that such an explanation is unlikely. Also, the absence of a statistical association does not simply imply that there is none. It is possible that the sample size is insufficient to exclude chance as an explanation for the association (the study has insufficient statistical power).
 
 Bias A second threat to validity is bias. The concept of bias was already mentioned in the section concerning the advantages and disadvantages of designs. Bias occurs when different groups of subjects are not comparable, for example, because of differential selection of subjects or differential dropout of subjects during follow-up. These are variants of selection bias. A bias may also be induced by systematic differences in the way the data is obtained between
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 groups. For example, when information concerning an exposure, for example, childhood trauma, is asked retrospectively to subjects with and without depression, it is likely that the depressed subjects have better recollection of these events not because they experienced more, but because low mood may make them biased to recollecting negative memories and because they are searching for meaning with regard to their depressive experiences. Such a bias is an example of an observation or information bias. Although the existence of bias in the results cannot always be prevented, some efforts can be made to minimise them. This is all the more important because, contrary to the situation with confounding, bias cannot be corrected for in the analyses. Strategies to minimise bias are now described. One strategy is to consider carefully the choice of the study population. For example, the selection of hospitalised control subjects in a case-control study will increase the comparability with the cases in terms of willingness to participate, selective factors that influence the choice of the hospital, and so forth. For cohort studies, bias due to losses to follow-up is the greatest threat. To prevent this, one can choose populations that have a better chance of being located in the future, such as subjects who are well defined with respect to occupation, place of residence or being alumni of a particular institution. A strategy to prevent observation bias is to use, for example, highly objective and clear questions, and to give standardised training to research assistants in administering questionnaires so as to ensure that the administration of questionnaires is not influenced in some way by characteristics of the subjects. Thus, thinking about the design is important in the prevention of bias. Not all bias can be prevented, however. Therefore, one should make an effort as well in the phase of interpreting the results to take into account any possible effects of bias. One can develop arguments regarding which possible biases may have played a role and in which direction a bias would have acted; that is, whether it would have caused a spurious association or, on the contrary, would have masked an existing real effect.
 
 Confounding A third threat to the validity of an association is confounding. Confounding exists when the association between two variables is caused by a third variable that influences both. Thus, to confound an association between an exposure and a disease, the confounder must be associated with the exposure and, independent of that, predict the disease (see Figure 3.2). Several strategies can control for confounding, both in the design phase and in the analysis phase. Three methods can be used to control for confounding in the design: randomisation, restriction and matching. In randomisation, subjects are allocated randomly to the various conditions (experimental or control conditions). With a sufficient number of subjects, the advantage is that any differences in characteristics of subjects between groups are minimised. For example, the study is about the therapeutic effects of an antipsychotic treatment, and “number of previous psychotic episodes” is a possible confounder. If subjects are randomised to the experimental and control conditions, the number of psychotic episodes will not confound the results because chance predicts that both groups will have the same characteristics with respect to number of past episodes. Thus randomisation ensures that all potential confounding factors, known or unknown by the investigator, are evenly distributed among treatment groups. In the case of restriction, using the previous example, the sample would have been restricted to those subjects with a similar number of previous episodes. For example, one may choose to include only subjects with a single previous episode of psychosis. In the case of individual matching, which is most often used in case-control studies with small numbers of subjects, each subject in the case group with a certain characteristic – say, male sex – would be matched with an individual of the same sex in the control group. If the design allows confounding to occur, control for confounding is possible in the analysis. One simple way to do this is by conducting a
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 Box 3.2 Considerations that contribute to likelihood of a causal association r r r r r
 
 Strength of the association Temporal order Presence of dose-response relationship Biological plausibility Consistency with other investigations
 
 stratified analysis. If sex, for example, is a potential confounder, the association between exposure and disease can be estimated separately for men and for women, making confounding by sex impossible. If socioeconomic status (low, middle, high) is an additional confounder, stratification into six categories is possible: man-low, man-middle, manhigh social status and woman-low, woman-middle, woman-high social status. More variables to control for will require too many stratifications. In this case, another option used is multivariate analysis. The most common way is a multiple regression model. In regression, the outcome (or dependent variable) is predicted by the exposure (independent variable). One may add other possible predicting (independent) variables, such as sex, socioeconomic status and age, to this model. The result is a prediction of the exposure on the outcome that is independent of the effects of the other (confounding) variables in the model.
 
 Judging a cause-effect relationship Although testing the validity of an association is something to be accomplished in the design and analysis of one’s study, the question of whether the association represents a cause-effect relationship needs to be judged using information from one’s own and other studies on a topic. Some criteria can aid in the judgement of causality (see Box 3.2). The first of these is strength of association. The stronger the association, the less likely that the relationship is due to the effect of some uncontrolled, unsuspected variable. However, this does not mean that associations of small magnitude cannot be
 
 judged to be one of cause and effect, only that in such cases it is more difficult to exclude alternative explanations. Second, temporal order can provide good support for a causal relationship. Prospective cohort and intervention studies are capable of demonstrating whether the exposure preceded the disease outcome or not. It is obvious that in case of causality it is necessary for the exposure to precede disease outcome. A third factor supporting causality is the presence of a dose-response relationship. If all subjects, from having smoked only one joint in their life to subjects who are heavy daily users of cannabis, all show the same magnitude of association with risk for psychosis then cannabis is less likely to be a causal risk factor. However, if a dose-response relationship existed, that is, minor cannabis use shows a smaller association with risk for psychosis than heavy cannabis use, causality would be supported. Two criteria make use of evidence available from all studies concerning the topic. The first is one about biological plausibility. A cause-effect relationship is more likely if a biological mechanism can be postulated to explain the effect. For example, with cannabis use, psychosis association is more likely to be causal if evidence can be invoked showing that the cannabinoid receptors in the brain interact with the dopamine system. However, the lack of a known mechanism does not mean that the association is not causal. Most brain mechanisms underlying psychiatric disorders are still unknown and have yet to be discovered. The other criterion is consistency with other investigations. This is perhaps the most convincing evidence available in science for cause-effect relationships: not one but several studies using different methodologies in different places and using various samples all show similar results (Hennekens & Buring, 2004; Rothman & Greenland, 1998). To support the causality of a certain association, one should collect and compare all studies available on the topic. For this purpose, meta-analyses are conducted. A meta-analysis is a statistical analysis of a collection of studies. Such analyses combine the results of different studies in
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 Box 3.3 Shortcomings of a meta-analytic approach Overconclusiveness Researchers conducting meta-analyses can be too eager in their conclusions when disregarding the fact that • large numbers of subjects lead to very narrow confidence intervals for the effect estimate, •
 
 biases may have occurred uniformly in the studies included in the analysis, and
 
 •
 
 the statistical summary blends together results that may have unmeasured differences in validity.
 
 Aggregation bias
 
 the hope of finding consistent patterns. There are shortcomings from the meta-analytic approach, however, as detailed in Box 3.3. For further reading, see Rothman and Greenland (1998). Thus, the judgement of causality is not something that can be concluded from only one study. Different pieces of evidence, including results from other studies, should be brought together before a judgement of causality can be made. Therefore, true scientific knowledge is not something that is produced rapidly by one researcher, but grows steadily through the combined effort of many researchers examining a hypothesis.
 
 Because regression methods are used in meta-analyses that regress group outcome rates on group exposure means (ecologic regression), the same problem arises as in
 
 Conclusion
 
 correlational studies: the relation between group exposure and outcome may not resemble the relation between individual values of exposure and outcome. Publication bias If the studies included in the meta-analyses are a biased sample of studies, this may bias the conclusion of the meta-analysis. This may occur because journals more often accept more articles with positive compared with negative results. Small “positive” studies are particularly subject to publication bias. An indication that this bias is operating is a relative lack of inclusion of small studies with nonsignificant results. Some meta-analyses therefore exclude all small studies. This strategy, however, is sensible only when small studies contain a small proportion of the observed data. Small studies
 
 The most important aspect of all research is that the researcher must continue questioning and thinking about why the data are as they are. Dry findings alone do not mean anything. Is the discovered association a valid association? If so, is it a causal association? What, then, can one conclude from the finding in general? Or, does something in the design of the study prevent obtaining data that is representative of reality? Knowledge of epidemiology is absolutely essential to be able to engage in the thinking process demonstrated in this chapter, which is obligatory for all scientific research and, perhaps more important, for the interface between science and clinical practice.
 
 Statistical tests depend on the assumption of normality. Some studies are so small that it is unreasonable to assume normality. If a large proportion of the total weight comes
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 4 Imaging of brain structure and function: relevance to psychiatric disorders David Mamo and Shitij Kapur
 
 Psychiatry has had a chequered history that is in part attributed to the stigma associated with severe mental illness, but that is also a result of the elusive pathophysiology and diverse presentations of psychiatric disorders. In some ways, however, the attitudinal shifts in this field have come full circle over the past century, moving from a more “organic” attribution to more “functional” explanatory models, and more recently to the current refreshing lines of investigation addressing the relationship between predisposing biological factors (e.g. genetics) and psychosocial stressors (e.g. immigration) in the development and manifestations of severe mental illness. Further, pathophysiology is increasingly being understood within the context of a dysfunction of interrelated brain regions, in contrast to simplistic explanations of single neurotransmitter abnormalities. The recent re-emergence of a role for surgical interventions in the form of deep brain stimulation (Kopell et al., 2004) is perhaps one of the most cogent illustrations of this exciting development in the field of psychiatry, a role that has been closely linked with our understanding of the corticostriatothalamocortical (CSTC) loops in the pathophysiology of psychiatric symptoms (Mayberg, 2003). Not surprisingly, functional brain imaging studies have played a pivotal role in our understanding of the CSTC loops, which in turn has allowed for the recent promising interventions such as deep brain stimulation in major depressive disorder (Mayberg et al., 2005).
 
 A search in the PubMed database for articles relating to “imaging” in depression, schizophrenia and dementia yields more than 12,000 articles. Clearly this has been an intensive field of scientific study. At the same time, it is not possible comprehensively to cover all the brain imaging studies of structure and function as relevant to all psychiatric disorders. Therefore, we have chosen three paradigmatic examples and have illustrated each of them in some detail to provide the reader insight as to how these methods have been applied in research studies and what may be expected of them in terms of translation to clinical practice over the next decade (Table 4.1). In particular, we have chosen studies of depression that use structural and functional imaging to examine the roles of different brain circuits and neurochemicals (in particular, serotonin) in the pathophysiology and treatment of the illness. We have reviewed data from structural and functional studies of schizophrenia with a particular focus on the impact of structural imaging studies on the neurodevelopmental hypothesis, as well as studies of the brain transmitter dopamine and its receptors and its impact in understanding psychosis and its treatment. Finally, we illustrate early clinical applications of structural and functional imaging in dementia of the Alzheimer’s type, as well as the role of new positron emission tomography (PET) tracers targeting known histopathological markers of the illness.
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Table 4.1 Main imaging technologies in psychiatry and their main applications Technology
 
 Applications
 
 Structural magnetic resonance imaging (MRI) In MR, hydrogen atoms are aligned in a strong magnetic field followed by a radiofrequency pulse which temporarily disrupts this alignment; realignment of the protons follows the discontinuation of the pulse, which in turn releases a radiofrequency energy signal detected by a series of coils in the scanner. The strength of this signal is related to the number of protons aligned to the magnetic field (hence greater signal in water-rich regions – CSF ¿ gray matter ¿ white matter) and the strength of the magnets inducing the proton alignment.
 
 1. Provides good contrast between gray matter, white matter, and CSF. 2. Resolution allows for identification of gross pathology associated with neuropsychiatric manifestations (e.g. frontal lobe tumours, ischemic lesions, encephalitis, normal pressure hydrocephalus). 3. Volumetric studies or gray and white matter as well as ventricular volume 4. Allows study of association between structural lesions (e.g. white matter hyperintensities) and neuropsychological manifestations. 5. Allows co-registration of anatomical details for region of interest identification with other imaging modalities (e.g. neurochemical PET)
 
 Functional MRI (fMRI) fMRI uses MR principles that take advantage of changes in blood oxygenation and flow during activation of brain regions in response to a cognitive task.
 
 Measurement of changes in BOLD signal compared with baseline following a cognitive task or in the presence of neuropathology can form the basis of hypotheses regarding brain function and pathophysiology.
 
 Magnetic resonance spectroscopy (MRS) Using MR principles, MRS is based on the fact that protons within structures are constrained by adjacent molecules to the extent that they resonate to the radiofrequency pulse. This allows for a spectrum of detected signals which forms a biochemical “signature” along the MR spectrum that can be measured in vivo.
 
 1. Provides measurement of neuronal and glial metabolism and functional integrity (e.g. measurements of NAA in schizophrenia). 2. Provides measurement of neurotransmitters (e.g. γ-aminobutyric acid). 3. Allows central quantification of drugs (e.g. lithium, SSRIs).
 
 Diffusion tensor MRI (DTI) Noninvasive visualisation of white matter tracts using MR that is based on the preferential motion of water molecules along white matter fibres (termed “anisotropic diffusion”)
 
 1. Study of the structural integrity of white matter tracts (aka tractography) 2. Development of models of connectivity and brain function in health and disease 3. Study of structural disconnectivity between cerebral regions and the relationship to neuropsychiatric signs and symptoms
 
 Positron emission tomography (PET) Following the administration of positron emitting radiotracers, usually through an intravenous route, the signal is detected by a PET or single photon emission computed tomography (SPECT) camera, resulting in a dynamic series of images over the scanning time period. Depending on the tracer used, the research objective, and the design, time activity curves are generated either using a hypothesis-driven approach (region of interest) or exploratory approach (voxel-based) to generate specific parameters including binding potential and volume of distribution.
 
 Depending on the tracer used, PET and SPECT can be used to study: 1. cerebral blood flow, uptake of oxygen, and glucose metabolism in activation studies analogous to fMRI (e.g. 2-deoxy-2-[18 F]fluoro-D-glucose or 18 FDG). 2. imaging of neurochemical processes (e.g. [18 F]DOPA for the study of dopamine synthesis). 3. binding of radiotracer to neurotransmitter receptors to study neuroreceptor density or an indirect measure of transmitter release (e.g. [11 C]raclopride for D2 receptors). 4. drug occupancy at neuroreceptors.
 
 BOLD = blood oxygen level–dependent; CSF = cerebrospinal fluid; SSRIs = selective serotonin reuptake inhibitors.
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 The ultimate goals of all these research strategies are fourfold: (1) the early identification of individuals at risk of developing the respective illness, (2) the initiation and prospective testing of preventative therapeutic strategies using neuroimaging as a tool to study the progression of the pathophysiology in vivo, (3) the in vivo dissection of pathophysiology and mechanism of action of psychotropic medication used to manage the illness and (4) the development of new medication and treatment strategies. Because our goal in writing this chapter was to provide an overview of how neuroimaging research is contributing to these four domains, we have provided a selection of key references that the interested reader may wish to consider for further details.
 
 Major depressive disorder Major depression is one of the most common – and arguably, for most patients, one of the most treatable – major psychiatric conditions. Nonetheless, the disorder not only carries major human and economic cost, but also exhibits varying levels of response with more than half of patients showing insufficient response to first-line antidepressant treatment (Insel, 2006). As a result, a trialand-error–based strategy of sequential and combination antidepressant, psychological and electroconvulsive therapy trials is often the norm in the management of this disorder. Moreover, its clinical presentation and triggering factors also show a large degree of variation across age, cultures and comorbid medical conditions, suggesting that a single brain region is unlikely to be responsible for this clinical syndrome. Recent evidence from neuroimaging data suggests that a disruption of a neural network including a number of cortical and subcortical structures and their associated signal transduction systems occurs in predisposed individuals, leading to the clinical manifestations of signs and symptoms of a depressive syndrome. Therapeutic strategies including antidepressant drugs and psychotherapeutic interventions would therefore be
 
 expected to exert their therapeutic effects through modulation of these systems. A better understanding of the neural pathways involved in depression and clinical tools for predictors of response to the respective therapies are urgently needed in drug development and clinical practice, and functional imaging studies are showing promising results that are already in early stages of clinical translation. A dysregulation in the cortical-subcortical pathways in depression is supported by early structural imaging studies in both adult and elderly patients with unipolar depression showing increased periventricular and deep white matter hyperintensities consistent with a purported disruption in white matter tracts. Furthermore, these studies have also found decreased frontal lobe and basal ganglia volumes, as well as hyperintensities in the thalamus and striatum. These findings persist after controlling for cardiovascular risk factors and occur more commonly in late-life depression, supporting a relationship with vascular disease in the elderly (Gupta et al., 2004). Because depression often presents in the context of intact cognition and general physical health at least in younger adults, contributory functional studies in this disorder would be expected to demonstrate (1) increased or decreased activity in structures involved in the disrupted neural system relative to the healthy control condition, (2) a relationship between functional changes and measures of clinical severity and response and (3) restoration to the expected baseline functional maps following remission of depressive symptoms. Results of PET and functional magnetic resonance imaging (fMRI) studies in depression have provided convergent results to support this general relationship. Functional imaging studies have demonstrated changes in metabolism in the prefrontal cortex, anterior cingulate and amygdala in depression, and these findings are at least in part reversed with antidepressant treatment and cognitive behavioural therapy (Goldapple et al., 2004; Kennedy et al., 2001), supporting a model of dysregulation in the cortico-limbic neural pathways. Furthermore, higher levels of prefrontal activity in
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 depression predict better clinical response to treatment (Mayberg, 2002). In this model, hypofunction of the dorsal prefrontal cortex and cingulate gyrus would be expected to account for cognitive and psychomotor signs and symptoms of depression, whereas hyperfunction of the ventral brain regions, including the insula, hypothalamus and brainstem putatively result in neurovegetative symptoms. The recent availability of a radio-labelled ligand for the serotonin transporter (5-HTT) has allowed the use of neurochemical PET to study the binding of antidepressant drugs in vivo. Five selective serotonin reuptake inhibitors (SSRIs) have been studied using this method (citalopram, paroxetine, fluoxetine, sertraline and venlafaxine), and at minimal therapeutic doses, these drugs were associated with at least 80% occupancy in striatal 5-HTT (Meyer et al., 2004). This similar level of occupancy was achieved notwithstanding a threefold variation in the affinity of the respective SSRIs in vitro, suggesting that in vitro analysis may not necessarily predict in vivo binding, an observation consistent with similar work using antipsychotic drugs. Using a different radiotracer for 5-HTT, another research group reported similar level of occupancy using minimum therapeutic dose of fluvoxamine, although the tricyclic clomipramine achieved 100% occupancy at subclinical doses, suggesting that this threshold may not necessarily generalise to tricyclic antidepressants (Suhara et al., 2003). In contrast to clomipramine, SSRIs do not reach higher than 90% occupancy; this finding has been taken as support for the clinical superiority of clomipramine in obsessive-compulsive disorder (Zipursky et al., 2007). A PET radiotracer for the serotonin 5-HT2A receptor has also been used to study dysfunctional attitudes in depression (e.g. pessimism), and higher levels of pessimism were related to a higher 5-HT2A binding potential (a measure of receptor density) (Meyer et al., 2003). In light of a decrease in dysfunctional attitudes in healthy control subjects following the administration of a single-dose of dfenfluramine (a serotoninergic agonist), the authors concluded that low levels of serotonin agonism
 
 in the brain cortex may explain the dysfunctional attitudes associated with major depression (Meyer et al., 2003). Recently a new PET radiotracer for the monoamine oxidase-A (MAO-A) enzyme has been developed, providing a critical tool in the study of the role of central monoamines in depression and its treatment (Ginovart et al., 2006). A recent PET study of unmedicated depressed subjects found elevated MAO-A activity across several brain regions, supporting the monoamine theory of depression (Meyer et al., 2006), which is consistent with the previous PET data showing elevated dopamine and serotonin receptor density. In this model, elevated MAO-A activity would be expected to result in decreased release of the catecholamine in the synaptic space, resulting in a number of depressive symptoms through various mechanisms (e.g. decreased dopamine associated with motor slowing and upregulation of D2 receptors; decreased serotonin associated with pessimism and upregulation of 5HT2A receptors). In summary, brain imaging in major depressive disorder has contributed to a better understanding of the pathophysiology of the illness from a neural system perspective as well as at the synaptic level (Table 4.2). This knowledge has in turn led to the remergence of targeted surgical approaches, as well as providing tools for the clinical development of antidepressant drugs and the finer dissection at the cellular level of the mechanisms involved in the presentation and management of the depressive syndrome. It is anticipated that in addition to contributing new knowledge in existing therapeutic strategies, these imaging tools will play an important role in the development of new antidepressant drugs and the better use of other emerging treatment modalities (e.g. Repetitive Transcranial Magnetic Stimulation or rTMS).
 
 Schizophrenia Brain imaging in schizophrenia has played a prominent role in re-establishing this devastating illness
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 Table 4.2 Salient neuroimaging ﬁndings in depression Structural magnetic resonance imaging
 
 1. Periventricular and deep white matter hyperintensities 2. Decreased frontal lobe and basal ganglia volumes 3. Hyperintensities in the thalamus and striatum
 
 Positron emission tomography
 
 1. Decreased metabolism and blood flow in the prefrontal cortex, anterior cingulate, and amygdala 2. Higher levels of prefrontal metabolism predict better clinical response to treatment 3. Minimum therapeutic doses of SSRIs associated with 80% serotonin transporter occupancy 4. Dysfunctional attitudes associated with higher 5-HT2A receptor density 5. Increased monoamine oxidase-A activity 6. Elevated D2 receptor binding in untreated depression and associated with motor slowing
 
 SSRIs = selective serotonin reuptake inhibitors.
 
 as a brain disorder and decreasing the social stigma attached to severe mental illness. The most prominent and best-replicated structural findings include lateral ventricular enlargement, loss of overall gray matter and loss of temporal lobe volumes, although these changes are neither specific nor sensitive enough to allow for diagnostic use (Gupta et al., 2004). Nonetheless, the findings of volume reductions in the superior temporal lobes even in prodromal and high-risk subjects laid to rest the notion that the onset of psychosis was a random insult to the brain in late adolescence and contributed to the developmental hypothesis for schizophrenia that has been arguably as influential in modern schizophrenia research as the dopamine hypothesis was a few decades ago. Volumetric changes in schizophrenia is perhaps one of the first (since the early times of pneumoencephalography) and most widely replicated findings in this field (Torrey, 2002) with studies in both unmedicated and previously medicated patients showing up to a 25% increase in lateral ventricular volume compared with control subjects. A recent meta-analysis of MRI studies in schizophrenia found that the most significant changes occur within the medial temporal lobe, an effect also noted in first-degree relatives but to a smaller extent (Boos, 2006). Functional imaging studies have shown a decrease in prefrontal blood flow and metabolism while subjects performed cognitive tasks normally associated with prefrontal
 
 cortical activation (e.g. Tower of London task; Callicott, 2003) and magnetic resonance spectroscopy (MRS) studies have shown a decrease in N-acetyl aspartate (NAA – a measure of neuronal integrity) in the same region, which predicts negative symptomatology (Callicott et al., 2000a, 2000b). A question of great interest is how these findings change over time. Structural studies suggest that cerebral volume loss may be related to duration of illness: patients with chronic illness show more volume loss compared with patients in their first episode, although the changes in the firstepisode patients is strongly correlated with the prescribed dose of antipsychotic medication, suggesting a possible selection bias – that is, severely ill patients with smaller cerebral volumes at baseline may require higher dosages of medication (Keshavan et al., 2005). Further, these changes are also noted in nonaffected relatives, including unaffected co-twins and subjects considered to be at very high risk of developing schizophrenia, indicating trait- rather than state-dependent structural changes. Whether this volume loss is a consequence of early development as opposed to later adolescent changes awaits longitudinal studies. The current evidence points to an evolving loss of gray matter volume, including temporal lobe volume starting at least a few years before the clinical onset of psychosis (Job et al., 2006; Pantelis et al., 2003), an observation that holds promise in the prediction
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 of emergent psychosis in high-risk individuals and the appropriate targeting of early intervention trials. Finally, the differences noted between first-episode and chronic patients may suggest an ongoing loss of cerebral volume, although it is equally plausible that patients with severe illness who later develop chronic symptoms suffer severe volume loss earlier in the illness, which then remains stable over time. Neurochemical PET has also played an important role in our present understanding of schizophrenia and the optimal use of antipsychotic drugs. Over the past decades, a number of PET studies have focused on the occupancy of striatal dopamine receptors by antipsychotic drugs, suggesting that for most antipsychotic drugs, clinical effects are generally expected at doses resulting in more than 60% occupancy of dopamine D2 receptors, whereas occupancy greater than 80% predicts the emergence of hyperprolactinemia and extrapyramidal side effects (Kapur & Mamo, 2003). Recently it has been demonstrated that clinically effective doses of aripiprazole result in more than 80% striatal D2 occupancy in the absence of extrapyramidal side effects, an observation that is best explained by the drug’s partial agonist profile (Mamo et al., 2006; Yokoi et al., 2002). This line of research has contributed to the identification of appropriate dosing of antipsychotic drugs in a dose range within the occupancy threshold of 60% to 80% striatal D2 occupancy for drugs with an antagonist pharmacological profile. The emergence of atypical antipsychotics is also largely based on the in vitro and in vivo PET findings of a higher binding to serotonin 5-HT2A receptors compared to dopamine D2 receptors, a pharmacological profile that was thought to be the basis of the atypical profile of the newer antipsychotic drugs. The atypical profile of amisulpride (specific D2 profile) and the high D2 /5HT2A profile of aripiprazole argue against this assertion. Finally, neurochemical PET has allowed for the possibility of a pharmacodynamic biomarker in early drug development based on the demonstration that a candidate drug in Phase I clinical development (a) crosses the blood-brain barrier and
 
 (b) binds to the neuroreceptor target. Although seemingly insignificant to the practicing physician, this is an important milestone in early drug development. Neurochemical PET imaging has also contributed to a direct in vivo validation of the dopamine hypothesis of schizophrenia, which posits that positive symptoms of schizophrenia are associated with an increased dopamine release in the striatum, an effect that is then neutralised using the appropriate dose of an antipsychotic drug (AbiDargham, 2004). This line of research suggests that acute psychosis is associated with increased dopamine release in response to an amphetamine challenge (Abi-Dargham et al., 1998). Using a different paradigm, the same group showed that following synaptic endogenous dopamine depletion using α-methyl para-tyrosine (AMPT), D2 binding was higher in patients with schizophrenia compared to healthy controls, consistent with increased baseline occupancy of D2 receptors by dopamine in schizophrenia (Abi-Dargham et al., 2000). Furthermore, high baseline D2 occupancy (or a state of high dopamine release) predicted response of positive symptoms to antipsychotic treatment. More recent evidence using radiolabelled DOPA as a measure of presynaptic dopamine function has suggested that, compared with healthy control subjects, dopaminergic function is elevated both in medication-free subjects in their first episode of psychosis and in nonpsychotic subjects considered at high risk of developing psychosis (Howes et al., 2006). These studies suggest that a hyperdopaminergic state is present even before the emergence of frank psychosis, and the degree of dopamine release may predict response to antipsychotic drugs – findings that have significant implications for ongoing research of predictors of response as well as for management strategies for prodromal and high-risk individuals. In summary, as outlined in Table 4.3, neuroimaging studies in schizophrenia have firmly established the biological basis of this devastating and highly stigmatised disorder, have identified loss of cerebral
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 Table 4.3 Salient neuroimaging ﬁndings in schizophrenia Structural magnetic resonance imaging (MRI)
 
 1. Ventricular enlargement 2. Overall loss of volume of gray matter 3. Specific loss of prefrontal and medial temporal gray matter 4. Brain volume loss progressive, at least in first few years of illness
 
 Functional MRI
 
 Decreased activation in prefrontal cortex during specific executive tasks
 
 Magnetic resonance spectroscopy
 
 Decreased NAA in prefrontal cortex consistent with neuronal loss in this region and predicts negative symptoms
 
 Diffusion tensor MRI
 
 Widespread decreased white matter fractional anisotropy, including frontotemporal white matter and corpus callosum; changes more pronounced in chronically treated than first-episode patients, raising the possibility of progressive loss
 
 Positron emission tomography
 
 1. Validation of dopamine hypothesis of schizophrenia: high dopamine release is associated with acute psychosis and predicts response 2. Mechanism of action of antipsychotic drugs (binding to striatal D2 receptors, relevance of extrastriatal binding, relevance of binding to other receptors including serotonin receptors) 3. Drug development and prediction of therapeutic dose range
 
 volume and brain function specifically in interconnected brain areas implicated in schizophrenia (e.g. prefrontal cortex – executive deficits and negative symptoms; thalamus – impaired sensory processing and higher pain threshold; basal ganglia – spontaneous dyskinesias in untreated patients, substance abuse and increased incidence of schizophrenia; abherent salience). Furthermore, PET studies have provided in vivo evidence for a hyperdopaminergic state in psychotic disorders consistent with the dopamine hypothesis and direct evidence that antipsychotic drugs exert their therapeutic effects and neurological side effects through binding at dopamine D2 receptors. The next major frontier in the application of these tools is relating these imaging findings with predisposing genetic polymorphisms (Egan et al., 2001), as well as understanding the interaction between environmental stressors (e.g. social defeat theory and substance use) and predisposing genetic factors. This is expected to lead to the identification of a biological endophenotype – an objective “brain image” of the illness – which will be critical in our ability to predict the efficacy of targeted pharmacological, psychological and possibly even social interventions for primary psychotic disorders.
 
 Dementia of the Alzheimer type (DAT) Alzheimer’s disease, the most common type of dementia, is a progressive neuropsychiatric disorder characterised by progressive memory and other cognitive impairments, as well as behavioural disturbance in the later stages of the illness. The disease affects up to 6% of the population over age 65 years; in light of worldwide demographic changes, it is anticipated that the prevalence of the illness will more than double over the next 2 decades. Not surprisingly, the early detection of Alzheimer’s disease has advanced rapidly on the list of priorities in mental health research, largely on the basis of the expectation that it will allow for therapeutic and preventative strategies to ward off the progression of the illness. Even though more is known about the pathophysiology and genetics of Alzheimer’s disease than any other major psychiatric disorder, the diagnosis is based on history and mental status examination, and treatment remains largely supportive in nature. Neuroimaging in Alzheimer’s disorder is therefore discussed here within the context of an emergent public health crisis concerning an illness with a relatively well-characterised histopathology – the
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 academic and pharmaceutical research and development process is therefore under intense pressure to identify strategies for early diagnosis and prevention of this illness that can last from 5 to 20 years and imposes a great human and economic cost on our society. The earliest histopathological change in Alzheimer’s disease is the deposition of amyloid plaques containing insoluble sheets of Aβ peptides appearing first in the basal neocortex and then spreading progressively in a rostral and dorsal direction (Nordberg, 2004). Although the role of Aβ in cognitive impairment and subsequent microglial and oxidative stress consequences and neuronal death remains controversial, the observation of more aggregable forms of Aβ in rare forms of hereditary transmission of mutations of the amyloid precursor protein and the presenilin gene support a central role for amyloid in Alzheimer’s disease. Similarly, although the total amount of amyloid deposition may not necessarily be related to clinical status in the individual patient, subjects with mild cognitive impairment (MCI) tend to have more amyloid deposition, and the amyloid load within the entorhinal cortex (thought to be involved in memory consolidation) has been related to cognitive deficits in one post-mortem study (Cummings & Cotman, 1995). The second key histopathological change associated with Alzheimer’s disease is the presence of neurofibrillary tangles (NFT), consisting of hyperphosphorylated helical pairs of tau protein (an important cytoskeletal element forming microtubules). NFTs follow the same pattern of deposition as amyloid in cortical areas receiving cholinergic projections and are thought to play a critical role in mediating neuronal death. Gross structural changes have long been established in Alzheimer’s disease, and MRI is very sensitive in detecting loss of medial temporal lobe volume (Zakzanis et al., 2003), although it is neither specific to Alzheimer’s disease nor are the time demands of manual volumetric analysis a practical application for routine clinical use (Gupta et al., 2004). The introduction of automated
 
 methods may lend themselves to broader clinical applications in this field, including the longitudinal monitoring of cerebral and hippocampal volume loss and its relationship to widely used clinical measures such as the Mini-Mental State Examination (MMSE). Nonetheless, at this time structural imaging is restricted to ruling out other causes of cognitive decline, including space-occupying lesions such as haematomas and tumours, hydrocephalus, infarcts and white matter changes associated with vascular dementia. Although an argument can be made for the indication of a structural scan at least once in every patient with dementia, structural imaging is definitely indicated in the presence of early-onset dementia, unusually abrupt-onset or changes in symptomatology, as well as abnormal gait or focal neurological signs. However, in the vast majority of patients with an established diagnosis of dementia, structural imaging is generally noncontributory. However, functional changes in the brain can be detected earlier, allowing for the emergence of single photon emission computed tomography (SPECT; Johnson et al., 1998) – and to a lesser degree PET, which is less widely available – as an accepted imaging technique in patients showing early insidious cognitive decline, especially in the presence of frontal lobe signs and symptoms. PET and SPECT studies in DAT show diminished blood flow in the posterior temporal and inferior parietal cortices, with temporal changes predictive of later-onset of MCI and DAT in healthy elderly individuals (Fazekas et al., 1989; Yamaguchi et al., 1997). Because similar changes can be detected with fMRI, this modality (and MRS) may in the future become the functional imaging methods of choice in the early detection of DAT. Although impairment of brain glucose metabolism using PET has been detected many years before clinical presentation in subjects with the rare genetic mutations associated with hereditary Alzheimer’s disease (Kennedy et al., 1995), as well as in patients with MCI compared with healthy control subjects (Arnaiz et al., 2001), the ability to monitor histopathological changes in vivo including amyloid beta and NFTs will be critical
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 in the early detection and monitoring of response to novel therapeutic strategies, particularly when used in conjunction with other biomarkers (e.g. apolipoprotein E ε4 status) and structural and functional imaging – particularly in combination with 18 F-fluoro-deoxy-glucose PET, which already has an established role in the differential diagnosis of Alzheimer’s dementia and frontotemporal lobar degeneration (Rabinovici et al., 2007). In practice, dementia remains a clinical diagnosis, and although imaging has provided an invaluable tool for challenging diagnostic situations, in the absence of neurological signs or unusual clinical presentation or course of illness, they add little to the clinical outcome for most patients. However, if our field is to have a tangible impact on the expected rise in dementia in our rapidly aging population, new drug development targeting dementia will be significantly expedited with imaging tools that would allow the monitoring of histopathological changes of the illness. Therefore, the recent advances in PET technology, particularly in the development of three PET radiotracers targeting amyloid beta protein and NFTs, may be the first and most significant step in this direction (Cai et al., 2007; Nordberg, 2004; Rabinovici et al., 2007). This is particularly important because the most significant novel therapeutic strategies will likely target amyloid deposition; tools for monitoring response in vivo will therefore be critical in their human testing if they are to be used as a preventative strategy or in the early and preclinical stage of cognitive decline associated with Alzheimer’s disease (MCI). Three PET tracers have been developed and tested in human subjects ([18 F]FDDNP, [11 C]PIB, and [11 C]SB-13), and all three tracers have shown higher retention in the cortical regions of patients with Alzheimer’s disease compared with healthy control subjects (Cai et al., 2007). [18 F]FDDNP was the first successful in vivo PET tracer in patients with AD and is thought to label both NFTs and Aβ protein (Shoghi-Jadid et al., 2002) – this may prove useful in the early and preclinical detection and monitoring of the disease, but more
 
 complicated in the monitoring of response to amyloid-specific therapeutic strategies. [11 C]PIB, also known as Pittsburgh Compound-B, was the second successful PET tracer showing a high degree of differentiation between AD patients and control subjects (Klunk et al., 2004) and is thought to be more specific to Aβ protein. The most recent tracer to be developed is the [11 C]SB-13 PET tracer (Verhoeff et al., 2004), which shows a similar distribution of binding and discrimination of pathology as Pittsburgh Compound-B. These tracers await further replication and validation studies in larger samples and subjects with MCI or at ultra-high risk of Alzheimer’s disease, although they represent a concrete step in the application of known histopathology to imaging studies which may well translate into the first clinical application of neuroimaging in psychiatry. Table 4.4 summarises neuroimaging findings in DAT.
 
 Conclusions In this brief overview, we have provided a sample of how various neuroimaging modalities have contributed to our current understanding and treatment of psychiatric disorders. Without doubt the imaging approaches have increased our understanding of the neurobiological basis of mental illnesses and their treatments. What they have not readily produced is a “test” that can be used to diagnose, individualise treatment, or predict outcome. Although there are hundreds of studies showing statistically significant findings, they have not been translated into useable clinical tools. At least two realities may have slowed this translation: the first is the sample-to-sample variability across studies, such that a finding in one is either only partially replicated or sometimes even refuted in a different sample. Second, even for consistently replicated findings, the effect size tends to be relatively small. Small effect sizes yield too many false negatives and false positives (see Chapter 3) to be useful as clinical tests, limiting clinical applicability to the individual patient (as opposed to “samples” or
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 Table 4.4 Salient neuroimaging ﬁndings in dementia of the Alzheimer type Structural magnetic resonance imaging (MRI)
 
 1. Absence of space-occupying lesions, hydrocephalus and cerebral infarcts 2. Ventricular enlargement and loss of cerebral gray with earliest change being loss of temporal lobe volume
 
 Functional MRI
 
 Decreased activation in posterior temporal and inferior parietal lobes
 
 Magnetic resonance spectroscopy (MRS)
 
 Decreased NAA and increased myoinositol reflecting decreased neuronal viability and increased gliosis or metabolic dysfunction respectively; changes observed in medial temporal cortex and frontal lobes
 
 Diffusion tensor MRI
 
 Decreased white matter fractional anisotropy in association tracts of temporal lobe
 
 Positron Emission Tomography
 
 1. Decreased cerebral blood flow and metabolism in posterior temporal and inferior parietal lobes present in early stages of the illness 2. Visualisation of amyloid plaques (not diagnostic)
 
 “groups” of patients). Nevertheless, we predict that the earliest clinical applications of neuroimaging in psychiatry will likely occur in the early recognition and treatment response strategies (e.g. predicting and/or preventing the conversion of MCI to dementia), the prediction of clinical response to pharmacological and surgical management (e.g. deep brain stimulation or DBS), and new drug development (e.g. amyloid-targeted strategies in dementia). It is therefore likely that the psychiatrists of 2020 will actually be using some of these technologies in routine clinical practice.
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 5 Genetic epidemiology Pak C. Sham and Kenneth S. Kendler
 
 Although an inherited component in psychiatric disorders has been suspected for centuries, it was not until the early twentieth century that the gene concept was formulated and systematic genetic studies on psychiatric disorders began. The rapid development of molecular genetics in the second half of the 20th century, following the deciphering of the double helix structure of DNA, accelerated the pace of genetic research in psychiatry. In recent years, high-throughput molecular genetic technologies have enabled the sequencing of the entire human genome (International Human Genome Sequencing Consortium, 2001) and the identification of nearly all common genetic variations in major human populations. These developments in “genomics” will no doubt increase the power of psychiatric genetics to dissect out the genetic and environmental causes of mental disorders. However, all the evidence so far indicates that the majority of psychiatric disorders are complex in aetiology, suggesting that a holistic as well as reductive approach to research is required. Kendler (2005) formulated four paradigms in psychiatric genetics that have separate but interrelated goals and together provide an organizing framework to conceptualise different approaches and strategies (Box 5.1). This chapter describes the principles and methodology of psychiatric genetics using this four-paradigm framework. More detailed reviews of psychiatric genetics can be found in the textbooks Psychiatric Genetics and Genomics, edited by McGuffin,
 
 Gottesman and Owen (2002), and Psychiatric Genetics, edited by Kendler and Eaves (2005).
 
 Paradigm 1 – basic genetic epidemiology The goal of basic genetic epidemiology is to quantify the degree to which individual differences in risk of (more technically liability to) illness results from familial effects (as assessed by a family study) or genetic factors (as determined by twin or adoption studies). Basic genetic epidemiology is the oldest of the four paradigms and began even before the formulation of the gene concept itself, with incidental observations by clinicians that some patients come from families with a strong history of the same disorder (Schulze et al., 2004). The rediscovery of Mendel’s seminal experiments on plant hybridization and the formulation and acceptance of the gene concept led to an intensification of the efforts to demonstrate genetic influences on mental disorders by the systematic study of families, twins and adoptees. It is important to point out that these studies, like the experiments of Mendel, do not require the direct measurement of genes. Rather, genetic influences are inferred indirectly through their effects of the pattern of disease among genetically related individuals. The ability to infer genetic influences without directly measuring them is similar to attempts by epidemiologists to infer the presence and nature of environmental influences by
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Box 5.1 Four major paradigms of psychiatric genetics Samples
 
 Method of Scientific
 
 # Title
 
 studied
 
 inquiry
 
 1 Basic genetic
 
 Family, twin Statistical To quantify
 
 epidemiology and
 
 goals
 
 the degree of
 
 adoption
 
 familial
 
 studies
 
 aggregation and/or heritability
 
 2 Advanced genetic
 
 Family, twin Statistical To explore and
 
 epidemiology adoption studies
 
 the nature and mode of action of genetic risk factors
 
 3 gene findingding
 
 High-density Statistical To determine families,
 
 the genomic
 
 trios,
 
 location and
 
 case-control
 
 identify
 
 samples
 
 susceptibility genes
 
 4 Molecular genetics
 
 Individuals
 
 demonstrating the presence of genetic, and hence biological, factors in mental disorders. The demonstration of substantial genetic influences on a disorder may be a rather modest goal but is nevertheless an extremely important one as it instigates further research on the nature of the genetic influences. For clinical practice, knowledge of the magnitude of genetic influences also allows clinicians to make use of family history information to inform diagnosis and risk prediction. However, the involvement of environmental factors as well as the probabilistic nature of genetic inheritance means that family history information will inevitably have limited predictive power.
 
 Biological To identify critical DNA variants and trace the biological pathways from DNA to disorder
 
 studying the temporal, spatial and socioeconomic variation in disease incidence. The presence of genetic influences on psychiatric disorders may appear self-evident to modern psychiatrists but was an issue of intense controversy in the middle of the twentieth century, when psychoanalytic theories of mental illnesses dominated. Many psychodynamic theorists assumed that any evidence that psychiatric disorders ran in families must result from familial environmental effects (Lidz et al., 1965). Basic genetic epidemiology played an important role in convincingly
 
 Family studies The primary aim of family studies is to demonstrate familial aggregation of a disease or trait. The presence of familial aggregation suggests, but does not prove, genetic aetiology because it remains possible that a range of shared environmental effects could be responsible for some or all of the observed familial aggregation. To obtain an unbiased estimate of the degree of familial aggregation and avoid overinclusion of families with multiple affected members, families must be systematically ascertained (Sham, 1998). The standard methodology is to adopt a twostage sampling scheme, thus: r In stage 1, a random sample of individuals with the disease is obtained. These affected individuals are called index cases or probands. r In stage 2 the relatives of the probands are assessed for the presence or absence of the disease (as well as other related traits). Relatives found to have the disease are called secondary cases. An ideal study would include a comparison group in which the probands are individuals from the same population as the index cases but differ only in that they do not have the disease. Where possible, the diagnoses of both probands and relatives should be made according to operational criteria using information obtained from personal interviews using standardised instruments (e.g. the DIGS: Diagnostic Interview for Genetic Studies).
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 However, some relatives may be deceased or for other reasons unavailable for direct interview. To avoid bias, it is important to obtain information on these individuals from informants (e.g. parents, siblings or children) using standardised instruments (e.g. FIGS: Family Interview for Genetic Studies). Because individuals are not always perfect historians and may seek to deny prior symptoms, the quality of information obtained in family studies can be much improved if records of prior psychiatric treatment are also available. It is also important that the assessment of relatives be blind to the affection status of the proband. Thus, ideally, when an interviewer approaches a relative in a family study, that interviewer should not know whether the respondent is related to an affected or a control proband. Family studies that incorporate a control group have been conducted on schizophrenia (Kendler & Gardner, 1997). The risk of disease in a relative of a proband is called morbid risk or recurrence risk. For a disease with variable age of onset, there is the problem of “censoring”, that is, some unaffected individuals of a relatively young age may yet develop the disease in later life. There are two classes of methods for making an “age-adjustment” in the calculation of morbid risk. The simpler methods, introduced by Weinberg and modified by Stromgren (Slater & Cowie, 1971), require making assumptions about the age-at-onset distribution. The more sophisticated methods use some form of survival analysis (life table or Kaplan-Meier estimators) and do not require prior assumptions to be made about the age-at-onset distribution. A measure of familial aggregation is the relative risk ratio, often designated as λ, defined as the ratio of morbid risk among the relatives of cases to the relatives of control subjects, for a specific class of relatives (e.g. parent, sibling, offspring). Simple Mendelian modes of inheritance such as autosomal dominant and recessive have predictable patterns of relative risk ratios. For a rare autosomaldominant disease, the ratios are 1/2 for parents, siblings and offspring, 1/4 for second-degree relatives (e.g. uncles, aunts, grandparents), and so on. For a
 
 rare recessive condition, the ratio is 1/4 for siblings, and other classes of relatives are rarely affected. No classical psychiatric disorders show such simple Mendelian ratios. Their mode of inheritance is sometimes called non-Mendelian or complex. The complexity refers to the likely involvement of multiple genes and environmental factors, each likely to be of modest effect.
 
 Twin studies The task of twin studies is to estimate the proportion of variation in liability within a given population that is due to genetic differences between individuals. This proportion is called heritability or h2 . The statistical model that forms the basis of these calculations (the polygenic model) assumes a sufficiently large number of individual genetic and environmental risk factors of sufficiently small individual effect that the central limit theorem applies – that the resulting distribution of liability in the population will approximate normality. It has been shown that the assumptions of this model are rather robust and likely to be approximately met for most psychiatric conditions (Kendler & Kidd, 1986). In this chapter, we refer to “genes” identified by genetic epidemiologic methods as genetic risk factors to distinguish them from susceptibility genes identified by paradigms 3 and 4. The existence of two types of twin pairs, monozygotic (MZ) and dizygotic (Lidz et al., 1965) provides a natural experiment for untangling genetic from environmental factors. MZ twins are developed from the same fertilised ovum and therefore begin life as genetically identical individuals; DZ twins – like regular siblings – are developed from two separate fertilised ova and share on average 50% of their genes. The validity of the twin design depends on two critical assumptions (Kendler, 2001), namely: r Twins are no different from the general population in terms of the trait in question. r MZ and DZ twin pairs share their environments to the same extent, with respect to factors relevant to the trait in question (the equal environment assumption).
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 Although twins are clearly at increased risk for low birth weight and premature delivery – and have an associated increased risk for several congenital abnormalities – numerous studies have shown that the rates of major psychiatric disorders do not seem to differ in twins and singletons. A large literature has accumulated examining the validity of the equal environment assumption in twin studies. Most but not all studies support its validity. Although probably not perfectly valid for most studies, it seems unlikely that major biases are introduced in twin studies from violations of the equal environment assumption. There are two main types of twin studies: those based on twin pairs ascertained through affected probands (e.g. the Maudsley Twin Register; Gottesman & Shields, 1972) and those based on population twin registers (Busjahn, 2002). The inference of a genetic component from proband-ascertained twin pairs is usually based on a difference between MZ and DZ concordance rates. The probandwise concordance rate is defined as the percentage of probands who have an affected cotwin. For example, Cardno and Gottesman (2000) calculated pooled estimates for MZ and DZ concordance rates for schizophrenia and obtained values of 42% and 4% for International Classification of Diseases (10th edition; ICD-10) criteria, and 50% and 4% for Diagnostic and Statistical Manual (3rd edition, revised; DSM-III-R) criteria. An earlier measure, called the pairwise concordance rate, is defined as the percentage of twin pairs in which both members are affected. However, this measure cannot be interpreted without knowledge of the intensity of ascertainment and is therefore obsolete. A variation of the twin method is the co-twin control method. This method studies differences in MZ twins who are discordant for a particular disorder. The ill and healthy twins are genetically identical so that these pairs can be used to study the environmental reasons why some individuals develop the disorder and others do not. Examples of this approach are the studies on neuropsychological impairment in relation to schizophrenia (Cannon et al., 2000; Goldberg et al., 1995).
 
 Population distribution of disease liability
 
 Normal individuals
 
 Threshold Liability
 
 Affected individuals
 
 Figure 5.1 Liability-threshold model for polygenic disease.
 
 The h2 of a quantitative phenotype is an index of the relative contribution of genetic effects to the total phenotypic variance. In the classical twin method, Falconer’s formula estimates h2 by twice the difference in correlation between MZ twins and DZ twins. For a categorically defined trait such as schizophrenia, the estimation of heritability is based on a liability threshold model (which is an extension of the polygenic model outlined earlier; see also Figure 5.1). This model assumes that there is a continuous distribution of the underlying liability to develop the disorder in the general population. This liability is determined jointly by both genetic and environmental factors. An individual whose liability is above a certain threshold value will develop the disorder (Falconer, 1965). Under this model, concordance rates for disease can be transformed to correlations in liability, known technically as “tetrachoric correlations”. These correlations can be substituted into Falconer’s formula to estimate the heritability of the liability to the disorder. For example, from pooled concordance rates, Cardno and Gottesman (2000) estimated heritabilities of 88% for DSM-III-R and 83% for ICD-10 schizophrenia. Heritability is a statistical concept that is meaningful only for populations. Indeed, the heritability of a disorder in an individual is undefined – the statistical equivalent of “one hand clapping”. The heritability of a trait in a population depends not only on the nature of the genetic variants involved
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 or on the magnitudes of their effects but also on their frequencies in the population and on the effect sizes and frequencies of environmental factors. Furthermore, the partitioning of phenotypic variance into independent genetic and environmental components is strictly valid only in the absence of correlations and interactions between the genetic and environmental factors involved. These subtleties have contributed to misunderstandings that have led to the fierce and often misinformed debates regarding the presence and implications of a genetic component in cognitive and behavioural traits such as IQ (Dickens & Flynn, 2001). It is important to recognise that heritability is not a universal property of a trait but can vary among different populations or among different times for the same population. For example, if a new environmental risk factor for a disorder were introduced into a population, we would expect the heritability for that disorder to decrease. Furthermore, a high heritability does not necessarily mean that a trait is not subject to environmental changes. For example, height is highly heritable, but there is nevertheless a marked increase in the average height of most European populations because of improvements in general nutrition that in recent decades have benefitted the entire population to about the same extent. A highly penetrant Mendelian disorder, phenylketonuria, can be treated by an extremely simple environmental manipulation – the restriction of phenylalanine from the diet. In addition to determining the importance of genetic risk factors, twin studies also permit an estimation of the aetiological importance of shared family environment, sometimes called common environment or c2 . Common environment will reflect the impact of any environmental factors that tend to make members of a twin pair similar with respect to disease risk. This would include psychological factors such as parental rearing patterns, social and cultural factors such as the neighbourhood in which they were raised or the church they attended and physical factors such as diet and possible shared exposure to environmental toxins.
 
 The genetic and environmental components of liability are valid concepts at the individual level, although their magnitudes in any individual cannot be estimated to a high level of accuracy from family data. The reason is that the amount of information contained in family data is proportional to the size of the family, and human families are typically small. Nevertheless, the extent of a patient’s family history of disease may offer some indication of the relative importance of genetic and environmental factors in his or her illness (Murray et al., 1985).
 
 Adoption studies Individuals who are adopted away at birth receive their genes from their biological parents and their rearing environment from their adoptive parents. Similarities between adoptees and their biological relatives are therefore likely to be due to shared genes, whereas similarities between adoptees and the adoptive family are likely to be due to shared environment. There are several varieties of adoption studies. r The adoptee’s design begins with affected biological parents who give their children up for adoption and compares the risk in those adopted-away children with those seen in adopted-away children of unaffected biological parents. An improved version of this design also incorporates the affection status of the adoptive parents, because there may be correlation between the affection status of biological and adoptive parents. If the affection status of biological parents is related to morbid risk in the adoptee, after adjusting for the affection status of adoptive parents, then genetic factors are implicated. Classic examples of the adoptees design are the studies on schizophrenia by Heston (1966) and by Rosenthal et al. (1971). r The adoptee’s family design begins with affected adoptees and examines the risk in both their adoptive and biological relatives and the adoptive and biological relatives of a matched group of control adoptees. A greater morbid risk among biological family members of affected versus unaffected adoptees would implicate genetic factors, whereas
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 a greater risk among the adoptive family members of the affected versus unaffected adoptee would indicate the importance of shared familial factors. A classic example of the adoptee’s family design is the Danish Adoption Study by Kety et al. (1994). In principle, adoption studies can be used to derive estimates of heritability, although in practice this is less often attempted compared with twin studies. Adoption studies have several potential methodological limitations. Most important are probably assortative placement and unrepresentativeness. Assortative placement occurs when adoption agencies try to match features of the biological parents with the adoptive family. If uncorrected, this could lead to biases in results. Whereas twins are generally representative of the general population, adoption families are unusual in at least two ways. Biological parents who give children up for adoption in modern Western societies now have higher rates of psychiatric illness and drug problems (although several generations ago, a more likely problem was poverty). By contrast, adoptive parents are typically mentally healthier than the general populace because adoption agencies see it as their job to select “healthy” families in which to place their adoptees. Both twin and adoption studies have potential methodological problems, so that convincing evidence for a genetic component should preferably come from both types of study design.
 
 Paradigm 2 – advanced genetic epidemiology The demonstration of significant heritability of a disorder raises many important questions about the nature and mode of action of the genetic and environmental risk factors. The goal of advanced genetic epidemiology is to answer these important questions that go far beyond the demonstration of heritability. Like basic genetic epidemiology, advanced genetic epidemiology also relies on the study of patterns of illness in families, twins
 
 or adoptees, but the designs are more sophisticated, often involving longitudinal measurements, multiple traits and the assessment of environmental risk factors. Short of revealing the actual genes that contribute to the genetic component, advanced genetic epidemiology goes a long way in characterising the properties of the aggregate effects of these genes. Knowledge gained from advanced genetic epidemiology has many possible uses in clinical psychiatry. For example, the demonstration of substantial shared genetic influences between apparently distinct psychiatric disorders has important implications for the classification of mental disorders. Similarly, if there is substantial interaction between the genetic component and a measurable environmental risk factor, then it would be important to reduce exposure to the environmental risk factor among genetically vulnerable individuals. Nevertheless, the utility of advanced genetic epidemiology is limited by its consideration of only the aggregate effect of genes, rather than the specific effects of individual genes.
 
 Genetic modelling of twin data In addition to providing an estimate of heritability, the study of twins also provides the most powerful tool for addressing the issues of advanced genetic epidemiology. Kendler (2005) listed nine questions regarding the relationship between genetic risk factors and risk of disorders that can be addressed by twin studies. These are shown in Box 5.2. Although it is possible to address these questions using relatively simple statistical methods of analyzing the data, there are some important advantages of using a more sophisticated, model-fitting approach (Neale et al., 1999; Rijsdijk & Sham, 2002). These advantages are, first, that model fitting is able to use all the relevant information contained in the data, and second, that it allows the questions to be addressed in a direct way. Genetic model fitting was developed from path analysis and can be regarded as an application of the modern statistical methodology of structural
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 Box 5.2 Questions that can be addressed by twin studies r Are these genetic risk factors specific to a given disorder or shared with other psychiatric or substance use disorders?
 
 r Do these genetic risk factors have an impact on disease risk similarly in males and females?
 
 r To what extent are the effects of these genetic risk factors mediated through intermediate phenotypes (or endophenotypes) such as personality or neuropsychological processes?
 
 r Do these genetic risk factors moderate the impact of environmental risk factors on disease liability (genetic control of sensitivity to the environment)?
 
 r Do these genetic risk factors have an impact on disease risk through altering the probability of exposure to environmental risk factors (genetic control of exposure to the environment)?
 
 r Do the action of these risk factors change as a function of the developmental stage of the individual?
 
 r Do historical experiences moderate the impact of genetic risk factors so that heritability might differ across historical cohorts?
 
 r For disorders which have multiple stages (e.g. substantial alcohol consumption must proceed but does not always lead to alcohol dependence), what is the relationship between the genetic risk factors for these various stages?
 
 r Does the level of heritability for a disorder differ across populations?
 
 equation modelling. The simplest structural equation model (SEM) for twin data is the so-called ACE model, where the letters A, C and E designate additive genetic factors, common (family) environment and specific (individual) environment, respectively (Figure 5.2). In this SEM, the variables A, C and E are latent (i.e. not measured) and independent of each other, each having a direct causal influence on the phenotype (e.g. a quantitative trait or disease liability). The parameters of the model are the path coefficients a, c, and e, for the magnitudes of the causal relationships from A, C and E to the phenotype. The model also makes some additional assumptions: (1) The variances of A, C and E are fixed at 1; this is
 
 Figure 5.2 Path diagram for ACE model for twin data. A = additive genetic factors; C = common (family) environment; E = specific (individual) environment.
 
 a reasonable restriction because, being latent variables, A, C and E have entirely arbitrary units of measurement. (2) A, C and E are assumed to be independent of each other. (3) A has a correlation of 1 across MZ twins and 0.5 across DZ twins. (4) C has a correlation of 1 across both MZ and DZ twins. (5) E has a correlation of 0 across both MZ and DZ twins. Given these assumptions, a computer program such as Mx can be used to estimate the path coefficients a, c and e by minimizing a fit function that quantifies the discrepancy between the observed data and predictions from the model. The most frequently used fit function is minus twice the log-likelihood of the model, which assumes that the data follow a (multivariate) normal distribution. This standard ACE model would be the “workhorse” of basic genetic epidemiology, producing estimates of h2 (same as a2 ) and c2 . Each of the listed questions, as examples of the advanced genetic epidemiology paradigm, requires certain modifications or elaborations of the basic ACE model. For example, the first question in the list involves adding more phenotypic variables to the model and exploring the changes in the underlying genetic and environmental components needed to account jointly for all the phenotypic variables. Similarly, the second question can be addressed by allowing the path coefficients to be different for males and females in a general model and conducting a test of this model against the restricted
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 (null) model that the path coefficients are the same. Genetic model fitting also has some potential disadvantages. The complexity of the methodology means that errors in the analysis can be inadvertently introduced and overlooked and that crucial assumptions may not be appreciated. It is particularly dangerous to consider only the results of model fitting, without confirming that these results are consistent with summary statistics and graphical displays derived from the raw data. Finally, these models often make causal assumptions about the associations between certain variables that might not be warranted – although such models do have one important advantage over more traditional approaches in epidemiology. We do really know that genes cause phenotypes and not the other way around! The advanced genetic epidemiology paradigm has been used to study the relationships between neuroticism and depression (Kendler et al., 2006); between anxiety and depression (Kendler et al., 1992); between the syndromes of schizophrenia, schizoaffective disorder and mania (Cardno et al., 2002) and between unipolar and bipolar depression (McGuffin et al., 2003).
 
 Paradigm 3 – gene ﬁnding Whereas basic and advanced genetic epidemiological approaches are concerned with the aggregate effects of genes on disease risk, the third and fourth paradigms attempt to dissect out the overall genetic component into its constituent genes. The goal of the third paradigm, gene finding, is to determine the locations in the genome of the genes that influence liability to disorders. Gene-finding studies require the use of molecular genetic technology to detect and measure the genetic variants (or more technically alleles) at various chromosomal locations (or more technically loci). By examining the distribution of alleles, which serve as genetic markers, within families or populations, these methods (linkage and association) infer whether a locus in
 
 the genomic region under investigation contributes to disease liability. Gene-finding studies can be thought of as an extension of basic and advanced genetic epidemiological methods which involve the direct measurement of genetic variants rather than relying entirely on the patterns of disease in families to infer genetic influences. For single-gene Mendelian diseases, finding the gene(s) on which the disease-causing mutations occur has the potential to enable accurate prenatal risk prediction and genetic counselling. For complex, polygenic disorders, simply knowing the genes involved currently has few practical uses, because of the limited predictive power of the genetic variants. For these disorders, gene finding is best regarded as an important intermediate research goal, which enables further, more detailed functional studies to be performed on the identified genes (Paradigm 4), ultimately leading to a more complete and detailed understanding of how genetic variation affects risk of disease and potentially aiding in the development of more specific preventative measures, pharmacological treatments or both.
 
 Complex segregation analysis If a disorder does not follow simple Mendelian patterns of inheritance, then it is natural to ask whether there is nevertheless a single gene of major importance in comparison to the others. Most attempts to address this question have been based on comparing two idealised models – the single major locus model and the polygenic model – in terms of their ability to explain empirical family data. In a single major locus model, the genetic component is a single gene that has a major influence on risk but is nevertheless neither necessary nor sufficient for the disease. Technically, the absence of disease among some genetically predisposed individuals is called incomplete penetrance, whereas individuals who are affected despite being genetically non-predisposed are called phenocopies. At the other extreme, the polygenic model posits a very large number of genes, each of small effect. The cumulative effects of multiple genes lead to a
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 continuous distribution, which may be related to disease through a liability-threshold model. In between these extremes are oligogenic models, in which a small number of genes are involved, and mixed models, in which a major locus is present in a background of polygenes. Different genetic models are discriminated by an assessment of their goodness-of-fit with family data. For some psychiatric disorders (e.g. schizophrenia), morbid risk data of many classes on relatives from multiple studies have been summarised and tabulated, and such figures provide convenient data for model fitting. When raw pedigree data are available, however, a statistically more powerful approach is complex segregation analysis. The results of such analyses, however, are often inconsistent with some studies favouring a single major locus model and others favouring a polygenic model (Baron, 1986). It appears that the analysis of disease phenotypic data alone (without the help of molecular genetic markers) is limited in power to resolve various genetic models. Power is more favourable for quantitative traits; a locus that accounts for a substantial proportion (over a third) of the phenotypic variance is likely to be detectable by segregation analysis. However, complex segregation analysis of quantitative traits is sensitive to the frequency distribution of the trait in the population; the presence of skew and kurtosis can lead to false-positive evidence for a major locus.
 
 Linkage studies Linkage analysis is based on the principle that the alleles of two or more genetic loci on the same chromosome tend to segregate (i.e. be passed on) together from parent to offspring. This is because they are physically connected with each other on the same DNA molecule. The closer the two loci are together, the lower the chance of their being separated by a recombination event during meiosis, and the stronger the observed linkage. This phenomenon can be applied to the detection of loci for genetic diseases. If a genetic marker is close to a disease-causing gene, alleles of the marker
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 Marker allele A1 cosegregates with dominant disease
 
 Figure 5.3 Cosegregation (linkage) between disease and genetic marker.
 
 will tend to co-segregate with the disorder in families (Figure 5.3) or be shared between affected relatives. Until the 1980s, the application of linkage analysis to disease gene mapping was hampered by the lack of suitable genetic markers in most regions of the genome. Then the discovery of highly polymorphic, short-sequence repeat (SSR) markers throughout the genome, and the development of highthroughput genotyping technology, made it feasible to scan the entire genome for disease-predisposing loci. Standard sets of SSR markers, evenly spaced throughout the genome, are now available for genomewide linkage scans. This method of mapping disease-related gene does not depend on any prior knowledge of disease pathophysiology and is therefore known as positional cloning. Classical linkage analysis of Mendelian diseases is usually conducted on large, multigenerational pedigrees containing multiply affected individuals. The standard method of analysis is based on loglikelihood ratios (or LOD scores: logarithm of the odds) for the alternate hypotheses of linkage and nonlinkage at a particular marker or chromosomal location, assuming a specific model for the disease. The methodology involves calculating and tabulating (or plotting) the LOD scores at a series of positions, at regular intervals, for the chromosome region being examined (or for the chromosomes, in a genome scan). A LOD score of 3 or more is
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 the standard criterion for declaring linkage, because at this level of evidence the probability of a falsepositive result is less than 0.05, assuming that specified disease model is correct (Ott, 1999). A LOD score of –2 or lower is taken as evidence for exclusion of linkage to the marker, although exclusion is valid only if the disease model is correctly specified. The most favourable scenario for classical linkage analysis is when a disease is clearly segregating in a Mendelian dominant fashion in a single, large, multigenerational pedigree. If the family is sufficiently large, then the disease locus can be reliably mapped to its chromosomal location, provided that the phenotype and genotype are accurate. However, when the susceptibility locus has a small effect or is involved in disease only in a proportion of families, the method has limited power to detect or exclude linkage, even when very dense marker sets are used. Nevertheless, application of the linkage approach has helped to map genes of major effect for Alzheimer’s disease (Goate et al., 1991), and more recently others have replicated some linkage reports on schizophrenia (Stefansson et al., 2002, 2003). Nevertheless, linkage studies on complex disorders have tended to produce inconsistent results that are difficult to interpret, even though a metaanalysis of all linkage genome scans on schizophrenia has identified a number of regions with significant overall evidence for linkage (Lewis et al., 2003). An alternative strategy of linkage analysis that does not require a disease model to be specified is the affected sib pair method. This method simply uses the genetic marker data to estimate the allele sharing between affected sibling pairs at a particular chromosomal location and then tests whether the level of allele sharing is in excess of that expected for sibling pairs by chance alone. Like model-based LOD score methods, allele sharing linkage methods can be used to conduct whole genome scans with standard marker sets. Allele sharing methods are sometimes called model-free or nonparametric linkage and, as with model-based LOD score methods, suffer from low statistical power when the total impact of any individual gene on disease risk is modest. Sufficient power to detect susceptibility
 
 genes of realistic effect size requires sample sizes of at least several hundred affected sibling pairs. Application of the allele-sharing linkage approach to schizophrenia has yielded disappointing results (Williams et al., 2003). Allele-sharing linkage analysis has been adapted for the study of quantitative traits to detect so-called quantitative trait loci (QTL). This approach has been used in attempts to map QTLs influencing neuroticism (Fullerton et al., 2003; Nash et al., 2004). A methodological limitation of linkage studies in general is that they have low resolution in the sense that the regions demonstrating linkage tend to be wide, usually extending many millions of nucleotides and containing dozens, if not hundreds, of genes.
 
 Association studies An association between a specific allele and a disease is defined as a greater frequency of the allele among individuals with the disease than those without. Association studies have traditionally concentrated on candidate genes, which are selected on the basis of their relevance to prior conceptions regarding disease aetiology. The existence of linkage disequilibrium (LD) raises the possibility of scanning chromosomal regions or the entire genome by association analysis with only a fraction of all genetic polymorphisms in the regions or in the genome. The screening of chromosomal regions by association analysis is an important strategy for following up the positive regions revealed by linkage scans. As is well known in epidemiology, association suggests, but does not imply, causation (see Chapter 4). Aside from direct causation, an allele may be associated with a disease for two main reasons: r Poor matching between cases and controls – either in ethnic origin (population stratification) or age (selection of longevity genes) r The association of the allele with a causative allele through linkage disequilibrium LD is the tendency for very closely linked loci to show allelic association with each other. The reason for the existence of LD is that recombination
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 rarely occurs between very closely linked loci during meiosis, so that any allelic association introduced into the population by past mutations or population bottlenecks will be maintained for many generations. Thus a disease allele that arose through an ancestral mutation on a chromosome that happened to contain a particular combination of alleles in close proximity is expected to demonstrate association with this combination of alleles (known as a haplotype) for many generations after the mutational event. From a set of single nucleotide polymorphisms (SNPs) that are in tight LD with each other, it is sufficient to select only one SNP, called the tag SNP, to act as a surrogate for the whole set. The discovery and cataloguing of millions of SNPs and the development of economic, high-throughput genotyping technologies have prepared the ground for largescale, potentially genomewide association studies. An international effort, called the HapMap project, has recently characterised the whole-genome LD structure in three major human populations to identify SNP sets that are most efficient for largescale association studies. The project obtained genotype data on 3.5 million SNPs in populations of European (Utah, United States), African (Nigeria) and Asian (Chinese and Japanese) origin (International HapMap Consortium, 2005). Data from this project show that current (and forthcoming) commercial genome-wide SNP genotyping products are able to offer nearly complete coverage of all common variations in the human genome, meaning that truly genomewide association studies are now feasible. We expect to see a number of such studies applied to major psychiatric disorders appearing in the literature in the next few years. The most common design for association studies is the case-control study. Specific alleles or haplotypes are tested for differences in frequency between cases and controls, adjusting for potential confounding factors if necessary. Alternative designs that use related control subjects, usually the parents or siblings of affected individuals, have the advantage that they are robust to false-positive
 
 association arising from hidden population stratification. Data on affected individuals and their parents are usually analysed using the transmission/disequilibrium test (TDT), which examines heterozygous parents to see whether some alleles are preferentially transmitted to affected offspring. Both case-control and TDT studies allow the effect of a genetic variant to be estimated by an odds ratio. If the frequencies of the variant and the disease are both known, then the odds ratio can be used to calculate the population attributable fraction of the variant. Association studies are potentially more powerful than linkage studies for detecting susceptibility genes of small effect size. Because of this, genomewide association studies promise to detect many susceptibility loci in which effects are too small to detect by linkage scans. Nevertheless, the power of association studies is ultimately limited by the size of samples that can be realistically collected. It is therefore likely that genomewide association studies will eventually detect only the most important susceptibility loci, leaving a residue of unresolved genetic influences. However, even before whole-genome genotyping technology became feasible, association studies of candidate genes and linkage regions have yielded a number of potential susceptibility genes for psychiatric disorders. For example, the list of putative susceptibility genes for schizophrenia with positive association findings include DRD3, 5HT2a, DISC1, DISC2, COMT, ProDH, RGS4, DTNBP1 (dysbindin), NRG1 (neuregulin 1), G72 and DAAO (see also Chapter 13). However, as reviewed by O’Donovan et al. (2003), the results of the association studies on all of these genes have been mixed, with only a proportion of studies reporting the presence of association. Even when several studies present positive findings, the associated alleles or haplotypes are often not the same among the studies. One major problem with gene-finding methods is that they involve many statistical tests. A genomewide linkage study might involve 300 or 400 markers. Genotyping methods now allow us to screen easily dozens of genes, and soon we will be testing
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 hundreds of thousands of markers in a single experiment. We have little insight into the true biological causes of virtually all psychiatric disorders. Therefore, our “candidate” genes are typically based on rather weak hypotheses such as the mechanism of drugs that are used to treat the disorders. Statistical theory predicts that performing many tests, each of which has a low prior probability of being true, will produce many positive results that are due to chance alone. This has been and continues to be a major problem in interpreting the gene-finding literature in psychiatry. In general, strong scepticism is warranted for the results of any single study. Confidence should be withheld until multiple replications have been published.
 
 Paradigm 4 – molecular genetics The goal of the molecular genetic (or functional genomics) paradigm in psychiatric genetics is to trace the biological mechanisms by which DNA variation contributes to the disorder itself. The first critical goal is to identify the actual DNA sequence variation that contributes causally to increased risk and subsequently to understand how this sequence variation affects gene function, expression or both. For example, attempts have been made to interpret recent association findings in schizophrenia in terms of brain dysfunction (Harrison & Owen, 2003). A full understanding of how genetic variation leads to increased risk of disease is clearly useful for risk prediction and the formulation of preventive and treatment strategies, especially the identification of possible new drug targets. However, in comparison to single-gene Mendelian diseases, the changes in gene function that relate to complex, polygenic disorders may be subtle, and the predictive power of understanding the effect of any single gene may be limited. Nevertheless, as knowledge extends to multiple susceptibility genes involved in different parts of functional gene networks, a more complete understanding should emerge which would have greater predictive power and clinical utility.
 
 The identification of the actual DNA sequence variation that contributes causally to increased risk may be difficult, especially if the causal variant is common, is in LD with other variants and has subtle rather than dramatic effect on gene function. The task is somewhat simpler if the variant causes a change in the amino acid sequence of the encoded protein, and the altered protein is damaging to the cell or is functionally defective. In other situations, the change of gene function may be a subtle increase, decrease or dysregulation in gene expression, and the relationship between such changes and DNA sequence variation may be difficult to establish. That is, although we are now very good at identifying the “coding regions” of genes that are transcribed into mRNA and then translated into protein, we are still substantially ignorant about the nature and location of the many levels of transcriptional control in our genome, some of which have until only recently been considered to be “junk” DNA. Thus it is not always clear even where we should be looking for the critical variants that have an impact on risk for illness. With the increasing detail of information on human and other genomes, it may be possible to obtain clues about which variants are more likely than others to be functional. For example, sequences that are highly conserved across species are more likely to be of functional significance. Similarly, sequences that may be “recognised” by known transcription factors are sites where variations are more likely to affect gene expression and regulation. The confounding between direct and indirect association can be untangled to some extent by statistical modelling; direct effects should remain significant even after adjustment for indirect effects, but not the other way round. Nevertheless, when confounding is strong and the underlying interrelationships complex, there may be insufficient statistical power to establish causal variants in this way. The gold standard of establishing a causal relationship is a study that involves controlled experimentation (such as a randomised clinical trial). In the context of molecular genetics, this can be achieved by creating and studying transgenic animal models,
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 which have specific pieces of DNA removed from or inserted into appropriate positions of the genome. Such animals can be screened for changes in function that might be related to the disease process. However, the likely validity of animal models that could be used in such testing differs widely across psychiatric disorders. Animal models for drugs of abuse, including alcohol, and anxiety are likely to have high “face validity.” Less certain is whether depression and especially psychosis can be meaningfully modelled in nonhumans. The more complex goal of tracing the entire pathway(s) between genetic variation and disease risk is even more difficult and, in most cases, cannot be achieved by molecular genetic methods alone. The intermediate steps between genetic differences and disease may involve gene expression, cellular functions, brain development and structure, neurochemistry, neuropsychology and personality. Methodologies for studying these diverse domains are required. Furthermore, the role of the environment must not be neglected, because there may be important interactions between genetic and environmental factors. An example is the interplay between adverse life events and genetic factors in major depression (Caspi et al., 2003; Kendler et al., 1995).
 
 Conclusions Psychiatric genetics now contains at least three kinds of science. Genetic epidemiology explores the interrelationship of genetic and environmental risk factors in which “genes” are measured indirectly in ways that reflect aggregate effects “averaged” across the entire genome. Gene-finding methods use increasingly large sample sizes and advanced laboratory and statistical tools to try to localise specific genomic regions that confer risk for psychiatric conditions. Molecular genetics is an entirely laboratory-based discipline applying a range of modern methods from genomics to neuroscience to try to identify and then trace pathophysiological pathways. Each of these paradigms has
 
 strengths and limitations, and they are in a process of dynamic interaction with each other. Genetic epidemiology has proved a reliable method to answer basic questions about the overall importance of genetic risk factors for psychiatric illness. Genefinding methods to date have proved rather less reliable but are asking much more difficult questions. The architecture of the genetic risk for psychiatric disorders is likely to be complex, and it remains to be seen whether our ever-increasing laboratory and statistical tools are up to the task. Some progress definitely has been made, and it will be an exciting field to watch in the coming years.
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 SECTION 2
 
 Psychiatric Disorders
 
 6 Psychiatric disorders in childhood and adolescence Ian M. Goodyer
 
 This chapter concerns emotional and behavioural and developmental disorders that arise in the first 2 decades of life. It focuses on the major conditions described as “specific” to the childhood years and those that emerge in those years and may continue into adult life.
 
 Clinical assessment Compared with adult psychiatry diagnostic assessment, procedures and formulations in child and adolescent populations are based on information gathered from a wider inclusion of family members, parents and frequently siblings, school and peer relationships (Angold, 2003). These assessments are based on observation of behaviour both within and between individuals. Child interviews are a core feature and must be developmentally sensitive. With older children and adolescents, methods similar to those used with adults are applied to establish current mental state and personal function as well as the child’s perception of current relationships, school progress and relations with friends. With children younger than 8 years, other methods, including play and the use of materials such as age-appropriate toys, are likely to be used to develop a sufficient level of trust and mutual interest with the interviewer such that content relevant to the presenting complaint, past history and the child’s own perception of
 
 current problems can be obtained. Direct questioning to elicit current mental state symptoms in younger children is invariably unsuccessful or lacks specificity. Neurodevelopmental disorders which involve perturbations of speech, language and motor systems require careful assessment to distinguish between normal variations in general development and the presence of clinically significant impairment. Even young children are capable of reporting feelings and thoughts, including suicidal ideation. Those with marked behavioural symptoms are perhaps the least valid to interview directly because they are likely to deny antisocial acts and interpersonal difficulties. Psychosocial assessments are key features of the examination and should, wherever possible, include an assessment of family function, marital satisfaction and sibling relationships. Family communication, problem solving, emotional warmth and care and control between family members are core features of the initial assessment phase, which often take between one and three sessions of around 1 hour each. An understanding of peer group relations and the local environment of the child are essential to appreciate the social ecology within which the child’s difficulties are being expressed. An assessment of risk, maintaining protective, restitutive and resilience factors, will aid diagnostic formulation and treatment planning; these are summarised in Box 6.1.
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Box 6.1 Elements of Psychiatric Assessment in Childhood and Adolescence
 
 rare disorders presenting with declining cognitive function.
 
 r Risk factors and processes are those that are judged to increase the liability for psychopathology and should be antecedent to presenting problems.
 
 r Maintaining factors are those that arise after difficulties emerge and are judged to contribute to their persistence.
 
 r Restitutive factors are those that are judged likely to facil-
 
 itate improvement either through treatment compliance, enhancing treatment effects or activation of positive features in the child’s life or their environment.
 
 r Protective and resilience factors refer to those features that would reduce the emergence or the impact of risk processes and, if identified, may be helpful in diminishing risk of recurrence.
 
 Few formal tests or assessments can contribute to the clinical assessment for common behavioural and emotional disorders. Rating scales completed before the assessment may aid in the overall formulation, but invariably these instruments have been designed for epidemiological rather than diagnostic clinical purposes (Chakrabarti & Fombonne, 2005). Self-report or parental questionnaires can document change in symptom levels with over time. To date there are no physiological, biochemical or genetic assessments that can aid diagnostic evaluations or treatment for emotional or behavioural disorders. For neurodevelopmental disorders, occupational therapy assessments for motor skills and fine motor movements, neuropsychological assessments of cognitive abilities and speech therapy assessments of speech and language all have an important place in assessment. Rating scales for hyperactivity can be an adjunct in monitoring treatment success in attention-deficit/hyperactivity disorder (ADHD). Clinical physiological assessments can also provide helpful information for neuropsychiatric disorders. The electroencephalogram (EEG) in particular can aid in those with a putative history of seizures and those at risk for seizures, such as adolescents with autism. These techniques may also be helpful in informing clinical state assessment in those with
 
 Causal processes in developmental psychopathology The nature of risk for psychopathology Risk can be defined as the degree to which the likelihood of a given adverse outcome will occur following exposure to a defined toxic agent. The relative importance of exposure is estimated by the probability of the outcome occurring in a given population compared with the level of occurrence in a nonexposed population (see Chapter 3). Risks for psychopathology occur from a variety of sources both internal and external to the child. They may be defined at the level of the individual, family or the community at large. For example, individuals may be born with genes that render them susceptible to psychiatric illness, acquire lesions such as head injury that alter their capacity for learning or become exposed to negative social environments that diminish emotional and cognitive development. Familial environmental risks might include a neglectful or hostile parenting environment, or one that is physically inadequate (such as in failure to ensure food and shelter) without being overtly emotionally negative. In addition, neighbourhood risks may occur which may be physical, such as poor housing, or functional, such as living in a violent or dangerous society. Invariably, risks of these types are not independent of each other and determining their degree of association to each other is important. This is because it is increasingly apparent that most risk profiles for psychopathology involve multiple adverse events which may interact with each other.
 
 Resilience Many children and adolescents demonstrate an ability to withstand exposure to risk processes and not develop psychiatric disorders. This notion
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 Box 6.2 Dimensions of Resilience in Childhood r Dispositional attributes (easy temperament, higher cognitive abilities and positive self-beliefs)
 
 r Family characteristics (e.g. warmth in relations with parents, support at difficult times, good family problemsolving skills)
 
 r Use of available external support systems (positive neighbourhood relations and friendship groups)
 
 of resilience in the face of adversity refers to individuals who possess intrinsic abilities to prevent the toxic effects of risk (Luthar et al., 2000). Three main dimensions of psychosocial characteristics have been identified and are shown in Box 6.2. The presence of one or more of these protective domains is associated with better outcomes in children and adolescents within the context of risk and chronic adversities in particular. Little is currently known regarding the mechanisms of resilience within the person. Recent findings on gene-environment interactions have noted that genetic variations may confer differential levels of resilience when children are exposed to personal risks. For example, children experiencing child abuse are markedly less likely to report subsequent episodes of depression if they are homozygous for the long arm of the serotonin transporter gene (Kaufman et al., 2004), suggesting a further process through which individual differences at the genetic level may increase sensitivity to social adversities. A second genotype conferring high level of monoamine oxidase A (MAOA) expression is putatively associated with reducing the risk for antisocial problems following maltreatment as a child (Caspi et al., 2002).
 
 Child maltreatment Abusive relationships in the first two decades of life have been established as one of the most powerful adverse processes over the lifespan (Emery & Laumann-Billings, 2003; Kaplan et al., 1999).
 
 Subsequent emotional and behavioural psychopathologies are increased in those with a history of child abuse, both close to (proximal effects) and at a distance from (distal effects) the events themselves. Recent findings have demonstrated that there are likely to be epigenetic effects on brain development from early adverse experiences that are likely to determine individual differences in response to subsequent life events and difficulties (Halligan et al., 2004; Weaver et al., 2004). Cognitive vulnerabilities characterised by higher levels of selfcriticism and lower levels of self-efficacy have been noted in experimental studies of children with even moderate histories of environmental deprivations, such as a low emotional parenting environment (Murray et al., 2001). In severe recurrent abuse, effects on the self system and interpersonal relations may last through into adulthood (Jaffee et al., 2002; Kaplan et al., 1999). There are no universal legal or scientific definitions of child abuse, neglect or psychological abuse. As a consequence, both research investigations and social policy development vary widely, making comparisons between studies and countries particularly difficult. One key commonality is that definitions of child maltreatment are based on social judgements and not immutable objective criteria. However, even the most parsimonious definition gives alarmingly high rates; for example, an estimate of 0.018 per 1,000 children (1,200–1,500) are killed per year in the United States by their parent or guardian (see Emery & Laumann-Billings, 2003, p. 326). Such extreme incidents comprise only a minority of abusive experiences suffered by children. Defining abuse as any act or omission that results in demonstrable harm to a child estimates that 23 to 42 per 1,000 children (i.e. between 1.5 and 2.3 million) in the United States were abused in 1993 (see Emery and LaumannBillings, 2003, p. 326). Variations in reporting, corroborating evidence, definitions of abuse and precision of detection all contribute to the widely varying estimates and seriousness of the event(s). For example, if the social judgement of abuse is wide and includes any form of physical chastisement, then 60% of American children are sufferers (Finkelhor,
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 1994). If this definition is restricted to hitting anywhere but the bottom, then the rate drops to 5%. Finally, if the definition is confined to serious physical abuse such as kicking, hitting with a fist or beating up a child, the rate drops to less than 1%. There is some evidence that, amongst economically developed societies, child abuse has increased over the past 40 years (Emery & Laumann-Billings, 2003). This seems to be because of the number of reported cases of serious abuse, which quadrupled from 1986 to 1993 (142,000 to 565,000) in the United States (Sedlak & Broadhurst, 1996). The number of cases of “grave concern” also increased in the United Kingdom (Besharov, 1996). Researchers have attributed the rise in serious abuse to greater poverty in some parts of society, illegal drugs, increases in overall violence and the disintegration of communities. Child abuse has multiple aetiological facets (Emery & Laumann-Billings, 2003). Profiling the abuser requires a comprehensive description and understanding of the social, psychological, physiological and genetic factors within the caregiver(s); the family and neighbourhood environments; and the child. It has been suggested that abusing men (only) can be described in three rather different types: 1. generally violent antisocial with pervasive abusive behaviours across social settings and persons who are likely to abuse alcohol and have antisocial personality traits; 2. family-specific type, abusing only within family members, who are often rather dependent and jealous, feel remorse after the event and are unlikely to have a personality disorder; and 3. mood-related emotionally volatile batterers whose violence is activated during dysphoric mood only and who are more likely to have borderline personality traits, be rather socially isolated and feel inadequate about their abilities. Child abuse represents one of the most significant long-term risk factors for psychopathology. The consequences are wide ranging and include immediate physical injury, immediate and delayed
 
 Box 6.3 Factors Associated with Adverse Outcomes in the Context of Child Abuse r r r r r
 
 High frequency, intensity and duration of the abuse Individual characteristics of the victim The nature of the relationship between abuser and child The response of others to abuse The social and family contexts within which the abuse occurs
 
 psychological distress and disorder, and in severe cases significant practical upheaval of the environment (foster homes, etc.). Factors within the abusive history that contribute to adverse outcomes are shown in Box 6.3. The current evidence is substantially in agreement that during the childhood years emotional rather than behavioural disorders are most likely to be expressed and that maltreatment has effects independent of other environmental adversities on the liability for disorder and may of itself disrupt the normal processes of child cognitive development increasing the risk for personality difficulties and psychiatric disorders in adult life (Kim & Cicchetti, 2004; Rogosch & Cicchetti, 2004). Treatment is dependent on a thorough evaluation of risks for psychopathology, as well as a clear assessment of the severity of the abuse. In general the more severe the abusive history in terms of frequency, intensity and duration the less successful are the interventions (Emery & Laumann-Billings, 2003). Clinicians need to identify the following: r immediate danger to the child; r strengths and weaknesses in the family system; r specific parental needs in terms of parent-child training and/or relation building; and r specific child needs such as nutrition, socialisation and quality of education. In low-frequency, motivated families with good warmth and high care environments for the child, behavioural parenting strategies including specific skills training and cognitive restructuring of distortions of child behaviour appear to be highly effective.
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 Child sexual abuse is a specific form of abuse that has received increasing attention (Glazer, 2003; see also Chapter 17). Prevalence figures for sexual abuse suggest a marked distinction between contact and noncontact abuses (Finkelhor et al., 2005). Noncontact abuse is defined as watching sexual acts, being exposed to genitalia, taking of photographs for pornographic purposes or being forced to interact sexually with each other. Between 10% and 20% of men and 40% and 60% of women will have been exposed to noncontact sexual abuse before age 16 years (Wyatt, 1985). Contact sexual abuse is defined as physical contact between the breasts or genitalia of a child or adult and a part of the other’s body (not including accidental touch). Active abuse is often preceded by an insidious process in which the abuser befriends the child and manipulates increasing ways of them being alone together; physical violence is less frequent. Sexual intercourse is most frequent in children between ages 9 and 12 years but may occur at any age from infancy onwards. Females are 4 times more likely to be sexually abused than males. Boys are much more reluctant than girls to discuss their abusive experiences, and there is likely to be significant underreporting. In population samples, approximately 4% to 10% of women report full sexual intercourse as a child, a figure that rises to 65% in clinical samples (see Glazer, 2003, p. 342). The majority (85%–95%) of abusers are male, but those who target prepubertal children tend to both sexes. Those who focus on adolescents tend to target females. There is no reliable and valid profile of sexual abusers. They are heterogeneous in their own developmental and psychiatric histories. A significant proportion is of low intellectual ability, many will have experienced an abusive relationship in their own childhood and some will have a history of conduct disorder as a child. There is a suggestion that for some, this is an addictive behaviour. Abusers may begin their activities at any stage in their own life-cycle. For the child victim, there is a raised lifetime risk for emotional and behavioural disorders. In childhood and adolescence, the victim may express
 
 highly sexualised behaviour. Sexual interference with other children is a particularly difficult outcome to manage and a challenge to treatment. By adolescence, there are higher rates of depressive disorders in the abused population than the general population, and a range of problems (eating difficulties, substance misuse, early teenage pregnancy, criminal activities) can manifest. Little is known about the role of resilient and protective factors in ameliorating abusive experiences over time. Clinical management of abuse is predicated on ensuring the safety of the child from further abusive experiences. Once achieved, treatment for psychiatric consequences can be provided (Finkelhor and Berliner, 1995). Treatment for abusers may also be offered. Reconciliation between child and the abuser, especially if a parent, is a difficult clinical and social issue that requires considerable multidisciplinary work. Outcome is related to the severity of the abusive experience more than the child’s coping strategy at the time of the events. Individual and group and family treatments have all been used, and a treatment and care package should be tailored to the individual child. Little difference in overall effect has been shown between individual and group treatments (Jones & Ramchandani, 1999).
 
 Clinical syndromes that arise during childhood and adolescence The rest of this chapter is focussed on those clinical disorders that arise in the first two decades of life and in which the form of disorder is specific to children and adolescents. Other chapters in this volume provide detailed explanations of disorders that are uncommon in this age range but may occur sporadically. These include the major psychoses, obsessivecompulsive disorders, personality syndromes and substance misuse.
 
 Attachment disorders Our understanding of disorders of attachment derive from systematic observations of the emotions and behaviours of infants and children raised
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 Box 6.4 The Stages of Ontogeny of Attachment r Simple orientation signals from the infant to the immediate potential caregiver with no discrimination
 
 r Direction of these orienting signals to a specific caregiver (one or more)
 
 r Maintenance of proximity to a discriminated figure by means of locomotion as well as signals
 
 r The formation in the preschool years of goal-directed partnerships which accompanies the child’s emerging ability to discern the caregiver’s feelings and motives and is capable of attributing mental states to him or her
 
 in institutions before and immediately after the Second World War (Bowlby, 1951, 1981). The observations gave rise to attachment theory, which has been the subject of extensive research. Curiously, the clinical phenomenology and the implications for psychopathology were largely ignored. Recent research has sought to define attachment disorders and reconnect these to advances in attachment theory (O’Connor, 2003). Attachment is a dynamic process that is viewed as biologically driven and mutually reinforcing and adaptive for the parent and the child. The process fosters care and the growth of emotional warmth within parents and children and thereby enhances reciprocal positive affiliative relationships between parent-infant dyads. There are four broad stages in the ontogeny of attachment, as shown in Box 6.4. Contrary to earlier thinking, this process is not specific to the biological mother or father and can occur with stranger caregivers if they participate in the interpersonal processes that facilitate orienting and proximityseeking experiences. Although Box 6.4 refers to the ontogeny from the perspective of the child, attachment behaviour is a relational process that arises as a consequence of the contribution of behaviours from both the infant and the caregiver. This is an important principle because theoretically attachment disorders may arise as a result of a deficit or failure in relational psychology, the origins of which may reside in the caregiver or the infant.
 
 A key clinical feature of attachment disorders within the infant is the failure to differentiate and focus on key caregivers in later infancy. Within the caregiver, a poor orienting response to infant cues to provide a positive environment (physical and/or emotional) is the key presenting feature. The implications of positive attachment are that the child is developmentally enabled to engage in further mutually reinforcing social relationships. Attachment relationships do not have deterministic lifelong prediction for a socially rewarding life; rather, they moderate the behaviours and feelings that influence the next stage of development. A related notion is that of developmental programming effects in infancy. This suggests that early environmental experiences exert permanent effects on the development of biological systems that have effects throughout the lifespan. These epigenetic processes can occur for biological systems that influence behaviour. For example, the form of maternal care can influence the tone of the hypothalamic-pituitary axis in rodents (Weaver et al., 2004) and possibly in humans (Halligan et al., 2004). Thus the relational processes between infant and caregiver is likely to have an organising effect on behaviours that reflects how the individual may respond to later experiences. Whether these programming effects are permanent or moderated by subsequent physiological (e.g. adrenarche and puberty), environmental (e.g. positive peer group) or both types of influence is not known. Natural experiments charting the behavioural development of children raised in institutions and by their natural parents point to such effects as potentially likely, although the heterogeneity of the outcomes suggests the effects are not always deterministic (Rutter & O’Connor, 2004). Thus subsequent positive experiences can provide remission from undesirable behaviours within the disordered infant and restitution of some but not all abnormalities. Disturbances in parent-child relationships in infancy (i.e. the first two years of life) significantly influence the development of psychopathology
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 (O’Connor, 2003). The vast majority of this work is not on attachment disorders but on children with individual differences in normative attachment behaviours. Current classification of attachment disorders has attempted to remain theory-free and focus on putative clinical characteristics.
 
 Classiﬁcation of disorder One notable point of agreement between the International Classification of Diseases (10th edition; ICD-10) and Diagnostic and Statistical Manual (4th edition; DSM-IV) classification systems is that there are two types of attachment disorder – namely, a disinhibited and an inhibited form. The features of disinhibited attachment disorder derive in the main from studies of children reared in institutions. These infants and young children show overly familiar, proximity-seeking affectionate behaviour and a rather indiscriminate manner towards strangers. They also show disturbed interactions with others (strangers), exhibiting shallow and poorly sustained relationships. Inhibited attachment disorder (or reactive attachment disorder in ICD-10) is less well developed. It is characterised by a persistent failure to initiate or respond to social cues in most social interaction circumstances. These infants or young children will show highly ambivalent, avoidant or even aggressive behaviours. Both subtypes onset before 5 years of age. Any child presenting with these types of behaviours but with no preschool history should be considered as likely to be suffering from a different emotional or behavioural disorder. Children who meet the age criterion must also be shown not to be suffering from neurodevelopmental delay or deficits including autistic syndromes and speech and language disorders. Most clinical research has been on the disinhibited type of attachment disorder related to deprivation of parental care or severe maltreatment. Early severe deficits in caregiving lead to this disorder, which itself serves to increase the liability for fear-
 
 fulness, general worry, poor attention and overactivity (O’Connor & Rutter, 2000). Overt aggression can occur but is not a common feature in the early phase and is more likely to occur in those children exposed to maltreatment (O’Connor, et al., 2003). As yet there are no systematic studies of comorbid syndromes with disinhibited attachment subtype. There are no reported prevalence rates for attachment disorder. A study of adoptees found 19% with severe relational disturbances by 6 years of age (O’Connor & Rutter, 2000). The degree of exposure to deprivation was an important discriminator of risk for attachment disorder. Severe disinhibited behaviour was present in 7% of those infants adopted by 6 months but in 31% of those adopted between 24 and 42 months. This suggests a complex interplay between the duration and severity of exposure to pathogenic care processes influencing the liability for restitution following fostering or adoption. Overall inattentive and quasi-autistic disturbances are more likely than emotional and conduct syndromes in severely deprived children (Rutter et al., 2001). Long-term outcome studies of disinhibited attachment disorder have found that symptoms show little change over a 2-year period (O’Connor, 2003) but somewhat greater improvements over 4 years (Tizard & Hodges, 1978). Clinical assessment requires direct observation of the child to achieve the goals shown in Box 6.5. These observations should be supported by a clinical interview of caregiver and others in a care role (e.g. nursery worker, teacher). The interview should confirm the observed behaviours and also note whether the child wanders without checking back with the caregiver, whether the behaviour is pervasive across social circumstance or specific to one environment and whether it has changed over time and with different placements. Treatments involve improving the attachment between child and caregiver. These can modify the sensitivity of the parent or caregiver to the needs of the child and thereby improve parental responsiveness (O’Connor et al., 2003).
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 Box 6.5 Goals of Observational Assessment in Attachment Disorders r Differentiation of the level of sociable behaviour directed toward the caregiver compared with a stranger
 
 r Detection of indiscriminate friendliness, e.g. towards different members of a multidisciplinary team
 
 r Assessment of the quality of friendliness (e.g. physical contact seeking, intrusive questions, disrupting the communication of others, suggesting a failure to appreciate social rules and boundaries)
 
 Wetting and soiling Problems of continence in childhood are common and cause a great deal of distress and difficulty to both the child and parents or caregiver. Both maturation and learning are involved in establishing competent excretion habits. Control of excreta requires integrity of the autonomic nervous innervation of the smooth muscle of the bladder and gut, together with functioning of the spinal motor and sensory nerves. In addition, children must have reached the required level of cognition to appreciate what is required and the value of continence to their caregivers. They also require a sufficient motivational state to follow the expectations of others.
 
 Faecal incontinence There are considerable cultural influences on the age at which a child attains bowel control. Most children in Western societies have unreliable faecal continence in the first 2 years of life; some 10% of 3 year olds are not continent, with the rate declining to around 5% by 4 years and 1.5% by 7 years. In a community survey, soiling at a frequency of once a month or more affected 1.3% of boys and 0.3% of girls (Rutter et al., 1970). Only a small minority of these children are referred to child mental health services. Social expectations may be more demanding than medical ones. A young person with a learning disability may well be socially handicapped by soiling even if his or her mental age is below 4 years.
 
 Types of faecal incontinence Faecal incontinence is a general term for any sort of deposition of faeces. There are several patterns and a number of possible dysfunctions. Persistent leak of fluid faeces arises primarily as a physical disorder involving structural or functional difficulties (or both) in the gut and should be referred to specialist paediatric services. Leakage of semi-solid faeces into the undergarments suggests a retentive disorder, which is likely to be psychiatric in nature. The placing of fully formed stools in hidden and inappropriate places is also highly suggesting of a psychiatric disorder. Primary incontinence refers to any of these patterns occurring in the absence of the child being continent. Secondary incontinence refers to any of these patterns occurring in a child who was previously continent.
 
 Retentive soiling The majority of children referred to child mental health clinics for incontinence show the pattern of retentive soiling (Loening-Baucke, 1996). These children lack sensitivity to rectal sensation and distension, and a small minority show an abnormal contraction of the voluntary muscles of the pelvic floor during defecation. It is not known whether these physiological difficulties are present before symptom onset. Persistent symptoms may lead to chronic dilation of the rectum. Although there is modest evidence for a familial aggregation of retentive soiling (Bellman, 1966), it remains unclear whether there are genetic influences. The role of variations in toilet training of toddlers as a contributory cause for retentive soiling remains uncertain. Family stressors during infancy and preschool years appear to be potential contributory processes in about half the cases presenting to clinics (Silver, 1996). Chronic constipation or retention may be a sign of sexual abuse, with the development of retentive soiling a consequence of a refusal to open bowels in fear of a further assault or because of anal injury. There are no precise estimates of the proportion of children with encopresis that results from abuse. Some cases are associated
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 with low intelligence or more specific developmental delays of language comprehension. Associated emotional and behavioural symptoms are significantly more likely in children with retentive soiling compared with the general population. For boys, such symptoms are 3 times more likely and for girls 8 times (Rutter et al., 1970). Treatment should be preceded by a thorough examination to rule out physical disease of the gut. Severe retention should be removed using an orally given enema wherever possible; subsequent laxative medication is preferable (Nolan et al., 1991). This treatment is rather specific for this form of encopresis because it appears not to be helpful in those with nonretentive patterns of soiling (van Ginkel et al., 2000). Psychological treatments are key. Basic toilet training techniques should be examined and behavioural operant techniques applied to reinforce toileting behaviours. Regular and predictable toileting (e.g. after every meal) with rewards such as star charts is particularly suitable for those with primary encopresis and can be used in secondary forms when the original training pattern was judged to be faulty. There is evidence that some 30% of cases may persist into adolescence (Clayden et al., 2003). Poor outcome is associated with comorbid risks for lower social adjustment in general. These include learning disability and difficulties, behavioural or emotional problems and noncompliance with treatment.
 
 Urinary incontinence Effective and efficient storage and voiding of urine is subserved by a neural system involving the pons, the sacral plexus via the cauda equine, the pudendal nerves and hypogastric plexus to innervate the bladder and the sphincter. The smooth muscle of the bladder (detrusor) is innervated by the parasympathetic postganglionic fibres, the ganglion cells of which are located in the bladder, with the preganglionic motor neurons reaching the bladder via the pudendal nerve. Bladder control during the day is attained by age 5 years in 99% of children with normal intelligence
 
 and no health difficulties. Daytime continence is usually achieved before night. By the age 7 years, some 20% of males and 10% of females may still have nocturnal incontinence (Clayden et al., 2003). By age 18 years, 1% of males and perhaps 0.5% of females are still wet at night (Butler, 1998). Daytime wetting is far less prevalent and occurs in more girls than boys (Hellstrom et al., 1990). As with the night-time form the natural history is one of gradual resolution: each year some 14% of 5 to 9 year olds become dry; the corresponding rate is 10% for 10 to 18 year olds (Forsythe and Redmond, 1974). Diagnosis of what is abnormal is not straightforward, being influenced strongly by individual differences in attaining continence that are multifactorial and include genetic, physiological, psychological, parental expectations and sociocultural factors. The decision to treat presenting cases should be based on the extent to which the child is impaired by his or her symptoms and the associated negative impact on the immediate family and social circumstances. There are three main types of incontinence (Shaffer et al., 1994). The most common is bedwetting (nocturnal enuresis) with no daytime problem. A second is that of diurnal enuresis, which has two subtypes: with or without bedwetting. In addition, it is important to establish whether the form of disorder is primary, that is, a continuing form of the normal incontinence of childhood, or secondary, starting after the child has been successfully dry. Incontinence of urine is seldom associated with other abnormalities of micturition. For some children, the complaint will be that they are depositing urine in inappropriate places (but are otherwise continent). Inquiries should then be directed towards the motives for doing so rather than investigations of bladder function. Other sources of clinical heterogeneity include developmental delays, presence of concurrent emotional or behavioural problems, or both.
 
 Causal pathways Nocturnal enuresis runs in families. Of children with this form, 70% have parent or sibling who was late in becoming dry (Jarvelin et al., 1991). Monozygotic
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 twins are almost twice as likely to suffer from nocturnal enuresis as dizygotic twins. Primary enuresis is best predicted by a positive family history and lower developmental maturity in the first 3 years of life, whereas secondary enuresis is best predicted by being late to attain bladder control and being exposed to a high rate of adverse life events (Fergusson et al., 1990). Pathophysiological mechanisms include disturbed sleep patterns (Rona et al., 1997) with higher levels of reported nightmares (Moilanen et al., 1998) increased levels of sodium excretion (Natochin & Kuznetsova, 2000), failing to wake from light sleep when the bladder is full (Watanabe, 1991) and with a nocturnal reduction in renal sensitivity to vasopressin (Robertson et al., 1999). There are high rates (40%–60%) of comorbid behavioural disturbance in these patients (Byrd et al., 1996), being present in 40% or so of those attending child psychiatry services (Clayden et al., 2003). Comorbid behavioural disorders place a higher burden of demand and difficulty on families and may lead to secondary psychological distress in parents, siblings and the probands. Children with enuresis have a lower self-percept of themselves. Children view enuresis as a highly stressful event and are often secretive. Patients often have poor peer group networks for fear of being “found out” in social circumstances.
 
 Family circumstances should be assessed and a mental state on the child carried out. Rigid, harsh toilet training practices or alternatively neglectful ones should be closely considered. Formal treatments should begin with education reassurance about the natural history and a review of parenting and toileting strategies. Enuresis alarms are the most successful treatment (Mellon & McGrath, 2000). The treatment is safe, and approximately three quarters of all users will achieve continence by 4 months of regular and proper use. Treatment compliance is a key feature. Medications can reduce the incidence of nighttime wetting and are useful as short-term treatment in severe cases or when there are social benefits, such as a child going on a school trip. Desmopressin, an analogue of antidiuretic hormone, produces significantly more dry nights that placebo (Skoog et al., 1997). Its use is generally safe, and it can be given as a nasal spray. Tricyclic and tetracyclic antidepressants have a greater effect than placebo in reducing the frequency of wetting (Glazener & Evans, 2000). These drugs have a high risk of side effects in overdose, and treatment gains are lost when the medicine is stopped. These medications should be reserved for emergency circumstances in specialist clinics.
 
 Clinical management
 
 ADHD is a clinical syndrome presenting in the childhood years, generally before age 8 years, with a core set of symptoms consisting of inattention, hyperactivity and impulsivity. These terms are used in a broad clinical sense to describe a set of real-life difficulties that these children experience in school, home and social circumstances. Diagnosis is not straightforward because the core constructs are all themselves heterogeneous. Studies using the broader-based DSM categories show the highest estimates ranging from between 5% to 10% of children between the ages of 5 and 12 years (Fergusson et al., 1993; Newman et al., 1996; Offord et al., 1989). In the more narrowly defined
 
 Parents do not consider most wetting problems a problem and seldom seek advice. The vast majority of wetters are dealt with (quite rightly) in primary care services. Referral to child mental health services is often due to failure of response to symptomatic measures. Physical investigation should be thorough, including palpation of the abdomen and kidneys and examination of the spine and muscular systems for wasting. Urine should be sent for culture, and in rare cases diabetes may be considered. Nocturnal epilepsy or upperairway obstruction may occasionally present with enuresis.
 
 Attention-deﬁcit/hyperactivity disorder
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 ICD types, estimates are generally between 1% and 2% for the full syndrome without comorbid features (Daenckerts & Taylor, 1995; Swanson et al., 1998). There are cultural and ethnic differences in prevalence in part due to variations in the interpretation of observed behaviours. Clinical attention difficulties include difficulties selecting a task, staying on task and finishing things, together with a high degree of switching from one task to another. Hyperactivity consists of motor restlessness that is not goal directed and consists of fidgetiness whilst still, overactivity whilst on the move and restlessness independent of social context, in some cases including whilst sleeping. Impulsivity is defined as the inability to delay a response to a stimulus, even one that carries negative consequences. The components of impulsivity are short reaction times, low inhibition and failure to learn from previous experiences leading to risk-taking behaviours. Each of these components carries a degree of impairment to the child’s well-being and high symptom levels in all three areas reflects a severe disorder often requiring constant supervision in the young child. Hyperactivity and impulsivity are more closely associated with each other than either is to attentional difficulties. In the DSM-IV classification, this has influenced the description of two forms of ADHD with three possible diagnostic implications – an inattentive type, hyperactivity type or a combined type. In contrast, ICD has a single diagnosis termed hyperkinetic disorder but allows the classification of attention difficulties without hyperactivity. For a diagnosis, symptoms should have begun before age 7 years and have been present for at least 6 months. The broader terminology of DSM has led to an increase in the number of children in the United States with the diagnosis of ADHD with a greater inclusion of girls, preschoolers and adults. There has also been a 50% increase in the overall prevalence within the school-age population and a marked upturn in prescribing stimulant medication (Schachar & Tannock, 2003). These increases have also occurred in other parts of the world but to a
 
 more limited extent. It may be that those countries with a bias toward the ICD classification are less likely to broaden the diagnosis or show a marked increase in prescribing medication. ADHD invariably presents with comorbid diagnoses. In ICD, the presence of conduct disorder leads to a different diagnosis of hyperkinetic conduct disorder, whereas in DSM concurrent conduct disorder is recorded as comorbidity. More than half of ADHD cases present with comorbid diagnoses. Other comorbidities include emotional disorders and learning difficulties, and coordination problems and motor clumsiness are also common. An alternative to categorical syndrome identification is a quantitative approach to the traits underlying the conditions. In this approach, it is assumed that the constituent components vary widely in the population, and it is those at the extreme ends of this distribution who are most likely to be both impaired and disordered (Fergusson et al., 1991). This approach is supported by the observation that there is no bimodal distribution of scores for attention, hyperactivity or impulsivity in the child populations. Thus there is no obvious discontinuity between groups of individuals in the community with high scores and those with moderate to lower scores on any measure of hyperactivity. Dimensionally scored variables generally show a fairly consistent linear effect in that those with higher scores and therefore greater risk show more heritability and a worse outcome (Fergusson & Horwood, 1995; Levy et al., 1997). ADHD – hyperactivity type or combined type have a fivefold increased risk for adverse outcomes into adult life (McArdle et al., 1997). These children show increases in disruptive behaviour disorders, substance misuse, poor academic achievement and lower status employment. Outcome is made worse by exposure to chronic psychosocial adversities and by a family history of hyperactivity (Taylor et al., 1996). In the child, high symptom counts dominated by hyperactivity and/or impulsivity, comorbid conduct disorder or associated language and learning
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 difficulties are all associated with a worsening of prognosis (Merrell & Tymms, 2001).
 
 Aetiology ADHD is an aetiologically heterogeneous disorder with genetic, neurochemical, affective-cognitive and social environmental adversities contributing to overall liability for disorder. Much of the available evidence points to brain-based abnormalities in executive functions in self-regulation, arousal, motivation, cognitive flexibility and working memory, arising primarily as a failure of dopaminergic neural systems to evoke normative reward systems in the developing brain (Carrasco et al., 2005; Sagvolden et al., 2005). Abnormalities in a distributed neural system that involves the orbital prefrontal cortex, anterior cingulate and its connections to the basal ganglia appear particularly implicated. Thus the clinical phenotypes of ADHD increasingly appear to arise from a loss of efficiency, effectiveness or across a widespread generalised dopaminergic network dysfunction and may not be easily attributable to a single basic behavioural function (Carrasco et al., 2005; Doyle et al., 2005). Family, twin, adoption and molecular studies offer strong evidence for genetic susceptibility to ADHD (Cornish et al., 2005; Doyle et al., 2005; Reiersen, 2005; Stevenson et al., 2005; Volkmar, 2005). Twin studies have reported heritability estimates of between 0.7 and 0.9, with the data favouring genetic influences on higher scores on the trait measures of hyperactivity-impulsivity. Candidate gene approaches have begun to identify markers notably in the dopamine system (DAT1 and D4 receptor gene in particular). Gene-environment interactions are likely to be important. Classical twin study analyses are particularly poor at identifying within-family environmental effects, and “pure” genetic estimates are likely to contain these interactions within their reported heritability estimates. Future studies need to include measures of the internal and the external environment of the child as well as being genetically sensitive before any firm conclusions can be reached about the relative
 
 Box 6.6 Arms of the MTA Study r Medication alone (mostly methylphenidate) r Medication + psychosocial treatment (combined family therapy, summer camp, social skills, and classroom management)
 
 r Psychosocial treatment alone r A typical community-based intervention
 
 contributions of genetic and epigenetic influences on ADHD traits and disorders.
 
 Treatment The major focus of treatment of ADHD is on reduction of hyperactivity and impulsivity, improvements on attention and, in some cases, a decrease in aggression with concomitant improvements in selfconfidence and a lowering of social anxiety. In terms of medication, the most recent and largest randomised controlled trial of stimulant medication for ADHD is the MTA study outlined in Box 6.6 (Multimodal Treatment Study of Children With ADHD; Jensen et al., 2007). Patients with the hyperactive type of ADHD did best on medication alone with little additional benefit from psychosocial treatments. Those who received combination treatment had equivalent improvement to medication alone but on a lower dose of medicine. The additional benefit was most apparent amongst those with comorbid anxiety disorders and a higher level of psychosocial adversities at home. Medication management resulted in better improvements in the specialist physician than the community-treated group. This was particularly true for children with comorbid anxiety symptoms. This latter finding suggests that complex cases will be better managed in specialist clinics. Thus overall there is clear-cut evidence for medication as a first-line treatment in the hyperactive type with psychosocial interventions in an effort to maintain low-dose medication. Diagnostic uncertainty, comorbid possibilities and complex psychosocial environments are strong clinical reasons
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 to consider referral to specialist child mental health services. The latter services should strongly consider the formation of specialist ADHD services in the light of this important treatment study. Psychological treatments alone are not recommended for the ADHD – hyperactive-impulsive type (Kutcher et al., 2004) but may be a first-line treatment of choice for the inattentive type or used as a concurrent therapy, particularly in those in whom comorbid disorders are equally dominant (Murphy, 2005). Stimulant treatment may have a limited impact on learning and aggressive behaviour, be less effective in adolescents compared with children and, in a few children, increase social-inhibited behaviour and dysphoric feelings. There is evidence for longterm efficacy in many cases with few negative effects of comorbid disorders in stimulant responders. Psychosocial treatments should be offered to all families either because of primary behavioural difficulties in the child or secondary effects on family functions including siblings. Behavioural treatments alone have moderate to small effects in ADHD and little or no effect in the hyperactiveimpulsivity type. Most families choose multimodal treatments involving concurrent administration of psychosocial and pharmacological treatments. Indeed, child psychiatrists should work in multidisciplinary teams that are able to deliver combination treatments. From the public health perspective, the greatest burden in schools and families is likely to arise from the ADHD – inattentive group. The treatment findings for this, the largest subtype, are equivocal, with no support for a medical intervention as a first line. Prevention strategies should be aimed at this subpopulation. In addition, preschool groups with high levels of ADHD symptoms associated with language difficulties and antisocial behaviour should be a key target for early interventions because they are most likely to develop ADHD – hyperactivity type in the school-age years (Moffitt, 1990). Current strategies are combined family-based interventions for improving parent-child relations and
 
 preschool-based behavioural programmes for managing restlessness, impulsivity and aggressive (both proactive and reactive) behaviours to peers. There is considerable optimism that treatment of the ADHD – hyperactive type will be effective. Equally there is growing sense that public health strategies in the preschool child in the community could diminish the burden of care children with these disorders may require in the school-age years.
 
 Autism spectrum disorders Autism spectrum disorders are characterised by the early onset of a constellation of features consisting of difficulties in social reciprocal interaction and communication and restricted and repetitive behaviours or interests. The term autism means withdrawal but is potentially misleading because it may be mistaken for a child withdrawing into an active internal world as a consequence of external adversities in early life. The reality is that children with autistic spectrum disorders are unable to participate in the social world due to their brain-based disorder, which leads to severe impairments in the aforementioned affective, cognitive and behavioural domains. Autism also differs substantially from schizophrenia in its much earlier onset, greater frequency of neurological features including a high incidence of seizures in adolescence, stronger associations with mental retardation and a different pattern of cognitive deficits (Volkmar & Nelson, 1990). The classic study by Folstein and Rutter (1977) showed that autism was highly genetic in origin and that milder but related deficits are found in monozygotic twins discordant for disorder. The broader phenotype was subsequent described in first-degree relatives with milder deficits (Bolton et al., 1994; Fombonne et al., 1997). The notion of a spectrum disorder became accepted and encompassed the classical cases of autism and Asperger’s syndrome described by Leo Kanner and Hans Asperger respectively in the late 1940s and a set of milder conditions with variable degrees of impairment. The DSM and ICD
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 diagnostic frameworks have almost identical representation of autism spectrum disorders classified under the term pervasive developmental disorder. Diagnosis depends on the presence of impairments before the age of 36 months in three areas: social reciprocity, communication and restricted behaviours and interests. The epidemiology of autistic spectrum disorder has shown an increase in the prevalence from 2 to 5 per 10,000 in the 1970s to around 7.5 per 10,000 in the 1990s for classical autism and 12.25 per 10,000 for atypical autism, Asperger’s and other variants (Fombonne, 1999; Tidmarsh & Volkmar 2003). Precise estimates for Asperger’s are not known but when included as milder variants of fautistic spectrum disorders may be as high as 60 per 10,000 (Charman, 2003). Current figures suggest about 2 cases per 1,000 individuals and are likely to be an underestimate of Asperger’s and milder variants. Rates for the latter may be as high as 5 cases per 1,000 for Asperger’s and related disorders and 2 per 1,000 for classical autism (Chakrabarti & Fombonne, 2005; Micali et al., 2004). At least some of this increase over the past 30 years is due to a broader definition and better ascertainment. Whether there is a true rise in some of these disorders requires further study.
 
 Clinical features Social deficits are characterised by a profound failure in social interactions and the ability to form relationships (Tanguay et al., 1998). This is substantially different from children with mental retardation and language difficulties alone who do show such interests even if they are less able to communicate. Autistic preschoolers are less likely to comfort other children, may not seek enjoyment in social events and have a limited range of direct face-toface expressions associated with unusual eye contact. Social reciprocity can and does develop in many of these children, albeit with the retention of a rather idiosyncratic style, but they may be secondarily handicapped by their lack of opportunity to learn from normal peer group interactions.
 
 Communication difficulties are prevalent in autistic spectrum disorders with a markedly high level of language impairments but of varying types and severity. In severe classic conditions, there is an absence of speech; however, in a small proportion of cases, there is an overproduction of speech often delivered in a rather monologue style. A further group shows directed speech delivered only rarely and invariably in a form of asking for things. Syntax and grammar may be abnormal in a variety of ways, including reversal of pronouns, delayed echolalia, stereotypical speech often borrowed from others and the making up of new words (neologisms) (Lord et al., 2000). There are also deficits in nonverbal communication, including impairments in gestures of nodding, pointing and showing. There are marked impairments in language comprehension and associated cognitive processes of imagination with consequences for social play. Autistic children have markedly restricted or absent imaginative play and noticeable severe impairments in turn taking and playing social reciprocal games such as hide and seek. Autism is associated with severe language impairments in about 50% of cases (Volkmar et al., 2005). Intensive early language work may diminish this prevalence by the school years, but the developmental trajectory of language acquisition by adolescence is about half of chronological age (Sigman & McGovern, 2005). The condition is most often associated with lower verbal than nonverbal skills. Those children with Asperger’s are distinguished by a normal onset of speech production by 36 months but a high incidence of the aforementioned abnormalities in language and cognitive processing domains (Volkmar et al., 2005). About one in four will continue to show severe receptive and expressive language impairments in the first 2 decades of life, and of these there will be a noticeable subgroup with a verbal apraxia or dyspraxia that affects their articulation. These cases begin to show overlaps in their language and cognitive anomalies with children who have specific language impairments (Kjelgaard & Tager-Flusberg, 2001).
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 Stereotyped interests and behaviours include unusual preoccupations and circumscribed interests, compulsions and rituals, unusual hand and finger or whole-body movements, repetitive use of objects and unusual sensory reactions or interests. There is no core set of these features that occur in autistic children; rather, there are marked individual differences in presentation of these aspects. Rituals and repetitions differ from those seen in obsessive-compulsive disorder (Leckman et al., 1997). In autism, they are not upsetting, and there is no resistance. The occurrence is often arbitrary and not linked to prevention of an untoward event. Autistic rituals do not contain complex tasks such as hand washing, checking or counting. In some, obsessive-compulsive disorder may develop later, and in such cases, there are typical symptoms of the latter disorder. Stereotyped movements of the hands and fingers are also common, often but not exclusively within peripheral rather than central vision. Hand flapping, often accompanied by jumping, bouncing and rocking foot to foot, are also common. Peering at linear objects or patterns is frequently described. Until recently, stereotyped interests and behaviours were considered as secondary features, with the primary deficit being one of social communication (Tanguay et al., 1998). Repetitive behaviours are not, however, secondary to an absence of social stimulation (Romanczyk, 1986). Adding a criterion of repetition to the diagnostic profile has, however, considerably improved the specificity of diagnosis (Buitelaar et al., 1999). There is a need for sameness in many but not all people with autism. Even subtle changes, such as the change of place of an ornament, in the environment can cause distress (Volkmar et al., 2005). Some patients will self-harm, particularly those with learning difficulties, often hitting themselves for no apparent reason. Although there is a large proportion of patients with autism who also suffer from learning difficulties, modern communitybased studies place the proportion of those with a general IQ within the normal range perhaps as high as 50% (Fombonne, 1999).
 
 Detection and course Autism is a brain-based disorder, and detection of difficulties by parents generally occurs in the first 2 years of life, although many parents are concerned in infancy. Parental concerns focus on low-level or absence of speech or difficulties in settling. About 25% of parents report a loss of the few words their infants have by the third year of life (Bale, 2002; Luyster et al., 2005; Shinnar et al., 2001). The relationship between this speech regression and later prognosis is unclear but is likely to indicate a more severe form of disorder with greater global impairments in social-cognitive function (Luyster et al., 2005). The two most powerful predictors of a better outcome are nonverbal IQ and the presence of language. The lower the nonverbal IQ, and the later the onset of speech, the worse the prognosis. Children with IQs lower than 50 and with no speech by 5 years have the poorest outcomes, but social communication, nonverbal communication and language variability all exert independent effects on outcome through into adult life, even in those with cognitive function within the normal range in childhood (Charman et al., 2003; Howlin, 2003; Howlin et al., 2004; Szatmari et al., 2003). Other predictors of a better outcome in development by middle childhood include the presence of joint attention (a proxy of social language or relational skills; Sigman & McGovern, 2005), verbal imitation (Smith & Bryson, 1994, and social communication (Lord et al., 2000). Autistic syndromes are lifelong disorders even in those who show real improvements by young adult life (Howlin, 2003; Howlin et al., 2004). Thus the likelihood of complete independence is limited. Useful employment and semi-independent living are possible, but even the most able are likely to require some help in these domains (Howlin, 2003; Howlin et al., 2004). Comorbid disorders, especially depression and anxiety, are common in adults with autistic disorders (Ghaziuddin & Greden, 1998; Ghaziuddin et al., 2002). These are deserving of treatment wherever possible. Their impact on prognosis into midand later life in autistic patients is not known.
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 Box 6.7 Differential Diagnosis of Autistic Spectrum Disorders r Receptive language disorder and semantic-pragmatic disorder: specific developmental disorders with language delay and social communication deficits, but rarely have stereotyped interests and behaviours
 
 r Severe social deprivation: usually show more social reciprocity even in the absence of speech and the presence of poor imaginative play (Rutter et al., 1999)
 
 r Selective mutism: associated with atypical language development (Kopp & Gillberg, 1997) but have strong social attachments to their parents, imaginative play and social reciprocity even though it may be restricted to a few persons
 
 r Early-onset schizophrenia: there is a normal onset of speech and language with no idiosyncratic features
 
 r Rett syndrome: a rare X-linked disorder that affects girls almost exclusively and is due to one or more muta-
 
 Conduct and oppositional disorders The term conduct disorder refers to a persistent pattern of antisocial behaviour in which the individual repeatedly breaks social rules and carries out aggressive acts that upset others. It is the most common behavioural disorder across the world and the most frequent reason for referral to child and adolescent mental health services. Antisocial behaviour has the highest continuity into adulthood of all measured human traits, apart from intelligence. The disorder is becoming more frequent in adolescents in developed countries and places a high burden on individuals and costs on society. A high proportion of children with conduct disorders grow up to be antisocial adults, and a small but significant proportion will be classified in adult life as suffering from antisocial personality disorder.
 
 tions in the MECP2 gene (Amir et al., 1999; Caballero & Hendrich, 2005); development is normal until about 12 months of age followed over the ensuing 12 months by gradual loss of speech and purposeful hand use with onset of stereotyped movements; also shows deceleration of head growth leading to acquired microcephaly
 
 r Childhood disintegrative disorder: characterised by a pervasive decline in previously normal development (Volkmar & Rutter, 1995), extending well beyond language to include bowel, bladder and other neurological manifestations; some are due to metabolic disorders of the brain such as leukodystrophies, but invariably no clear cause is ever identified
 
 r Acquired aphasia with epilepsy (Landau-Kleffner syndrome): may mimic autism, but the diagnosis is usually clear with a regression from normally acquired language and social communication skills associated with the onset of seizures (Deonna, 2000)
 
 Differential diagnoses The diagnosis is a specialist issue, and any child in whom autism is suspected should be referred to a unit with the appropriate expertise to undertake a full developmental psychiatric assessment. There are a number of other disorders to be considered, as shown in Box 6.7.
 
 Classification Diagnosis is not straightforward when the core features, aggressive and defiant behaviour, are part of normal child development and context-sensitive in their expression. Determining when the behaviour is clinical and impairing is therefore complex and risks becoming arbitrary. Presenting symptoms will vary with age and gender and social context, and these factors must guide clinical assessments. The characteristic features are shown in Box 6.8. There are two broad types of conduct disorder, an early-childhood onset and a later adolescentonset type. Childhood onsets have severe symptoms starting before 7 years of age and show a sex difference with three boys for every girl. They show a high level of neuropsychological difficulties and a persistent and protracted course with a significant proportion of these developing or being reclassified as antisocial personality disorder in adult life. Adolescent onsets show no marked neuropsychological deficits, have an equal sex distribution and a better outcome with a markedly lower risk for antisocial personality disorder in adult life. Social factors and especially peer group deviancy play a
 
 Chapter 6: Psychiatric disorders in childhood and adolescence
 
 Box 6.8 Features of Conduct Disorder
 
 impaired in ways that are maladaptive and inconsistent with the developmental level.
 
 Young Children
 
 r Angry outbursts r Temper tantrums r Physical aggression towards peers and siblings in r r r r
 
 particular Destruction of property Arguing Blaming others General tendency to annoy and provoke others
 
 Middle Childhood
 
 r r r r r
 
 Swearing Lying about their whereabouts Stealing outside of the home Fire setting Cruelty to animals
 
 Adolescence
 
 r r r r r r r r
 
 Violence to others Cruelty Assault Robbery using force Stealing from cars Running away from home Truanting Use of narcotic drugs
 
 significant role in the onset of the adolescent onset form of these disorders. The ICD and DSM systems follow each other closely for the diagnosis of conduct disorder. In ICD-10, the general clinical description requires an enduring pattern of antisocial behaviour. Details are specified for research diagnoses which are also clinically helpful. Symptoms should be present for at least 6 months and have an adverse impact on others. Symptoms are derived from four domains: aggression to people and animals, destruction of property, deceitfulness or theft and serious violation of the rules. These are most easily applied to middle childhood and adolescent patients. For younger children, the term oppositional defiant disorder is used, and diagnosis is made on the basis of a list of eight symptoms, of which four should be present and the individual (rather than others) should be
 
 Prevalence and course Serious oppositional behaviours in the preschool population is estimated at between 4% and 9%, and in school-age children, it is approximately 6% to 12%, with the more severe conduct disorders approximately 2% to 4%. In adolescents the estimates for oppositional disorders is as high as 15% and for severe conduct disorder between 6% and 12% (Costello et al., 1996a, 1996b; Maughan et al., 2004). The early-onset group shows symptoms by 3 years of age. Symptoms continue to build and escalate. Approximately half remit or recover by age 8; the others show high levels of learning and language difficulties and callous-unemotional traits. They suffer poor parenting, are socially isolated and reach adult life with poor scholastic records, few friends and continued antisocial behaviour. They are referred to as life-course-persistent conduct disorder and are likely to receive a diagnosis of antisocial personality disorder. The adolescent onset time-limited group do not have a child history of symptoms or neuropsychological deficits, are somewhat less antisocial and come from families with less parenting difficulties. By their 20s, patients’ symptoms have frequently desisted or, at worst, remitted, and effects on them and society are negligible. Around 10% of this adolescent-onset time-limited group continue with antisocial behaviour into adult life. Overall conduct disorders are more prevalent in urban compared with rural societies and 4 times more common in socioeconomically deprived areas where families are on low-income, state benefits or welfare. These social factors overlap considerably. These prevalence estimates and general characteristics have been confirmed in surveys from a range of Western countries including the United Kingdom, France, New Zealand and Canada. The prevalence estimates are somewhat lower in Hong Kong and South America.
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 There is evidence that in Western societies, conduct disorders have risen since the 1950s by as much as 20-fold.
 
 Aetiology Conduct disorder clusters in families and particularly in first-degree relatives of those with childhood early-onset type. Adoption studies have shown that criminal behaviour by adolescence is 2 to 3 times in the adopted-away offspring of infants from antisocial families compared with control subjects. Equally, however, those adopted into lowincome families are more likely to have such histories by adolescence, indicating a key role for both genetic and environmental components to risk for conduct disorder through the first 2 decades of life. Recent studies of molecular genetics and behaviour have confirmed a gene-environment interaction process underlying the liability for conduct disorders and antisocial personality disorder. This is most apparent for the life-course-persistent rather than the adolescent-onset group. A study of twins has shown that the most genetic components are aggressive tendencies which show continuity throughout the first 2 decades of life (Eley et al., 2003). Nonaggressive aspects of conduct disorders also show genetic influence, but the shared family environment is also highly contributory. Severe social privations, such as child maltreatment and poverty, are exerting effects of importance in conduct disorders primarily on nonsocial components such as lying, stealing and poor socialisation. As yet we do not know the precise role of social adversities in determining the potency of genetically mediated neural vulnerabilities to onset and persistence of these conditions. For example, Caspi et al. (2002) showed that maltreated children with a genotype conferring high levels of MAOA expression were less likely to develop antisocial problems. There is a powerful G × E interaction, with childhood maltreatment more likely to lead to antisocial behaviour if there is low expression of MAOA in the offspring. The combined effect leads to a greater
 
 incidence of conduct disorders and “disposition towards violence” in adult life. Family process research has shown that coercive negative interpersonal relations between a parent and a child are important within-family moderators of the liability for conduct disorder (Conger et al., 1995; Patterson et al., 1998; Snyder et al., 2005). In families with a conduct-disordered child, negative behaviour is often reinforced by increased attention through shouting, criticism and blame. In contrast, a child’s positive behaviours in such families are often ignored. Parental style is therefore an important social learning tool, and the balance of rewards and reinforcing positive behaviour is a key component in shaping positive values and diminishing antisocial behaviours in the child. It is striking that young children will show a preference for evoking negative reactions from their parents and therefore invite punishment that shows a preference for no interaction at all. This social attention rule indicates that children will behave in whatever way is required to gain parent time and proximity even when it is leading to the shaping of negative behaviours in themselves. This makes the immediate family context and the parent-child interaction patterns therein a key environmental feature of the liability for shaping the forms of behaviour within the offspring. This is a more optimistic perception than one of genetic determinism and has led to the development of effective parent-child treatments. The gender differences in early-onset life-coursepersistent conduct disorder are intriguing, and a considerable amount of research has been undertaken to identify whether there are sexdifferentiated mechanisms that increase the liability for boys in the early school years to present with this severe behavioural condition. It is crucial to distinguish between these disorders and children with moderate to severe behavioural difficulties who do not meet criteria for conduct or oppositional defiant disorder. Such children present with similar features of defiance, stubbornness and oppositional behaviours to family and friends and are often observably emotional at these times. Tears, anger and sadness frequently accompany these
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 presentations. When highly disruptive to themselves and others, they are likely to be a significant cause for concern. These emotional-behavioural syndromes are poorly characterised but appear to have a much better outcome with no significant risk for delinquency and criminality in adult life. Although they appear somewhat more common in boys, they are poorly understood, probably consisting of a heterogeneous set of conditions. Overall, conduct disorder is associated with erratic parenting styles in which discipline is unpredictable and accompanied by lack of warmth and by poor supervision. These parenting characteristics are not only reactions to the child’s behaviour, but when they are, they contribute rather than alleviate symptoms in offspring. Persistent conduct disorder is associated with family breakdown, but even in these difficult circumstances, it is the style of parental care than predicts persistence of behavioural syndromes rather than breakdown per se. The risks associated with poor parenting are influenced by the well-being of the parents themselves. Thus the liability for conduct disorder goes up in parents with psychiatric disorder and poor parental practices and may be attenuated in parents with poor parenting but no psychiatric disorder. It has been shown that criminality is partly brought about by a genetic predisposition, the mechanisms of which remain unknown (discussed earlier). Such an intrinsic vulnerability imparts a set of antisocial values which themselves operate to increase the liability for conduct disorders. Child maltreatment (physical and sexual abuse) is associated with a significant increase in conduct disorders. This raised risk is somewhat nonspecific, however, because these traumatic experiences are a general vulnerability factor for emotional as well as behavioural disorders across the lifespan. A number of nonfamilial factors may act to increase the risk of conduct disorders. These include poor school discipline with low morale amongst staff and students and high staff turnover, as well as deviant peer groups with a high incidence of antisocial behaviour. This deviant peer group factor
 
 is strongly associated with adolescent-onset disorders, whereas peer rejection is strongly associated with early-onset conduct disorder (Moffitt & Caspi, 2001; Moffitt et al., 2002). Other general risks include neighbourhood effects (Caspi et al., 2000), including poor housing, overcrowding and few amenities.
 
 Child characteristics A cluster of temperamental characteristics characterised by behavioural impulsivity, short attention span and motor restlessness observable in infancy are associated with aggressive problems in the preschool years. These features are highly stable and associated with antisocial behaviours in adulthood (Caspi et al., 1995). The extent to which they can be moderated by environmental features that will alter the developmental trajectory of the individual for the better is not known. Emotional and cognitive factors include a tendency toward callous and unemotional traits, low empathy for others and a suspicious attributional style leading to a perception of hostility by others towards them. In primary school-age children, low subjective responses to emotionally arousing pictures is associated with higher scores on parent reports for deviant behaviour (Sharp et al., 2006). By adolescence, there is a low level of planning in their lives, poor social skills and low motivation for change. Recent advances in emotional psychology have noted a marked insensitivity to negative feedback and have begun to identify the neural systems that subserve these emotional and cognitive characteristics (Blair, 2001; Blair et al., 2001). Deficits in amygdala, orbitofrontal cortex and some prefrontal areas are implicated in these abnormal emotioncognition processes in conduct-disordered youth and antisocial adults (Blair, 2004; Blair et al., 2006). The underlying circuitry involved may vary according whether the child has high levels of callous-unemotional traits – which may be associated with a high level of neural dysfunction or is concurrently anxious – in which the underlying neural dysfunctions may be less and involve fewer
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 of the aforementioned regions. In addition, earlyonset conduct disorder is associated with a general level of intelligence some 8 to 10 points below the general population mean. This serves to act as a cognitive vulnerability which, in the presence of poor parenting, increases the liability for conduct disorders. Finally, there is considerable evidence that autonomic underarousal is present in conduct disorders (Raine et al., 1997). Compared with control subjects early-onset cases show low response and cortisol hyposecretion to emotionally arousing stimuli and low tolerance for frustration, despite self-reporting a feeling of being out of control during the tasks (van Goozen et al., 1998, 2000). This dissociation between physiological and psychological parameters is marked and consistent with a central deficit in emotion processing (Blair et al., 2006). These findings are not evident in those with high levels anxiety in whom responses are no different from those of control subjects (increased autonomic activity and cortisol hypersecretion). The implications of these findings for outcome and treatment remain underinvestigated.
 
 behaviour and may be more prevalent in adults with volumetric reductions in prefrontal cortical regions believed to subserve these executive processes (Raine et al., 1998, 2000).
 
 Long-term outcome In the classic study by Robins (1996), nearly half of children with conduct disorders went on to develop antisocial personality disorder. These early childhood forms have become known as life-course persistent although as already noted, they may desist if the social environment is particularly emotionally positive in the preschool years. Individuals whose course begins with conflictual behaviour with parents and others are much less likely to progress to antisocial behaviour than those who have early signs of covert delinquent behaviours or cruelty and proactive aggression towards persons or animals (Loeber & Farrington 2000; Loeber et al., 2000, 2001). The latter group are those most likely to show abnormalities in the prefrontal lobes and other brain regions, executive dysfunctions and impaired emotion response associated with a callous and nonempathic cognitive style (Blair, 2001, 2003; Raine et al., 1998, 2000).
 
 Risks as causes Individual differences in heart rate are apparent from infancy and through the lifespan in both genders and consistently reported in association with aggressive and antisocial behaviour patterns (Pine et al., 1998; Raine et al., 1997; Raine, Meloy et al., 1998). Lower heart rate in childhood predicts increased rates of antisocial behaviour in adult life and a higher heart rate in children with aggression predicts desistance into adult life (Raine et al., 1997; Raine, Reynolds et al., 1998). The status of executive dysfunction is also being made clearer as a potential causal process. Children with no comorbid hyperactivity show low sustained attention, impaired planning, inefficient decision making, low motivation and poor problem solving independent of general IQ or memory abilities (Seguin et al., 1999; Toupin et al., 2000). These features correlate with clinical indices of antisocial
 
 Treatment For preschool and school-age subjects, treatment is largely focused on parental skills training and parent-child training. Parent management training is amongst the most successful in this age range with a focus on removing the coercive cycle of behaviour that exists in parent-child conflict situations (Webster-Stratton et al., 2001a). Group parent management classes, especially for mothers with disruptive pre-schoolers, have demonstrated efficacy in the short term (Webster-Stratton et al., 2001b, 2004). Improving marital dysharmony and disruptive adult behaviours and assisting adults with anger management using family-based methods and individual treatments have promise (de Kemp & Van Acker 1997; Van Acker & de Kemp 1997). The impact of treatment on older adolescents is less clear, and there are no randomised
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 controlled trials of psychological interventions in this age range. Similarly, it is not known whether treatment in childhood diminishes the risk for recurrence or relapse of antisocial behaviour in the long term.
 
 Box 6.9 Elements of a Successful School Intervention for Conduct Disorder r Delivered by staff who are part of the school culture rather than perceived as “outside experts”
 
 r Schools are involved from the outset in designing the programme
 
 Prevention Two main preventative strategies have been employed: first, a public health approach to diminishing risk environments; second, a collective approach to improve competencies in individuals at risk for these disorders. The methods are sound, but a key variable is participation of families and ensuring treatments fit with the work-life balance of those at risk, or take up is less than satisfactory (Boyle et al., 1999; Cunningham et al., 2000; Hundert et al., 1999). In Canada, a comprehensive programme of nonacademic skills development was introduced for boys aged 5 to 15 years in one area and compared with another group with the same demographic features (Jones & Offord, 1989; Offord et al., 1992; Sanford et al., 1992). Those receiving the skills training showed a significant decrease in vandalism over the subsequent 3 years. This was not simply a result of more resources and attention paid to those youngsters because they also showed a significant increase in competence and skills. A cost analysis demonstrated that the financial savings for government far exceeded the cost of the programme. A caveat was that the improvements were limited to nonacademic areas of competence, and few gains were noted in school performance or indeed social skills. This suggests that improvements in skills are unlikely to generalise across domains of personal competencies. These latter observations point to the need for specific multimodal interventions in these children that are focused at different components of abilities to produce a realistic decline in risk reduction at the level of the individual. With regard to learning competencies, schoolbased interventions have been popular for many years but have produced varying degrees of success in risk reduction. There have been many
 
 r Idiographic characteristics of the schools are at the centre of the programme, so that a “one size fits all” approach is not applied across widely differing student environments
 
 r Results are judged over time in a manner that has ecological validity for the schools
 
 programmes in developed countries aimed at reducing risks invariably with widely different methodologies, sample sizes, population characteristics and outcome variables. Interventions in primary schools have shown that social skills and training behavioural programmes in 6 to 8 year olds can have a significant positive effect on behavioural ratings obtained from teachers and that these can endure over the primary school period (Hawkins et al., 1991; Kolvin et al., 1981). Cultural influences are likely to be important in the effectiveness of such programmes. A major problem identified from early studies is the key variable of efficient delivery and monitoring change in the school setting. Risk reduction policies aimed at diminishing aggressive actions between children are most likely to succeed when they accord with the principles shown in Box 6.9. Although there is a general acceptance that risk reduction programmes should have a more powerful impact if started in vulnerable children in the preschool years, few studies have confirmed the validity of this approach. The Perry school intervention programme designed as an educational enrichment programme for 4- to 5-yearold children suggested that delinquency rates in later childhood were reduced in those who showed educational gains in the short term (Weikart & Schweinhart, 1991). This suggests that contrary to the findings described earlier for adolescents, early
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 education programmes may have powerful generalizable effects on social and personal competencies, indicating a developmental opportunity in the younger child that may be markedly diminished by the teenage years. In contrast to the complexities and variable outcomes from school-based programmes, homebased parent training programmes beginning in the prenatal period and extending through the first years of postnatal life have been popular. There are good reasons to be optimistic. For example, Olds and colleagues (1998) demonstrated that a longterm reduction of antisocial behaviour was most likely in adolescents who had received prenatal parenting enrichment programmes. The findings were greatest in those at the highest risk, suggesting targeting the programme at the most vulnerable may produce the best cost benefits for society at large. Infants at high risk, defined as children from lowincome families with high levels of oppositional and aggressive symptoms, who received a 2-year programme of parent management training, social skills for the children and a television viewing training video for parents and children show significantly less aggressive behaviours at 3 years postintervention than control subjects (Tremblay et al., 1991; Vitaro et al., 1999). Parent training programmes alone have been shown to have a significant impact on reducing antisocial behaviour in preschool and school-age children in the community and in clinics (Scott et al., 2001; Webster-Stratton et al., 2004). The longer-term impact of such programmes remains unclear.
 
 Depression Neither DSM-IV nor ICD-10 describe a mood disorder with an onset specifically in childhood (American Psychiatric Association 1994; World Health Organisation, 1994). The ICD system contains no modifying rules for diagnoses in childhood, whereas DSM indicates that the presenting mood dysfunction in children and adolescents may be irritability rather than depression for both major depression and dysthymia. The latter diagnosis can be
 
 made in children or adolescents with a duration of 1 year, rather than the 2 years used for diagnosis in adults. Neither system allows for children in infancy, preschool or the early school years to have a mood disorder unless they meet adult criteria. This effectively removes from clinical sight a large number of distressed children with irritable or sad mood, somatic features and social difficulties because they do not have negative cognitions. There is a significant need to undertake clinical and communitybased studies in younger children to establish the nature and natural history of mood disorders in this age range. Recent studies of clinical populations clearly indicate that depressive disorders occur and can be elicited from children under age 7 (Luby et al., 2004, 2006). From the second decade onwards, there is little difference in the core characteristics of unipolar depression across the lifespan (Angold, 2003; Angold & Costello, 2001). There are some developmental effects on the pattern of symptoms in the first 2 decades of life. For example, physical symptoms are more common in children than adolescents, and negative cognitions – in particular, suicidal ideation – are more frequent in adolescents compared with children. In girls, the frequency of negative cognitions of hopelessness, helplessness and suicidal thinking increase somewhat across the adolescent age range.
 
 Epidemiology Major unipolar depression has an estimated 6- to 12-month prevalence of 3% in adolescence and 0.5% to 1% in children (Angold & Costello, 2001). In children, the sex ratio is about equal, but with adolescence comes an increasing rate of episodes in girls compared with boys. Dysthymia appears to be more common, with estimates around 6% for children and 10% in female adolescents. Depression is probably underestimated in the younger and particularly the preschool child (Egger & Angold, 2006). Minor depressive episodes probably occur in approximately 10% of adolescent girls and somewhat fewer boys.
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 Around half of depressed young people have a nondepressive comorbid disorder (Birmaher et al., 1996; Costello et al., 1996; Goodyer et al., 1997; Lewinsohn et al., 1998, 2000). Rates in clinical samples may be as a high as 80%. It is not clear, however, whether there are truly independent liabilities of co-occurrence of distinct syndromes or whether they reflect correlated liabilities thereby overinflating these rates. The natural history of depression in children and adolescence is markedly variable. The median duration of an episode is around 30 weeks but may range from a few weeks to many years. Community-ascertained cases recovery more rapidly but are just as likely to relapse as those seen in clinical settings (Dunn & Goodyer, 2006). Approximately half of clinical cases are likely to recur and may do so as long as 9 years after the initial episode (Dunn & Goodyer, 2006; Fombonne, 1995; Fombonne et al., 2001; Lewinsohn et al., 2000). Recurrence is associated with being female, greater severity and nondepressive comorbidity at index. In contrast, a potentially key variable for illness persisting through to adult life is being male. Onset in adolescence compared with childhood has indicated a greater probability of recurrent unipolar depression in some but not all studies. In contrast, onset of unipolar depression in childhood may indicate a greater risk for bipolar disorder in adult life (Geller et al., 2000; Kovacs, 1996).
 
 Aetiology The aetiology of unipolar depressions is complex with evidence for genetic and environmental factors (Gregory et al., 2007; Kendler et al , 2002; Lau et al., 2007). Behavioural genetic studies in children and adolescents are based on level of depressive symptoms rather than disorders. In such studies, genetic influences appear to be particularly weak for child-onset disorders (Rice et al., 2002). This is in contrast to the clinically based studies suggesting that child-onset unipolar cases are more likely than adolescent-onset cases to switch to bipolar disorder, which is considerably more genetic than unipolar depression. Family studies have noted a high
 
 familial density for depression with those showing at least three generations of continuity being at the most familial and perhaps the most genetic risk (Grillon et al., 2005; Weissman et al., 2005). Gene-environment interactions are particularly likely at the onset of depressive episodes. Activating life events occurring relatively proximal to the onset of a depressive episode are most likely to result in major depression in those homozygous for the “s” allele of the serotonin transporter gene (Caspi et al., 2003; Kendler et al., 2005; Wilhelm et al., 2006). Similarly child maltreatment may exert its long-standing effects on liability for depression in adolescents and young adult life most in those with homozygous for the same allelic variation in that same gene (Kaufman et al., 2004). Psychological vulnerabilities also precede the onset of depression. Negative views of the self enhance the liability for a clinical episode of depression independent of proximal life events (Alloy et al., 1999, 2000; Kelvin et al., 1999). Individuals with a high level of ruminative thinking style (dwelling on the negative thoughts and their meaning for the self) are amongst the most likely to experience an episode (Spasojevic & Alloy, 2001). Early adverse experiences do not appear to cause ruminative thinking directly but are extremely likely to contribute to a developing cognitive vulnerability in the early childhood years characterised by a low self-percept, a sensitive style of feeling and little resilience in the face of competition from others or when there is a failure in problem solving (Murray et al., 2001). Negative cognitions about the self may not, however, be permanent constructs resistant to change. Longitudinal studies suggest that there is a mutually active interdependent system throughout the developing years between various types of social experience, self-evaluation and social competence (Cole et al., 1997, 1999).
 
 Treatment There is reasonable evidence that both psychological and pharmacological treatments are effective in the management of unipolar major depression in
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 adolescents (Harrington et al., 1998; March et al., 2004; Whittington et al., 2004). However, the more severe the depression, the greater the requirement for medication. Fluoxetine is the only selective serotonin reuptake inhibitor (SSRI) considered by the Commission of Safety on Medicines to have an acceptable balance of benefits over risks for the treatment of unipolar depressions in young people. Randomised controlled trials have shown that in moderate to severe depressions fluoxetine is superior to cognitive-behavioural therapy (CBT) alone or to placebo (March et al., 2004). CBT is increasingly less effective in severe cases (Goodyer et al., 2007; March et al., 2004). Current best practice for both children and adolescents is for watchful waiting together with education about the disorder for 2 to 4 weeks, followed by CBT as a first-line treatment if there is no spontaneous recovery for 6 to 12 weeks, followed by fluoxetine plus continuous CBT and family support in nonresponders to psychological treatment. Combination treatment of fluoxetine and CBT may be no more efficacious in the short term but may reduce the risk of relapse. Parents are frequently surprised and distressed to receive a diagnosis of depression in their offspring. The disorder is often hidden from them by youngsters who fear they will be blamed for the disorder. Parents quickly become despondent that they have failed to be vigilant on behalf of their child. Family support is thus a key component of overall management. This should include siblings.
 
 Bipolar disorder In recent years some authorities have suggested that careful assessment of mood-related behaviours will elicit a diagnosis of childhood-onset mania (Geller et al., 2004; Post et al., 2004). Whether these children and young adolescents have a bipolar type disorder remains contentious (Harrington & Myatt, 2003). There is concern that in some instances, what is being measured are individual differences in the normative developmental range of emotion
 
 Box 6.10 Contrasts between Childhood- and Adolescent-Onset Bipolar Disorder r In childhood onset, the initial episode is usually manic, compared with depressive in adolescent onset.
 
 r Mixed episodes and rapid cycling occur in most cases of child- compared with a minority of adolescent-onset patients.
 
 r Males predominate in childhood cases, whereas gender is more equal in those with adolescent onset.
 
 r Comorbid
 
 attention-deficit/hyperactivity
 
 disorder
 
 and/or conduct disorder occurs in more than 75% of child-onset cases, but only 10% to 20% of adolescentonset cases.
 
 characteristics, potentially resulting in diagnostic overinclusion. The diagnosis debate is far less contentious with regard to postpubertal- and even peripubertalonset mania or depression (Carlson, 2005). In this case, phenomenology more clearly resembles that of adults, regardless of the exact age after puberty that the first (manic) episode occurs. The most discordant features of prepubertal childhood and postpubertal adolescent onset forms are shown in Box 6.10. Compared with adult onsets, clinical studies have also described child onset as characterised by an increased presence of psychosis and a poorer outcome, slower recovery times, more recurrences, greater comorbidity and a greater incidence of suicide. We do not have a precise retrospective account of the developmental psychopathology of this serious mental disorder. Recent reviews of the clinical and neurobiological characteristics of bipolar disorder suggest that overall, early- and adult-onset mania and bipolar disorder may share a common pattern of neurobiological characteristics despite developmental variations in the clinical presentation (Kyte et al., 2006). In contrast, important distinctions are apparent between the child-onset syndromes of bipolar, ADHD and conduct disorders, specifically at the neural level. There is a clear-cut need to investigate more thoroughly than hitherto disorders of affect dysregulation in
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 childhood from a neuroscientific and phenotypic perspective. The guidelines for the treatment of bipolar disorder in children and adolescents are generally similar to those applied in adult practice (see Chapter 26). There are as yet no evidence-based data to support the use of mood stabilisers or antipsychotics in children and adolescents. Prescriptions should be limited to the most typical cases. The use of mood stabilisers or antipsychotics in the treatment of bipolar disorder in children and adolescents appears to be of limited use when a comorbid condition, such as ADHD, occurs unless aggressive behaviour is the target symptom. Pharmacological treatment should be carried out within a specialist Child and Adolescent Mental Health Service and always in conjunction with active psychosocial care.
 
 Anxiety disorders As outlined in Chapter 8, anxiety disorders consist of a set of syndromes ranging from very circumscribed conditions such as monophobias (e.g. a fear of spiders) to broad disorders characterised by free-floating fearfulness and general worry (e.g. general anxiety disorder). According to DSM-IV, there are two anxiety conditions that are specific to childhood: separation anxiety disorder and reactive attachment disorder. In contrast, ICD-10 notes five anxiety syndromes specific to this time of life: separation anxiety disorder, phobic anxiety, social anxiety, sibling rivalry disorder and general anxiety disorder. Developmental appropriateness is the key feature in defining the difference between these disorders and neurotic anxiety disorders of adulthood. DSM considers that phobic, social and general anxiety disorders have similar clinical characteristics across the lifespan, and thus they are treated as a single disorder and classified only once. It is important to remember that the evidence base for both of these classification systems is modest, and expert agreement (consensual validity) is the main method for deciding on diagnostic criteria for a syndrome and
 
 its appropriateness for inclusion as a separate disorder.
 
 Separation anxiety disorder The defining feature of separation anxiety disorder (SAP) is an excessive, unrealistic and persistent fear of separation from the attachment figure. This level of worry is qualitatively beyond normal. Both diagnostic systems indicate that it must be distinguished from formal thought disorder and first-rank symptoms of psychoses and schizophrenia. Although general worry is common, psychotic symptoms are rare in childhood and uncommon in adolescence. Severe worries give rise to a typical maladaptive reaction pattern, typically involving some combination of the following: r physiological responses, such as headaches, nausea, abdominal pain and rarely vomiting; r behavioural symptoms, such as avoiding a feared situation, proximity seeking, tantrums; and r extreme fearful thinking such as there may be a catastrophe, death or permanent separation that is imminent. The diagnostic systems show relatively good agreement on the nature and characteristics of separation anxiety disorder. Both require fear of separation as the focus of anxiety and at least three symptoms of general worry from the eight possibilities shown in Box 6.11. In addition, duration of 4 weeks and the presence of personal impairment in social function must be present. Separation anxiety disorder occurs in an estimated 2% to 4% of children and adolescents and accounts for approximately 50% of children seen for mental health anxiety disorders in this age range (Anderson et al., 1987). This syndrome is most often seen in prepubertal children, with proximityseeking clinging behaviour being a common presenting complaint. No marked sex differences have been reported to date. Few systematic data are available on the natural history and outcome of separation anxiety disorder. There are no longitudinal studies through adult
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 Box 6.11 Features of Separation Anxiety Disorder r r r r r r r r
 
 Harm that might befall a major attachment figure An event that will result in separation School reluctance as a result of the aforementioned fears Separation difficulties at night Reluctance to be alone Nightmares involving separation Physical symptoms involving separation Distress in anticipation of separations
 
 life. During childhood, the symptoms tend to wax and wane. Normal events, such as school transitions, as well as clearly undesirable events, such as divorce or parental illness, may lead to recurrence or exacerbation. Although there has been a suggestion of continuities between panic disorder and agoraphobia in adults, longitudinal studies to date suggest any such continuities are weak (Aschenbrand et al., 2003; Goodwin et al., 2001; Suveg et al., 2005).
 
 School-refusal anxiety disorder Nonattendance at school, although frequent in the general population, may result in referral to child mental health services. School phobia is uncommon and constitutes only a small proportion of school nonattenders. Social phobia, in contrast, is quite common by late adolescence consisting of two forms, a circumscribed disorder involving severe symptoms at particular times, such as performing or speaking in public, and a more generalised form involving most symptoms arising in most social interactions (Wittchen et al., 1999). Such children seek comforts at home, preferring to remain close to parental figures. They do not hide their worries from their parents and are rarely comorbid for other conditions, although mild depressive symptoms can occur. Physical symptoms similar to those found in SAD are evident. These somatic features are often limited to school mornings, reflecting the physiological consequences of
 
 intense worry about school. Invariably the physical and cognitive symptoms recede if avoidance of school is allowed. Boys and girls are equally affected at any school age, but the transition from primary to secondary school represents a critical period of risk for this behaviour. There is no association with social class, intelligence or academic ability. The youngest in a family of several children is more likely to be affected, and parents are somewhat more likely to be older than expected. Onset tends to be gradual in the main with reluctance and difficulties increasing over weeks or months and signs and symptoms generally increasing from waking in the morning and going to school. Occasionally onset can be acute, precipitated by acute undesirable events. In such circumstances, events may be school-based and involve peer group difficulties such as bullying or, infrequently, teacher-child problems. Severe or persistent absenteeism is generally associated with older adolescents, lower levels of fear and less active families. In such cases, the diagnosis may be truancy rather than school refusal. Truancy is associated with antisocial rather than emotional problems (Egger et al., 2003). Compared with anxious school refusers, truants hide their school nonattendance from their parents. Both truancy and anxious school refusers may report concurrent depressive symptoms. Children or adolescents with both are extremely likely (>80%) to have a comorbid disorder of depression and or conduct disorder. In social anxiety disorder, there is wariness of strangers and social apprehension or anxiety when encountering new, strange or socially threatening situations. The clinical characteristics are similar to those of adults (see Chapter 8), as are the rates of comorbidity with other anxious disorders. Generalised anxiety disorder in children and adolescents shows a more limited range of symptoms than is seen in adult patients. In particular, specific symptoms of autonomic arousal are less prominent. The core features are extensive fear and general worry occurring for at least half the number of total days over at least 6 months. The worry is
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 focussed on personal circumstances such as school performance or quality of friendships. For the diagnosis, there should be at least three other symptoms occurring concurrently, consisting of feelings of restlessness, tiredness or fatigue; poor concentration; irritability; muscular tension; or education performance. There is a nearly 80% symptom overlap with unipolar depression, and it is important to distinguish clinically between clinical mood and anxiety disorders. The presence of negative cognitions about the self rather than worries focussed on concerns that others have about oneself strongly indicates a depressive rather than an anxious diagnosis. Concurrent changes in appetite, sleep, anhedonic feelings or a combination of these are also consistent with a mood disorder. In GAD, the worries do not focus on a single theme as with SAD but are multiple and persistent rather than paroxysmal. Friendships may be less impaired than is reported in depression, perhaps because worry symptoms are more amenable to influence by important others in everyday conversation.
 
 Aetiology Aetiology is multifactorial and developmentally sensitive with maturational effects on the clinical phenotype. Thus, separation anxiety symptoms are more frequent in 6 to 9 year olds, death and danger fears in 10 to 13 year olds, and social anxiety symptoms as well as failure and criticism fears in 14 to 17 year olds (Abe & Masui, 1981). There is high familiality for these conditions with familial density for anxiety disorders greatest in the first-degree relatives of probands with panic disorder (Goldstein et al., 1997). Data from twins suggest that genetic and environmental factors are about equal (Hettema et al., 2001). Genetic influences may be greater in obsessional anxiety and shy/inhibited children and in early-onset cases (before age 7 years) of social and phobic disorders (Bolton et al., 2006; Eley et al., 2003). Preschool children who are cautious and shy to the unfamiliar in the preschool years are significantly more likely to develop anxiety disorders by adolescence compared with the general population
 
 (Kagan & Snidman, 1999; Prior et al., 2000; Schwartz et al., 1999). This is particularly true for those who show shyness as trait behaviour in the early years. Parents may foster anxiety disorders by limiting their child’s exposure to fear-provoking stimuli interfering with the normative process of fear habituation and mastery. Parents need not be anxious themselves to effect such a process in their offspring. As yet there are no biological makers or concurrent pathophysiological changes associated with either the onset or outcomes of SAD or GAD in children and adolescents.
 
 Treatment There are few systematic treatment studies of childhood anxiety disorders. Cognitive-behavioural therapy is a treatment of choice (Kendall, 1994; Kendall et al., 1997) together with more classical behavioural therapy for monophobias and some social phobias. The evidence base is not large and confined to efficacy rather than effectiveness studies to date. Although SSRIs have been advocated and are prescribed for anxiety disorders (Brunello et al., 2000), only one randomised controlled trial in children has been reported to date (Klein & Pine, 2003). In that study, there was significant advantage for active compound over placebo which was maintained at 8 weeks. In the absence of other studies, SSRIs cannot be recommended as a first-line treatment.
 
 Posttraumatic stress disorder Posttraumatic stress disorder (PTSD) is classified under anxiety disorders in both the DSM and ICD classifications. There are no specific developmental features of the disorder, which may occur across the lifespan (see also Chapter 8). Until 15 years ago, it was widely assumed that children responded to acute trauma with transient brief reactions. These reports were based almost exclusively on parent reports of their offspring’s emotional symptoms. Direct interviewing of children has demonstrated that parents significantly underestimated internalising symptoms, leading to underreporting of
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 clinical syndromes (Yule, 2001). In children exposed to severe traumas (survivors of war, rape and assault; refugees) have all shown that exposure to such events is associated with a marked increase in anxious symptoms and disorders that may last years in some cases (Kaplow et al., 2005; Lavi & Solomon, 2005; Saxe et al., 2005; Solomon & Lavi, 2005). The most troublesome symptom appears to be visual imagery of the event, which, when intense, may result in dissociative experiences (flashbacks) and may explain social reenactment observed during the play of younger patients with the disorder. In adolescents, visual imagery is associated with increased irritable mood and sleep deprivation. Mood change of irritability and anger are often the most externally disruptive clinical features of the disorder. The personal salience of the trauma, its impact on thoughts of the future for self, others and even nationhood can all have an impact on the liability for severity and duration of symptoms. PTSD symptoms are frequently elevated after traumatic events such as a car accident (MeiserStedman et al., 2005; Mirza et al., 1998) but usually resolve by 6 weeks although in some cases, symptoms may persist for months or even years (Bolton et al., 2004). The latter are likely to have had a prior history of emotional disorder. In terms of treatment, there are, as with other childhood anxiety disorders, few controlled studies. CBT appears to be helpful in alleviating symptoms and preventing relapse. Although critical stress debriefing soon after an event may have a limited place in some cases, this technique carries a risk for increasing adverse events including further symptoms and heightened flashbacks. There is no place for these techniques being used on large groups of children with minor symptoms.
 
 Obsessive-compulsive disorder Childhood obsessive-compulsive disorder (OCD) is a rather private mental disorder with parents generally underreporting symptoms compared with their offspring (Rappaport & Swedo, 2003). The disorder has been documented as early as 2 years of age,
 
 but the typical onset period is between 8 and 16 years. Obsessive thoughts frequently centre on concerns of contamination to self or others, worries about danger and symmetry, or moral worries. Most children have a combination of rituals and obsessions, and pure obsessives are rare compared with the more frequent pure compulsives. Washing rituals are the most common compulsive acts, with hand washing somewhat more frequent than total body showering (Swedo et al., 1989). Secrecy is a hallmark of childhood-onset OCD because the child has insight recognizing the symptoms as nonsensical and wishes to avoid social embarrassment with family and friends. Overt symptoms therefore tend to reflect a severe and long-standing disorder of increasing severity and widening impairment of personal functions. There are no prospective data to determine the mean age of onset in childhood. Most retrospective reports of adults and adolescents indicate onset occurring in middle childhood around 7 years. In prepubertal retrospective reporting, males outnumber females 3:1 (Swedo et al., 1989). The sex differences by adolescence are less clear-cut but appear closer to 1:1. The natural course and history of OCD remain unclear (Rappaport & Swedo, 2003). The course in those with early-childhood onset is invariably described as poor and unremitting with increasing chronicity related to severe disorder frequently associated with tic syndromes (Bloch et al., 2006; Leonard et al., 1990; Snider & Swedo 2004; Swedo et al., 1992). General personal impairments are also a feature arising as a consequence of OCD symptoms and high rates of comorbid illness (Valderhaug & Ivarsson, 2005). Although treatment, pharmacological and psychological, is associated with clearcut reductions in symptoms and impairments, the longer-term prognosis appears to carry a high risk of recurrence and difficulties into adult life. Comorbidity is the rule rather than the exception with no more than one in four childhood-onset cases being “pure” OCD. Tic disorders, major depression and neurodevelopment disorders are probably the most common comorbidities. In epidemiological studies of adolescents, concurrent emotional disorders
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 appear quite common occurring in around 30% of identified cases of OCD (regardless of the age of onset) (Heyman et al., 2001; Lewinsohn et al., 1993). Treatment of the disorder in childhood and young adolescents is likely to involve both SSRIs and CBT. Clomipramine was the first antidepressant to show clear anti-obsessional effects, with subsequent studies showing a range of SSRIs (fluoxetine, sertraline and fluvoxamine) being effective in rapid reduction of obsessive and compulsive symptoms over 12 weeks. CBT has been shown to be an effective treatment for OCD in children and adolescents both as an individual treatment and used in group or family-based contexts (Barrett et al., 2004; Cartwright-Hatton et al., 2004; Huppert & Franklin, 2005). Combination of SSRIs and CBT may produce greater efficacy than either alone.
 
 Conclusions Over the past decade there have been considerable advances in the field of child and adolescent psychiatry. Longitudinal studies have been particularly powerful in denoting the pathways into and out of episodes of psychiatric disorders such as depression and anxiety, as well as in charting the course of more protracted conditions such as conduct disorders. This has made more robust the study of psychosocial risk and resilience factors involved in effecting a change in developmental trajectory. The application of evidence-based interventions for children and adolescents with emotional or behavioural disorders is beginning to be possible as the results of randomised control trial data influence clinical guidelines and mental health policy implementation. However, relatively little is understood about antecedent risk factors within the child and adolescent that predict how they will respond to treatment. We also need a clearer understanding of how genetic factors influence the occurrence of and sensitivity to social adversities. From the primary care perspective, an increasing interest in resilience and well-being may enable policy makers to pinpoint and highlight strengths in
 
 childhood that could be taught or disseminated to those with vulnerabilities for disorder. Finally, child psychiatrists should continue to contribute to basic research aimed at understanding the causes of mental illness and behavioural syndromes. Technical advances in neuroimaging and genetics to pinpoint brain-based vulnerabilities and deficits that underpin psychiatric syndromes will require reliable and valid application to the child populations of interest. This cannot be achieved without the expert knowledge of the child and adolescent psychiatrist as part of a multidisciplinary research team.
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 7 Personality disorder Peter Tyrer
 
 Personality disorder has for many years been in the parentheses of psychiatric classification, a group of disorders that one almost had to apologise before mentioning. We have commented that personality disorder has many of the same attributes as body odour, it is “indubitably affected by constitution and environment, a source of distress to both sufferer and society, yet imbued with ideas of degeneracy and inferiority” (Tyrer & Ferguson, 1988, p. 11). This illustrates its stigmatising, alienating and negative attributes but also emphasises its ubiquity. All of us have personalities and in varying ways are proud of them, but a small group are alleged to have their personality in the form of a disorder. The personality attributes of those with disorder are viewed universally as negative and undesirable. Those unfortunate enough to suffer from personality disorder, like those with body odour, have the propensity to offend by exhibiting more of something that everyone already possesses to some degree. The paradox of embracing personality as a general concept, and labelling negatively a small group at the extreme is not confined to personality disorder; it is certainly much more prominent in this group of conditions than in others, however. It has unfortunately had a negative influence on the way personality disorder has been described in the psychiatric literature and used in clinical practise. I still consider it amazing, after many years of using the term, that so many clinicians never mention it to their patients
 
 and often only to their colleagues when they are emotionally aroused. Times are changing, and a great deal has happened in the past 20 years. Not surprisingly, at a time of frequent change, some of the issues discussed in this chapter will be likely to be incorporated into the core of learning about these conditions, whereas others may well be abandoned.
 
 Classiﬁcation Classiﬁcation by category There are five common ways of classifying personality disorder, and although they can be combined to some extent, they are worth discussing separately. Classification is one of the areas in which there is currently a great deal of activity and a general feeling of dissatisfaction with current practice. In Table 7.1, the standard (official) classifications of International Classification of Disease (ICD) and the Diagnostic and Statistical Manual of Mental Disorders (DSM) are listed. However, there is an earlier stage in the classification of personality disorder that is often forgotten. The assessor is asked to decide whether the patient satisfies the criteria for the general diagnosis of personality disorder. These are “characteristic and enduring patterns of inner experience and behaviour that deviate markedly from the culturally expected and accepted
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Table 7.1 Summary of ICD-10 and DSM-IV classiﬁcations of personality disorder ICD-10
 
 DSM-IV
 
 Code
 
 Disorder
 
 Disorder
 
 Code
 
 F 60.0
 
 Paranoid – excessive sensitivity, suspiciousness, preoccupation with conspiratorial explanation of events, persistent tendency to self-reference Schizoid – emotional coldness, detachment, lack of interest in other people, eccentricity, introspective fantasy No equivalent
 
 Paranoid – interpretation of people’s actions as deliberately demeaning or threatening
 
 301.0
 
 Schizoid – indifference to social relationships and restricted range of emotional experience and expression Schizotypal – deficit in interpersonal relatedness with peculiarities of ideation, odd beliefs and thinking, unusual appearance and behaviour
 
 301.20
 
 F 60.1
 
 301.22
 
 The above three conditions constitute Cluster A (inhibited, withdrawn and schizoid personalities) F 60.2
 
 F 60.4
 
 F 60.30
 
 F 60.31
 
 Dissocial – callous unconcern for others, with irresponsibility, irritability and aggression, incapacity to maintain enduring relationships Histrionic – self-dramatisation, shallow mood, egocentricity and craving for excitement with persistent manipulative behaviour Impulsive – inability to control anger, to plan ahead or to think before acts, with unpredictable mood and quarrelsome behaviour Borderline – pervasive instability of mood, interpersonal relationships and self-image associated with marked impulsivity, fear of abandonment, identity disturbance and recurrent suicidal behaviour No equivalent
 
 Antisocial – pervasive pattern of disregard for and violation of the rights of others occurring since age 15
 
 301.7
 
 Histrionic – excessive emotionality and attention seeking, suggestibility, superficiality
 
 301.50
 
 No equivalent
 
 Borderline – impulsivity with uncertainty over self-image, liability to become involved in intense and unstable relationships, recurrent threats of self-harm Narcissistic – pervasive grandiosity, lack of empathy, arrogance, requirement for excessive admiration
 
 301.83
 
 301.81
 
 The above five conditions constitute Cluster B (erratic, flamboyant and dramatic personalities) F 60.5
 
 F 60.6
 
 Anankastic – indecisiveness, doubt, excessive caution, pedantry, rigidity and need to plan in immaculate detail Anxious – persistent tension, self-consciousness, exaggeration of risks and dangers, hypersensitivity to rejection, restricted lifestyle because of insecurity
 
 Obsessive-compulsive – preoccupation with orderliness, perfectionism and inflexibility that leads to inefficiency Avoidant – pervasive social discomfort, fear of negative evaluation and timidity, with feelings of inadequacy in social situations
 
 301.4
 
 301.82
 
 (cont.)
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 Table 7.1 (cont.) ICD-10
 
 DSM-IV
 
 Code
 
 Disorder
 
 Disorder
 
 Code
 
 F 60.7
 
 Dependent – failure to take responsibility for actions, with subordination of personal needs to those of others, excessive dependence with need for constant reassurance and feelings of helplessness when a close relationship ends
 
 Dependent – persistent dependent and submissive behaviour
 
 301.60
 
 The above three conditions constitute Cluster C (anxious, fearful and dependent personalities); The anankastic/ obsessive-compulsive personality group can sometimes be analysed separately because it is a separate factor in the structure (see <xref xlink:href="c-66247-9">Table 7.2) DSM-IV = Diagnostic and Statistical Manual of Mental Disorders, 4th edition (American Psychiatric Association, 1994); ICD-10 = International Classification of Diseases, 10th edition (World Health Organisation, 1992).
 
 range” with regard to cognition, affectivity, impulse control and ways of relating to others, inflexibility of behaviour “across a broad range of personal and social situations”, accompanied by “personal distress or adverse impact on the social environment”, onset in late childhood or adolescence and not explicable in terms of other mental disorder (World Health Organisation, 1992). The clinician, at least in theory, is then meant to go through each of the individual categories of personality disorder and decide which of those apply to the patient. In many years of assessing, and helping others to assess, personality disorder I have yet to see one person who actually goes through this process in the way expected by the classification. This is probably because of the immense pulling power of the different categories in ICD and DSM. This was originally given to us by Kurt Schneider (1923) who, in a brilliant exposition, gave telling descriptions of most of the major personality disorder categories honed entirely from clinical experience. Each of these he described as psychopathic personalities, and in some ways it is curious that the adjective psychopathic has been abstracted from his descriptions and given to a completely
 
 different group of callous, glib, antisocial personalities, written about in similar compelling language by Henderson (1939) and Cleckley (1941). The major problem with classifying personality disorder into categories is that, apart from the obvious exceptions that are in the original writings, most people with personality disorder qualify for more than one category. Indeed, with some individuals in forensic institutions, it is possible to score positively for every single one of the categories.
 
 Classiﬁcation by cluster The recognition that many people could score for several personality disorders was embarrassing for the classification (not least because it gave a confusing second meaning to the term multiple personality disorder). However, it was noticed that some personality disorders tended to congregate more closely together than others. The threecluster model (Reich & Thompson, 1987) arose from this: r Cluster A (odd eccentric cluster) represented by paranoid and schizoid personality disorders, with schizotypal personality disorder in the DSM classification;
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 Table 7.2 Dimensions of normal and abnormal personality identiﬁed from factor and cluster analysis (using the Five-Factor Model as a base) Factor 1 – neuroticism/ emotional stability
 
 Authors
 
 Factor 3 – agreeableness/ psychopathy
 
 Factor 4 – conscientious/ easygoing
 
 Divided into trust, straightforwardness, altruism, compliance, modesty, tendermindedness
 
 Divided into competence, order, dutifulness, achievement striving, self-discipline, deliberation
 
 Divided into fantasy, aesthetics, feelings, actions, values
 
 Obsessional
 
 ?
 
 Anankastic
 
 ?
 
 Obsessivecompulsive Compulsivity
 
 ?
 
 Costa & McCrae, 1992
 
 Divided into anxiety, hostility, depression, selfconsciousness, impulsivity, vulnerability
 
 Walton & Presly, 1973 Tyrer & Alexander, 1979 Clark, 1990
 
 Submissiveness
 
 Divided into warmth, gregariousness, assertiveness, activity, excitement seeking, positive emotions Schizoid
 
 Passive-dependent
 
 Schizoid
 
 Hysterical, sociopathic Sociopathic
 
 Negative affectivity
 
 Schizoid
 
 Antisocial
 
 Emotional dysregulation
 
 Inhibitedness
 
 Dissocial behaviour
 
 Livesley & Jackson, 2002
 
 Factor 5 – openness to experience/ closed attitudes
 
 Factor 2 – extraversion/ withdrawal
 
 ?
 
 Note that there are personality disorder equivalents to all but the “openness to experience” factor from the Five-Factor Model.
 
 r Cluster B (flamboyant, erratic or dramatic per-
 
 sonalities) including compulsive, borderline, antisocial, histrionic and narcissistic personality disorders; and r Cluster C (the anxious/fearful group) represented by anxious (avoidant), dependent and anankastic (obsessive-compulsive) personality disorders. This cluster model simplifies description but is not entirely satisfactory. There really should be a fourth cluster, the obsessional one which allows Cluster C to be separated into two and which fits factor analytical studies that identify four areas of difference in both normal and abnormal personality functioning (Clark, 1993; Schroeder et al., 1992; Tyrer & Alexander, 1979). The fifth factor of what is called commonly called the Big Five (Costa & McCrae, 1992; Costa & Widiger, 1990) is called openness to experience and is not really identifiable
 
 as a separate grouping in those with personality disorder (Table 7.2). Although the Big Five is currently the most prominent model in the field, it is not without its critics, and its appropriateness for the classification of abnormal personality is open to question (Reynolds & Clark, 2001).
 
 Classiﬁcation by severity A good diagnosis should demonstrate what Kendell (1975) called a “point of rarity” between it and other conditions. In practice, virtually no psychiatric diagnoses achieve this distinction and represent the extremes of a dimensional continuum. In the case of personality disorder, this makes the arbitrary distinction between “no personality disorder” and “personality disorder” much more difficult to accept. This argument has been reinforced
 
 Chapter 7: Personality disorder
 
 Table 7.3 Dimensional system of classifying personality disorders Level of severity
 
 Description
 
 Definition by categorical system
 
 0 1 2
 
 No personality disorder Personality difficulty Simple personality disorder
 
 3
 
 Complex (diffuse) personality disorder Severe personality disorder
 
 Does not meet actual or subthreshold criteria for any personality disorder Meets sub-threshold criteria for one or several personality disorders Meets actual criteria for one or more personality disorders within the same cluster Meets actual criteria for one or more personality disorders within more than one cluster Meets criteria for creation of severe disruption to both individual and to many in society
 
 4
 
 After Tyrer, 2000, pp. 129–301; Tyrer & Johnson, 1996.
 
 by a great deal of empirical research demonstrating that the most parsimonious explanation of personality pathology is a dimensional trait one (Clark, 1992; Livesley et al., 1992). This states that normal personality and personality disorder are all on the same continuum and that the variation in normal personality is exactly the same as that reflected in disorder. There are currently no internationally accepted ways of classifying severity of personality disturbance but I have argued – not surprisingly because it is a personal investment – that one approach (Tyrer & Johnson, 1996) should be an apposite one. This uses both the notion of personality difficulty as a measure of subthreshold scores for personality disorder using standard interviews and the evidence that those with the most severe personality disorders demonstrate a “ripple effect” of personality disturbance across the whole range of the disorders shown in Table 7.1. Because the cluster model derived from Table 7.1 is the nearest to the fourfactor dimensional model, severity is linked to this. Thus in addition to subthreshold (personality difficulty) and single cluster (simple personality disorder), this also derives complex or diffuse personality disorder (two or more clusters of personality disorder present) and can also derive severe personality disorder for those of greatest risk (Table 7.3). There are several advantages to classifying personality disorder by severity. The first is that it not
 
 only allows for but also takes advantage of the tendency for personality disorders to be comorbid with each other. The second is that it represents the influence of personality disorder on clinical outcome more satisfactorily than the simple dichotomous system of no personality versus personality disorder. This is illustrated in Table 7.4 in which the outcome of several studies that recorded personality status at baseline are separated by levels of severity of personality disturbance. These figures show that more information is gleaned from the separation into four groupings than in the dichotomous classification. The third advantage is that this system accommodates the new, and to some highly suspect, diagnosis of severe personality disorder, particularly “dangerous and severe personality disorder” (DSPD). Although severity is not normally taken into account when classifying mental illness, its importance has been illustrated by its almost universal adoption by planners of mental health services, such that nosologists, almost against their will, have been drawn into defining which disorders constitute severe mental illness and which do not (Ruggeri et al., 2000). The same applies to personality disorder. Politicians and the public both want to know who comprise the most dangerous group, which only amounts to about 700 people who constitute a significant danger to the public; the remaining
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 Table 7.4 Examples of severity model of recording personality abnormality in predicting the effect of personality abnormality in the presence of other symptoms and behaviour
 
 Clinical population
 
 Specific outcome
 
 Anxiety and depressive disorders (outcome after 12 years)
 
 Global outcome (NDOS) Social function
 
 Recurrent psychotic illness Psychosis (UK700 study)
 
 Mean police contacts over 1 year Duration of in-patient treatment (median) Quality of life (LQOL)
 
 Recurrent self-harm
 
 ∗
 
 % with self-harm over 1 yr
 
 Authors Tyrer et al., 2004b
 
 (Complex) (diffuse) personality disorder
 
 p Value
 
 No personality disorder
 
 Personality difficulty
 
 Simple personality disorder
 
 1.7
 
 2.1
 
 2.3
 
 3.7
 
 24 on the Hamilton Depression Rating Scale) showed a greater response to citalopram than those with less severe depression. The most severe cases, and those with delusions or other psychotic features, have a better outcome if treated with a combination of antidepressants and antipsychotics or with electroconvulsive therapy (ECT) (Baldwin, 1988). SSRIs are usually recommended as the first choice for the treatment of moderately severe and severe (nonpsychotic) depression. Their adverse effect profile, compared with that of TCAs, is favourable; they have no significant effects on cardiac rhythm or blood pressure (Katona & Livingston, 2002). Nausea (with or without vomiting) can be troublesome in some patients. Although the SSRIs are generally better tolerated (Birrer & Vemuri, 2004; Katona & Livingston, 2002) in older people, there is still a significant minority who are noncompliant (Birrer & Vemuri, 2004). Further, the efficacy of SSRIs is no better than that of TCAs (Block et al., 1997; Wilson et al., 2001), and in one study it was less (Danish University Antidepressant Group, 1990). Other classes of antidepressants (such as venlafaxine, a serotonin-noradrenaline reuptake inhibitor [SNRI]) have been assessed for acute-phase treatment of depression in older people (Anderson et al., 2000), but data from randomised controlled trials is lacking. Adverse effects for both SSRIs and TCAs in the elderly can be reduced by a low starting dosage and slow titration (Birrer & Vemuri, 2004). Treatment in the acute phase should be tailored to the individual patient (Baldwin, 1998; Reynolds, 1992; US Surgeon General, 2000). The duration of treatment for depression in old age is not yet definitively established. Reviewing the available evidence, Flint (1992) concluded that 6 months was not enough and that elderly patients may benefit from a much longer period of treatment. The Old Age Depression Interest
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 Group (OADIG) study (Jacoby et al., 1993) supported this view: continued treatment with dothiepin for 2 years reduced the risk of relapse by 2.5 times that of the placebo in a group of elderly patients with major depression. A similar reduction in rate of relapse was found by Klysner et al. (2002) in a 48-week trial of citalopram in older (>65 years) out-patients. The evidence for the benefit of continuation therapy for the treatment of depression overall (including all age groups) is robust (Geddes et al., 2003). Lithium prophylaxis has been used in the elderly, but adherence can be problematic. Treatment-resistant depression (TRD) in older depressed patients is variously defined as depression not responding to antidepressants after 4 to 6 weeks or as the failure to respond to two trials of antidepressants, from two classes, in adequate dosage for an adequate period of time (Thase et al., 2002). Augmentation therapy for TRD in older people, for example, using lithium in addition to antidepressants, is at least as effective as it is in younger patients, with about two thirds showing benefit (Finch & Katona, 1989). ECT is both safe and effective in elderly patients (Benbow, 1989; Flint & Ritaf, 1998; Salzman et al., 2002; Tew et al., 1999), and the indications for its use are well established. Nonpharmacological treatments, including counselling, group therapy, interpersonal psychotherapy (IPT) and cognitive-behavioural therapy (CBT), may also be effective in the treatment of depression in old age (see reviews by US Surgeon General, 2000; Wilkinson et al., 2002). Jarvick et al. (1982) found that group psychotherapy (dynamic or cognitive) for elderly depressives was more effective than placebo but less effective than antidepressants. Baldwin (1991) suggested that psychotherapy would be more effective if combined with antidepressants or when used in adequately treated patients, an assertion subsequently validated by Reynolds et al. (1999) in a randomised controlled trial of IPT and nortriptyline. A meta-analysis of 17 studies of psychological therapies for depression in older people found that psychological therapy was more effective than no treatment or placebo treatment (Scogin & McElreath, 1994).
 
 Outcome The results of the initial treatment(25 weeks to 1 year), outcome is less favourable (Murphy, 1983), and the longer-term outcome is poor. At 2 years, only around a third are well, a third remain depressed and a fifth are dead (Cole et al., 1999). At 4.5 years, only a quarter of patients are well, a third are dead and 15% have developed dementia (Tuma, 2000). Adverse prognostic factors include the presence of brain “pathology” (such as cerebrovascular disease; Jacoby 1981), a slow or incomplete initial recovery (Godber et al., 1987), adverse life events before onset (Murphy, 1983) and coexistent physical illness (Cole et al., 1999; Tuma, 2000).
 
 Mania The true prevalence of manic illness in old age has not been fully established but estimates suggest rates of around 0.4% in community samples and 5% in hospitalised elderly patients (Yassa et al., 1988). There is some evidence that an increased inception rate for mania is associated with increasing age (Eagles & Whalley, 1985), although Broadhead and Jacoby (1990) found the mean age of onset of manic episodes in a group of manic patients to be bimodal with a peak at 37 years and another at 73 years. Oneyear incidence rates for first admission for bipolar disorder in a Finnish study found that 20% were aged over 60 years.
 
 Aetiology As with depression in old age, genetic factors in mania are probably less important than in younger cohorts (Hays et al., 1998; Stone, 1989). Onset of mania in old age may be linked to cerebral organic disease (Jacoby, 1991). Krauthammer and Klermann (1978) coined the term secondary mania to describe such cases. There is still debate as to whether such individuals lack a genetic predisposition. Among elderly manic patients,
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 between 24% and 43% (Broadhead & Jacoby, 1990; Stone, 1989) have demonstrable cerebral pathology; Shulman and Post (1980) reported higher figures for elderly manic men (61%) than women (10%). Neuroimaging studies (reviewed by Steffans & Krishnan, 1998) report an increased tendency to “vascular” lesions in older manic patients, leading to the hypothesis that there is a vascular subtype of mania.
 
 Clinical features Early studies suggested that mania in late life often has a prominent admixture of depressive features. However, a prospective study (Broadhead & Jacoby, 1990) compared the clinical features of young- and late-onset mania and found no differences between them. The late-onset manias were, however, more likely to have had a depressed phase during their index admission. Also, a substantial minority of those with late-onset mania begin with recurrent depressive disorder (Shulman & Post, 1980; Stone, 1989). Occasionally manic symptoms in late life may herald the onset of dementia, especially of the frontal lobe type (Gustafson, 1987), but in established Alzheimer’s disease this is uncommon.
 
 in older people (Shulmann & Hermann, 2001; Young et al., 2004), and lamotrigine (for bipolar depression) and gabapentin (for treatment resistant bipolar disorder) have shown promise in uncontrolled trials in older people (Robillard & Conn, 2002).
 
 Antipsychotics Antipsychotics may also be effective in the acute phase, either alone or in combination with lithium (Jacoby, 1991). In the elderly, the place of these agents in prophylaxis is still underresearched, and careful monitoring of side effects is required.
 
 Other treatments ECT has a role in the acute treatment of mania in older people. Transcranial magnetic stimulation (TMS) has been proposed as a safe and effective treatment for mania, but studies in younger adults have been equivocal, and there is a lack of evidence for its use in the elderly.
 
 Outcome The outcome for an index admission for mania in old age is good, but there are few data regarding longer-term outcome. Shulmann and Post (1980) found that the majority of elderly manic patients suffered from recurrent affective illness.
 
 Treatment Advice on the treatment of mania in the elderly is based on a paucity of controlled trials; for a review, see Baldwin, 2000. The reader is also referred to Chapter 26.
 
 Lithium Lithium is a safe and effective treatment for both acute illness and for prophylaxis in elderly manic patients (Foster et al., 1990). Use in the elderly requires careful monitoring of renal and thyroid function and ensuring therapeutic levels are maintained.
 
 Anticonvulsants Sodium valproate and carbamazepine have both been used, with efficacy, in the treatment of mania
 
 Very late onset schizophrenia (late paraphrenia) There is a nosological debate as to how schizophrenia arising in old age should be categorised. The original description by Post (1966) was of “persistent persecutory states”, encompassing those elderly patients in whom paranoid symptoms were prominent. The term late-onset schizophrenia was used by Manfred Bleuler in 1943 to describe a schizophrenia-like illness arising in old age (without evidence of cognitive impairment or brain disease). Roth (1955) introduced the term late paraphrenia as a florid psychosis manifesting for the first time, usually after the age of 60. The International Late Onset Schizophrenia Group (Howard
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 et al., 2000) propose that the evidence (symptomatology, epidemiology, family history) suggests that schizophrenia may arise at any stage in the life cycle from the teenage years to old age; these researchers suggest the terminology early-onset schizophrenia (EOS) for those with an age of onset below 39 years, late-onset schizophrenia (LOS) for those with an onset between 40 and 59 years and very late onset schizophrenia-like psychosis (VLOS) for those with an onset over age 60. This approach is pragmatic, fits the available evidence and has heuristic value; we have therefore adopted this terminology throughout this section. The nosological status of delusional disorder arising in middle or old age has also been questioned, with some arguing that diagnostic distinction from schizophrenia lacks validity (Hafner et al., 2001; Riecher-Rossler et al., 2003).
 
 Epidemiology The prevalence of VLOS in community samples varies from 0.1% to 0.5% in the population aged over 65 years (Cohen et al., 1990; Howard et al., 2000). The incidence of VLOS is between 17 and 24 per 100,000 per year (Holden, 1987).
 
 Symptoms VLOS is characterised by female sex, fewer negative symptoms, little formal thought disorder and prominent hallucinations (notably visual). Associations include social isolation, sensory impairment and premorbid paranoid personality traits; family loading for schizophrenia is lower than for earlyonset cases (Howard et al., 2000).
 
 Cognitive function In a community study of cognitive function in schizophrenia (irrespective of age of onset) Kelly and colleagues (2000) found that impaired cognitive function was “pervasive” and most impaired in those aged 60 years or older. In a 6-year follow-up study of institutionalised patients with
 
 schizophrenia (n = 107) aged between 20 and 80 years, Friedman and colleagues (2001) found that there was a significant age group effect on cognitive decline, with those aged over 50 years at study onset showing the steepest decline. In comparison, AD patients (n = 118) showed progressive cognitive decline irrespective of their age at the initiation of follow-up. Follow-up studies of cognitive function in schizophrenia have usually defined late onset as occurring in middle age (45–50 years). Such studies have shown conflicting results, demonstrating either no difference in rates of cognitive decline between EOS and LOS compared with AD patients or a subgroup of LOS who developed dementia (Brodaty et al., 2003; Palmer et al., 2003). Others found cognitive decline in such patients that did not reach criteria for dementia (Rabins & Lavrisha, 2003). There is some evidence that late-onset delusional disorder carries a higher risk (than the older population) for subsequent dementia, with nearly one third of such patients becoming demented at 10-year follow-up (Leinonen et al., 2004).
 
 Aetiology The most robust association in the aetiology of LOS and VLOS is female sex, although the reasons for this are unclear (Howard et al., 2000; Sajatovic et al., 2002; Salokangas et al., 2003). Premorbid paranoid personality has long been associated with the development of VLOS, but often it is difficult to ascertain whether a new illness has supervened or whether the condition is merely an extension of the existing personality with exacerbation of eccentricity, suspiciousness and social isolation. Genetic risk for schizophrenia is intermediate between early-onset cases and the general population (Howard et al., 2000). The contribution of organic brain lesions has been emphasised by a number of studies which have shown changes on neuroimaging, including enlarged cerebral ventricles, white matter, cerebral infarctions, and cortical atrophy (Burns et al., 1989; Keshavan et al., 1996; Miller et al., 1991; Naguib &
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 Levy, 1987; Rabins et al., 1987; Sachdev et al., 1999). However, the study by Symonds and colleagues (1997) found no excess of abnormalities on MRI in LOS versus EOS. In very old (>85) nondemented people, basal ganglia calcification was found in more than 60% of those with hallucinations or delusions compared with only 19% of mentally healthy control subjects (Ostling et al., 2003). Holden (1987) showed that individuals with a diagnosis of late paraphrenia and cerebral organic factors had a poorer prognosis than their nonorganic counterparts.
 
 Management Antipsychotic medication is the mainstay of management of LOS and VLOS (Howard, 1996). Two randomised controlled trials (comparing risperidone and olanzapine) found significant improvement on standard symptom measures (of schizophrenia and cognition respectively) for both drugs (Jeste et al., 2003). Treatment response is related to adherence (Howard, 1996), which is enhanced by allocation of a community psychiatric nurse, use of depot antipsychotic medication, or both (see Howard, 1996). Older people are more likely to experience adverse effects of medications because of the altered pharmacokinetics related to aging. Extrapyramidal symptoms are common and are associated with both typical and atypical antipsychotics. The risk factors for tardive dyskinesia (TD) in older people with schizophrenia include advancing age, the use of typical antipsychotics, female sex and organicity. Orofacial TD was associated with a lower MMSE score in the study by Purandare et al. (2003). Because of tolerability issues and altered pharmacokinetics in the elderly, the recommended dosages of antipsychotics for the treatment of LOS and VLOS are between one quarter and one third of the dosages for EOS (Howard, 1996; Zyas & Grossberg, 2002). Nonpharmacological treatments for psychosis in late life deserve study.
 
 Neurosis Neurosis in old age has, until the last decade, been a relatively neglected area of enquiry (Lindesay, 1995). Neurotic disorders in old age are often unrecognised (Shah et al., 2001), often chronic (Lindesay, 1995) and are probably associated with both increased mortality and physical illness (Dewey & Chen, 2004; Lindesay, 1995). Conceptual issues remain unresolved. Some advocate viewing neurosis from a unitary perspective in which symptoms change over time (Larkin et al., 1992; Lindesay, 1995; Tyrer, 1985). Obsessive-compulsive disorder is the exception, being less common in old age (Myers et al., 1984) and being relatively constant over time. Others have argued against the unitary theory, and prevalence rates of neurosis in old age are usually reported by symptom type or nosological category (e.g. DSM or ICD); however, Lindesay and Banerjee (1993) have shown that the diagnostic system used greatly influences the observed prevalence rates. The results of three large epidemiological surveys are shown in Table 15.13. There are great differences in reported rates of all neurotic disorders except panic disorder, which was rarely found in any of the studies. These differences are partly due to the different survey instruments used but may also represent observer differences or sampling effects. The overall prevalence rate for neurosis ranges between 2.5% and 14.2% of the population aged 65 years or older, with community studies showing that between 5% (Kay et al., 1964) and 24% (Bergmann, 1971) of neurosis in older people has its onset in old age. The influence of culture and ethnicity on the prevalence rates remains unresolved (Bhatnagar & Frank 1997; Chong et al., 2001; Saz et al., 1995). Although neurotic disorders in the young old are more common in females than in males, this sex difference tends to narrow in the very old, largely as a result of the decreasing rates of neurotic disorder in older women (Lindesay, 1998; Nilsson & Persson, 1984). Longitudinal community surveys of depressive neurosis in the United Kingdom (Copeland et al., 1992) and Singapore (Kua, 1993)
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 Table 15.13 Prevalence of neurotic disorders in older populations Study
 
 Neurosis
 
 Robins and Regier 1991
 
 Phobic disorder Generalised Anxiety Panic disorder OCD Phobic disorder Generalised Anxiety Panic disorder OCD
 
 Ritchie et al., 2004
 
 Males
 
 Females
 
 Total –
 
 4.9
 
 7.8
 
 – 0.04 0.8
 
 – 0.08 0.9
 
 –
 
 6.5 3.0
 
 13.7 5.6
 
 10.7 4.6
 
 0.1 0.6
 
 0.5 0.5
 
 0.3 0.5
 
 2.2
 
 PTSD in older people has been most extensively studied in combat veterans (e.g. Schurr, 1991). A conversion of subsyndromal symptoms into fullblown PTSD was noted by Hilton (1997) following the 50th anniversary celebrations of the end of the Second World War in 1994–1995. Whether the chronicity of the disorder in combat veterans is due to lack of either recognition or of treatment remains to be established (Schnurr, 1991).
 
 1.7
 
 Somatisation
 
 show high mortality rates (23.2% and 16.1%, respectively) and changing symptom patterns over the follow-up period. Recovery occurs in only about one in five for neurosis overall (Larkin et al., 1992). Goldberg and Huxley (1980) showed that anxiety disorders in the elderly do not easily pass through the filters to psychiatric care. It is not clear why this is so, but for anxiety disorders Jarvik and Russell (1979) suggested that the elderly may “freeze” rather than display the classical fight-or-flight anxiety reaction, and thus the true nature of their condition may not be recognised. Larkin et al. (1992) suggested that ageism on the part of clinicians may influence attitudes to neurotic disorders in old age, including unwarranted pessimism regarding prognosis and treatablility, reducing the likelihood of psychiatric referral.
 
 Speciﬁc neurotic disorders in the elderly
 
 Psychological distress manifesting as somatic symptoms (somatisation) most often begins in early adult life but may persist into old age. Recent research suggests that somatisation is common in old age, especially among female frequent attenders, and is well recognised by primary care physicians (Wijeratne et al., 2003).
 
 Treatment Butler (1968) has long advocated a psychotherapeutic approach in older people for the treatment of neurotic disorders and psychological reactions to adverse life events such as loss. Yost et al. (1986) outlined adaptations of Beck et al.’s (1979) model of cognitive therapy for older people. Morris and Morris (1991) reviewed the studies of behavioural and cognitive therapy in old people with depression and concluded that, when used appropriately, these therapies are beneficial. Although many older people with neurotic disorders are treated with medication (see Chapter 27), an evidence base for their use remains to be established.
 
 Suicide and deliberate self-harm in the elderly
 
 Posttraumatic stress disorder A recent population study of older people found a 6month prevalence of posttraumatic stress disorder (PTSD) of 0.9%, with 13.6% of the population showing subsyndromal symptoms (van Zelst et al., 2003). In this study, neuroticism and adverse events in early childhood were risk factors.
 
 Suicide Suicide rates increase with age in most studies from the developed world (reviewed by Pritchard, 1992). Although suicide rates in England and Wales have declined overall (including those for the elderly), rates in the oldest old (85+ years) have not fallen
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 (Shah et al., 2001). The reasons are not yet fully established but may (for the elderly population) include changes in drug prescribing, including the reduction in the prescription of TCAs (Lodhi & Shah, 2004; Shah et al., 2002). Suicide in older people is associated with depression, family conflict, physical illness and loneliness (see Jacoby, 2000). In older people, male suicide rates remain higher than those for females (Shah et al., 2001). Suicidal thoughts are not uncommon in the oldest old with mental health problems and should always be taken seriously. Older suicides are more likely to suffer from a depressive illness but are less likely to be known to mental health services or to have been treated for depression, compared with younger suicides (Salib & Green, 2003; Waern et al., 2003). Older people may be particularly likely to enter into suicide pacts. The prevention of suicide in older people is complex and current screening methods are probably inadequate. Thus a high index of suspicion must be exerted in older people who have risk factors such as depression, alcohol abuse, social isolation and chronic painful medical conditions (Jacoby, 2000; O’Connell et al., 2004).
 
 Deliberate self-harm Deliberate self-harm (DSH) is less common in older than younger people. In one study in Wales, only 5.4% of all cases of DSH seen in a district general hospital over a 12-year period were aged 65 years or older (Pierce, 1987). Of these, the majority were depressed (93%) and female (male:female ratio = 1:1.5). DSH in older people should probably be regarded as a failed suicide attempt because the ratio between attempts (DSH) to completion (suicide) is relatively low (Cattell, 2000) and suicidal intent is high in this group (Marriott et al., 2003; Merrill & Owens, 1990).
 
 Alcohol abuse Recent community surveys of alcohol abuse in elderly people report prevalence rates of anything up to to 5% of men and 3.2% of women (Iliffe et al.,
 
 1991; Liberto et al., 1992). The range of prevalence rates can probably be attributed to the methods of case identification, and the differing socioeconomic status of the populations studied (high socioeconomic status populations tending to have higher prevalence rates).
 
 Clinical picture It is now established that alcohol abuse in old age comprises two groups. Group I are graduate alcoholics; the majority have features of the alcohol dependence syndrome and have been drinking for many years. They tend to present with physical problems, and the sexes are equally represented. Group II comprise elderly people who began to abuse alcohol in old age; they rarely have symptoms of alcohol dependence syndrome. They present with falls, self-neglect and intermittent confusional states. They are usually female and are often isolated and suffer from chronic ill health (Jolley & Hodgson, 1985; Rosin & Glatt, 1971).
 
 Management Some elderly alcoholics are in contact with the Alcohol Treatment Services, but they are a small minority (Glatt et al., 1978). There are few data on management of Group II alcoholic abusers. Jolley and Hodgson (1985) suggested that hospital admission might be used to “break the cycle” with a careful assessment of social, psychological and physical problems and appropriate treatment of each as the basis for successful management. They also advocate the use of vitamins and tranquilisers. Perhaps the most important factor is initial recognition of these patients, which is not always easy.
 
 Other psychiatric disorders of old age Senile self-neglect (Diogenes syndrome) These patients are characterised by reclusiveness and breakdown of self-care to the extent that they may pose an environmental health hazard. Not infrequently they hoard rubbish and reject help
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 from relatives or statutory services. The condition is not necessarily associated with poverty, with many patients having more than sufficient money. Men and women are equally affected, and occasional cases of “Diogenes a deux” in married couples have been described (Cole et al., 1992; MacMillan & Shaw 1966). The condition is not common: an annual incidence of 0.5 per 1,000 of the population aged over 60 years was reported by MacMillan and Shaw (1966). Patients form a heterogenous group, both in their symptom profile and their mode of presentation. Post (1982) considered that many are personality disordered, the rest suffer from dementia or paraphrenia. Contact with medical services is rarely initiated by the patients themselves but often by neighbours, although at the time of referral, many are mentally ill or disabled, and mortality is high (Clark et al., 1975; MacMillan & Shaw, 1966). Not infrequently, the environmental hazard is the cause of contact with medical services.
 
 Charles Bonnet syndrome De Morsier (1938) used this eponym to describe a syndrome of complex visual hallucinosis in mentally normal, but usually visually impaired, old people. Podoll et al. (1990) proposed an operational definition which requires the presence of visual hallucinations in clear consciousness and in the absence of cerebral pathology or psychosis; visual impairment is considered a usual but not necessary concomitant. Rates of 1% to 2% of psychiatric elderly out-patients have been reported (Berrios & Brook, 1984; Podoll et al., 1990). Characteristically the visual hallucinations begin suddenly, last for only brief periods (seconds or minutes) and are more common in the evening or at night. They are vivid, and about a third are simple (patterns). When complex, human forms predominate over inanimate objects. Insight is maintained (Fuchs & Lauter, 1992). Some authors have attempted to widen the boundaries of the syndrome to include those who subsequently develop cerebral cortical pathology such as cerebrovascular disease, and it has been reported as the presenting feature of Alzheimer’s
 
 disease (Crystal et al., 1988) and stroke (Ball, 1991). Even in cases as defined by Podoll et al. (1990), mild abnormalities on EEG may be found. Treatment of visual impairment, when possible (e.g. removal of cataracts) can be successful (Fernandez et al. 1997). Visual hallucinations in a 65-year-old women with depression were successfully treated by episodic blindfolding (Naik & Jones, 1993).
 
 Learning disability in the elderly The aging of the population in developed countries has resulted in increasing numbers of older people with learning disability. The carers of those with learning disability are also aging (Llewllyn et al., 2004). Older people with learning disability have high rates of both psychiatric and physical disorders (Moss & Patel, 1997). In a population of older people with learning disability aged over 50 years (n = 101), 12% had dementia (Moss & Patel, 1997). People with Down syndrome now have a life expectancy of 56 years and are at increased risk of developing dementia. Aged carers of people with learning disability are frequently isolated from the services that are supposed to support their caring role (Llewellyn et al., 2004).
 
 Conclusions Old age psychiatrists worldwide face a future which is both uncertain and exciting – uncertain because of increasing restraints on resource allocation, exciting because this in itself offers a new challenge for service development. Exciting also because of the growth of the speciality and of research into psychiatric disease of old age. No longer is there any justification for the therapeutic nihilism which so often was associated with the treatment of the mental disorders of old age. Aging populations also bring challenges to specialists and services for learning disability and forensic psychiatry. The specialist in the psychiatry of old age has the means to alleviate distress and bring hope of increasingly effective treatments.
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 16 The psychiatry of intellectual disability Anthony Holland
 
 This chapter covers psychiatric aspects of intellectual disability; the overlap between psychiatric and intellectual disorders is sometimes referred to as dual disability. This chapter reviews various theoretical perspectives relevant to practice in the context of emerging research in this area. This research has progressed from epidemiological studies to investigations into the causation of problem behaviours and comorbid mental disorders. In this context, different terminologies and conceptual models have at times resulted in confusion. However, the state of the art at present is one of integrating these various theoretical perspectives into an overarching biopsychosocial model that is concerned with identifying and addressing predisposing, precipitating and maintaining factors that result in mental ill health or maladaptive behaviours.
 
 Background The term intellectual disability is used to describe a group of people who have in common early developmental delay and evidence of intellectual and functional impairments. This term is synonymous with others used in different countries and statutes, including mental handicap, mental retardation and learning disabilities (American Psychiatric Association, 1994; World Health Organisation [WHO], 1992). As a group, people with developmental
 
 intellectual disabilities are very heterogeneous. Those with severe and profound intellectual disabilities are likely to have a history of significant developmental delay and functional impairments, such that they require care throughout their lives. Those with milder intellectual disabilities may be able to live independent, or relatively independent, lives and require additional support only through their school years or at times of particular difficulties. No single term fully encapsulates the complexity of need. The World Health Organisation’s classification system of impairments, disabilities and handicaps helps to address this issue (WHO, 1980). This has been revised in the form of the International Classification of Functioning, Disability and Health (WHO, 2001). In the earlier WHO model, in the case of intellectual disabilities, the “impairment” reflects dysfunction of the brain; “disability”, the extent to which the individual has limited functional and social skills as would be expected for his or her age; and the “handicap”, the disadvantage that follows. The extent of disadvantage at least partly depends on whether society invests in strategies that might compensate for such disability, such as the level of the support offered. Given the distribution and properties of formal IQ assessments, approximately 2% of the population can be said to have a significant intellectual impairment, and 3 to 5 per 1,000 of the population have been reported to have severe or
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 profound intellectual disabilities. The reported agespecific prevalence rates for intellectual disability is influenced by problems associated with ascertainment across the age range and, because of differential effects on age-related mortality rates, by those with more severe disabilities having a reduced life expectancy (see Fryers, 2000, for review; McConkey et al., 2006).
 
 Box 16.1 Key issues in service provision for people with dual disability r Changing societal attitudes and more enlightened national and international policies have led to major changes in the nature of service provision with a commitment to community non-institutionally based support.
 
 r People with intellectual disabilities have in common the presence of early developmental delay and impairments
 
 Causation and the heterogeneity of dual disability
 
 in intellectual and functional abilities but differ very significantly in the cause, nature and extent of these impairments and disabilities.
 
 r Interdisciplinary and community-based services are
 
 The possible reasons for significant developmental delay and subsequent intellectual disabilities are multiple and include the presence of chromosome abnormalities and single gene disorders, as well as environmental factors such as perinatal trauma or intrauterine infections, and maternal and early childhood nutritional deficiencies, maternal alcohol abuse or severe childhood neglect and deprivation (Kaski, 2000). There are other, as yet unidentified presumed genetic causes (Thapar et al., 1994). The presence of mild intellectual disability rarely has a single identifiable cause but is a consequence of both polygenic and social/environmental influences. The extent to which a particular cause predominates in any country will vary depending on the social, political and economic status of that country and the resultant health and nutritional status of the general population, particularly that of mothers and newborn children. Other factors contributing to the extent of a person’s disability and “handicap” (disadvantage) include educational, social and health resources that might maximise abilities and determine the extent of available opportunities. The heterogeneity of this group of people is therefore characterised by the fact that some will have genetically or environmentally determined disorders that have had a marked effect on brain development and therefore on intellectual, social and functional abilities. Others may develop adequate living skills, are able to make their needs and wishes known through spoken language and lead relatively independent lives, but may have poor
 
 required to provide expertise to work alongside people with intellectual disabilities and those that support them to ensure an optimal and appropriate social care environment according to need.
 
 psychological resources and are also often disadvantaged in society. Some sensory, physical or developmental disabilities such as cerebral palsy and autism spectrum disorders are considered related to intellectual disability in that many individuals with these other conditions also have evidence of significant intellectual disability. The mental health needs of this heterogeneous group of people are therefore varied and complex, and mental health problems and behavioural disorders can present in both typical and atypical ways, often depending on the developmental level and communication skills (in particular, verbal skills) of the person concerned (Holland & Koot, 1998). All aspects from the biological functioning of the brain to the manifestations of disability to societal responses can play a part in the emergence of dysfunction and mental ill health during the course of development and over the lifespan. Key points relevant to this area are shown in Box 16.1.
 
 Psychiatric and behaviour disorders in people with intellectual disabilities In accepted systems of classification, such as the 10th revision of the International Classification of
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 Diseases (ICD-10; WHO, 1992) or the 4th edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV; American Psychiatric Association, 1994), intellectual disability (mental retardation) along with personality disorder are seen as disorders of development. For example, in DSM-IV, mental retardation is under Axis II and acquired clinical disorders under Axis I. Thus it is accepted that comorbidity can occur, and people with intellectual disabilities can, like the rest of the population, acquire other mental disorders. However, in the field of intellectual disability, there has been confusion in the terminology used with respect to mental health and behaviour disorders. It is clear that mental illnesses (such as depression) may present in people with intellectual disabilities as changes in behaviour (Meins, 1995; Tsiouris, 2001), but not all maladaptive behaviour should be seen as due to problems within the individual and therefore as a “mental health” problem. Some terms are used diagnostically and others descriptively. In this chapter, therefore, the use of a term defining a specific comorbid mental disorder (e.g. bipolar disorder) is taken to imply some understanding as to aetiology and a distinguishable composite of affective, behavioural and cognitive characteristics. The diagnosis of such a mental disorder thereby provides a guide to empirically validated and effective treatment. In contrast, terms such as maladaptive, problem, aberrant or challenging behaviour or behaviour disorders have also been used in the field of intellectual disability. These include such behaviours as aggression, self-injury, smearing and severe stereotype behaviours. These terms are generally descriptive and do not in themselves imply any understanding as to cause. For example, the basis of self-injurious behaviour is likely to be different in people with Lesch-Nyhan syndrome compared with self-injury in those with autism or to the skin picking associated with having Prader-Willi syndrome. However, the severity of such behaviours are often such that they threaten the person’s physical health or may have a marked effect on his or her quality of life and opportunities, as well as that of family members and other caregivers. The task
 
 Box 16.2 Conceptual models for maladaptive behaviours in people with intellectual disability r Learning theory r The consequences of developmental arrest r The presence of comorbid physical or psychiatric disorders
 
 r The presence of specific risks in association with particular syndromes (referred to as behavioural phenotypes)
 
 in each individual case is to identify the reasons for such maladaptive behaviours so that interventions likely to be effective can be put in place. Different conceptual models can be helpful when trying to explain the occurrence of particular maladaptive behaviours, shown in Box 16.2. The recognition that such varied models can all, individually or in combination, help explain the occurrence of such behaviours has been a significant advance. Thus in the case of both the presence of an additional mental disorder or of behaviour problems, a combination of developmental, biological, social or psychological factors interact and influence the occurrence of such behaviours. It is therefore important in the field of intellectual disability to consider how these different processes might have predisposed to, precipitate or be maintaining such problem behaviours or abnormal mental states.
 
 Epidemiology A number of studies in different countries have attempted to investigate the extent to which people with intellectual disabilities manifest additional mental or behaviour disorders. Such studies have proved methodologically difficult for several reasons. First, the definition of intellectual disability is in itself imprecise. Although measures of intellectual ability can provide a guide, there may be uncertainty whether someone should or should not be considered to meet the criteria. This is particularly so when cognitive function is superficially average but social function is markedly impaired. Second,
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 although identification of children with an intellectual disability may be possible when they are receiving statutory education, identification of all adults with a possible intellectual difficulty is much more problematic, and most studies include only those people with intellectual disabilities known to services (an administrative sample). People with additional needs, such as people with both intellectual disabilities and mental or behavioural disorders, are likely to be overrepresented in this group. Third, the diagnosis of mental disorder relies heavily on the ability of the person to describe his or her own mental experiences and feelings. For some people with intellectual disabilities, this is not possible, and mental states may have to be inferred from observations made by family members or other carers. Fourth, the use of diagnostic criteria for different mental disorders entails determining the presence or lack of specific mental experiences, and these criteria in people with intellectual disabilities may need some modification. However, if they are broadened too much, they may no longer be valid (Einfeld & Aman, 1995; Royal College of Psychiatrists, 2001). Finally, different terminology and diagnostic criteria have been used across studies, and direct comparisons between studies may not be possible. Despite the methodological problems just listed, studies undertaken in Australia, Europe and the United States using varied methodologies have arrived at broadly similar results. There is a general consensus that rates of mental disorder (including behaviour disorders) are high, with a prevalence of nearly 50% in people with severe or profound intellectual disabilities and of about 20% to 25% in people with milder intellectual disabilities (see Birch et al., 1970; Borthwick-Duffy & Eyman, 1990; Cooper, 1997; Einfeld & Tonge, 1996; Jacobson, 1982; Lund, 1985; Robertson et al., 2004; Rutter et al., 1970; Taylor et al., 2004). Overall, prevalence rates of “behaviour disorders” may be as high as 20% and occur more commonly among people with severe intellectual disabilities and in particular among those meeting criteria for autistic spectrum disorder and those with sensory impairments (see Emerson, 2001, for a full review). In a recent
 
 study of an administrative sample of people with intellectual disabilities, rates of specific psychiatric disorders have been shown to be increased, particularly the rates of schizophrenia and anxiety disorders (Deb et al., 2001) Also, for those with mild intellectual disabilities, affective disorder may be both common and chronic (Richardson et al., 2001). Research has also shown that particular psychiatric disorders or behaviour problems may cluster in groups of people with specific causes for their intellectual disabilities. This relationship between a genetic syndrome and an increased propensity to a specific behaviour or psychiatric disorder has been referred to as behavioural phenotypes. An example of these are the relationship between Down’s syndrome and the very high risk of Alzheimer’s disease in midlife (Holland et al., 2000; Lai & Williams, 1989), with rates of clinical dementia starting at 1% or 2% in the 30s and reaching between 40% and 75% in the 50s. Another very different example is the overeating and other behaviour problems, such as skin picking and repetitive behaviours, that occur in people with Prader-Willi syndrome (Holland et al., 2003). Most striking is the high risk of psychotic illness in people with one genetic subtype of Prader-Willi syndrome due to uniparental disomy (UPD) (Boer et al., 2002), with rates of psychosis in this subgroup reaching 100% in the mid to late 20s. Other associations include the high rates of social anxiety experienced by those with fragile X syndrome (Einfeld et al., 1999) and of schizophrenia in those with velocardio-facial syndrome (Shprintzen et al., 1992). For some, such as those people with tuberose sclerosis, rates of autism spectrum disorder are reported to reach 80% and are associated with the brain tubers in the temporal lobe (Bolton & Griffiths, 1997). Although the epidemiological evidence indicates that the full range of acquired mental disorders can be found affecting people with intellectual disability, together with a range of maladaptive behaviours, the picture is complex, with vulnerabilities for specific disorders varying according to the cause, nature and severity of a person’s intellectual disability. This would suggest that intellectual disability is in itself a risk factor for the development of mental
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 ill health and behaviour disorders, but the mechanisms that link the presence of intellectual disability and these increased vulnerabilities are less clear. Again, such mechanisms are best conceptualised by considering the issue from a developmental perspective and identifying the biological, psychological and social factors and their respective roles in predisposing to, precipitating or maintaining the presence of an acquired mental or behavioural disorder.
 
 Biological factors There are various strands of evidence supporting the view that impairment of brain function, which is highly likely to be present in people with intellectual disability, may itself increase the vulnerability to mental ill health. First, there is the evidence that the vulnerability to major mental illnesses, such as schizophrenia, may not only relate to genetic factors but also to the presence of brain abnormalities (Sommer et al., 2001). Second is the observation that people with intellectual disabilities due to specific syndromes may have particular risks (as described earlier). Third, some biological factors may explain the onset of mental disorder. For example, severe epilepsy, which is common in people with intellectual disability, may be associated with aberrant behaviours in the prodromal, ictal or post-ictal phases, to psychotic-like experiences or mood disorder and the effects of anticonvulsants on mental states (Bowley & Kerr, 2000). Finally, when brain development is severely arrested, there may be a pattern of behaviour that reflects the level of development and coping skills of that person, irrespective of his or her chronological age – for example, the continuation of incidental self-stimulatory or repetitive movements, severe temper outbursts or checking behaviours that are characteristic of normal early childhood (Holland et al., 2003).
 
 and acquire functional relationships within the context of environmental setting events that may be interpreted by observers as a form of communication (see Emerson, 2001, for a review). For example, aggressive or self-injurious behaviour may be reinforced through the response of others in the environment and its occurrence affected by different settings, events and environmental contingencies. The behaviour may be instrumental in escaping or avoiding certain tasks. From this perspective, such behaviours are not conceptualised as a mental disorder but rather as the result of a naturally occurring process through which specific behaviours are inadvertently shaped over time. These models are being elaborated further, and the significance of specific developmental disorders, such as those in the autistic spectrum, and different biological states or mental ill health has been recognised as important contributory variables. This is well illustrated by studies of the relationship between particular behaviours and a specific genetic cause for the person’s intellectual disability, such as Angelman syndrome (Horsler & Oliver, 2005). Interaction between factors that are predominantly cognitive, affective or developmental in nature and environmental contingencies are likely to be common, and although these relationships are complex and not well understood, these interactions influence the behavioural expression of mental disorders. It is also important to recognise the importance of having an intellectual disability in terms of functioning effectively in a cognitively complex and demanding society given the limited opportunities for a satisfying and productive lifestyle that may be available to people with intellectual disabilities. Here, the mediating mechanisms may include reinforcement of feelings of worthlessness through the impact of negative life experience, lack of emotional support and limited life opportunities.
 
 Social factors Psychological factors A substantial body of work based on principles of applied behaviour analysis supports a view that particular behaviours may be shaped and learned
 
 In most cultures, the importance of family life and other cultural equivalents, an appropriate living environment, social networks, meaningful employment and the right to privacy are taken for granted
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 (see Parmenter, 2001, for discussion). The social milieu in which people live constitutes an important contribution to resilience and the development of practical, social and coping skills that may provide protection against the development of mental ill health in both individuals with intellectual disabilities and their carers (Cummins, 2001). More recent research involving children with learning disabilities and their families has suggested that socioeconomic factors can explain some of the increased risk for mental health problems that is observed (Emerson et al., 2006). The quality of social care and employment or occupational opportunities commensurate with individual abilities and, most importantly, freedom from exploitation and abuse are prerequisites for enhancing mental health and minimising the occurrence of behaviour disorders, as it would be for any group (Balogh et al., 2001). In addition, for people with impaired understanding and expressive communication, the use of augmented forms of communication, such as signing and objects of reference, are also important to maximise instrumental use of the environment to communicate needs and wishes and to help make life more meaningful and predictable. Box 16.3 summarises key points in considering correlations between intellectual disability and mental illness.
 
 The prevention and detection of mental ill health and its treatment In the beginning of this chapter, the considerable heterogeneity of the group of people covered by the term intellectual disability was emphasised. Some will have clearly biologically determined disorders of brain development and associated severe intellectual disabilities, whereas other people will have milder intellectual disabilities and may well have experienced social, educational or economic disadvantage and the related consequences of such problems. It is therefore difficult to generalise across this group because there are likely to be a very
 
 Box 16.3 Key points in the relationship between intellectual disability and mental illness r Difficulties relating to definitions and ascertainment make true population-based studies of the relationship between the presence of intellectual disabilities and the occurrence of behavioural and psychiatric disorder problematic.
 
 r Rates of psychiatric and behavioural problems are high among people with intellectual disabilities, with the exact nature of the problem depending on the nature and extent of the intellectual disability of the population surveyed.
 
 r Specific studies of people with particular syndromes known to be associated with intellectual disabilities indicate that the profile of mental ill health and/or problem behaviours may, in some circumstances, be strongly influenced by the cause of the person’s intellectual disability.
 
 diverse range of factors that contribute to mental ill health. Although there has been considerable research regarding behaviour disorders, there has been limited work investigating the vulnerabilities that contribute to psychiatric disorders, such as mental illness, among people with intellectual disabilities. It is likely that there will be both protective and preventative factors that increase the resilience to the psychosocial impacts of adverse effects and life events (Esbensen & Benson, 2006; Hastings et al., 2003), as well as other factors that increase the risk for the future development of mental disorder. Many may be similar to that which has been observed in the general population.
 
 Maintenance of mental health and prevention of mental ill health The complexity of this group of people and the interrelationships among developmental, biological, psychological and social factors are likely to be complex. Furthermore, different factors may predispose to mental ill health, and other factors may be responsible for precipitating a particular episode
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 Box 16.4 Factors maintaining or ameliorating mental health problems in intellectual disability r The physical environment and whether it is free from exploitation and abuse
 
 r The quality of the communication that enables individual wishes and needs to be understood and appropriately met
 
 r The nature of neuropsychological and other psychological behavioural strengths and weaknesses
 
 r The extent of support to families and individuals that alleviate the carer’s stress and enhance the quality of the home environment (Cummins, 2001)
 
 r Relevant educational and meaningful life opportunities that help maintain life satisfaction through the performance of valued roles, albeit with supportive services
 
 r The availability of leisure opportunities and appropriate social networks
 
 r The presence of nondiscriminatory attitudes towards the person’s specific disability or from beliefs about their gender, ethnicity and culture
 
 of ill health and maintaining such problems over time. From a biological perspective, these include the vulnerability that might be directly associated with a specific syndrome, or, indirectly, because of the general impairment in brain function, the person’s physical health and presence of other physical and sensory impairments or the effective management of epilepsy, if present. From the psychological, behavioural and social perspectives, the key issues will vary according to individual circumstances and the degree of impairment and disability but may include, inter alia, the issues shown in Box 16.4.
 
 Detection of mental ill health Acknowledging that people with intellectual disabilities may develop comorbid mental disorders or that particular patterns of behaviour may be the consequence of inappropriate support strategies has been a major advance in the field. There are, however, several problems that mitigate against the early and appropriate detection of such difficulties and
 
 the development of meaningful interventions. The first, perhaps the most striking, is often referred to as diagnostic overshadowing (Reiss et al., 1982). This is the phenomenon in which the development of a particular abnormal mental state or pattern of behaviour is attributed to the person’s intellectual disability, and the possibility that there may be an underlying comorbid disorder is not considered. In addition, it may be difficult for people with intellectual disability to recognise themselves that they need help, and they often depend on others to identify the potential significance of such change. Thus the key to the detection of potential mental ill health is acknowledgement that it can and does occur among people with intellectual disabilities. A further confounding factor is the belief, on the part of carers, that such behaviour problems are inevitable and unchangeable, and therefore that it is not appropriate to seek advice. Also having identified the possibility of an underlying comorbid mental disorder, it may be difficult to obtain information from the person who has either limited or no language, and there may be a lack of good longitudinal data from informants demonstrating that there has been a change in mental or behavioural status. To aid the process of detection and of subsequent diagnosis, the Psychiatric Assessment Schedule for Adults with Developmental Disabilities (PAS-ADD) checklist and informant and patient/participant assessments have been developed (Moss et al., 1996, 1998).
 
 Assessment and treatment Assessment, and subsequent treatment, is only possible if it is recognised that a problem exists and that an understanding of that problem can lead to interventions that may be effective. Having recognised that there is a problem, a comprehensive assessment is essential. The onset of superficially similar maladaptive behaviours (e.g. aggression or selfinjurious behaviour) in one person as opposed to another may have very different causes. What predisposes to such behaviour may be different from
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 DATA COLLECTION AND ORGANISATIONAL PHASE
 
 Identification of index problems
 
 Data collection
 
 History, mental state and physical examination from patient and informant For example: • Onset of new problem behaviours • Change in general well-being • Loss of skills • Deterioration in frequency/severity of long-standing behaviours
 
 Initial formulation
 
 INVESTIGATION & INTERVENTION PHASE
 
 Final formulation
 
 Intervention & evaluation
 
 Investigations & observations e.g., ABC charts, psychometric assessments, monitoring of mental state, blood tests, scans etc
 
 • Differential diagnosis • Identification of possible factors that predispose, precipitate and/or maintain behaviours and/or abnormal mental state.
 
 • • • •
 
 • •
 
 Specific treatments Monitoring of outcomes
 
 Developmental psychopathology Co-morbid diagnosis (if present) Identified functions of behaviours Aetiological and maintaining factors
 
 Figure 16.1 The process of assessment of the individual with dual disability.
 
 what actually results in its manifestation, at a given point in time in a particular environment. Because of the potential complexity, it is likely that the perspectives of different disciplines will be required, and, in addition to a detailed history and mental and physical assessments, those supporting the person concerned will need to make structured observations over time. Such observations could include daily mood monitoring, records of seizures and the use of ABC charts to record the frequency of any maladaptive behaviours and what was observed prior to, during and after an incident. This information is then used to develop a detailed formulation of the index problem. A psychiatric formulation includes an evaluation of the cause of the person’s intellectual disability, a developmental history particularly exploring the possibility of autism, the diagnosis of any comorbid physical or psychiatric disorders and the identification of social or psychological factors (e.g. recent bereavement) that might account for a change in vulnerability or, as a life event, precipitated a change in mental state. A psychological perspective might focus on the identification of cognitive strengths
 
 and weaknesses, on the identification of any pattern to the occurrence of such maladaptive behaviours and ultimately on identifying any functional component to the behaviours. In the case of depression, assessment would help determine the potential value of cognitive-behavioural therapy (Esbensen & Benson, 2005). As the members of other disciplines, such as speech and language therapy experts, undertake their own assessments, a comprehensive picture of the developmental profile and present abilities of that person and of how identified problems can best be explained arises. Although in some cases the recent onset of a problem can be linked fairly easily to some life stress or the onset of a mental disorder, such as depression, in others the reasons for the occurrence of particular problems are not obvious, and as such extensive assessments are essential. Often the understanding that emerges is multifaceted. This process is illustrated in Figure 16.1. It follows from this discussion that interventions are dictated by the results of the assessment. The bringing together of an understanding of a particular problem, through the process of formulation,
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 can in itself result in improvement, perhaps because it brings some order to what are often very stressful and increasingly chaotic situations. The psychiatrist will have a role, along with other disciplines, in the development of the formulation. Some information encapsulated in the formulation will be important knowledge, but it does not in itself lead to an intervention. Other information (e.g. identification of a comorbid psychiatric or physical illness) may have an obvious and well-tested treatment. For example, knowing that a person has Lesch Nyhan, Smith Magenis or Cornelia de Lange syndrome, all known to be associated with self-injurious behaviour, does not immediately result in a specific targeted treatment for such behaviour; however, it is part of picture and may guide further investigation and then intervention. In the case of people with Cornelia de Lange syndrome, oesophageal reflux is common, and the associated pain may well result in nonspecific problem behaviours (Luzzani et al., 2003). Thus, assessment and intervention is an iterative process and needs to follow a logical progression, often with one intervention at a time so that success or poor results can be properly evaluated. As a general rule, the initial treatment of comorbid disorders followed by psychological and other interventions is the most appropriate course of action. If a person has severe depression, a psychotic illness, uncontrolled epilepsy, or a physical illness, until this is rectified, other interventions, particular ones that require engagement from the person concerned, are less likely to be successful. Furthermore, many of these disorders may be associated with mental and physical suffering; indeed, the sooner they are treated, the better, and treatment may also result in a complete resolution of the index problem.
 
 Psychotropic medication This section devoted to psychotropic medications has been included primarily because of concerns about their use in this population. Many studies have reported the high rates of psychotropic medication being given to people with intellectual disabilities for their “challenging behaviour”
 
 (Kiernan et al., 1995; Linaker 1990). As this chapter indicates, many causes may lead to such behaviour, and therefore the simplistic view that challenging behaviour, such as aggression, equates to the use of a major tranquiliser, is not sustainable (Brylewski & Duggan, 1999). A starting point is that psychotropic medication can be used to treat a diagnosed psychiatric disorder (such as bipolar disorder, depression or schizophrenia) that sound evidence has shown responds to this treatment. This evidence is usually from double-blind placebo-controlled trials undertaken in the nonintellectually disabled population, but there is no indication that that knowledge is not transferable to the treatment of people with intellectual disability (with some conditions). First, an accurate psychiatric diagnosis is essential, and if a person does not respond to the treatment, a re-evaluation of the comorbid diagnosis is indicated. Second, particularly for those with genetically determined neurodevelopmental disorders, the use of medications that act on the central nervous system needs to be undertaken with caution because both the response and the risk of side effects may be atypical. Thus starting dosages are usually lower and increased with care. The use of atypical rather than typical neuroleptics is generally recommended. Third, making a diagnosis and determining response to the treatment of a suspected comorbid illness may be problematic, particularly in those with limited spoken language ability. It may be the case that treatments are given and monitored in situations of greater uncertainty than would be the case in the treatment of a similar disorder in a person without an intellectual disability. For this reason, the identification of possible markers of the illness (e.g. particular behaviours or mood states) and recording the nature, frequency and severity of such behaviours before starting and after the commencement of treatment is advisable. If there appears to be no response, further evaluation is indicated with respect to the original diagnosis, specifically regarding whether this suggests nonresponse to treatment or whether it is the wrong treatment because the diagnosis is incorrect (see Reiss & Aman, 1998).
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 Although such an approach (i.e. diagnosis informs choice of treatment) to the use of psychotropic medication is the standard, there are concerns that too rigid a diagnostic approach may result in people not receiving medication who would have otherwise benefited from it. The two main reasons for this are as follows: first, a recognition that the diagnosis of a comorbid psychiatric disorder may be difficult because of an atypical presentation or the lack of any description from the person of his or her mental state and, as described earlier, it may not be possible to make a definitive comorbid diagnosis, but there may be a high index of suspicion. Second, high levels, for example, of arousal, anxiety, or obsessiveness may all contribute to problematic behaviours, and although such phenomena may not meet formal diagnostic criteria for specific psychiatric disorders, they may respond to the use of neuroleptic, sedative or antidepressant medications. This is best illustrated with the reported benefits from the use of atypical antipsychotic medication and selective serotonergic reuptake inhibitors (SSRIs) in people with autistic spectrum disorders (Bodfish & Madison, 1993). For example, persistent or intermittent high levels of anxiety associated with unexpected changes in routine in a person with autism may be ameliorated through the use of specific neuroleptic or SSRI medication (or both) in conjunction with improving the communication environment (e.g. use of signs and symbols) and other strategies to bring predictability into that person’s life. Such an approach may well be indicated in the context of the broader formulation and in the understanding of how the use of such medication might, for example, reduce a person’s predisposition to problematic behaviours by raising the threshold for responding to unexpected environmental changes.
 
 Conclusions People with intellectual disabilities are a highly heterogeneous group with often complex, multiple and changing needs. Behavioural and
 
 psychiatric disorders have a high prevalence, and different approaches are required depending on an understanding of the index problem. For these reasons, interdisciplinary assessment is frequently needed that draws on different theoretical approaches and models of understanding. Intervention is often an iterative process informed by proper record keeping and by a combination of interventions. These may range from the treatment of an underlying physical or psychiatric comorbid illness, improvements in communication strategies, positive behaviour support and establishing structured, meaningful and appropriate social care. For those with more severe intellectual disabilities, establishing the nature of any abnormal mental state or of an underlying physical illness may be problematic. For this reason, a high index of suspicion is required, and knowledge of syndrome-specific risks can be particularly helpful. Uncertainties that result because of problems with communication with respect to those with more severe intellectual disabilities means that knowledge held by families and paid carers, particularly about change in functioning or behaviour over time, is often of great value. Interventions may be further complicated with respect to the capacity of people with intellectual disabilities to consent. Legislation in different countries provides a framework for resolving this issue. However, the responsibility of clinicians is to engage the person in the assessment and intervention process as far as that is possible.
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 17 Sexual problems John Bancroft
 
 Sexuality plays a central role in most of our lives. It is a key factor in our principal relationships and the formation of our families. It is also a common source of problems. This chapter examines the relationship between mental health and sexuality: how mental health affects sexuality and, conversely, what effects sexual experiences can have on mental health. The more common sexual problems and their clinical management are reviewed. As a background, we first consider sexual development and the psychosomatic interface between psychological processes and physiological sexual response.
 
 Sexual development Normal sexual development results from the integration of three developmental “strands”: gender identity, the capacity for close dyadic relationships and sexual responsiveness (Bancroft, 2005a). Both gender identity and the capacity for close dyadic relationships are fundamental to childhood development in a more general sense. In contrast, the sexual response strand has a much more variable role during childhood, with some children having clear sexual awareness and associated experiences, such as masturbation, and others remaining relatively unaware. The extent to which this variability results from early learning and family environment or is genetically or prenatally determined
 
 remains unknown, and it is not clearly related to either gender identity or dyadic relationships prior to puberty. As the child approaches adolescence, all three strands become increasingly interactive and interdependent. Gender identity is thrown into a transient state of confusion. Hierarchies of relationships between peers can be disrupted. The newly organizing sense of masculinity or femininity will influence how dyadic relationships, both sexual and nonsexual, are formed and experienced. The emerging adolescent “scripts” for male and female behaviour will now have a clearer sexual component, and sexual response will have an impact on new relationships, leading to an evolving distinction between sexual and nonsexual relationships. The sexual response strand may make an early entry in the developmental process for some and a late entry for others, neither having clear implications for normal adult sexual development. Factors influencing the integration of these three strands in early adolescence can be considered under three headings: r The “peri-pubertal” pattern. The emerging sexual responsiveness in late childhood and early adolescence has a substantial hormonal basis and should be regarded as central to normal sexual development. Similarly, peri-pubertal changes in body shape, breast and hair growth, voice breaking and menarche all contribute to the upheaval of gender identity and related self-esteem around
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 that time. Here we are dealing with processes relatively independent of the child’s social and family context at this age. r The “parent versus peer group” pattern. One aspect of adolescence is the process of developing a “separate identity”, which in part is achieved by rejecting, often transiently, some of the values or norms or expectations that one’s parents uphold, and in part by identifying with a “peer group”. We need to understand the balance between parental influences, which tend to predominate during pre-pubertal childhood, and peer group influences, which are increasingly important during adolescence. r The “maladaptive” pattern. Sexual behaviour is one of the adolescent “externalizing” behaviours which are often part of a pattern of maladaptive behaviour beginning in childhood and associated with a range of negative developmental influences. Sexual “acting out” gets added to the list of such behaviours as the child enters adolescence.
 
 Gender identity For the large majority of individuals, gender identity develops in a non-problematic way. Nonconformity in gender role behaviour, particularly for boys, can result in stigmatization and relative isolation from one’s peer group. This, in itself, can have substantial effects on the integration of our three strands during adolescence. Thus Kagan and Moss (1962), in a unique longitudinal study from birth to early adulthood, found that boys who showed gender nonconformity between the ages of 3 and 10 years were more likely to report high sexual anxiety, less likely to engage in early dating and more likely to show avoidance of erotic behaviour in adolescence. Boys who avoided dating between 10 and 14 years were less likely to establish intimate heterosexual relationships or engage in erotic activity during late adolescence and adulthood. The inability to identify similar predictors in girls is noteworthy.
 
 Reasons for gender nonconformity in childhood are usually unclear. Girls with adrenal cortical hyperplasia, exposed to high levels of androgens during foetal development and after birth until the condition is treated, typically show some masculinization of behaviour (Ehrhardt & MeyerBalhburg, 1981). However, such cases with an obvious hormonal explanation are the exception. In general, gender nonconformity in boys is more problematic, with stigmatization both by adults and other children more marked than with masculinised behaviour in girls. Gender dysphoria in adolescence and later is usually preceded by gender nonconformity in childhood.
 
 Sexual behaviour The majority of males and females probably experience their first sexual arousal before puberty (Reynolds et al., 2003), but there is considerable variability. Masturbation is an interesting marker of sexual development. Comparison of two samples of students collected around 50 years apart (Bancroft, Herbenick & Reynolds, 2003) showed some striking similarities, including interesting gender differences. In both samples, approximately 80% of males reported onset of masturbation within a 2year period on either side of puberty. A substantially higher proportion of females reported masturbation in the recent sample, but of those in the two samples who had masturbated, a very similar pattern of age of onset was found, with a much wider age distribution than in the males. Some females started earlier than most boys and others much later in adolescence, if at all. The male pattern suggested a powerful organizing effect of puberty. The female pattern indicated much greater variability; it has been postulated that females vary much more in their sensitivity to androgens (discussed later). Thus early onset in highly sensitive females may result from hormonal stimulation around adrenarche; those who are moderately sensitive to androgens are stimulated around puberty, and those relatively insensitive to androgens show a much later onset (Bancroft, 2005b).
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 There is substantial evidence on age at first sexual intercourse in girls and more limited evidence for boys. A series of studies during the 1970s and 1980s showed a steady reduction in the age at first sexual intercourse, an increase in the proportion of girls who engaged in sexual intercourse and an associated increase in the average number of sexual partners. This trend levelled out during the late 1980s and 1990s. Sequential surveying of teenage boys did not start until 1988, and since then there has been a modest decline in the proportion of boys who had experienced intercourse (Santelli et al., 2000). Overall, however, boys tend to start sexual intercourse earlier and have more sexual partners than girls. Given the emphasis that has been placed on the age at first intercourse, we understand surprisingly little about how the timing of this seemingly pivotal event affects the developmental process (Bancroft, 2005a). In contrast, we have very limited evidence on what sexual behaviour young teenagers engage in apart from sexual intercourse (e.g. genital touching, oral sex).
 
 Sexual identity, sexual orientation and sexual preferences As the three strands start to integrate in the transitional stage between childhood and adolescence, a key element is an emerging “sexual identity” – “What kind of sexual person am I?” Sexual orientation (i.e. same sex or opposite sex attraction) is an important component of sexual identity, but its development is not understood. It is reasonable to assume that the basic developmental mechanisms will be the same for those with heterosexual and homosexual orientations. First is a “pre-labelling” stage, when childhood and early adolescent sexual experiences occur, including feelings of attraction, without the need to categorise them as either heterosexual or homosexual. At some stage, which is likely to be socially determined, the individual asks the question, “Am I straight or gay?” (the “selflabelling stage”) and later the social world, in particular the peer group, starts asking the same questions about the individual (“social labelling stage”),
 
 reinforcing the idea that “you are either one thing or the other” (Bancroft, 1989). The adolescent who is experiencing cross-gender attraction, will progress, almost without consideration, into a heterosexual identity, contrasting with one who is experiencing same-gender attraction, who will be either struggling in a sociocultural vacuum or, more likely, experiencing the impact of social stigmatization. Integration of our three developmental strands will take substantially longer in some who emerge with a homosexual identity, rendering them more psychologically vulnerable in the process. Early identification with a gay subculture is likely to be beneficial in this respect. (For recent discussions of determinants of sexual orientation, see Bem, 2000; Herdt, 2000; and Meyer-Bahlburg, 2000.) Biological factors, both genetic and prenatal hormonal, are likely to play an important role, probably more so in males than in females (see Mustanski et al., 2002, for a review). However, there are also good grounds for concluding that “sexual identity” is socially constructed, reflecting the ways that different societies at different historical periods have made sense of variability in sexual preference. There is extensive evidence of an association between gender nonconformity in male children and subsequent homosexual orientation (Mustanski et al., 2002). However, gender nonconformity is not a necessary prerequisite for homosexual orientation, and we remain uncertain whether the impact of biological or genetic factors is more directly on gender identity and secondarily on sexual orientation, or whether both are manifestations of a common biological basis. Beyond sexual orientation, we also need to consider the extraordinary individual variability in more specific sexual preferences. Unusual sexual preferences, including most of the paraphilias, are more likely to be established in those relatively isolated from a “normalizing” peer group. Given the almost exclusive restriction of fetishes to males, the erectile response probably plays a crucial role in this discriminatory learning process, associated with increased arousability around puberty. In most respects, however, we understand very little about why some individuals develop preferences which
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 are outside “normative” sexual interaction. Some abnormal types of sexual learning, particularly the more bizarre fetishes, are sometimes associated with abnormal brain function, such as temporal lobe epilepsy (Bancroft, 1989). Are there specific mechanisms in the brain relevant to sexual learning, which, although fundamental to normal sexual development, sometimes go wrong? At present we can only speculate.
 
 impaired sexual responsiveness, can make sexual intimacy difficult. Alternatively, the development of certain types of sexual preference may also provide barriers; many types of paraphilia have this effect. In general, the effect of sexuality on intimacy will depend to a considerable extent on the personalities of the partners involved.
 
 The psychophysiology of sexual arousal Dyadic relationships The key issue here is the extent to which sexual expression becomes established as something in its own right rather than one component of an ongoing dyadic relationship. Variability in this respect is not easily explained. Some individuals may pursue relatively uncommitted sexual interactions for many years, primarily for the sake of sexual pleasure and potential benefits to one’s self-esteem from making sexual conquests. Others may see sex as one component of a relationship, which is what they primarily seek, whether as a series of monogamous relationships or a long-term one, as in marriage. Clearly moral and religious values are relevant here, but other factors relating to both personality and sexual responsiveness are also important. In a recent study of women, the ability to become sexually aroused depended, for some women (but not for others), on how the partner felt about them; those for whom it was not important reported higher numbers of casual sexual partners (Sanders et al., unpublished data). The origins of such variance between women have not yet been explained.
 
 Sexual intimacy The incorporation of our emerging sexuality into intimate dyadic relationships can be adversely affected in a variety of ways. Less specific problems in coping with emotional intimacy, which may arise during childhood, may present barriers to establishing a rewarding sexual, as well as other types of close relationships. The establishment of negative attitudes or values about sex, or a tendency to
 
 Sexual arousal can be conceptualised as a state motivated towards the experience of sexual pleasure and possibly orgasm, and involving (1) information processing of relevant stimuli, (2) arousal in a general sense, (3) incentive motivation and (4) genital response. Sexual arousal applies to the state, and sexual arousability to the capacity for experiencing sexual arousal, which varies across individuals and within individuals across time. Sexual interest or desire is an aspect of sexual arousal, when all four components may be involved to some extent, but where at least sexual information processing (e.g. sexual thoughts) is associated with some degree of incentive motivation. This is essentially a psychosomatic process in which psychological mechanisms interact with physiological responses, with the added “feedback effect” that awareness of physiological processes can enhance or inhibit further arousal (Bancroft, 1989). A dual control model has been developed to deal with this complexity, postulating that there are sexual excitatory and sexual inhibitory systems within the brain which are independent of each other but which interact to determine whether sexual arousal occurs. The model further postulates that individuals vary in their propensity for both sexual excitation and sexual inhibition (Bancroft, 1999; Bancroft & Janssen, 2000). Questionnaire methods have been established to measure these propensities in men (Janssen et al., 2002) and in women (Graham, Sanders & Milhausen, 2006). A basic premise of this model is that inhibition of sexual response is a normal, adaptive mechanism across species which reduces the likelihood of
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 or at least in a sufficient increase in excitation to overcome it (Bancroft & Janssen, 2000). Early studies of spinal cord transection resulting in enhanced reflexive sexual responses indicated inhibitory tone from the brain (McKenna, 2000). Brain imaging studies of response to visual sexual stimuli show areas of deactivation, mainly in the temporal lobes, which are also consistent with deactivation of central inhibitory tone (Mouras & Stoleru, 2007). Reactive inhibition implies an increase in the level of inhibition in response to a threatening situation.
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 sexual arousal in circumstances when this would be disadvantageous. There are also likely to be sex differences, with inhibition having a greater adaptive role in females. Some individuals have a high propensity for inhibition, which makes them vulnerable to sexual dysfunction, and others have a low propensity, which increases the likelihood of engaging in high-risk or otherwise inappropriate sexual behaviour. This model is used as the framework for considering problematic sexual behaviour and is presented schematically in Figure 17.1, which shows both central and peripheral components of the two systems. An important distinction needs to be made between inhibitory tone and reactive inhibition. A level of inhibitory tone appears necessary to maintain nonaroused states. Thus flaccidity of the penis depends on inhibitory tone, at least in the periphery. Erection may depend on a reduction in this tone,
 
 The excitation system has three components to it: 1. central arousal of a relatively nonspecific kind, which is mainly dependent on the central noradrenergic system, originating in the locus coeruleus of the brainstem; 2. incentive motivation or “appetite” involves the mesolimbic tract, one component of the central dopaminergic system, which is involved in most kinds of “appetite”; and 3. genital response – at a central level, various mechanisms are involved, including the dopaminergic input to the medial preoptic area (MPOA) in the hypothalamus from the A14 periventricular system (Hull et al., 1998). Thus both noradrenaline (NA) and dopamine (DA) are key neurotransmitters in the central part of our sexual excitatory system, although the role of DA at the MPOA may depend on disinhibition of inhibitory tone. The inhibition system is less easily defined, involves less discrete anatomical brain structures and probably a variety of neurotransmitters and mediators, including serotonin (5-HT), and neuropeptides such as beta-endorphin. The serotonergic system, which originates mainly in the raphe nuclei of the brainstem, is widely distributed, including descending neurons to the spinal cord. This system is generally inhibitory; more specific inhibition of sexual responses has been linked to the lateral hypothalamus (where there is an increase in 5-HT in the post-ejaculatory interval), and the
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 nucleus para-gigantocellularis in the brainstem, which is linked to sympathetic and parasympathetic neurons in the penis by serotonergic neurons (McKenna, 2000) (see Figure 17.1).
 
 Peripheral mechanisms In addition to more general, nonspecific manifestations of arousal in the periphery (e.g. blood pressure and heart rate increase) the principal sexual responses are genital. Penile erection in the male results from relaxation of smooth muscle of the corpus cavernosum, resulting in increased blood flow into the erectile tissues, which, because of the relatively inelastic tunica albuginea, results in increased arterial pressure and associated compression of venous outflow. As indicated in Figure 17.1, the neurotransmitters involved are subsumed under the heading nonadrenergic-noncholinergic (NANC) and have not all been precisely identified (Levin, 2007). However, one key factor is the nitric oxidase-arginine-NO-cyclic GMP pathway (nitrergic transmission). It is the cyclic GMP which is responsible for smooth muscle relaxation and which is catabolised by phosphodiesterase V; hence the erection augmenting effect of phosphodiesterase V inhibitors such as sildenafil. The flaccid state of the erectile tissues depends on inhibitory tone, probably maintained by noradrenaline. Erection results when there is reduction of the inhibitory tone combined with the excitatory effect of the nitrergic pathway. In the female, there are two key structures to consider, the clitoris and the vagina. The clitoris is the homologue of the penis and is an important source of erotic stimulation. Apart from the absence of the tunica albuginea, which means that the clitoral tissues become engorged without becoming rigid, the mechanisms of control are basically the same as in the penis. The vagina, on the other hand, has no equivalent in the male. The vaginal response during sexual arousal includes increased pulsatile blood flow in the vaginal wall, leading to vaginal transudation and lubrication, important for coitus.
 
 Vasoactive intestinal polypeptide (VPI) may be involved, whereas the nitrergic pathway is probably not (Levin, 2007). The vaginal response may be part of a wider vascular response in the pelvis, with different patterns of central control than the clitoral (and penile) response. There is an important gender difference in awareness of genital response. Penile erection in the male plays a central role in a man’s subjective experience of sexual arousal; most women are not as aware of their vaginal and clitoral responses, and there is a less predictable relationship between their subjective experience of sexual arousal and genital response.
 
 Orgasm, seminal emission and ejaculation The phenomenon of orgasm, which entails some pervasive pattern of neurophysiological response in the brain as well as in the periphery, remains a mystery. Orgasm per se is probably basically the same in men and women. What is different is the associated response of seminal emission in the male, resulting from contraction of smooth muscles in the vas and urethra, which, together with orgasm, result in the experience of ejaculation. The rhythmic expulsion of semen at ejaculation depends on orgasm-related contractions of the striated muscles in the penis, and comparable contractions in the pelvic floor muscles are associated with orgasm in women. The neurophysiological relationship between orgasm and seminal emission, however, remains obscure. The post-ejaculatory refractory period, when profound inhibitory mechanisms make further arousal difficult for a time, is possibly triggered by the mechanisms underlying seminal emission, because women do not experience the same predictable post-orgasmic refractory state.
 
 The role of hormones in sexual arousal Testosterone (T) is clearly necessary for normal sexual arousal and interest in men, as shown consistently by studies of hormone replacement in
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 hypogonadal men and hormone manipulation in eugonadal men. The role of T during peripubertal development and changes in T responsiveness in the aging male are less well understood (Bancroft, 2005b). Nocturnal penile tumescence (NPT) or erection during REM sleep is androgen dependent. The precise explanation of NPT is still disputed, but noradrenergic neurons in the locus coeruleus “switch off” during REM sleep, consistent with descending inhibitory signals to the penis being switched off at that time, allowing existing “excitatory tone” to be expressed as erection. It is this “excitatory tone” which appears to be androgen dependent. T and sexual arousal in women presents us with a contrasting picture (Bancroft, 2005b). T is associated with sexual arousal in a proportion of women, but at much lower concentrations than are necessary for men. In men there is a threshold level for T, and increasing levels above this has little effect on brain mechanisms. Such a threshold is not evident in women, and furthermore, exposing women to supraphysiological levels of T, as is often done with T replacement, results in tolerance. To account for these striking gender differences, a desensitization hypothesis has been proposed (Bancroft, 2002). This postulates that early during normal male development, the brain is desensitised to T. As a result, the adult male brain can tolerate the high levels of T necessary for male differentiation and somatic characteristics, and genetic differences in sensitivity to T are obscured. The female is not desensitised, and consequently not only are females more sensitive to testosterone, but genetically determined variations in T sensitivity are also evident, accounting for the very variable picture in women. Oestrogens are clearly important for normal vaginal lubrication, as evident in many postmenopausal women. However, their role in sexual arousal is uncertain. It is also unclear the extent to which T effects sexual arousal in women by increasing the availability of E, both as a result of aromatization and reduced binding of E by SHBG. A further complicating aspect of gonadal steroid action is that T, and to some extent E, can
 
 have nonspecific enhancing effects on mood and energy, particularly in women. Hence some of the sexual-enhancing effects of T may result from mood and energy-enhancing effects.
 
 Impact of mental health on sexuality Mood Reduction in sexual interest, and to some extent sexual arousability, is generally accepted as a common symptom of depressive illness (Beck, 1967; Cassidy et al., 1957; Kennedy et al., 1999) with a tendency for sexual interest to be increased in states of elevated mood such as hypomania (Segraves, 1998). Thus Beck (1967) reported that 61% of severe depressives experienced loss of sexual interest, compared with 27% of his nondepressed control group. He also found this symptom to be associated with fatigability, loss of appetite, weight loss and insomnia, suggesting that it was part of a biological syndrome. Schreiner-Engel and Schiavi (1986), in a study of men and women with primary loss of sexual interest, found that the large majority had suffered previous depressive illness, with loss of sexual desire being established during and persisting after one of these earlier depressive episodes. With anxiety, the clinical evidence is much more limited. Ware, Emmanuel and colleagues (1996) found higher rates of sexual dysfunction in patients with anxiety disorders, whereas Angst (1998), in the Zurich Cohort Study, found that loss of sexual interest was more likely in generalised anxiety disorder but was not associated with panic disorder, agoraphobia or social phobia. Figueira et al. (2001) found that panic disorder patients were more likely to report sexual problems, particularly sexual aversion, than social phobics, whereas premature ejaculation was the most common sexual problem in men with social phobia. Considerable attention has been paid to the idea that anxiety about the sexual situation, in particular, anxiety about failure to respond sexually, may cause or at least aggravate impairment of sexual responsiveness, although this
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 assumed relationship, which is central to much of sex therapy, has received remarkably little research attention. The effects of mood and anxiety on orgasmic function is less clear. Insofar as negative mood states impair sexual arousal, orgasm is likely to be delayed in both men and women. There is no clear evidence, however, of specific inhibition of orgasm by negative mood. Premature ejaculation is not obviously affected by depression one way or the other. Anxiety, on the other hand, may aggravate premature ejaculation, possibly by activating the peripheral sympathetic mechanisms (Rowland et al., 2007). Nonclinical, community-based studies have also shown a relationship between mood and sexuality. In the Massachusetts Male Aging Study, Araujo et al. (1998) reported an association between erectile dysfunction and depressive symptoms, after controlling for other potentially confounding factors such as age and physical health. In the Zurich Cohort Study, a longitudinal study of men and women between the ages of 20 and 35 years, an association between depression and loss of sexual interest was found in both men and women, although more marked in the women (Angst, 1998). Laumann et al. (1999) found that men and women who reported emotional problems were also more likely to report sexual problems. In a survey of women in heterosexual relationships, the Mental Component Summary (MCS) 12, a measure of mental health from the widely used Short Form (SF) 12 (Ware, Kosinski & Keller 1996), was strongly predictive of distress about the sexual relationship and the woman’s own sexuality (Bancroft et al,, 2003). The direction of causality in such studies is not always clear; depression may occur as a result of sexual difficulties or vice versa. Most relevant studies have restricted their attention to negative effects of mood disorders on sexual interest and response. However, when questions have been asked about increased sexual interest in negative mood states, an interesting minority report this paradoxical pattern. Thus Mathew and Weinman (1982) found in a mixed-gender
 
 group of 57 depressives that, whereas 31% had loss of sexual interest, 22% reported increased sexual interest. Similarly, Angst (1998) found that among depressed men, 25.7% reported decreased and 23.3% increased sexual interest, compared with 11.1% and 6.9%, respectively, of a nondepressed group. In contrast, only 8.8% of their female participants reported increased interest when depressed compared with 35.3% decreased sexual interest (with 1.7% and 31.6%, respectively, of their nondepressed group). In an interesting study of depressed men receiving cognitive-behavioural therapy, Nofzinger et al. (1993) found that those who failed to respond to treatment had significantly higher levels of sexual interest than both those who remitted and their nondepressed control group. In addition, members of this high sexual interest, nonremitting group were more anxious and had more intermittent depression. There is also recent evidence of comorbidity between compulsive sexual behaviour or “sexual addictions” and mood disorders (Black et al., 1997). To explore the varied relationship between mood and sexuality more closely, a simple questionnaire (Mood & Sexuality Questionnaire [MSQ]; Bancroft, Janssen, Strong, et al., 2003a) was devised which asks the respondent to indicate what typically happens to sexual interest and sexual responsiveness when in states of depression and anxiety. The subject can indicate that he or she has not experienced sufficient depression or anxiety to recognise any predictable pattern (i.e. an excluder). In a study of heterosexual men (n = 919), of the 574 who reported experience with depression, 42% reported decreased sexual interest and 9.4% increased interest (the remainder indicating no obvious change). For anxiety, 714 reported relevant experience, and of these 28.3% reported decreased and 20.6% increased sexual interest. The paradoxical patterns of increased sexual interest were less likely in older men (Bancroft et al., 2003a). In a study of gay men (n = 662), 47% reported decreased and 16% increased sexual interest when depressed (n = 455), and 39% decreased and 24% increased sexual
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 interest when anxious (n = 506); no association with age was found (Bancroft et al., 2003b). In a study of heterosexual college women (n = 663), 50.5% reported decreased and 9.5% increased sexual interest when depressed, and 33.5% decreased and 22.9% increased sexual interest when anxious (Lykins et al., 2006). Compared with a group of college men, the women were significantly less likely to report increased sexual interest in negative mood states. The relevance of these paradoxical patterns to high-risk sexual behaviour have been explored in men. Heterosexual men who experienced increased sexual interest in states of depression, as measured by the MSQ, reported more partners in the previous year and more one-night stands (Bancroft et al., 2004). In a similar fashion, gay men with this paradoxical pattern reported higher numbers of casual partners and more frequent “cruising” (Bancroft et al., 2003c). Increased sexual interest in states of anxiety was not clearly related to these behaviours in either group. Comparable studies in women have yet to be conducted. In a small study of self-defined “sex addicts” (Bancroft & Vukadinovic, 2004; n = 29 men and 2 women), these paradoxical mood sexuality relationships were highly relevant. Only 4 (13%) participants, all male, indicated that their sexual “acting out” was not predictably affected by their mood, whereas 17 (55%) reported it more likely when depressed and 19 (61%) when anxious, with 11 (35%) reporting the association with both depression and anxiety. Overall, therefore, we find depression being most predictably associated with reduction or no change in sexual interest and response, with a minority, smaller in women, reporting a “paradoxical” increase. With anxiety, we find comparable variability, but with the paradoxical effect more likely in both men and women. What mechanisms underlie these various patterns? The negative effects of depression have at least three possible explanations. When depression is part of a more generalised biological pattern, as identified by Beck (1967) in the associations with
 
 fatigability, loss of appetite, weight loss and insomnia, a reduction in sexual arousability could be the main effect. This is supported by the impairment of NPT in depressive illness (Thase et al., 1987). In addition, reactive inhibition of sexual interest and response may occur as part of the reaction to depressing circumstances. The negative effects of anxiety are most readily explained by associated inhibitory responses. Positive “paradoxical” sexual effects of anxiety could be explained as excitation transfer (Zillmann, 1983); that is, the arousal evoked in a state of anxiety is transferred to heighten the arousal in response to sexual stimulation. The dual control model postulates that this pattern would be more likely in individuals with low inhibition and high excitation proneness, and support for this has been obtained (Bancroft et al., 2003a, 2003b). The paradoxical effects of depression are more difficult to explain. Qualitative studies of straight and gay men shed some light on this. Descriptions of the effects of anxiety or stress show two fairly clear and contrasting patterns; either the anxious/stressed state leads to the need to focus on the cause of the distress (presumably with appropriate inhibition of sexual interest/response at the time) or it is associated with the use of sexual arousal and orgasm as a transient method of stress or anxiety relief. With depression a variety of patterns were described. When depressed, being sexual may allow one to connect with another person or feel closer to a partner or to feel validated when one’s self-esteem is otherwise low. For some, being sexually active simply improves their mood, if only briefly. Sexual risk taking may be more likely because, when depressed, the risks don’t matter so much (Bancroft et al., 2003a, 2003b). All of these paradoxical patterns require either that there is no reduction in sexual interest or responsiveness in the negative mood state, so other benefits of sex can be obtained or there is reduced inhibition and high excitation proneness. A paradoxical effect of depression might also be due to anxiety being part of the depressive mood state, as found by Nofzinger and colleagues (1993).
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 Side effects of antidepressants and antianxiety drugs There is now an extensive literature on sexual side effects of antidepressants (e.g. Rosen et al., 1999), although much of it is inconclusive because of methodological shortcomings and inadequate distinction between different types of adverse sexual effects (Montgomery et al., 2002). Sexual side effects are commonly reported with most types of tricyclic antidepressants and serotonin reuptake inhibitors (SSRIs). They are less often reported with pharmacologically atypical antidepressants such as bupropion, moclobemide, reboxetine, mirtazapine and nefazadone, but as Montgomery et al. (2002) pointed out, such drugs have been much less widely used, and sexual side effects were not so well recognised with more conventional antidepressants until they had been in use for many years. Bupropion, which is metabolised into an NA and DA reuptake inhibitor, has been associated with fewer sexual side effects in direct comparison with sertraline (Croft et al., 1999) and various other SSRIs (Modell et al., 1997). This is consistent with bupropion having a dopaminergic and central noradrenergic effect. Nefadazone, which is related to trazodone without the histaminergic sedative effect but with a clear 5-HT2 antagonist effect, has been shown to have fewer sexual side effects than SSRIs (Gregorian et al., 2002). Delayed ejaculation or orgasm is the most commonly reported sexual side effect in men and women. Across studies, 30% to 60% of patients on SSRIs report orgasmic or ejaculatory difficulty. It is more likely with SSRIs than with tricyclic antidepressants and is sufficiently predictable that it is now being exploited as a pharmacological treatment of premature ejaculation (Abdel-Hamid, 2004). Sexual side effects of benzodiazepines, whether used as antianxiety drugs or hypnotics, have not been well studied. This class of compound, which acts through gamma-aminobutyric acid (GABA) receptors, is likely to have widespread inhibitory effects, but these are nonspecific and may involve
 
 inhibition of inhibitory mechanisms. The limited clinical evidence, largely dependent on case reports, indicates a range of effects both negative and positive (Crenshaw & Goldberg, 1996)
 
 Personality problems It is reasonable to assume that personality factors will influence sexual development, and in particular the establishment of sexual intimacy. “Neuroticism” was regarded as relevant to sexuality in early studies, but results were inconsistent (e.g. Cooper, 1968; Eysenck, 1976; Slater, 1945). Costa et al. (1992) used the NEO Personality Inventory to measure the five personality factors in men and women attending a “sexual behaviour consultation clinic.” They found neuroticism to be correlated with lower sexual satisfaction and extraversion with sexual drive, but they did not report on associations with specific sexual dysfunctions. Obsessive-compulsive personality warrants consideration. Compulsive thoughts of obsessivecompulsive disorder type often have sexual content, but these are typically accompanied by negative mood and no sexual arousal. Warwick and Salkovskis (1990) described two men whose obsessive-compulsive symptoms included intrusive sexual thoughts accompanied by penile erection. The awareness of the erection intensified the anxiety and, hence, reinforced the process. It is possible that a combination of obsessive-compulsive tendencies and a low propensity for inhibition or high propensity for excitation of sexual response leads to an atypical, sexualised type of compulsive behavioural pattern in some cases. Studies of “sex addicts” usually find a small minority with obsessive-compulsive personalities (e.g., Bancroft & Vukadinovic, 2004, 6%; Black et al., 1997, 15%; Shapira et al., 2000, 15%).
 
 Schizophrenia Assessing the effects of schizophrenia on sexuality is difficult. Although this illness can occur in people with previously normal personalities, many have
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 “pre-schizophrenic personalities” which are likely to be associated with impaired, or in some way abnormal, sexual development. Given that the florid positive symptoms of schizophrenia (e.g. hallucinations, delusions, aggressive behaviour) are believed to result from either increased DA activity or increased DA receptors in the mesolimbic system, one might expect that an increase in sexually motivated behaviour is a feature of the acute illness, at least before “negative” symptoms become established. Sexual thoughts and behaviours are common in schizophrenia, and there may be a relative increase in sexual activity. However, this is typically autoerotic or “compulsive” without any real object-relational quality (Lilleleht & Leiblum, 1993). Given the distortion of the ability to relate to others that occurs in this illness, this is not surprising. It is nevertheless difficult to assess whether there is a decline or an increase in the level of sexual interest or, alternatively, a dysfunctional pattern. Early studies suggested that loss of sexual interest was less likely in schizophrenia than in other types of psychiatric illness, although female schizophrenia patients were more likely to report a decline in sexual interest than their male counterparts (Gittleson & Dawson-Butterworth, 1967; Gittleson & Levine, 1966).
 
 Side effects of psychotropic drugs Sexual side effects of antipsychotic drugs are of particular interest because of the central role that DA is believed to play in the illness. The common factor in most antipsychotics is DA antagonism, particularly at the D2 receptor, and it is DA antagonism in the mesolimbic system which is believed to be most relevant to reduction of psychotic symptoms. The mesolimbic system is involved in a range of “motivated” behaviours, including sexual behaviour. The prevalence of sexual dysfunction in patients treated with antipsychotic medication is reported to be approximately 60% in men and from 30% to 93% in women (Smith et al., 2002), and these problems are generally assumed to be side effects of the medication. Smith et al. (2002), recognizing
 
 the limited extent to which schizophrenic patients, treated or not, were able to engage in sexual relationships, developed a method of assessing sexual function that did not depend on such relationships. They found that the level of sexual interest did not differ from normal control subjects, whereas erectile dysfunction and ejaculatory dysfunction in men and orgasmic dysfunction in women were substantially more prevalent than in control subjects. In the men, ejaculatory problems were much more common than erectile problems. They interpreted the normal levels of sexual interest as possibly resulting from the normalizing effects of the treatment, although they did not speculate on whether this was due to an increase or a reduction of sexual interest to normal levels. They found some relationship between prolactin levels and problems with sexual arousal (erection in men, vaginal response in women) and sexual interest in women. From this they concluded that the principal sexual side effects of the medication resulted from the drug-induced hyperprolactinaemia. It is widely assumed in the literature (e.g. Cutler, 2003; Halbreich et al., 2003; Kruger et al., 2002) that prolactin has a negative effect on sexuality. However, it can be argued that, except for the extremely high levels of prolactin that result from prolactin-secreting tumours, the plasma level of prolactin is better seen as a marker of the dopaminergic-serotonergic balance in the tuberoinfundibular system and quite possibly in other dopaminergic systems as well (Bancroft, 2005b). Antipsychotic drugs, while having in common a DA antagonist effect, tend to have 5-HT effects as well. This is particularly the case with clozapine; here the relative absence of extrapyramidal side effects, which are important in the management of schizophrenia, is believed to result from the serotonergic effects of the drug within the mesostriatal system. The role of DA in the incerto-hypothalamic periventricular system, which projects to the MPOA, and the lack of evidence of any alteration of DA in this system in schizophrenia, makes the druginduced sexual side effects of erectile problems in men and arousal problems in women easier to understand. Drugs such as these cannot be targeted
 
 405
 
 406
 
 Section 2: Psychiatric Disorders
 
 on any one of the specific DA systems. It remains more difficult to explain the most prevalent side effect, orgasmic or ejaculatory suppression, as a result of DA antagonism, unless this is a result of a shift in the DA/5HT balance to a more serotonergic state.
 
 Impact of sexual life on mental health There are many possible ways for sexual experiences to influence our mental health, but two issues have received particular attention in recent years, homosexuality and child sexual abuse.
 
 Homosexuality As discussed earlier, the emergence of a homosexual identity during adolescence often leads to vulnerability in personality development; in many social contexts, there is still considerable stigma associated with homosexuality. Obviously, there are various ways to cope with this, and some individuals may well react by strengthening their coping resources, resilience and self-esteem (SavinWilliams, 2001). Nevertheless, recent studies have consistently shown that involvement in same-sex sexual behaviour is associated with increased psychiatric morbidity, particularly in terms of depression, anxiety disorders and suicidal behaviour (Bagley & Tremblay, 1997; Cochran et al., 2003; Fergusson et al., 1999; Garofalo et al., 1998; Gilman et al., 2001; Herrell et al., 1999; Remafedi et al., 1998; Sandfort et al., 2001; Skegg et al., 2003; Wichstrom & Hegna 2003). It is not yet clear to what extent this association results from the stigma, social stress or, in the case of men who have sex with men, the threat of AIDS that many experience from an early age, or from some vulnerability which is linked more directly to the determinants of sexual orientation (Bailey, 1999).
 
 Child sexual abuse and sexual assault It is widely assumed that being sexually abused as a child leads to a variety of mental health as
 
 well as sexual problems in adulthood. Depression, anxiety, low self-esteem, posttraumatic stress disorder (PTSD), borderline personality disorder, selfdestructive behaviour, eating disorders and social maladjustment have all been found more prevalent in women and men with a history of childhood sexual abuse (CSA; Heiman et al., 2003). Negative sexual consequences have also been reported, although evidence from community-based surveys indicates “sexualization”, or the increased likelihood of inappropriate or problematic sexual interactions, as being more common than sexual avoidance. In the National Health and Social Life Survey in the United States, 12% of women and 6% of men reported that they had been sexually touched before age 14 by someone at least 4 years older and older than 14 (Browning & Laumann, 1997). Other studies have shown higher and lower incidence rates. The evidence is variable and inconsistent for a variety of reasons, including the following: r the definition of what constitutes CSA, which can vary from a single experience of noncontact genital exposure to long-standing coercive vaginal or anal penetration by a family member; r variations in how samples are obtained and how representative they are; and r definitions of “child” (Loeb et al., 2002). There have been various explanations for the adverse effects of CSA, although most are based on the idea that CSA is sufficiently traumatic that the adverse effects are long lasting (e.g. PTSD). Intrafamilial abuse is particularly likely to be traumatic, and, to account for this, Summit (1983) described the child sexual abuse accommodation syndrome, which has five components, as shown in Box 17.1. Finkelhor (1988) proposed a traumagenic dynamics model, which postulates that adverse effects of CSA depend on the presence or absence of four key factors, powerlessness, betrayal, traumatic sexualization and stigmatization. Browning and Laumann (2003) take a life course perspective which sees the CSA as having more immediate consequences, which in turn lead to other transitional patterns of behaviour, which may increase the likelihood of other, later maladaptive outcomes. Obviously such
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 Box 17.1 Elements of the child abuse accommodation syndrome 1. Secrecy – the need to keep quiet about the abuse for fear of the consequences of revealing it 2. Helplessness – with the need for secrecy, the difficulty in avoiding further abuse 3. Entrapment and accommodation – development of maladaptive behaviours which have a destructive effect on personality development 4. Delayed and unconvincing disclosure – usually at times
 
 cases, this is combined with ED or PE, and it is not always clear which came first. In a communitybased sample, problems lasting for at least 6 months in the previous year were reported by 0.8% for ED, 2.9% for PE, 0.7% for DE and 1.8% for LSD. When asked about problems lasting for at least a month, the prevalence rates were 5.8%, 11.7%, 5.3% and 17.1%, respectively (Mercer et al., 2003). These figures indicate that relatively transient problems are substantially more common than persistent ones.
 
 of conflict with the family, resulting in rejection of the child’s story and damaging sense of being “unbelieved” 5. Retraction – threat of disintegration of the family following disclosure, leading to retraction of the child’s story, and further “invalidation” of the child
 
 a perspective allows for variable intervening influences, which make later negative outcomes more or less likely. A fundamental point with any of these perspectives is that not only does the degree of trauma from the CSA vary from case to case, but also individuals vary in how they react to the trauma, depending on a range of personality, family and other support factors. Thus although it is reasonable to assume that most if not all CSA experiences are distressing to the child at the time, some will end up with severe consequences, whereas others will have little or none. Clearly we need to understand better the determinants of this variable outcome, and this is of particular relevance to how incidents of CSA should be managed to minimise long-term effects.
 
 Clinical management of sexual problems Sexual response problems Men The most common problems presented by men are erectile dysfunction (ED) and premature ejaculation (PE). Delayed or absent ejaculation (DE) is a relatively infrequent complaint. Low sexual desire (LSD) may be the presenting problem, although in most
 
 Women The conventional methods of categorizing sexual dysfunction, in particular the Diagnostic and Statistical Manual of Mental Disorders (4th edition) approach, although comparatively straightforward for men, have been criticised as arbitrary and of limited clinical value for women (Graham & Bancroft, 2006). This can be seen as a consequence of conceptualizing women’s problems in male terms, which is problematic in part because of the very different role that genital response plays in the sexual experience of men and women and in part because of the more complex interaction between interpersonal, subjective and physiological factors in women. This has become particularly evident in relation to “disorders of sexual desire”, the commonest type of complaint in women. The distinction between “sexual desire” and “sexual arousal” is difficult for many women, which may reflect the fact that genital response is less central to the subjective state of “sexual arousal” than it is in men. Difficulty in achieving orgasm is not uncommon in women, and often this is situational in that orgasm is possible with masturbation, but not during sexual interaction with the partner. A more specific, and essentially female, complaint is vaginismus, in which vaginal penetration either by the partner’s penis or finger is difficult, painful or impossible. Until recently, this condition has been regarded as a problem of spasm in the pelvic floor muscles surrounding the vagina. This concept, however, has now been challenged, and vaginismus explained as either a genital pain disorder or a
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 “vaginal penetration aversion/phobia” (Reissing et al., 1999). Other types of pain during sexual activity may present. Vulvodynia or vulvo-vestibulitis (pain in the vulvar vestibule), presents a particular clinical challenge because of the ill-understood interaction between local and more psychosomatic factors (Bergeron et al., 2001). Prevalence rates for women reported by Mercer et al. (2003) were as follows: for at least 6 months in the previous year, LSD, 10.2%; unable to experience orgasm, 3.7%; trouble lubricating, 2.6%; and painful intercourse, 3.4%. For at least 1 month, the rates were 40.6%, 14.4%, 9.2% and 11.8%, respectively.
 
 Problems of sexual response from the dual control perspective To what extent is reduced sexual response a result of increased inhibition, reduced excitation or a combination of the two? We can postulate three patterns: (1) low excitation which may result from physiological factors, such as hormonal deficiency or peripheral impairment of genital response; (2) reactive inhibition, induced by a variety of current circumstantial factors; and (3) high inhibitory tone, difficult to reduce sufficiently to allow a response to occur. The instrument developed to measure excitation and inhibition proneness in men (Janssen et al., 2002) comprises three scales – SES, a measure of sexual excitation proneness, and two inhibition scales – SIS1, described as “inhibition due to the threat of performance failure” and SIS2, “inhibition due to threat of performance consequences”. High SIS1 may reflect high inhibitory tone as well as a tendency to react to sexual situations with “reactive inhibition” because of the threat of failure. Some questions in SIS1 also reflect the impact of distraction on sexual response. SIS2 reflects the likelihood of reactive inhibition in a variety of contextual situations, such as a problematic relationship or when there is potential for sexually transmitted infection, unwanted pregnancy or breaking the law (see Bancroft & Janssen, 2001, for more comprehensive
 
 consideration of these postulates). Reactive inhibition, most clearly assessed by SIS2, could be associated with relatively transient, context-specific reduction in sexual interest or responsiveness. This is likely to be relevant to the striking differences in prevalence of sexual problems “for at least a month” and “for at least 6 months” reported by Mercer et al. (2003) reported earlier. Many of these more transient changes are likely to be adaptive or at least understandable cases of “reactive inhibition”, which do not involve “malfunction” of the sexual response system. A clear relationship between low SES, high SIS1 and ED has been found in nonclinical and clinical samples of men. In the clinical context, “organic” aetiology is most predictably associated with low SES. Although this remains to be demonstrated, it is possible that men with high SIS1 and/or SIS2 will respond to psychological treatment, whereas men with low SES may need response-enhancing medication such as sildenafil. No association has been found between SES or SIS scores and PE or DE. The instrument for assessing excitation and inhibition in women (SESI-W; Graham et al., 2006) produces two higher-order scales – sexual excitation and sexual inhibition, and a range of subscales. Examination of these scales in relation to female sexual dysfunction is at an early stage. However, one subscale, labelled “arousal contingency”, was strongly predictive of LSD in a nonclinical sample of women. The three questions making up this subscale conveyed difficulty in remaining sexually aroused, with the “slightest thing” reducing arousal and “the need for everything to be just right” for arousal to occur (i.e. “fragility” of sexual response and “easy distractibility”). This finding warrants closer examination.
 
 Clinical management In recent years, there have been significant breakthroughs in the pharmacotherapy of sexual dysfunction, particularly for men, with the discovery that phosphodiesterase V inhibitors such as sildenafil can improve erectile function and more
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 recently with the use of short-acting SSRIs to treat premature ejaculation. Psychological methods of treatment are still important, but we are now faced with the challenge of deciding whether to use psychological or pharmacological methods or a combination of the two. Each case should be assessed through three windows: 1. The current situation – can the sexual response problem be understood as a reaction to current circumstances? Problems stemming from relationship difficulties, poor communication between the couple and misinformation about normal sexual response are in this category. Sex therapy, as we define it here, may reduce “reactive inhibition” by identifying factors relevant to the individual or the couple, which invoke inhibition, and finding ways to make them less threatening. 2. Long-term history – has either partner encountered problems of this kind earlier in their lives, or earlier within this relationship? Is there a history of either chronic or recurrent difficulty, and if so, how far does it go back? With such a history, whether or not aggravated by current circumstances, sex therapy may still be helpful but may need to focus on changing expectations as much as changing sexual response patterns. In such cases, high “inhibitory tone” may be a significant factor, and inhibition-reducing drugs, such as phentolamine, might be usefully combined with sex therapy (Bancroft & Janssen, 2000). 3. Are there any physical health issues or medications which could be having an adverse effect on sexual responsiveness? Sexual side effects of medications were discussed earlier and in some cases may involve activation of inhibitory mechanisms (e.g. SSRIs). Obviously withdrawal or change of medication is the first consideration. Most physical disease effects produce impaired arousability (low SES) and may be more difficult to modify with sex therapy. Drugs such as sildenafil (which acts peripherally to enhance genital response) and apomorphine (which acts centrally to enhance sexual desire) may be helpful and, when there are other factors in the
 
 Box 17.2 Key elements of the therapeutic process in sex therapy r Clearly defined tasks are given, and the couple is asked to attempt them before the next therapy session.
 
 r Those attempts, and any difficulties encountered, are examined in detail.
 
 r Attitudes, feelings and conflicts that make the tasks difficult to carry out are identified.
 
 r These are modified or resolved so that subsequent achievement of the tasks becomes possible.
 
 r The next tasks are set, and so on.
 
 sexual relationship which may be compounding the problem, may be usefully combined with sex therapy (Bancroft & Janssen, 2000).
 
 Sex therapy The most widely used form of sex therapy, based on the methods pioneered by Masters and Johnson (1970), does not aim to modify sexual response directly. Rather it aims to identify issues which may be invoking reactive inhibition and to find ways of resolving those issues, for example, by resolving current relationship difficulties or changing longstanding negative attitudes about sex. The assumption is that if such causative factors are resolved, the individuals basically normal sexual response system will act accordingly. Some components of sex therapy are focussed on improving specific sexual responses, for example, the “stop-start” technique for premature ejaculation or use of graded dilators for vaginismus. When appropriate, these are incorporated into the basic sex therapy program. The key elements of the therapeutic process are shown in Box 17.2. The key is the nature of the tasks set. These are well suited to identifying relevant issues. The tasks are mostly behavioural in nature and, in some cases, sufficient in themselves to produce change. The behavioural program is in two parts; during the first part, the couple is asked to avoid any direct genital touching or stimulation and to focus on nongenital contact. These first, nongenital steps are effective
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 in identifying important issues in the relationship, such as lack of trust or counter-productive stereotypical attitudes (e.g. once a man is aroused, he can’t be expected not to have intercourse). Once these nongenital steps can be carried out satisfactorily and related problematic issues dealt with, the program moves on to the second part, which involves a graduated approach to genital touching and ultimately penile-vaginal intercourse. In this second part, more intrapersonal problems, such as longstanding negative attitudes about sex or the sequelae of earlier sexual trauma (e.g. CSA) are likely to be identified, and hopefully dealt with. (For a full discussion of this treatment approach, see Bancroft, 2006.) Problems of LSD warrant particular attention. In couples in whom there is a disparity in levels of desire, the resulting pressure on the low-desire partner may suppress desire further. In this and some other ways, LSD can be understood as resulting from reactive inhibition. Such cases may benefit from sex therapy. LSD may also be a symptom of a depressive illness, and obviously treatment of the depression should be given priority. Other cases remain more difficult to understand. In men, LSD is occasionally found to be associated with low testosterone or high prolactin levels, both treatable conditions. In women, considerable attention has been paid to the use of testosterone as a treatment of LSD. This may be effective in those women who are particularly sensitive to the effects of testosterone (discussed earlier) but should not be regarded as a general panacea.
 
 Other types of sexual problems in men and women
 
 relationships or work role, often referred to as “sexual addictions”. The out of control behaviour may involve engagement with others (e.g. casual partners, voyeurism), or it may be solitary (e.g. masturbation or Internet use). The addiction concept is used more by analogy and has some heuristic value in methods of management. A culture of sex addicts has evolved to provide group support for those struggling with these behaviours, usually based on Alcoholics Anonymous (AA) principles. Because we don’t understand the determinants of such behaviours, we should keep an open mind about the addiction concept as possibly having explanatory value. On the other hand, “compulsivity”, from an obsessive-compulsive perspective, is only relevant in a small proportion of cases. In a small study of self-defined sex addicts, out of control sexual behaviour was more likely in men with high SES scores and, for those whose addictive pattern involved other people, low SIS2 (Bancroft & Vukadinovic, 2004). In addition to the use of group support, such as the AA approach, individual therapy, both psychological and pharmacological, can be helpful. Understanding the typical sequence that leads to the outof-control behaviour is important. Given that many with this problem are influenced by negative mood, with the sexual behaviour as a form of mood regulator, consideration should be given to establishing alternative, less problematic methods of mood regulation that can be initiated early enough in the sequence to avoid the overwhelming effects of sexual arousal. Pharmacologically, SSRIs are often helpful, although it is not clear to what extent benefits result from effects on mood or on drug-induced inhibition of sexual responsiveness – it is probably a combination of the two.
 
 “Out of control” sexual behaviour
 
 Problematic sexual preferences
 
 Problems of control over one’s sexual behaviour can cause havoc for both men and women. This may lead to high-risk sexual behaviour or “out of control” sexual behaviour which is not necessarily risky but can be very damaging, either to one’s
 
 Most paraphilic preferences, such as fetishism and sadomasochism, are seldom seen in a clinical setting. When they are, it is usually because of difficulties that the paraphilia causes in a relationship. A crucial distinction is between the person
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 whose paraphilia is dominant, leading to persistent pursuit of paraphilic sexual gratification, and one for whom it is an occasional need, often in reaction to some problem in the primary relationship or some current emotional crisis. It is not unusual for a man to have shown paraphilic interests during adolescence, but once he has settled into a rewarding sexual relationship, his paraphilia becomes less important. However, if he then encounters problems within his sexual relationship, the paraphilic interest may return. In some cases, therefore, therapy should focus on improving the relationship or coping with the current emotional crisis.
 
 Sexual offenders Paedophilia, voyeurism and exhibitionism, because they are illegal, and at the same time are viewed by many as pathological, may be seen in the clinic. It is noteworthy that sexual abuse of a child may well lead to psychiatric referral by the court, whereas this seldom happens with sexual assault or rape of adults (Bancroft, 1991). Paedophilia is clearly the most serious of these paraphilias. This usually means being attracted to girls aged 8 to 11 years or boys aged 11 to 15 or, in some cases, both girls and boys. There is increasing evidence that a proportion of men with paedophilic tendencies were themselves sexually abused as children, which is an additional reason why we need a better understanding of the effects of CSA. Such men also tend to have problems establishing satisfactory adult relationships (Mohr et al., 1964), although it is difficult to assess the extent that this is cause or effect. Exhibitionism, or “indecent exposure”, is also difficult to understand. Rooth (1971) concluded that the reaction of the “victim: was important; in his view, most exhibitionists want the full attention of the “victim” with some obvious emotional reaction, either negative or positive, but not indifference. Many exhibitionists are men who are otherwise timid and unassertive. It is tempting to wonder whether there is some link to the genital display shown by some primates, as an act of either aggression or asserting dominance (Dixson,
 
 1998). Exhibitionism can be contrasted with voyeurism, which, although also offensive to the “victim”, does not require the victim’s awareness or response. Voyeurism often reflects a reluctance or lack of confidence in engaging in a sexual relationship and is a form of interaction which by avoiding the other person’s participation is less threatening. This is sometimes manifested in an individual’s fantasy life, when the preferred sexual image is of two other people engaging in sex, with the individual observing. Whereas there have been attempts in the past to modify paraphilic preferences (e.g. by aversion therapy), such methods are now seldom used. Clinical interventions should focus on (1) improving self-control, using general principles of cognitivebehavioural therapy, and (2) improving the sexual relationship using sex therapy, in those cases where the paraphilia is a problem in the relationship or when relationship difficulties have led to a regression towards earlier paraphilic preoccupations. With illegal behaviours, such as CSA, when the consequences for the offender as well as the victim can be disastrous, the use of sexually inhibiting drugs may be justified. Most widely used are antiandrogens, such as cyproterone acetate; progestogens which have an antiandrogenic and a direct inhibitory effect (e.g. medroxyprogesterone acetate); or certain psychotropic drugs such as benperidol (see Bradford & Greenberg, 1996, for review). It is important to keep in mind, when considering such treatment, that some sexual offence behaviour is not driven by sexual desire, and in such cases suppressing sexual desire may not help and can sometimes aggravate the problem, leading to more aggressive behaviour.
 
 Transvestism, transexuality and transgender The interface between gender and sexuality is well illustrated by the range of gender identity problems which confront the psychiatrist. One theme runs across these various behavioural patterns – “cross-dressing”, or dressing in the clothes of the opposite sex. Four types of cross-dresser can be
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 Box 17.3 Types of cross-dressing r The fetishistic transvestite: This is a man (probably never a woman) who wears female clothes as fetish objects. The clothes are sexually arousing, and wearing them usually leads to masturbation. Once the man has ejaculated, he has no wish to keep the clothes on, often feeling guilty or ashamed for “having done it again”. Crossdressing in this case is a sexual act.
 
 r The transsexual: A male (or female) who believes himself (herself) to be a woman (or man) or has a strong desire to be accepted as such in spite of his or her anatomy. For this person, cross-dressing is part of the process of expressing one’s preferred gender. The term transgender, with its emphasis on gender rather than sexuality, is preferred by many such individuals.
 
 r The “double-role transvestite”: A male who lives most of his life as a normal heterosexual male (often married) and part dressing and “passing” as a woman. Although transgender role is a source of pleasure and comfort (not usually sexually arousing), there is no desire for a perma-
 
 a period of time, to a more transgendered identity. The cross-dressing loses its sexual quality and becomes more an aspect of gender identity, as if repeated wearing of women’s clothes causes dissonance within the male identity, resolved by adopting a female identity. In other cases, this “transgendered shift” from the fetishistic pattern stops at the “dual-role transvestite” stage, at least for many years. Recently, we have been further confronted by the plasticity of gender identity with the impact of the Internet. There are now vigorous Internet transgender communities, and one apparent consequence is that we are seeing more varied patterns – males, for example, who like the idea of looking female without needing to change their gender identity. With the opportunities to engage with transgender subcultures, it seems that there is less need to pursue the clear gender dichotomy required by mainstream culture.
 
 nent gender change.
 
 r The homosexual transvestite: A man (or occasionally a
 
 Clinical management
 
 woman) who is sexually attracted to members of the same sex and who cross-dresses but with no clear intention of being considered of the opposite sex. Although possibly reflecting the individual’s transgendered identity, there is also the benefit of appealing to a sexual partner who is ambivalent about homosexual activity and therefore finds a “transgendered” partner less confronting.
 
 described, each emphasizing one particular aspect of this interface. These are outlined in Box 17.3. These four examples demonstrate the three principal dimensions of the cross-dressing experience: a fetish component, cross-gender identity and role, and sexual orientation. Although most transgendered individuals claim a clear gender nonconforming childhood, children with such gender nonconformity are more likely to develop a homosexual orientation without out any interest in gender re-assignment. But we should also consider the interactions between these three dimensions. Many individuals with fetishistic transvestism move, over
 
 The fetishistic cross-dresser and the dual role transvestite are unlikely to seek psychiatric help unless problems are arising in their sexual relationships. The most likely reason for a transgendered individual to consult with a psychiatrist is to get support for gender reassignment. Within the professional community working with transgender, it is conventional to require psychiatric or psychological assessment by a clinician experienced in this field before considering any irreversible procedure such as gender-reassignment surgery. This usually involves a period of at least 1 year, living fully in the chosen gender role (the “real-life test”), before any surgical decision is taken. The psychiatrist’s role is to ensure that the transgendered individual confronts himself or herself with the reality of living in the chosen gender; with many such individuals, their experiences have previously been restricted to private experimentation or very limited exposure. On the basis of physical appearances, voice and mannerisms, gender change is much easier for some individuals than others, and in most respects, such factors are not changeable by surgery. The individual
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 therefore needs to be realistic about what to expect after surgery. In a review of the follow-up literature of gender-reassignment surgery, Green and Fleming (1990) identified the following favourable preoperative indicators: (1) psychological stability with no history of psychosis, (2) successful “real-life test”, (3) sufficient understanding of the limitations and consequences of surgery, and (4) preoperative psychotherapy in the context of a gender-identity program. Hormone therapy and facial electrolysis may be introduced at an earlier stage than surgery. For the male-to-female, oestrogens can be used to induce breast growth, a more female redistribution of body fat, some change in skin texture and slowing of facial and body hair growth. Oestrogens may also reduce sexual interest, which may or may not be acceptable to the patient. Progestogens are sometimes combined with oestrogens to augment breast growth but can have negative mood effects. For both steroids, risks of long-term use should be emphasised. For the female-to-male, androgens will increase muscle bulk, deepen the voice and increase facial and body hair growth. Clitoral enlargement is likely, often accompanied by an increase in sexual interest and response. Acne may be a problem. Again, longterm risks should be emphasised, and testosterone should be administered with gradually increasing dosage to minimise development of tolerance while achieving the desired effects with as small a dose as possible. With both oestrogens and androgens, the extent of the desired effects will depend on the target organ sensitivities, which vary across individuals and cannot be predicted. Surgical reassignment procedures involve complex surgery and postoperative complications are not unusual. For the male-to-female, testes are removed and penile and scrotal skin usually retained to form the labia and vaginal opening, sometimes incorporating the corpora cavernosa to give an erectile base to the labia. Usually additional skin grafting is required to complete the surgically constructed vagina. For the female-to-male, mastectomy, hysterectomy and oophorectomy are usually involved. Phalloplasty presents more of a
 
 surgical challenge, particularly in ensuring urinary passage through the constructed penis. Surgical techniques are, however, improving.
 
 Conclusions This chapter has provided an overview of the development of sexuality in humans, outlined how mental illnesses can affect sexuality and detailed specific disorders of sexuality. As an important part of human functioning, sexuality should be an area of discussion between clinicians and their patients, and sexual problems dealt with in an appropriate and open manner.
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 18 Social and cultural determinants of mental health Vikram Patel, Alan J. Flisher and Alex Cohen
 
 This chapter considers the evidence regarding the social and cultural determinants of mental health. It has an explicit international population mental health perspective. The chapter must be interpreted in light of the consensus that most psychiatric disorders are multifactorial in origin. Furthermore, effective clinical management is most likely to occur if an aetiological formulation considers the interaction of factors in the biological, psychological, social and cultural domains. The chapter is divided into two sections. The first examines the role of culture in psychiatry and begins with an examination of the historical evolution of research on the cultural influences on psychiatric concepts and classification. It ends with a critical evaluation of the contemporary understanding of the role of cultural influences on the aetiology, clinical presentation, treatment and outcome of mental disorders. The second section considers the evidence for social determinants of mental disorders and the implications for prevention.
 
 Culture and mental health Prince et al. (1998) defined culture as “the totality of habits, ideas, beliefs, attitudes and values, as well as the behaviors that spring from them (language, art, marriage patterns, eating habits and so forth)” (p. 15). The study of psychiatric disorders across
 
 cultures is of value for several reasons. First, such study can help inform clinical practice in different cultures, for example, by providing guidelines on diagnosis and management that are valid for a particular culture. For example, the diagnostic significance of hallucinations varies across cultures (Johns et al., 2002). Second, such study can help the growth of academic psychiatry by informing the validity of classification systems so that these evolve into truly international systems. It will become clear which disorders are universal in their aetiology and manifestations and ensure that culture-specific manifestations of disorders are included in such international systems. Third, cross-cultural studies may reveal therapeutic factors that operate in one or more settings but which may be applicable to a much wider context. Thus the range of available interventions will increase. Finally, because psychiatric disorders are multifactorial in aetiology, the study of disorders in populations in different geographical settings may help to elucidate the role of genetic and environmental factors in their causation. This is illustrated by cross-national studies of the risk factors for dementia (Hendrie et al., 1995). Several terms have been used to describe the study of psychiatric disorders across cultures, such as transcultural psychiatry, cross-cultural psychiatry, ethnopsychiatry, comparative psychiatry and, simply, cultural psychiatry. Cultural psychiatry is, perhaps, the most appropriate term, originating from
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Wittkower’s definition “that it concerned itself with the mentally ill in relation to their cultural environment within the context of a given cultural unit” (cited in Prince et al., 1998, p. 12). Murphy (1982) proposed the term comparative psychiatry by which he meant “the study of the relations between mental disorder and the psychological characteristics which differentiate people, nations, or cultures. Its main goals are to identify, verify, and explain the links between mental disorder and these broad psychosocial characteristics” (p. 2). This term is useful because it does not seek to define the comparative groups exclusively according to a predetermined criterion such as culture. In this sense, the term comes closest to the concept of an “international psychiatry” described later. Apart from culture, other groupings such as race and ethnicity have been used to define subgroups of human beings. Race is, technically, a biological category that refers to a group of persons who share a distinct genotype. However, on close inspection, the term race is not applicable to any human groups because genetic similarities are the rule across all the peoples of the world. Nevertheless, race has become a descriptive term by which people are grouped according to superficial physical characteristics (e.g. skin colour and facial features) that are often incorrectly presumed to reflect a host of genetic, biological or psychological characteristics (US Department of Health and Human Services, 2001). The term ethnicity is used to describe a group of people who share a common identity (i.e. how they describe their origins), a common ancestry (both historically and geographically) and, to some extent, shared beliefs and history. This term does not, however, describe either a single type of people or a single nation. Thus people from the Indian subcontinent living in the United Kingdom may be defined as “ethnic Asians”, but this does not capture the fact that this apparently homogenous ethnic grouping is at least as internally diverse as an ethnic grouping of “Europeans”. Despite its limitations, the term ethnicity is the most useful one for describing subgroups of people; it is routinely
 
 ascertained in the collection of national statistics such as censuses and is also used in the study of the epidemiology of diseases. Studies based on either racial or ethnic distribution of mental disorder should be interpreted with caution because social or economic differences may explain much more of the differences reported than racial, ethnic or cultural effects (Isaacs & Schroeder, 2004).
 
 The evolution of the discipline The view that psychiatric phenomena can vary from one culture to another has existed for more than 200 years and probably first appeared at around the same time as the general acceptance that abnormal behaviour is caused by illness (as opposed to, for example, evil spirits). In keeping with this change in belief systems in the Western world, the doctors who treated mental disorders considered one of the causes to be the higher level of intellectual attainment of the civilization in Western societies. Thus, Sir Andrew Halliday in a survey of British mental hospitals referred to “the rarity of insanity among savage tribes of men, the contented peasantry of the Welsh mountains and those dwelling in the wilds of Ireland” (cited in Prince et al., 1998, p. 3), and, in the same report he wrote “not one of our African travellers remark their having seen a single madman” (cited in Murphy, 1982, p. 4). White colonial psychiatrists thought that certain mental disorders were rare in Africans because their brains were considered too primitive to experience sophisticated emotional states (e.g., Le Roux, 1973). Much of the earlier literature written mainly during the colonial era is replete with terms such as “primitive” or “savages”, as well as tainted by connotations of racism. The introduction of a scientific quality to the investigations of comparative psychiatry can be attributed to Kraepelin who studied patients in the Buitenzorg Asylum (currently the State Hospital of Bogor outside Jakarta) in Java in 1903. Kraepelin wrote, “Reliable comparison is, of course, only possible if we are able to draw clear distinctions between identifiable illnesses, as well as
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 between clinical states” (Kraepelin, 2000 [1904], p. 38) and went on to note that, although it was possible to recognize schizophrenia and bipolar disorder among the Javanese, ”comparison between the native and the European populations is made more difficult by the fact that the clinical symptomatology, while broadly in agreement with that seen [in Europe], presents certain very noteworthy differences in individual instances” (Kraepelin, 2000 [1904], p. 40). Although Kraeplin’s essay proved to be a seminal text for comparative psychiatry, it must be noted that his explanation for the variation was racial, claiming that, for example, the low incidence of delusions among the Javanese was the result of their “lower stage of intellectual development”. E. D. Wittkower made one of the most important contributions to the scientific study of cultural psychiatry when he set up the first academic unit devoted to this field at McGill University in 1955. Another historic milestone in the field was the work of Leighton and colleagues among the Navajo peoples of North America. These authors were later involved in one of the first cross-national collaborations (with Lambo and colleagues) in their pioneering comparative studies of mental illness in Canada and Nigeria. The study provided extensive information on symptoms, indigenous models and the prevalence of mental disorders (Leighton et al., 1963). The most important contributions to culture and mental disorders have been made in the past three decades, as a result of the debate on the influence of culture on the classification of mental disorders and the methodology for cross-cultural psychiatric epidemiological research. The growth of the scientific discipline of medical anthropology, led by authors such as Kleinman and Littlewood (e.g. Kleinman 1987; Littlewood, 1990), has also been a major contributor to the establishment of cultural psychiatry as a key discipline within psychiatry. It is not accidental that the recent surge of interest in culture as an independent variable in the design and interpretation of psychiatric research coincides with the spectacular demographic change
 
 in the ethnic composition of many developed countries.
 
 Culture and the classiﬁcation of mental disorders A key characteristic that differentiates the process of classification of mental disorders from that for physical pathology is that, for most mental disorders, there are no specific and replicable pathophysiological changes which can be identified in a clinical setting (see also Chapter 2). Virtually all the diagnostic categories used in psychiatry are essentially those of “illnesses” compared with “diseases”. This distinction implies that classification is based on the nature of symptoms and syndromes rather than their aetiology (as, for example, in the case of infectious diseases) or their pathology (as, for example, in the case of vascular disease). The classification of mental disorders is thus influenced by cultural factors, such as the language of emotional distress, and the ways in which these are conceptualised by a particular culture. In the absence of demonstrable disease processes, a variety of explanations are likely to arise which are heavily influenced by other belief systems, notably religious beliefs. Historically, a number of classifications of mental disorders have coexisted in different cultures, each with its own taxonomy and causal models for various disorders. The process of standardization has been driven largely by psychiatric classification systems originating in Euro-American societies (see Chapter 2). After standardizing the classification and associated interview schedules in Euro-American cultures, the systems and methods were subsequently used in other cultures. Most of the subsequent cross-cultural psychiatric investigations relied on implicit, largely untested assumptions (Beiser et al., 1994): 1. the universality of mental illnesses, implying that regardless of cultural variations, disorders as described in Euro-American classifications occur everywhere;
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 2. invariance, implying that the core features of psychiatric syndromes are invariant between cultures; and 3. validity, implying that although refinement is possible, the diagnostic categories of current classifications are valid clinical constructs. Termed as the etic or universalist approach, this became the most popular method for epidemiological investigations of mental illness across cultures. The etic approach offered a perspective that because mental illness was similar throughout the world, psychiatric taxonomies, their measuring instruments and models of healthcare were also globally applicable. Many researchers have cautioned that there is a risk of confounding culturally distinctive behaviour with psychopathology on the basis of superficial similarities of behaviour patterns or phenomena in different cultures (Kleinman, 1987). It was argued that classification of psychiatric disorders largely reflected American and European concepts of psychopathology based on implicit cultural concepts of normality and deviance. Critics accused the etic approach of contributing to a worldview that “privileges biology over culture” (Eisenbruch, 1991) and ignores the cultural and social contexts of psychiatric disorders. In contrast, the emic approach argues that the culture-bound aspects of biomedicine, such as its emphasis on medical disease entities, limited its universal applicability. More specifically, it was argued that culture played such an influential role in the presentation of psychiatric disorders that it was wrong to presume a priori that Euro-American psychiatric categories are applicable throughout the world (Littlewood, 1990). The emic approach proposed to evaluate phenomena from within a culture and its context, aiming to understand its significance and relationship with other intracultural elements. This approach has also drawn its share of criticism. The studies are mostly small in scale and are unable to resolve questions of the long-term course and treatment outcome. Moreover, the approach has been criticised for not suggesting plausible alternatives, such as a set of
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 principles which would help ensure cultural sensitivity or models on which to fashion culturally sensitive nosologies (Beiser et al., 1994). Another critique is that the emic approach has been unable to provide data which can be compared across cultures.
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 Thus there are strengths and weaknesses of both the etic and emic approaches in cross-cultural psychiatry (see Box 18.1). It is widely accepted that the integration of their methodological strengths is essential for the development of a culturally sensitive or “new cross-cultural psychiatry” (Kleinman, 1987; Littlewood, 1990). Value must be given to both folk perspectives about mental illness as well as those of biomedical psychiatry. It is important to investigate patients’ “explanatory models”, that is, how patients understand their problems, their nature, origins, consequences and remedies, because these can radically assist patient-doctor negotiations over appropriate treatment (Kleinman, 1987). Similarly, researchers should examine the psychiatric symptoms of people who are considered by the local population to be mentally ill and determine the relationship of the diagnostic system used by local health care providers with established psychiatric diagnostic categories. In essence, the central aim of the “new” cross-cultural psychiatry is to describe mental illness in different cultures using methods which are sensitive and valid for the local culture and resulting in data which are comparable across cultures. To tackle this difficult task, psychiatric research needs to blend both ethnographic and epidemiological methods, emphasizing the unique contribution of both approaches to the understanding of mental illness across cultures. Both major international classifications of mental disorders have attempted to improve their cross-cultural and international validity. The tenth revision of the International Classification of Impairments, Disabilities and Handicaps (ICD-10) was developed with the explicit purpose of being an international standard. Thus those drafting ICD-10 were drawn from as many countries as was feasible. The classification itself was field tested by more than 700 clinicians in 39 countries from all continents, although the largest number of centres were in European or developed countries. The vast majority of ICD-10 conditions had reasonable cross-cultural reliability (Sartorius et al., 1993). Certain syndromes were, however, considered more
 
 Box 18.2 Culture-bound syndromes The ICD-10 defines culture-specific disorders as sharing two cardinal characteristics: 1. They are not “easily” accommodated by the categories in established and internationally used psychiatric classifications. 2. They were first described in, and subsequently closely or exclusively associated with, a particular population or cultural area. Examples of culture-bound categories include the following: Amok is an indiscriminate, unprovoked episode of severely aggressive behaviour, which may culminate in multiple homicide or suicide (Asia). Dhat is an anxiety disorder in young men characteristically presenting with a complaint of a whitish discharge in the urine, which is believed to be semen (Asia). Koro presents as an acute panic reaction in men associated with a strong fear of death as a result of the patient’s firm conviction that his penis is retracting and shrinking into his abdomen (Asia). Latah is a highly exaggerated stereotyped response to fright or trauma, followed by echolalia, echopraxia, coprolalalia, automatic obedience or trancelike states (Indonesia, Malaysia). Susto is a syndrome with diverse neurotic and somatic symptoms attributed to a frightening event that causes the soul to leave the body (Latin America). Windigo is an acute presentation of bizarre behaviour and development of homicidal impulses usually directed at members of the immediate family (indigenous peoples of North America). Taijin kyofusho is a neurotic condition characterised by a severe obsession of shame and fear of social contact and extreme self-consciousness regarding appearance (Japan). ICD-10, International Classification of Diseases, 10th revision.
 
 or less “specific” to certain cultures or subcultures, and these are labelled “culture-bound syndromes” in ICD-10 (see Box 18.2). None of the culture-specific syndromes resemble severe mental disorders; all occur in the context
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 of severe stress and are phenomenologically closest to the neurotic and dissociative disorders. Many conditions bear considerable similarity with one another and with a multitude of other conditions described in diverse cultures. Susto and nervios are folk idioms of distress, Artic hysteria and windigo are culturally stereotyped reactions to extreme environmental conditions, koro and dhat are related to a cultural concern regarding fertility and procreation, latah and amok are related to a cultural emphasis on learned dissociation and brain fag is an example of syndromes related to acculturative stress on adolescents (the pressure of academic performance of some cultures). A culture bound-syndrome should not in itself comprise a complete psychiatric diagnosis. Just as a diagnosis of anxiety disorder can signify anything from a hidden malignancy to a marital problem, all patients must be fully investigated to clarify any underlying pathology.
 
 Alternative worldviews of mental illness Indigenous classifications, by and large, are based on spiritual, supernatural or humoral aetiological theories (Murdock et al., 1980) which are not tenable in the practice of biomedicine. Broadly, there is a general classification of illness into two categories, “normal” and “abnormal”. The former is perceived to be caused by physical agents (such as infections and climactic changes) and considered to be treated effectively by either biomedical or traditional approaches. The latter is perceived to be caused by spiritual or supernatural causes, and is thus brought principally to traditional healers. “Abnormal” or “unnatural” causes of sickness and misfortune include causation by both supernatural forces or other human beings, and may be brought on as a consequence of specific actions or behaviours of an individual or their family. The classifications used are typically flexible and patientdependent; thus even though phenomenology may be used by a healer to understand the nature of the illness, an aetiological model is almost always provided because it gives the illness experience meaning for the patient.
 
 There is evidence that with the influence of urbanization and other changes in society, views about illness are also changing. Biomedical diagnostic systems are increasingly being used in nonWestern settings, and multiple illness models are held simultaneously. It is therefore not uncommon for a person with a mental illness to consult both traditional/religious and biomedical healthcare providers. Most often, persons associate mental illness only with psychotic disorders. For these disorders, there is a striking similarity in the behavioural symptoms across cultures, with some behaviours such as incoherent speech, talking to oneself, disrobing, wandering and aggression being particularly common (Patel, 1995). However, there is much less emphasis on cognitive features such as delusions, which are central to diagnosis in the biomedical model. Disorders resembling depression and anxiety, although not often perceived to be mental disorders, are still recognised by local people and traditional healers as being sources of illness, suffering and misfortune. Although the ICD-10 is an international system, it was not, at least initially, intended to supplant local classificatory systems. However, many countries have gradually shed their national classification schemes, and, of the few that remain, attempts have been made to make them as closely as possible to the ICD. China is possibly the only low and middle income country (LAMIC) which has its own, discrete classification of mental disorders. The first Chinese Classification of Mental Disorders (CCMD) appeared in 1979. Its third and most recent version has been heavily influenced by the ICD-10 and Diagnostic and Statistical Manual of Mental Disorders (4th edition; DSM-IV) systems but still retains certain local features. The main differences between the ICD-10 and the CCMD-3 are summarised by Lee (2001). Notable among these are the retention of the term neurosis and some specific categories of neurotic disorder, such as neurasthenia. Personality disorder is less often diagnosed in Chinese populations possibly because deviant behaviour is dealt with by the penal system. Two categories of personality disorder, borderline personality disorder and avoidant
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 personality disorder, are excluded from the Chinese scheme. The Chinese task force excluded borderline personality disorder because impulsivity and emotional instability were viewed as character traits that should not be medicalised. The CCMD also includes its own section of culture-related mental disorders such as qigonginduced mental disorder. Qigong is a trance-based form of a traditional Chinese healing system. The disorder is similar to a dissociative state with identity disturbance, irritability, hallucinations and aggressive and bizarre behaviours. These are often acute, brief episodes and are linked to excessive practise of qigong meditation by physically or psychologically ill subjects.
 
 The contemporary relevance of cross-cultural psychiatry The study of cultural influences on psychiatry has to a large extent focused on non-European cultures. There is the assumption that psychiatric syndromes and disorders as described in white European populations form the basis of a universal categorization of mental illness. The contribution of cultural factors to the aetiology and manifestation of mental illness in the West is generally overlooked and implicitly denied. An important thrust of the new cross-cultural psychiatry should be to understand the interaction of culture and psychopathology among people everywhere, not just among those in non-European cultures. Another anomaly of cross-cultural psychiatry is that although Western societies are considered “multicultural” such that studies need to be conducted for different ethnic groups to ensure findings are “culturally correct”, the multicultural nature of developing societies is not recognised. It is not uncommon to read conclusions about all people in vast and diverse countries such as India or China being based on a sample from one site with people from a single culture or class. Cultural psychiatrists need to be less sweeping in their generalizations and more sensitive to the diversity of people everywhere.
 
 Furthermore, there is often an implicit assumption that non-Western cultures are “traditional” or “nonscientific” in their explanatory models. A consequence of this is that research from Western cultures is automatically considered to be of international significance. Research from developing countries is undervalued, with its international significance being confined to its demonstration of the influence of culture on psychiatric disorders. The main limitation of cross-cultural psychiatry, of course, is that it fails to recognise that cultures are dynamic, complex social constructs that defy easy definition or measurement. Globalization has had a pervasive impact on culture; no longer do cultures exist in relative isolation from one another. Instead, cultures are integrating, with attitudes, beliefs and practises from one culture finding new homes in others. Although the process of globalisation may work in diverse ways, in reality the dominant cultures are those of industrialised societies because many mechanisms of globalisation, such as the media, are largely controlled by these societies. The homogenization of cultures across the developing world in the past decade is a marker of the vulnerability of cultures to the onslaught of modern marketing and global media networks. For example, Becker et al. (2002) have shown how the introduction of Western television is associated with a rise in disordered eating behaviours in school-going Fijian adolescent girls, who were previously media-na¨ıve (see discussion later in this chapter). Despite these limitations, it is worth noting that cross-cultural research on the epidemiology of mental disorders has contributed to public mental health and clinical practise. Several important conclusions can be drawn. First, mental disorders are found in all cultures and societies. Second, the prevalence of mental disorders varies greatly across cultures, which suggests that social factors are crucial determinants of prevalence or that international diagnostic instruments and survey methods are not uniformly reliable and valid. Third, the clinical presentation of common mental disorder is often somatic, and such presentations tend to be more common in non-Western settings. Fourth, the
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 prevalence and incidence of severe mental disorders also vary across a wide range, and the wellknown World Health Organisation (WHO) multinational studies have found an apparently more favourable prognosis in developing countries, suggesting a sociocultural influence on the course of these disorders (Jablensky et al., 1992). Fifth, cultural factors, notably language, can influence the clinical features of mental disorders. This can occur through unique idioms for common mental disorders such as “thinking too much” in many African languages, or the content of delusions and hallucinations. Sixth, the diagnostic specificity of some psychopathological phenomena such as hallucinations also varies across cultures. However, the core symptoms of severe and common mental disorders can be recognised in all cultures studied. Finally, cultural and ethnic factors influence the acceptability and clinical response to psychiatric treatments; for example, drug metabolism variations may influence the effective dosage ranges for psychotropic drugs, and psychological “talking” treatments may be less acceptable as interventions in societies in which patients are accustomed to receiving physical treatments. The study of culture on mental health has been profoundly influential in guiding the clinician in managing psychiatric disorders in persons of different culture. This is best exemplified by the DSMIV guidelines for clinicians to make a “cultural formulation” of a person’s mental health problem (see Box 18.3).
 
 Social determinants of mental disorders This section considers four major social determinants of mental disorders: poverty, gender, conflict and the marginalisation experienced by indigenous communities across the world.
 
 Poverty Substantial evidence now confirms the relationship between poverty and socioeconomic
 
 Box 18.3 Cultural formulation in the DSM-IV This formulation implies that the clinician provides a narrative summary on the following:
 
 r the cultural identity of the individual (e.g. language abilities, cultural preference group, degree of involvement with other cultures in community)
 
 r cultural explanations of the illness (similar to the explanatory models described earlier and including prominent idioms of distress, causal models and treatment preferences)
 
 r cultural factors related to the psychosocial environment and functioning (culturally relevant interpretations of social stressors, available social support and disability)
 
 r cultural elements of the relationship between the individual and the clinician (identify differences and similarities in cultural and social status that might influence diagnosis and treatment)
 
 r overall cultural assessment: a conclusion formulating how these cultural considerations influence diagnosis and treatment decisions DSM-IV = Diagnostic and Statistical Manual of Mental Disorders, 4th edn.
 
 inequalities for both common and severe mental disorders. In the United Kingdom, for example, there is good evidence for an association between low standard of living and depression (Weich & Lewis, 1998). Evidence is also beginning to accumulate demonstrating a similar association between economic disadvantage and the presence of depression in developing countries. A recent review of 11 community-based epidemiological studies from six countries – in Latin America (Brazil, Chile), Africa (Lesotho, Zimbabwe) and Asia (Pakistan, Indonesia) – found that 10 studies showed a statistically significant relationship between prevalence of common mental disorder and indicators of low socioeconomic status. The most consistent relationship was between low education and mental disorder. Significant associations were evident for a number of other socioeconomic indicators, such as being in debt, and common mental disorders (Patel & Kleinman, 2003).
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 Studies in developed countries have shown that mortality and morbidity rates are affected by relative, rather than absolute, living standards. A survey in the United States, for example, showed an independent association between low income and living in “income-unequal states”, with depression in women (Kahn et al., 2000). The association between racial and economic inequality and poor mental health may be mediated by both individual psychological factors, such as low self-esteem and frustration, as well as a breakdown in structural factors in the community, such as social cohesion and infrastructure. The lack of social support and the breakdown of kinship structures is probably the key stressor for the millions of migrant labourers in the urban centres of Asia, Africa and South America, as well as the millions of dependants who are left behind in rural areas and whose only hope of survival is the remittances relatives send from distant cities. In developed countries, increased mobility of labour has reduced family ties and also led to the decline of the extended family. The social consequences of low education are obvious, especially in developing countries that are facing a growing lack of security for employees as economies are reformed. Lack of secondary education may represent a diminished opportunity for persons who are depressed to access resources to improve their situation (Patel et al., 1999). People living in conditions of poverty are at greater risk for physical health problems, and there is abundant evidence demonstrating a high degree of comorbidity between physical and mental illnesses.
 
 Gender Whereas sex is a term used to distinguish men and women on the basis of their biological characteristics, gender refers to the distinguishing features which are socially constructed. Gender is a crucial element in health inequities in developing countries. Gender influences the control men and women have over the determinants of their health, including their economic position and social status and access to resources and treatment. The female
 
 excess for depression has been demonstrated in most community-based studies in all regions of the world (Patel et al., 1999). The social gradient in health is heavily gendered, and women are disproportionately affected by the burden of poverty that, in turn, may influence their vulnerability for depression. Women are far more likely to be victims of violence in their homes, and women who experience physical violence by an intimate partner are significantly more likely to suffer depression, abuse drugs or attempt suicide. Women who were sexually abused as children are significantly more likely to suffer depression in adulthood. Sexual and other forms of violence in youth are associated with depression in adolescence (Astbury, 2001). A study from Ghana investigating women’s perceptions of their health found that the most important health concern was “thinking too much”; the explanations given included heavy workloads, financial insecurity and the burden of caring for children, duties which were heavily gendered in their distribution (Avotri & Walters, 1999). Examples of the cultural context of some of these gendered stressors are illustrated by several recent studies. Research on depression in women in lowincome townships of Harare, Zimbabwe, reported that nearly 18% women had a current episode of depression compared with only 9% of their counterparts in Camberwell, a deprived inner-London district thought to have a relatively high rate of depression (Broadhead & Abas, 1998). More women in Harare had experienced a severe life event (54%) in the preceding 12 months compared with women in Camberwell (31%). A notable finding in Harare was the high proportion of events involving humiliation and entrapment that were related to marital crises such as being deserted by husbands and left to care for several children, premature death, illness in family members and severe financial difficulties occurring in the absence of an adequate welfare safety net. Studies in South Asia have shown that marital violence and the culturally determined value placed on boys (compared with girls) adversely influence maternal mental health. Studies from India and
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 Pakistan have demonstrated the greater risk for postnatal depression in mothers who have a female child, especially if the desired sex was a boy or if the mother already had living girl children (Patel et al., 2004). The male excess for alcohol abuse has been demonstrated in almost every community study from every region of the world, although the disparities are greatest in developing countries. The wide sex differences in alcohol abuse in Latin American countries and the Caribbean have been attributed to a number of gender factors (Pyne et al., 2002). Women, for example, face strict social scrutiny about many behaviours, drinking among them. Men’s consumption of alcohol mostly takes place in the public realm, whereas women’s more often occurs in private. Drinking among men has social meanings such as maintaining friendships, and refusing a drink can imply lack of trust and denial of mutual respect. At the other extreme, intoxication of men is more socially acceptable than that of women; indeed, women often tolerate their male partners’ intoxication as being a “natural” condition of manhood. Drinking and drunkenness are more often perceived to be consistent with gendered notions of masculinity, and thus men who conform closely to cultural norms are more likely to drink. Drinking may also be a coping strategy when men are faced with serious life difficulties, such as unemployment and are unable to live up to the traditional expectations. Finally, in many cultures (but perhaps most well-recognised in Latin America), is the role of machismo, that is, the importance of male sexuality, in shaping alcohol consumption. Thus young men may consume excess alcohol with the deliberate intent of getting drunk because excessive drinking “celebrates male courage, sexual prowess, maturity and the ability to take risks, including sexual risks” (Pyne et al., 2002, p. 23). The evidence that gender plays a role in eating disorders stems from two observations: first, the enormous sex difference (females outnumbering men) and the fact that cultures which have been relatively immune to the media-driven creation of an ideal body image for women have very
 
 low rates of these disorders. Recently, a study from Fiji demonstrated that the introduction of television in a media-na¨ıve non-Westernised population was associated with a rise in attitudes favouring thinner body image and self-induced vomiting in girls (Becker et al., 2002). This finding adds credence to the theory that the emphasis on women’s thinness by the media and fashion industries is contributing to a rise in disordered eating in societies that, through the forces of globalisation, are being increasingly influenced by Western imagery and values.
 
 Conﬂict and displacement Globally, there are an estimated 17 million refugees and asylum seekers who have fled their own countries and another 25 million who are internally displaced. Many of these persons will have experienced enormous trauma in the form of violence, crime or other humiliations; physical injury; economic dispossession; and disruption of family and community structures. Thus the rates of mental disorder among these people would be expected to be at least as high and probably higher than for migrants in general. A recent study of more than 3,000 respondents from post-conflict communities in Algeria, Cambodia, Ethiopia and Palestine found that posttraumatic stress disorder (PTSD), a psychiatric disorder which is considered a specific response to trauma, was the most common disorder in individuals exposed to violence associated with armed conflict (de Jong et al., 2003). A number of other factors may predispose refugees and immigrants to mental disorders. These include marginalisation and minority status, socioeconomic disadvantage, poor physical health, the loss of social support systems and cultural alienation in the new society. For illegal immigrants, there is also the constant fear of being found out and repatriated, and therefore access to possible sources of help is severely limited. Here it is relevant to note that the universal application of traumarelated mental disorders, in particular PTSD, has been criticised because it is itself based on
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 culturally influenced notions of how a person is supposed to react to trauma. Thus, in narrating the experience of Cambodian refugees, Eisenbruch (1991, p. 673) described patients who were “possessed by spirits, troubled by visitations of ghosts from the homeland . . . and feel he or she is being punished for having survived”. The cultural construction of symptoms is also an important determinant of help-seeking behaviour; thus, Buddhist monks might work as “allies to the clinician in clarifying the diagnosis of cultural bereavement” in Cambodia. Although there is consensus that trauma can negatively affect a person’s mental health, the question of whether this negative impact should be conceptualised in psychiatric terms (with the concomitant implications of diagnosis and treatment) or in social and cultural terms remains unresolved. On the other hand, there is no doubt that trauma can have negative effects that can be conceptualised in psychiatric terms. Studies in a number of settings have clearly demonstrated that symptoms characteristic of PTSD can be identified in individuals who have been exposed to trauma and that these do cluster in the form typical of PTSD and are associated with suffering and disability (de Jong et al., 2003; Silove et al., 2002).
 
 Indigenous communities It is estimated that there are between 220 and 300 million indigenous persons living in 5,000 to 6,000 distinct groups in more than 70 countries. They exhibit a wide diversity of lifestyles, cultures, social organization, histories and political backgrounds. Nevertheless, they may share certain historical and political realities, including being subject to violence and genocide, depopulation from infectious diseases such as smallpox and measles, dislocation from traditional lands, extreme poverty due to the destruction of their subsistence economies and state-organised attempts to repress and eradicate their cultures. Given this scenario, it is not surprising that the indigenous peoples of the world experience high rates of depression, alcoholism and suicide (Cohen, 1999).
 
 The case of the indigenous communities of Australia serves to illustrate the confluence of these historical, political, social and economic forces and to provide insights into why the rates of mental disorders are high among indigenous peoples. The indigenous peoples of Australia had a diversity of cultures dating back at least 40,000 years before the arrival of European settlers just over 200 years ago. The societies had rich cultural belief systems which attributed spiritual importance to the land and the environments in which they lived. Social relationships were governed by codes of behavior, and local taxonomies of illness guided the treatment of health problems. The brutal history of colonization which ultimately led to the destruction and devastation of hundreds of indigenous nations, each with a distinct language, lineage and culture, was marked by a number of severe social adversities. Notable among these were exposure to new diseases, removal from traditional lands, enslavement on the farms of European settlers, imprisonment without trial, denial of basic political rights, sexual abuse of women and, perhaps most tragic of all, the “stolen generations”, that is, the children who were forcibly removed from their parents and fostered by white families in an effort to “breed out” the native population. The consequences of this history are reflected in socioeconomic, psychosocial and health indicators of all kinds including high rates of unemployment, low levels of income, and poor educational status; agespecific mortality rates 2 to 7 times higher and life expectancies that are more than 15 years shorter than those of the non-indigenous Australian population; and high levels of alcoholism and suicide (Cohen, 1999).
 
 Implications for population mental health An important implication of the association between poverty and mental disorders in developing countries is to place mental disorders alongside other diseases which attract considerable attention from health policy makers and donors because of their association with poverty. There is a need
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 to educate policy makers regarding the association between poverty and mental disorders and to combat the myth (sometimes perpetuated by media catering to the middle class in developing countries) that depression and anxiety are disorders of affluence or “Westernization”. The impact of research on policy is evident in the recent decision by the Department of Foreign and International Development (DFID), the principal overseas development and aid arm of the British government, to include mental health as one funding priority among other key poverty- and development-related health issues. Mental health professionals will need to confront global poverty, its relation to the current phase of political and economic development and its consequences for mental disorders. From a public health perspective, an understanding of mechanisms of the relationship between social adversity and mental health can inform primary and secondary preventive strategies. However, evidence to support the efficacy of specific interventions in this field is weak, mainly because few if any have been tried or evaluated in terms of their impact on mental disorders. There is evidence that interventions aimed at improving child development and educational outcomes in children living in poverty have had success. A recent review of interventions aimed at improving nutrition and development in socioeconomically disadvantaged children found strong evidence for the benefit of psychosocial and nutritional interventions for cognitive development and improved educational outcomes (WHO, 1999). Although mental health outcomes have not been reported as yet, we may speculate that the benefits evident in educational outcomes may also translate to better mental health. The emphasis on education will need to focus on girls and on ensuring education beyond primary schooling. Anecdotal findings from literacy programs in India suggest that such programs may have an unanticipated benefit on mental health by reducing hopelessness and providing greater economic security (Cohen, 2002). In many developing countries, indebtedness to loan sharks is a consistent source of stress and
 
 worry, demonstrated by the recent suicides of farmers in India (Sundar, 1999). Provision of low-interest loans may reduce mental disorders by removing the key cause of stress: the threat posed by the informal moneylender. Development, if implemented to promote social capital, equity and basic infrastructure, may be associated with better mental health. A study in Indonesia, for example, described rates of depression according to levels of economic development (Bahar et al., 1992). Villages which achieved an improvement in development status and those which were already at the highest level of development had the lowest rates of depression. The key to secondary prevention is to strengthen the treatment of mental disorders in primary health care (see Chapter 21 and Box 18.4). The association of gender disadvantage with mental health problems presents tremendous opportunities for mental health research in terms of allying with other public health research programs which have an emphasis on gender issues and vice versa. There is no better example than maternal and reproductive health, one of the Millennium Development Goals. The areas of intersection of reproductive and mental health are considerable in scope and include postnatal depression, the mental health consequences of rape and adverse maternal outcomes such as stillbirths and miscarriage, infertility, surgery on the reproductive organs, sterilisation, adolescent reproductive and sexual health, HIV/AIDS, gynaecological morbidities and menstrual health (Patel & Oomman, 1999). The growing global concern regarding violence in families and in communities, a significant proportion of which is fuelled by alcohol abuse, provides an opportunity for mental health programs on depression and alcohol use to integrate their work (WHO, 2002). There is a need for gender sensitisation of mental health policies and programs. Policies and programs must be planned in consultation with key stakeholder groups, including representatives of women and men in the community. Gender barriers should be explicitly addressed in the planning of programs, in particular for mental health promotion, such as challenging gender stereotypes of drinking in
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 Box 18.4 Poverty and psychopathology: a natural experiment (Costello et al., 2003)
 
 children. The explanation for the constant rate of emotional disorders among the formerly poor children is not so clear. The authors suggest that the lack of an association
 
 The association between poverty and increased rates of
 
 indicates that genetics have a greater role than environ-
 
 mental disorders has been recognized for many years.
 
 ments in the aetiology of emotional disorders. It is also pos-
 
 However, the debate continues over the direction of
 
 sible that poverty is a cause of emotional disorders among
 
 causality. On the social causation side, it is hypothesised
 
 children, but, once established, such disorders are not eas-
 
 that the stresses of living in poverty are the reason for high
 
 ily resolved even by positive changes in the environment.
 
 rates of psychopathology; on the social selection side, the reasoning is that the functional disabilities which are characteristic of mental disorders are the reason individuals drift into poverty. Resolving this debate is difficult because it requires evidence from natural experiments in which one can examine how changes in economic status effect the prevalence of mental disorders. Such a natural experiment arose during a community study (1993–2000) of the development of mental illness in children who lived in North Carolina in the United States. A total of 1,420 children were interviewed; of these, 350 were from the Eastern Band of Cherokee Indians. In 1996, a casino opened that gave tribal members a share of its profits. In addition, the opening increased employment in the region, especially for tribal members because of preferential hiring practices at the casino. These economic opportunities meant that a significant percentage (14%) of Indian families were raised out of poverty by the end of the study; 53% of Indian families remained poor and 32% were never poor. Throughout the study (4 years before the casino opened and 4 years afterwards), surveys were administered to the children in the sample to collect information about psychiatric symptoms in two broad categories: emotional disorders (depression and anxiety) and behavioral disorders (conduct and oppositional disorders). The mean number
 
 young men and women. Gender-based risk factors such as violence and restriction of opportunities must be tackled as potential prevention strategies for mental disorders. Gender biases which may operate in healthcare itself should be examined and minimised. Ultimately, the recognition and incorporation of gender as a key variable in mental health research and services will ensure that research findings and services are more sensitive to the social realities in which mental disorders occur in men and women in developing countries. An explicit recognition of the vulnerability of populations such as indigenous communities and persons affected by conflict is an important advocacy tool for mental health practitioners to lobby against conflict and the deliberate marginalisation faced by indigenous peoples across the world. The strong influence of social determinants on the risk for, and outcome of, mental disorders argues for the need for a greater focus on equity in the distribution of affordable and evidence-based mental health services.
 
 of psychiatric symptoms maintained a steady, low rate in the “never-poor” children, but persistently poor children maintained a steady, high rate. In contrast, children whose
 
 Conclusions
 
 families emerged from poverty experienced a significant decrease in rates: before the casino opened, these children had the same rate of psychiatric symptoms as the persistently poor children, but after the casino opened they had the same rate as never-poor children. However, the formerly poor children only experienced reductions in symptomatology for behavioral disorders, apparently because once out of poverty, parents were able to provide adequate supervision to them; rates of emotional symptoms did not decrease. This natural experiment suggests that poverty is a causal factor in the aetiology of behavioral disorders among
 
 Mental illness has achieved considerable global public health attention as a result of recent reports which have focused on the high prevalence and associated disability of mental disorders (WHO, 2001). However, much of the research on mental illness is derived from a small fraction of the world’s population in developed countries (Patel & Sumathipala, 2001). This situation is gradually changing and is reflected in the changing content of cross-cultural studies. Over the past two decades there has been a shift away from examining the minutiae of obscure
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 mental disorders in exotic (i.e. non-Western) societies towards an attempt to generate a practical understanding of the implications of the high prevalence and impact of psychiatric morbidity in developing nations or among specific, and often disadvantaged, ethnic communities or subgroups in the population. The future of a truly international psychiatry should be to establish psychiatry as a relevant medical discipline with strong public health roots in all nations of the world. A key to achieving this goal is the recognition that culture and social determinants play roles that are at least as great as biological factors in influencing the aetiology, frequency, outcome and treatment responsiveness of most psychiatric disorders.
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 19 Psychiatric disorders of menses, pregnancy, postpartum and menopause Anne Buist, Kimberly Yonkers and Michael Craig
 
 Women’s mental health issues have become increasingly prominent both politically and at a research level over the past 20 years. Although the reasons for this are many, the key driving factor is the higher prevalence of various mental illnesses in women; depression, predicted by the World Health Organisation (WHO) to be the leading cause of disability in 2020, is twice as common in women. In addition, women as the carer for the infant both in utero and infancy has a potentially highly significant influence both biologically and psychologically on the subsequent generation. This chapter summarises the current understanding of women’s mental health issues related to three key time periods.
 
 Aetiology and risk factors Biological Genetic Risk of depression is due to a contribution of both inherited and environmental factors. Heritability accounts for anything from 33% to 45% of the risk (Kendler, Neale, et al., 1992). A study of 1,000 twin pairs concluded that 60% of the genetic risk was direct, with psychosocial factors acting as mediators (Kendler, et al., 1993). The genetic contribution holds for depression perinatally (O’Hara & Swain, 1996). Premenstrual
 
 mood disorders may also be mediated through a genetic predisposition to depression, but in addition there may be an independent familial vulnerability (Kendler, Silberg, et al., 1992), as has been found in some studies of depression perinatally (Dennerstein et al. 1989) and at menopause (Dennerstein et al., 1999).
 
 Neuroendocrine An understanding of hormonal influences on mood is important in trying to tie together those women who appear to be an increased risk of depression premenstrually, postnatally and at menopause. At menopause, hormonal changes do not appear to have a major role. An Australian study of 354 women found no relationship between negative mood and gonadal hormone levels, although there was a relationship between more depressed mood in response to stressors occurring during the menopausal transition, suggesting that hormonal changes may make women vulnerable to stressors (Dennerstein et al., 1999). An 11-year follow up of 438 of these women also found hormone therapy not to affect rates of depression, although a surgical menopause was associated with an increased rate of depression (Dennerstein et al., 2004). The pathophysiology of premenstual dysphoric disorder (PMDD) is not known. It was originally felt that some type of alteration in the hormonal milieu caused the illness. However, studies do not
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 consistently document abnormalities in levels of either progesterone or oestrogen or the relative ratio of these hormones. Current hypotheses posit that symptoms result from abnormal signalling to the central nervous system during usual menstrual cycles (Steiner & Pearlstein, 2000). This theory is consistent with findings showing dysregulation in neurotransmitters systems, including serotonin and gamma-aminobutyric acid (GABA) as hypothesised for other mood disorders (see Halbreich & Tworek, 1993, for a review). Dysregulation in the serotonin system is suggested by studies that have found the following: 1. Altered binding to imipramine receptors is seen in PMDD women compared with control subjects (Rojansky et al., 1991; Steege et al., 1992). 2. Symptoms can be provoked during the follicular phase or worsened during the premenstrual phase if subjects are depleted of the serotonin (5-HT) precursor tryptophan (Heath et al., 1998; Menkes, 1994) or administered the 5-HT receptor antagonist methergoline (Roca et al., 2002). 3. Abnormal prolactin or cortisol responses (or both) occur after administration of a number of serotonergic probes, including L-tryptophan (Bancroft et al., 1991; Rasgon et al., 2000), buspirone (Yatham 1989), m-CPP (Su et al., 1997) and fenfluramine (Fitzgerald et al., 1997; Steiner et al., 1999). Studies also find abnormalities in the GABA system (Epperson et al., 2002; Halbreich et al., 1996) and in allopregnanolone, a progesterone metabolite that binds to the GABA receptor and has agonist properties (Bicikova et al., 1998; Girdler et al., 2001; Montelone et al., 2000; Rapkin et al., 1997; Sundstrom, Ashbrook & Backstrom, 1997; Sundstrom & Backstrom, 1998; Sundstrom, Nyberg & Backstrom, 1997). Preclinical studies show that serotonin reuptake inhibitors (SSRIs) acutely change neurotransmission in serotonergic neurons but also alter progesterone metabolism and increase allopregnanolone (Uzunova et al., 1998). Perinatally, evidence has been inconsistent. In one study, Bloch et al. (2003) simulated pregnancy
 
 by giving and then withdrawing hormones in 16 women, half with a history of postpartum depression and half without. Five of those with a history – and none of those without – had significant mood symptoms in response to withdrawal. This suggests that there may be a differing response to oestrogen and progesterone change in those with and without a history of depression, giving weight to a hormonal contribution to mood disorders at this time, at least in some women. Maternal anxiety and depression in pregnancy may have particular effects on the foetus. Recent studies (Glover & O’Connor, 2002; Wadhwa et al., 2001) have suggested that these infants are exposed to high levels of corticosteroids, which may continue postpartum. It is postulated that the changes in the neuroendocrine axis – mediated by such parameters as levels of social support – may have effects on foetal development and growth, with implications for later reaction to stress and development of mental illness (O’Connor et al., 2002; Wadhwa et al., 2001). Later exposure to a depressed mother might also have an effect, increasing cortisol levels in these children (Ashman et al., 2002).
 
 Psychosocial At all life stages, stressful life events and lack of social supports are closely correlated with an increased risk of depression (Dennerstein et al., 1999; O’Hara & Swain, 1996). Perinatally, a stable relationship and social supports are particularly important for the woman’s smooth transition to motherhood. Other factors, such as perfectionistic personality style (Boyce et al., 1991) and a childhood abuse history (Buist, 1998), are also key factors that contribute to difficulties in adapting to being a mother. In cultures other than Western ones, the incidence of perinatal depression is increasingly recognised, although it is possibly lower when traditional societies have supported the mother physically and valued her role. In some cultures additional risks are relevant, including economic hardship and gender of the infant (Patel et al., 2002).
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 Table 19.1 Relative importance of aetiological factors from current research
 
 Premenstrual disorders Diagnostic considerations
 
 Factor
 
 PMDD
 
 PND
 
 Menopause
 
 Genetic Sensitivity to hormonal change Childhood trauma
 
 ++ +
 
 ++ +
 
 ++ –
 
 –
 
 ++
 
 Social supports Marital relationship Poor health
 
 ++ ++
 
 +++ +++
 
 + (as risk to previous depression) +++ +++
 
 –
 
 –
 
 ++
 
 At menopause, poor physical health becomes important in increasing the risk of depression (Dennerstein et al., 1999; Dennerstein & SpencerGardner, 1983), as does a negative attitude to the menopause change (Dennerstein, 2001).
 
 Summary The most likely model that explains depression in women related to times of hormonal changes is one that incorporates the complex interplay of biological, psychological and social factors (see Table 19.1). Genetic loading has a clear influence. In addition, maternal biological factors may be important in the early development of the foetus’ later ability to adapt and development of illness. The mother’s social support and psychological stressors appear to mediate this process, as will the child’s later experiences, including that of being raised by a depressed parent. These experiences help mould personality, which in turn will influence experiences and responses. These will be important in attitude to menopause, both physically and mentally, as well as possible accompanying psychological stress related to relationship difficulties and poor health.
 
 Premenstrual syndrome and premenstrual dysphoric disorder PMDD, which is a carefully codified and studied condition, is characterised by depressed mood, mood swings, flashes of anger and irritability, changes in sleep and appetite, as well as disturbances in functioning at home or at work (American Psychiatric Association, 1996). It can be distinguished from milder forms of premenstrual syndrome (PMS) in that mood or anxiety complaints are a requisite component of PMDD. Further, a woman suffering from PMDD must experience at least five premenstrual symptoms and functional impairment due to the symptoms. These symptoms should not be “merely an exacerbation” of another psychiatric or general medical condition. Symptoms need to be confirmed through daily ratings during two menstrual cycles. PMDD has a lifetime prevalence of approximately 2% to 4% in menstruating women (Johnson et al., 1988; Ramacharan, et al., 1992; Rivera-Tovar & Frank, 1990), a rate lower than that estimated for the less restrictive category of moderate PMS (approximately 20%–50%; Borenstein et al., 2003; Deuster, Adera, South-Paul et al., 1999; Hargrove & Abraham, 1982; Kessel & Cantab, 1963; Woods et al., 1982), but still encompassing a large proportion of the female population. Although it is common to trivialise premenstrual disturbances such as PMDD, the illness is serious for the women who are afflicted. Morbidity of the disorder is due to its severity, chronicity and resulting impairment in interpersonal relationships. Given an estimated mean age for illness onset of 16 years (Wittchen et al., 2002), if women experience symptoms 7 to 10 days each cycle and if symptoms continue unabated until menopause, a woman with PMDD is expected to have more than 400 potentially symptomatic cycles or 2,800 to 4,300 symptomatic days (7–11 years) before she stops menstruating.
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 The temporal pattern of symptom expression varies, with some women experiencing only a few days of distress, whereas others have a symptomatic period of up to 2 weeks. Usually, symptoms peak within 2 days of the onset of menses and often linger a day or two into the next menstrual cycle (Sternfeld et al., 2002). When a woman has mild symptoms all the time with worsening during the week before menses, she is said to have premenstrual worsening or premenstrual magnification.
 
 Treatment issues Studies on the treatment of PMDD show that progesterone (Wyatt et al., 2001) has little benefit beyond placebo. Similarly, the few existing oral contraceptive studies (Freeman et al., 2001; Graham & Sherwin, 1992) have been negative. However, unlike studies testing progesterone, the oral contraceptive trials had sample sizes too small to address the issue of efficacy definitively. A role for vitamin B6 in the treatment of PMS or PMDD is also unsupported (Wyatt et al., 1999). There is limited support for a number of other therapeutic interventions, including spironolactone (Burnet et al., 1991; Hellberg 1991; O’Brien et al., 1979), calcium (Alvir & Thys-Jacobs, 1991; Thys-Jacobs & Alvir, 1995; ThysJacobs et al., 1989, 1998), alprazolam (Freeman et al., 1995; Harrison, et al., 1987; Smith et al., 1987), buspirone (Rickels et al., 1989) and a complex carbohydrate drink (Freeman et al., 2002; Sayegh et al., 1995). Psychotherapy has enjoyed limited investigation, but no specific behavioural treatment has been shown superior to nonspecific treatment (Morse et al., 1991). On the other hand, data showing the efficacy of acute-phase treatment are strong (Cohen et al., 2002; Eriksson et al., 1995; Freeman et al., 1999, 2000; Halbreich & Smoller, 1997; Jermain et al., 1999; Landen et al., 2002; Menkes et al., 1992; Miner et al., 2002; Ozeren et al., 1997; Pearlstein et al., 1997; Steiner et al., 1995; Stone et al., 1991; Su et al., 1997; Sundblad et al., 1992, 1993; Wikander et al., 1998; Wood et al., 1992; Yonkers et al., 1996; Young
 
 et al., 1998). A meta-analysis of 15 SSRI trials found that the odds of improving were 6.9 (confidence interval = 3.9–12.2) times higher with an SSRI than with placebo (Dimmock et al., 2000; Wyatt et al., 2003). Approximately 70% of women with moderate to severe PMS can expect to feel well or nearly well after SSRI treatment, compared with 30% to 35% given placebo (Yonkers et al., 1997). The effect of antidepressant type is discriminating in that SSRIs are more effective in treating PMDD than antidepressants not active at the serotonin transporter (Eriksson et al., 1995; Freeman et al., 1999; Pearlstein et al., 1997). The initial studies showing SSRIs to be effective in PMDD stipulated daily medication administration throughout the menstrual cycle. Recent work (Cohen et al., 2002; Halbreich & Smoller, 1997; Halbreich et al., 2002; Jermain et al., 1999; Landen et al., 2002; Miner et al., 2002; Steiner et al., 1997; Sundblad et al., 1993; Wikander et al., 1998; Young et al., 1998) also demonstrates the efficacy of luteal phase dosing (i.e. commencing treatment at ovulation with discontinuation on the first day of menses). Despite the efficacy of this modality when compared with placebo, daily treatment has been shown to be superior to luteal phase treatment in several studies (Landen et al., 2002). One study failed to find a difference in efficacy between the two platforms but did not differentiate active treatment from placebo (Freeman et al., 2004). Luteal phase dosing may be more difficult to implement because it is not common for women to monitor ovulation, and around a third of women have irregular cycles (Weller & Weller, 1998). Although some women may prefer luteal phase dosing, it is probably best reserved for those who have no anxious or depressive symptoms during the follicular (postmenstrual) phase of the cycle because they would be untreated during this interval. The last consideration merits emphasis because many women with premenstrual complaints have mild symptoms during the follicular phase, and as noted symptoms often linger into the menstrual week. Daily dosing as first-line treatment, especially in women
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 who have more severe symptoms, is recommended by recently published expert guidelines (Altshuler et al., 2001); calcium and spironolactone may be useful adjuncts.
 
 Perinatal psychiatry Diagnostic considerations Mood and anxiety disorders Characteristics Postnatal depression (PND), since it was first coined as a term, has been poorly defined; now with the increasing evidence that at least some cases commence antenatally, it is also misleading. Both are perhaps better referred to as perinatal depression, although in many cases anxiety is a major feature. In most research, postnatal depression is restricted to those depressive illnesses commencing within 3 months postpartum, but other criteria include the whole first postnatal year. Interest in this disorder originated from a belief that depression had a marked increase in prevalence at this time (Kendall et al., 1987), of the order of 13% (O’Hara & Swain, 1996). More recently it has been noted that mood and anxiety disorders may actually begin antenatally, with a similar prevalence (12%; Bennett et al., 2004). This has particular relevance because depression and anxiety in pregnancy have been linked to an increase in preterm deliveries and other obstetric complications (Dayan et al., 2002) as well as high cortisol levels in infants at birth (O’Connor et al., 2002). It is important to differentiate PND from the more common adjustment symptoms, affecting some 30% of women (Dennerstein et al., 1989); blurring of these disorders is frequent both clinically and in research, particularly if only a screening tool is used rather than a diagnostic interview. In practice the presentation of PND is similar to depression at other times, but with an arguably greater difficulty of recognition because of symptoms being put down to those of pregnancy or sleep deprivation, as well as the reluctance of women to
 
 accept this diagnosis at a time that is expected to be positive. Presentation may thus be for infant-related concerns such as colic or sleep problems rather than maternal mood per se. In addition, anxiety is a common and often dominant symptom and again may be infant focused. This infant focus is thought to be somewhat protective against suicide, which is lower than in depressed patients who are not postpartum (Appleby, 1991). Those women with pre-existing disorders— particularly affective and bipolar disorders—are at risk for exacerbation and recurrence of their illness in the postpartum period, and extra vigilance is required on the part of clinicians involved with their care.
 
 Psychosis Characteristics One in 600 women will suffer a psychotic episode postpartum, known as puerperal or postpartum psychosis. This usually occurs within the first week to month postpartum and is classically described as an affective psychosis but with confusion commonly associated. It is thought to be a variant of bipolar disorder, with a risk of developing a recurrence of 50% to 70% (Pfuhlmann et al., 2002). Unlike postnatal depression, there is a significant risk of suicide, and the infant might also be at risk. Those women with pre-existing bipolar disorder are at a high risk of relapse postpartum, even if treatment with mood stabilisers is maintained (Yonkers et al., 2004). This risk is probably also higher for those women with schizoaffective disorder but not in schizophrenia, providing medication is maintained. Women with active psychotic illnesses may not recognise their pregnancy or signs of labour. Incorporating their unborn children into delusions is not uncommon. Women with schizophrenia are also reported to have higher rates of domestic violence oriented towards the abdomen, high rates of smoking and are less likely to seek antenatal care (Mowbray et al., 1995).
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 Treatment issues Issues for the mother Biological There are a few studies looking specifically at the use of biological treatments in postnatal illnesses; in general, treatment is the same as for depression, anxiety and psychosis at other times. The effect on the infant must be considered in pregnant and lactating women, considered later in the chapter. This is of considerable concern to many women, who are reluctant to consider medication at this time (Buist, 2004; Buist et al., 2002) and may affect recognition and willingness to seek treatment, as well as compliance. When medication is required through pregnancy, metabolic rate and renal clearance alter, and thus doses of medication may need to be altered accordingly. Of those antidepressants studied in perinatal depression, fluoxetine, sertraline and venlafaxine appear to be effective (Appleby et al., 1997; Cohen et al., 2001; Stowe & Nemeroff, 1995). Of note, possibly because of the high level of anxiety or the ongoing nature of the stress of child care postpartum, it may be that response is slower, and higher dosages may be required (Hendrick et al., 2000). Reed et al. (1999) reviewed the use of electroconvulsive therapy in postpartum psychosis and found it to be an effective treatment. Postpartum psychosis as a variant of bipolar disorder may require a mood stabiliser. Ideally for those with a previous history, the pregnancy will be planned carefully and an individual plan made with the woman and her partner, balancing the risks and benefits to mother and child. Sleep deprivation may be particularly important as a precipitant and should where possible be avoided in the early postpartum phase, by use of sedation and a family member caring for the child overnight.
 
 Psychosocial Whether causal, precipitant or perpetuating, the woman’s psychosocial world changes markedly after having a baby, and her psychological response to these changes is important to explore. Women
 
 from abusive backgrounds and poor parenting role models may have particular struggles and anxieties that medication alone will not deal with. Common themes include awareness of their own vulnerability as experienced via the child, loss of control and feelings of failure; levels of support and whether the infant was wanted will have significant impact on this transition. Supportive therapy, cognitive-behavioural therapy and groups have all been shown to be effective (Newport et al., 2002); some women will need intensive longer-term input. Practical supports such as child care are particularly important; many women feel guilty, but this break can allow them time and space to recover parts of them self that often feel lost.
 
 Issues for the father In the Western world, men who become fathers are at increased risk for stress; gender stereotypes have undergone considerable change, and as a result it seems that many men experience confusion (Morse et al., 2000). They may be subject to the same stresses that have contributed to their wife’s illness such as financial difficulties or a death in the family. If in addition their wife is depressed, this can increase stress levels and contribute to depression. If there were already marital problems, the birth of a child and depression escalate the difficulties. Involving the partner in treatment is important – at the minimum, helping him understand his wife’s illness is essential. Dealing with his own issues or those of the relationship are also important to consider.
 
 Issues for the foetus and infant Perinatal mental illness has particular implications for the infant. These are summarised in Table 19.2. The mother is traditionally responsible for child care; depressed mothers may have particular problems in mothering. Follow-up studies have suggested that these children are at an increased
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 Table 19.2 Issues for the foetus / infant In utero Maternal anxiety – Effects on foetal neuroendocrine axis Psychosis – Decreased antenatal care – Increased domestic violence – Increased smoking Medication – First trimester: teratogenicity – Third trimester: withdrawal at birth – Any time: unknown effects, nb on neural development Postpartum Depression – Restricted affect and play, role model of decreased ways of dealing with adversity Psychosis – incorporation into delusion – inability to meet needs – poor eye contact, decreased play Medication in breast milk – Side effects – Anytime: unknown effects, notably on neural development
 
 risk of cognitive delays and behavioural problems, although the relative importance of antenatal or early postnatal depression, ongoing or current depression is unclear (Beck, 1998; Murray & Cooper, 1997). This has potential ongoing importance for mental health, with differing gender implications. Boys appear to be at risk for attentiondeficit/hyperactivity and conduct disorders, reacting to maternal unavailability with anger, whereas girls become withdrawn and appear to mirror their mother’s illness (Grace et al., 2003; Murray et al., 1996). In both cases, the children appear to have impaired coping skills in dealing with adversity. Psychotic illnesses at this time raise other considerations; initially the main concern is one of safety for the mother and child. In a majority of cases, women with active psychosis need hospitalization and assessment of risk in a secure setting, preferably a specialised mother-baby unit. With
 
 the resolution of psychotic symptoms, women with postpartum psychosis often lack confidence, but with support they are generally able to parent normally. Women with more chronic illnesses need special considerations regarding safety. Studies suggest a number of problems for parenting in women with schizophrenia, as outlined in Table 19.2. The infant’s father and extended family are important to include in consideration of how best to meet the child’s needs. Chronicity of illness, compliance and insight and supports are key indicators of whether women with schizophrenia will be able to parent safely and effectively. Lack of a partner and support with a maternal diagnosis of schizophrenia increases the chances of infants needing to be separated from their mother (Buist et al., 2004). Infanticide is rare, but the first year – and particularly the first day of life – are the times of highest risk of murder and abuse (Craig, 2004). A relatively rare denial of pregnancy and subsequent neonaticide has also been recorded. Although some of these cases are related to psychotic illnesses, a majority appear to be due to a dissociative disorder in young women who have often had poor sex education and come from somewhat rigid and moral families (Sadoft, 1995). Other parental issues that need consideration in cases of infanticide include drug abuse and personality disorders; with older children the de facto partners are the more frequent offenders. Limited studies have looked at intervention for the mother-infant relationship; although maternal mood is improved by a number of modalities, changing the mother-infant interaction may be more resistant (Murray et al., 1996), possibly because those women from abusive backgrounds and poor role models are most at risk and require more intensive reparenting themselves (Buist, 1998). Particular risks of medication to the foetus are summarised in Table 19.3. As a general principle, risks of treatment versus nontreatment to infant and mother need to be weighed up and discussed with the parents and appropriate others. It is also
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 Table 19.3 Medications in pregnancy and lactation Type of medication
 
 Pregnancy
 
 SSRIs
 
 Tricyclics
 
 • Possible heart defects (conflicting evidence) linked to paroxetine (Cole et al., 2007; Einarson et al., 2008) • Most information on fluoxetine; associated with increased risk of prematurity (Pastuszak et al., 1993) • Increasing information on sertraline; lower placental transfer (Hendrick et al., 2003) • Some irritability at soft neurological change at birth and early postpartum; unclear significance (Zeskind & Stephens, 2004) • Breastmilk has double the plasma levels but minimal absorbed • Possible pulmonary hypertension (Chambers et al., 2006) Not teratogenic, no apparent problems
 
 SNRIs
 
 Inadequate data
 
 Other newer generation antidepressants Typical antipsychotics Atypical antipsychotics
 
 Inadequate data
 
 Benzodiazepines Mood Stabilisers
 
 Lactation
 
 Limited data; irritability at birth Inadequate data
 
 High doses of diazepam associated with cleft palate Lithium, carbamazepine and sodium valproate all teratogenic; lithium least (0.1%), valproate worst (>5%) (Yonkers et al., 2004)
 
 • Case reports of sedation • No apparent long term implications • Appear to be significantly higher in breast milk than SSRIs (Ilett et al., 1998) Inadequate data Limited data, no known difficulties • Reversible blood dyscrasia on clozapine • Others appear not to be actively excreted in breast milk with low exposure to infant Sedation, potential learning difficulties Infant needs close monitoring, advised not to breast-feed on lithium.
 
 SNRI = serotonin and norepinephrine reuptake inhibitor; SSRI = selective serotonin reuptake inhibitor.
 
 important to consider specific strategies, including minimizing medication dosage and reducing polypharmacy. Particular caution should be exerted in premature or unwell infants.
 
 Psychiatric disorders associated with menopause Women in the Western world are living longer and are consequently spending more of their lives
 
 postmenopause. By 2050, 30% of the population in Western Europe will be over 65 years old, and the majority will be women. Menopause is the point in women’s lives when menstruation stops completely, attributable to the loss of ovarian function. It is preceded by the perimenopause during which menstrual cycles become irregular and frequently anovulatory. Physical symptoms associated with the menopause include hot flushes, night sweats and vaginal dryness. It is widely accepted that these
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 are directly related to reduced levels of circulating ovarian steroids, especially oestrogen, and oestrogen therapy has become the first-line treatment over the past couple of decades. Oestrogen therapy has also been used in the management of psychological/psychiatric and cognitive symptoms associated with the menopause. However, it has been argued that these symptoms may be more related to comorbid physical and psychosocial factors rather than the effects of ovarian failure (McKinlay et al., 1987).
 
 Diagnostic considerations Mood disorders Characteristics Cross-sectional studies carried out on small clinical samples in menopause clinics report high levels of depressive symptoms among postmenopausal women (Hay et al., 1994; Stewart et al., 1992). These findings have not, however, been supported by the majority of epidemiological studies in the general population, and some studies report that depression may be less common postmenopause (Dennerstein et al., 1993; Gath et al., 1987; Hallstrom & Samuelson, 1985; Holte, 1992; Hunter, 1992; Oldenhave et al., 1993). The Massachusetts Women’s Health Study (MWHS; Avis et al., 1994), one of the largest population-based longitudinal studies of middle-aged women, found a transitory increase in depression around the time of the perimenopause, which declines postmenopause. It has been suggested that women who suffer from the effects of fluctuating ovarian steroid levels at other times (e.g. premenstruation) may be more vulnerable during the perimenopausal transition (Novaes et al., 1998). One recent study, for example, reported that acute ovarian suppression led to hypomania or depression in women who had previously been diagnosed with postnatal depression (Bloch et al., 2000). However, other authors argue that mood symptoms during this transition may be attributable to comorbid physical and psychosocial factors rather than the direct effects of ovarian failure (McKinlay et al., 1987).
 
 Schizophrenia Characteristics Onset of schizophrenia in women peaks between 15 and 30 years with a second peak at the time of perimenopause between 45 and 49 years. These findings have been replicated across a variety of cultures and in both rural and urban settings (Castle & Murray RM, 1993; Jablensky et al., 1992). There is a high degree of overlap in the clinical symptoms of schizophrenia between the genders; however, women are generally reported to present with a less severe form of schizophrenia, with more affective symptoms but fewer negative symptoms and fewer hospitalisations (Leung & Chue, 2000). These issues are discussed in more detail in Chapter 13.
 
 Alzheimer’s dementia Characteristics The population of the Western world is aging, and if recent trends continue, the number of patients with Alzheimer’s dementia (AD) will nearly quadruple in the next 50 years (Brookmeyer et al., 1998). Being female is a risk factor for AD (Andersen et al., 1999). The cumulative risk for 65-year-old women to develop AD at age 95 years is more than twice that of men (Leon et al., 1998). Histopathologic diagnosis of AD requires identification of neurofibrillary tangles and β-amyloid plaques in excess of the amounts expected to occur in age-matched healthy individuals. Animal models suggest that loss of ovarian function at the time of menopause may contribute to the pathology of AD. Ovariectomy in guinea pigs, for example, has been associated with an average 1.5-fold increase in brain β-amyloid levels compared with levels in intact animals (Petanceska et al., 2000).
 
 Treatment issues Mood disorders Biological Several studies report a lack of significant difference between oestrogen and placebo in treating
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 perimenopausal or early postmenopausal mood symptoms (Campbell & Whitehead, 1977; Cooper, 1981; Pearce et al., 1997). However, two recent studies report an improvement in perimenopausal depression in women prescribed oestrogen (Schmidt & Rubinow, 1991; Soares et al., 2001). The largest of these studies (Soares et al., 2001) investigated the use of transdermal 17β-estradiol in a double-blind, placebo-controlled study. At the end of the treatment period, symptoms of depression in the oestradiol group were significantly lower than those for the placebo group. However, at the end of the study, women in the oestradiol group also had a significant reduction in menopausal symptoms (e.g. vasomotor symptoms, joint pain, sleep disturbance, headache) than women in the placebo group. It is therefore unclear whether improvements in depressive symptoms were attributable to direct antidepressant effects of oestrogen or due to the indirect effect of improvements in menopausal symptoms. Despite some evidence that oestrogen may have beneficial effects in the treatment of perimenopausal depression, antidepressant medication is still recommended as the first line of pharmacological treatment in depressed peri- and postmenopausal women.
 
 Psychosocial The time of menopause frequently represents a time of change in women’s lives (e.g. children leaving home, problems with physical health). Treatment of depression at this time therefore needs to maintain a holistic approach. Identifying psychosocial factors that may be precipitating or perpetuating the depressive episode is an important part of management.
 
 Schizophrenia Biological Oestrogens have been reported to modulate the sensitivity of the dopaminergic system in animals (Di Paolo, 1994) and humans (Craig et al., 2004). An early report suggested that premenopausal women required lower maintenance doses of antipsychotic
 
 medication than their male counterparts, whereas after the age of 40, women required higher dosages than men (Seeman, 1983). Although this finding was not replicated in a later study (Salokangas, 1995), a small community study of postmenopausal women with schizophrenia who either had received or had never received oestrogen therapy found that the former group required lower average daily dosages of antipsychotic medication and had significantly less severe negative symptoms (but not positive symptoms) than the control subjects, independent of differences in antipsychotic dosage (Lindamer et al., 2001). Future studies need to assess whether there is a role of for adjunct oestrogen therapy in some women using larger prospective randomised controlled study designs. Considering antipsychotic treatment itself, atypical antipsychotics are recommended as first line in older women with schizophrenia for similar reasons as in younger premenopausal women (e.g. fewer extrapyramidal side effects) and should be offered where possible (Bouman & Pinner, 2002).
 
 Psychosocial Cognitive-behavioural therapy, social skills training, case management and caregiver supports are as important in postmenopausal women as they are in younger women and should form part of the treatment package.
 
 Alzheimer’s disease Drugs used to treat AD can be broadly divided into (1) cholinergic enhancing agents, (2) antioxidants, (3) anti-inflammatory agents, (4) oestrogens and (5) miscellaneous “natural” agents (e.g. Ginkgo biloba alkaloids) with at least 60 drugs currently estimated to be in development including vaccines against β-amyloid plaques (Leonard, 2004). Cholinergic-enhancing drugs remain the first line of treatment, as discussed in Chapter 15. However, oestrogen replacement has been an area of growing interest since the mid-1990s in the prevention and treatment of AD in postmenopausal women. Thus several small, short-duration studies (Asthana
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 et al., 2001) suggest that oestrogen might benefit AD symptoms. However, larger studies of longer duration (Henderson et al., 2000; Mulnard et al., 2000) evaluated the effect of oestrogen on cognition in women with mild to moderate dementia and did not show a beneficial effect. The most recent meta-analysis of observational studies on use of combined oestrogen/progesterone or unopposed oestrogen therapy indicated a 34% decreased risk of AD for healthy postmenopausal women who used oestrogen compared with women who had not (Le Blanc et al., 2001). These findings have, however, not been supported by the recent Women’s Health Initiative Memory Study (WHIMS; Shumaker et al., 2003, 2004). In that study, 7,510 women over age 65 were randomised depending on their uterine status; 4,563 women with an intact uterus were randomised to “combined” oestrogen (conjugated equine estrogens [CEE] plus medroxyprogesterone acetate [MPA]) or placebo. In contrast 2,947 women with a previous hysterectomy were randomised to receive “unopposed” oestrogen (CEE) or placebo. Among women with an intact uterus, 61 were diagnosed with probable dementia; 40 of 2,229 women (1.8%) in the CEE/MPA group and 21 of 2,303 women (0.9%) in the placebo group. Thus the rate of women experiencing probable dementia in the CEE/MPA group was double that of the placebo group (hazard ratio [HR]: 2.05; 95% confidence interval [CI]: 1.21–3.48; 45 vs. 22 per 10,000 person years, p = 0.01). There was, however, no statistically significant difference in the risk of being diagnosed with AD. The CEE alone arm did not show a significant increase in all-cause dementia or AD. After an average 5 years of treatment, there were 37 cases of all-cause dementia per 10,000 person years in the treatment group compared with 25 in the placebo group (HR = 1.49; 95% CI = 0.83–2.66, p = 0.18). Because early postmenopausal women were not included in the study, it is unclear whether these results can be applied to women who take hormone therapy earlier in their menopause. Furthermore, some studies suggest a time window during early menopause when hormone therapy must be started to have a neuroprotective effect against AD
 
 (Zandi, et al., 2002), and if therapy is started after this time (e.g. as in WHIMS), it may be less likely to have any benefit. In summary, research suggests oestrogens may have some benefit in the prevention of AD if prescribed in the immediate period post-menopause.
 
 Conclusions Research has yet to provide conclusive evidence for any one factor as the key to the higher incidence of many mental illnesses in women. The reasons appear to be complex, with a multifactorial interplay of genetic predisposition, intrauterine exposure, exposure to stress in childhood and later psychosocial issues. For the treating clinician, the key factors to consider are those that can be ameliorated with biological or psychosocial interventions (or both), with particular consideration for the potential longitudinal course the illness may take and the impact it may have on a woman’s children.
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 20 Suicide and self-harm Navneet Kapur and Louis Appleby
 
 In this chapter, we consider suicide and self-harm separately, but the distinction may be an artificial one. These two aspects of suicidal behaviour are closely linked. As many as 1 in 10 of those who selfharm will eventually die by suicide, and at least half of those who complete suicide have a history of previous self-harm.
 
 Undetermined deaths are often included in official statistics and research studies because the majority are likely to be suicides (Linsley et al., 2001). The inclusion of accidental deaths is more controversial, although it is probable that a proportion of these are also suicides (Phillips & Ruth, 1993). Variations in definition and inclusion criteria mean that statistics recording the incidence of suicide need to be interpreted cautiously.
 
 Suicide Deﬁnitions and case ascertainment Suicide describes an intentional self-inflicted act which has resulted in death (Maris, 2002). In many countries, suicide is determined by coroners and medical examiners. However, the criteria for recording a suicide verdict vary widely. In England, for example, cases of unnatural death are investigated by the coroner, and an inquest is held. The definition of suicide is a strict one which requires proof of intention to die. When there is doubt over the victim’s intent, a coroner is obliged to record an open (undetermined) verdict. This contrasts with other countries, which require only that suicide was the most probable explanation for death (Pounder, 1991). Other countries use a more stringent definition and require a suicide note before a death can be registered as suicide. Even within the same countries, there may be marked variation in death certification practices (Neeleman & Wessley, 1997).
 
 Epidemiology Worldwide there are an estimated 1 million deaths per year from suicide. On the basis of current estimates, this will increase to 1.5 million deaths per year by 2020 (Bertolote & Fleischmann, 2002). Although overall suicide rates represent an important estimate of the burden of this phenomenon, another factor to consider is the effect of premature mortality. Measures of potential years of life lost can help to quantify the effect of early death (Gunnell & Middleton, 2003). This might be especially relevant given the recent increase in suicide among young people in many countries (Cantor, 2000).
 
 International comparisons Rates of suicide vary widely between countries (Table 20.1). This may reflect differences in death certification practices (perhaps influenced by legal, moral and cultural considerations). It may also be
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 accounted for by the fact that it is often crude rates of suicide that are compared. These do not adjust for the different age structure of the national populations. However, it seems likely that at least some of the reported patterns of cross-national variation reflect genuine differences in rates. There is a greater than 10-fold difference in rates between the countries with the highest rates (Hungary, Japan, Finland, the countries of the former Soviet Union and Sri Lanka) and the countries with the lowest rates (South America, Southern Europe and some Islamic countries; Levi et al., 2003). Explanations for these differences remain speculative but include alcohol misuse, cultural differences in help-seeking behaviour, societal attitudes towards suicide, socioeconomic upheaval, the availability of highly lethal methods of suicide, and religion.
 
 Trends in suicide rates In most countries in the European Union, there has been a downward trend in the suicide rate in the past two decades (Chishti et al., 2003). The suicide rate in the United States fell by almost 10% in the same time period (Mann, 2002). However, these overall rates may conceal different trends in specific subgroups of individuals. For example, the downward trends that have been observed in many countries may be largely due to reduced suicide in older men and women. They may mask rises in the rate of suicide among young males and, in some cases, young females (Cantor, 2000). The suicide rate in the United Kingdom fluctuated throughout the twentieth century, although it fell, particularly in men, during both World Wars. Rises were recorded during the early 1930s, a time of high unemployment, and the late 1950s, one of relative prosperity. The rate fell in the mid-1960s after relatively nontoxic natural gas was introduced into the domestic gas supply (Kreitman, 1976) but rose gradually in the 1970s and 1980s. Over the last 20 years, the annual suicide rate in the United Kingdom has been around 10 to 12 per 100,000 population, but the rate has been falling since the late
 
 Table 20.1 Suicide Rates (per 100,000) by country, year and gender; most recent year available as of May 2003 Country
 
 Year
 
 Males
 
 Females
 
 Australia Austria Belarus Belgium Brazil Canada China (selected rural and urban areas) Czech Republic Denmark Egypt Finland France Germany Greece Hungary India Ireland Italy Japan Kuwait Lithuania Mexico Netherlands New Zealand Norway Paraguay Peru Portugal Russian Federation Spain Sri Lanka Sweden Switzerland Syrian Arab Republic Thailand Turkmenistan Ukraine United Kingdom United States of America
 
 01 02 01 97 95 00 99
 
 20.1 30.5 60.3 31.2 6.6 18.4 13.0
 
 5.3 8.7 9.3 11.4 1.8 5.2 14.8
 
 01 99 87 02 99 01 99 02 98 00 00 00 01 02 95 00 00 01 94 89 00 02 00 91 01 00 85 94 98 00 99 00
 
 26.0 21.4 0.1 32.3 26.1 20.4 5.7 45.5 12.2 20.3 10.9 35.2 1.9 80.7 5.4 12.7 19.8 18.4 3.4 0.6 8.5 69.3 13.1 44.6 18.9 27.8 0.2 5.6 13.8 52.1 11.8 17.1
 
 6.3 7.4 0.0 10.2 9.4 7.0 1.6 12.2 9.1 4.3 3.5 13.4 0.9 13.1 1.0 6.2 4.2 6.0 1.2 0.4 2.0 11.9 4.0 16.8 8.1 10.8 0.0 2.4 3.5 10.0 3.3 4.0
 
 Source: http://who.int/mental health/prevention/suicide/ suiciderates.
 
 Chapter 20: Suicide and self-harm
 
 1990s. It is currently 9.1 per 100,000 per year in England (provisional 2003 figures based on 1-year rates, personal communication, National Confidential Inquiry into Suicide and Homicide). In recent years, there have been approximately 4,500 to 5,000 suicides and deaths from undetermined cause in England annually.
 
 Methods of suicide Men are more likely to use violent methods such as hanging or shooting, whereas women are more likely to poison themselves with antidepressants or analgesics. In the United Kingdom, the three most common methods of suicide are hanging, drugrelated poisoning and “other poisoning” (including poisoning by motor vehicle exhaust gas) for men and drug-related poisoning, hanging and “other and unspecified cause of death” for women. There has been a large decline in deaths by inhalation of car exhaust fumes since the early 1990s with the introduction of catalytic converters (Amos et al., 2001) and a smaller decline in deaths from paracetamol poisoning since legislation restricting pack sizes (Brock & Griffiths, 2003). However, the rate of death by hanging has doubled over the last two decades, and this might partly reflect method substitution. There has also been a substantial increase in the number of suicides occurring on the railways (Abbott et al., 2003). Of course methods of suicide vary by country. Firearm suicides are common in the United States, where they account for approximately 60% of suicide deaths. Self-poisoning with agro-chemicals is the most important cause of death in Sri Lanka and rural China. Certain methods may be associated with specific groups of individuals, for example, self-burning in Asian women (Soni Raleigh et al., 1990) and violent methods in those with mental disorder.
 
 Sociodemographic factors and suicide A number of sociodemographic factors may influence the risk of suicide.
 
 Age In general, the suicide rate increases with age. This is true of both sexes, although the increase is more gradual in women. In the United Kingdom, suicide is rare in children under 12 and increases rapidly after the mid-teens. However, the effect of age has changed dramatically during the last three decades. Over this time, the suicide rate in men in their late teens and early 20s has doubled, most of the increase occurring since 1980, whereas there has been a 30% fall among people aged over 65. The reasons for the former trend are unknown, although possible factors include rising rates of alcohol and drug misuse, divorce and unemployment, as well as the increasing use of dangerous methods of selfharm (Gunnell et al., 2003). These changes mean that the highest rates of suicide in the United Kingdom now occur in males aged 25 to 44, and suicide is the most common cause of death in this age group. Very recent data suggest rates of suicide in young people in England and Wales are now falling (Biddle et al., 2008).
 
 Sex Suicide is considerably more common in men than women in most countries. In the United Kingdom, the rate in men is around 4 times higher than that in women in the younger age groups and around twice as high in older age groups (source: www.statistics.gov.uk 2004). An exception to the general preponderance of males among those who complete suicide occurs in China, where a male to female ratio of 0.8 to 1 has been reported (Pritchard, 1996).
 
 Social class and employment The suicide rate varies according to social class, with the highest rate being found in the lowest classes (social class V in the United Kingdom) and the lowest rate in the professional classes. Unemployment is a risk factor for suicide (Pritchard, 1988), as are certain forms of employment such as medicine, nursing and farming.
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 Ethnicity The suicide rates of immigrant ethnic minorities often reflect the rates in their country of origin. Thus in the United Kingdom, the suicide rate may be lower among African-Caribbeans and higher in Eastern European immigrants than it is in the indigenous UK population (Soni Raleigh & Balarajan, 1992). Similar findings have been reported in Australia (Cantor & Neulinger, 2000). In the United States and Canada, high rates have been reported in native North Americans. Specific racial subgroups, such as young Asian women in the United Kingdom, appear to be at high risk (Soni Raleigh et al., 1990).
 
 Marital status and children Suicide is more common in people who are single, separated or divorced, or widowed (Heikinen et al., 1995). Recent widowhood is thought to be an important risk factor in the elderly, but one study of marital status and male suicide found that bereavement had the greatest effect on relatively young adults, whereas divorce was associated with the greatest risk in the elderly (Kreitman, 1988). Although depression in women has been linked to the presence of children in the home and is common after childbirth, children appear to be a protective factor with respect to suicide (Qin et al., 2000). A study in the United Kingdom found the rate of suicide in the first postnatal year to be only one sixth the rate in the general female population (Appleby, 1991). A Norwegian study found an inverse relationship between the number of children in the family and the risk of suicide (Hoyer & Lund, 1993).
 
 Environmental factors and suicide Area level factors The relative rates of suicide in urban and rural populations have varied over time. In the late 1980s in the United Kingdom, the suicide rate was highest in rural regions such as East Anglia and the SouthWest. Later cross-sectional studies reported high rates in urban areas. A recent analysis of trends in suicide rates in urban and rural areas of England
 
 and Wales between 1981 and 1998 found the biggest increases in suicide among 15 to 44 year olds in areas remote from the main centres of population (Middleton et al., 2003). Socioeconomic deprivation is associated with suicide, but lack of social integration may be a more important factor. Middleton and colleagues explored a number of census-derived measures of the social, health and economic characteristics of over 9,000 small areas in England and Wales (Middleton et al., 2004). They found that indicators of social fragmentation (number of single-person households, households privately renting, unmarried adults, population mobility) were the factors most strongly associated with suicide risk, even after adjusting for other area characteristics. Deprivation scores were less consistently associated with suicide, and the associations weakened after adjustment for the other factors.
 
 Seasonality Just as the prevalence of depression shows seasonal variation, with higher rates in winter months, the suicide rate also follows a seasonal pattern. In the United Kingdom, the rate is highest between April and June, and other countries – including those in the Southern Hemisphere – have reported a similar rise in spring. Possible explanations include an increase in social activity in the spring (accompanied by increased alcohol use and conflict in relationships) or individuals externalising their misery (to the weather) in winter but internalising it in spring when the rest of society is at its most optimistic. There are also possible biological explanations, for example, the increase in daylight in the spring stimulating the pineal gland and contributing to the risk of affective disorders (Cantor, 2000). There is some evidence that the seasonal variation in suicide may be decreasing over time (AjdacicGross et al., 2005).
 
 Biological factors and suicide A family history of suicide increases the individual’s risk of suicide (Shafii et al., 1985; Tsuang, 1983),
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 a finding that may be explained by observational learning or genetic predisposition. A genetic explanation is supported by twin studies that have shown an increased concordance for monozygotic compared to dizygotic twin pairs (Roy, 1990). A study of Danish adoptees who completed suicide found a high rate of suicide in their biological but not adoptive parents (Schulsinger et al., 1979; Wender et al., 1986). What is inherited is unknown. One of the challenges for studies in this area is identifying the genetic factors that contribute to the risk of suicide independent of the genetic factors for psychiatric disorders. Candidate genes might include the gene for tryptophan hydroxylase (which is involved in the synthesis of serotonin) and the serotonin 5-HT2a receptor gene (Mann, 2002). Altered serotonergic function is certainly implicated in suicidal behaviour. Biochemical studies have found reduced 5-HIAA in the cerebrospinal fluid of those who have completed suicide, reflecting reduced serotonin metabolism in the brain (Traskman et al., 1981). These changes may be independent of psychiatric diagnosis. Serotonergic hypofunction may be associated with more lethal suicide attempts. Other changes that have been demonstrated include reduced serotonergic input to the orbital prefrontal cortex and altered serotonin receptor populations (e.g. decreases in presynaptic binding sites in the prefrontal cortex; Mann, 2002). It has been suggested that the apparent association between low cholesterol and suicidal behaviour is mediated through the serotonergic system (Muldoon et al., 1990). With respect to the noradrenergic system, studies have shown fewer noradrenergic neurones in the locus coeruleus of those who have completed suicide, increased levels of tyrosine hydroxylase in the brainstem and lower levels of postsynaptic adrenergic receptors in the cortex (Mann, 2002). These changes may also be consistent with an excessive stress response before suicide. Although research examining the biological variables implicated in suicide is still at a relatively early stage, advances in brain imaging and other techniques may help our understanding
 
 of the biological processes underlying suicidal behaviour.
 
 Clinical factors and suicide Adverse life events Adverse life events such as interpersonal loss or conflict, financial difficulty or serious physical illness can serve as important precipitants of suicide. In a study of young people, those who died by suicide had more interpersonal and life events relating to criminal behaviour than living age- and sex-matched control subjects (Cooper et al., 2002). Cavanagh and colleagues (1999) matched case and control subjects on age, sex and diagnosis and found greater interpersonal family adversity as well as greater physical ill health in those who completed suicide.
 
 Self-harm and medical history There is a strong association between suicide and self-harm. Approximately half of suicides have a history of self-harm (Foster et al., 1997) and this proportion increases to two thirds in younger age groups (Appleby, Cooper, et al., 1999). Physical illness is also associated with the risk of suicide, especially in the elderly. A case-control study of subjects aged 65 and over in Sweden found that visual impairment, neurological disorders and malignant disease increased the risk of suicide between 3 and 7 times (Waern et al., 2002). Serious physical illness was an independent risk factor for suicide in a multivariate analysis. Along with previous self-harm, one of the strongest risk factors for suicide is psychiatric disorder.
 
 Suicide and psychiatric disorder Patients with a psychiatric diagnosis are at increased risk of dying prematurely when compared with the general population. Much of this excess mortality is accounted for by suicide. It has been estimated that mental disorder is associated with an 11-fold increase in the risk of suicide (Harris & Barraclough,
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 Mood disorders Substance disorders
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 Personality disorders Anxiety disorders Other disorders
 
 22% Figure 20.1 Suicide and mental disorders in 14,629 cases of suicide worldwide (Bertolote & Fleischmann, 2002).
 
 1997). However, the risk is not uniform over time. For example, it is increased 30 times in the 6 months after hospital discharge (King & Barraclough, 1990; Qin & Nordentoft, 2005; Temoche et al., 1964). Half of those who die by suicide have previously been referred to psychiatric services, and a quarter have been in contact with services in the year before their death (Appleby et al., 2001). A recent review of 31 studies from around the world involving 14,629 cases of suicide reported that 98% of them had International Classification of Diseases (ICD) or Diagnostic and Statistical Manual of Mental Disorders (DSM) mental disorder at the time death (Bertolote & Fleischmann, 2002). Figure 20.1 shows the primary psychiatric diagnoses for these subjects. The association of mental disorder with suicide is consistent across settings. Two main methodological approaches have been used to explore this relationship: the psychological autopsy study and the follow-up study.
 
 Psychological autopsy studies Many studies have involved psychological autopsies, or the collection of information on subjects who have completed suicide from interviews with family members, relatives, friends and healthcare staff.
 
 This allows detailed collection of relevant information, but because of the retrospective nature of the investigation, the findings may be subject to recall bias. Studies using this approach suggest that the vast majority (more than 90%) of individuals who complete suicide are suffering from a psychiatric disorder at the time of their death (Appleby, Dennehy, et al., 1999; Cavanagh et al., 2003; Foster et al., 1997). The population attributable fraction for mental disorder (the proportion of suicides in the population that would be prevented by eliminating mental disorder, assuming mental disorder and suicide were casually related) has been calculated to be in the region of 47% to 74% (Cavanagh et al., 2003).
 
 Cohort studies An alternative method of investigating the association between psychiatric disorder and suicide is the cohort study. Individuals with a specified mental disorder are followed up over a period of (usually) several years, and mortality data are collected. A meta-analysis combined the results of 249 studies that had followed up subjects for at least 2 years (Harris & Barraclough, 1997); there were more than 7,000 deaths by suicide. Table 20.2 summarises the findings, which are presented as Standardised Mortality Ratios (SMRs). This statistic indicates the
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 Table 20.2 Common mental disorders and the risk of suicide Disorder
 
 SMR (95% CI)
 
 Schizophrenia Bipolar disorder Major depression Dysthymia Panic disorder Alcohol misuse Substance use: opioids Substance use: hypnotics Eating disorders Personality disorders
 
 845 (798–895) 1505 (1225–1844) 2035 (1827–2259) 1212 (1150–1277) 1000 (457–1898) 586 (541–633) 1400 (1079–1788) 2034 (1425–2816) 2314 (1538–3344) 708 (477–1010)
 
 From Harris & Barraclough, 1997. CI = confidence interval; SMR = standardised mortality ratio, figures over 100 indicate increased risk of suicide.
 
 mortality rate in the sample of interest compared with the mortality rate that would be expected in a “standard population” with a similar age and sex profile. An SMR of 100 indicates equivalent risk, whereas SMRs greater than 100 indicate increased risk of suicide. Most psychiatric disorders were associated with an increased risk of suicide. Schizophrenia was associated with an 8-fold increase in risk, bipolar disorder with a 15-fold increase and major depression with a 20-fold increase. All treatment settings (in-patient, community, forensic) were associated with greater risk of suicide, but most studies were carried out in secondary care. These results may therefore not be generalisable to patients receiving treatment for their mental disorder in primary care settings. In a more recent study in Denmark involving 72,000 individuals followed for up to 20 years, there were nearly 13,000 cases of suicide (Hiroeh et al., 2001). The SMR for those hospitalised with psychiatric disorder was 1,356 for women (or more than 13 times the expected rate) and 1,212 for men (or more than 12 times the expected rate). The risks associated with individual disorders in the Danish study were similar to those reported in the meta-analysis, with the exception of the SMRs for alcoholism
 
 and personality disorder, both of which were higher in the Danish study (SMR for alcoholism: women 1,586, men 1,064; SMR for personality disorder: women 1,568, men 1,198).
 
 The National Confidential Inquiry into Suicide and Homicide Much of what we know about suicide in the UK psychiatric population is based on data collected by the National Confidential Inquiry into Suicide and Homicide by People with Mental Illness (Appleby et al., 2001). The Inquiry currently holds information on more than 9,000 suicides. The figures presented here refer to the 4,859 cases collected during the first 4 years of data collection (1996–2000). This represents 24% of the total number of suicides in the general population during this time period. These findings are based on a retrospective method. Because the Inquiry is essentially a descriptive study, firm aetiological conclusions regarding specific risk factors are difficult to draw. We therefore also refer to relevant case-control studies when appropriate.
 
 Sociodemographic and clinical characteristics What are the sociodemographic and clinical characteristics of patients with mental disorder who complete suicide? Table 20.3 presents data from the National Confidential Inquiry. As with suicides in the general population, males are overrepresented. There is also an apparent association with social isolation – high proportions of patients were unmarried, unemployed or living alone. They are a relatively morbid group – more than half of patients had a secondary psychiatric diagnosis, and 16% of patients had been admitted to a psychiatric bed on more than five occasions. Two thirds had a history of deliberate self-harm, and violence and substance misuse also featured prominently. With respect to aspects of clinical care, almost half had had contact with services within 7 days of death, and two thirds had active symptoms at their last contact. Almost one third of the sample was out of contact
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 Table 20.3 Sociodemographic characteristics, clinical characteristics and aspects of care for suicides in contact with mental health services (N = 4,859) Number (n = 4,859)
 
 % (95% CI)
 
 Sociodemographic characteristics Median age (range) 41 (13–95) Male 3,198 Ethnic minority 282 Not currently married 3,405 Unemployed/long-term sick 2,765 Living alone 2,006
 
 66 (64–67) 6 (5–7) 71 (70–73) 58 (58–60) 43 (41–44)
 
 Clinical characteristics Any secondary diagnosis Over five previous admissions History of previous self-harm History of violence History of alcohol misuse History of drug misuse
 
 2,460 712 3,077 920 1,899 1,348
 
 52 (51–54) 16 (15–17) 64 (63–66) 19 (18–21) 40 (38–41) 28 (27–30)
 
 2,308
 
 48 (47–50)
 
 2,990 1,153 929
 
 64 (63–65) 29 (27–30) 22 (21–24)
 
 Aspects of clinical care Last contact with services within 7 days Symptoms at last contact Out of contact with services Noncompliant with treatment From Appleby et al., 2001.
 
 with services, and a fifth were noncompliant with treatment. A case-control study of 149 subjects who had died by suicide and 149 control subjects matched for age, sex, diagnosis and date of last admission carried out in Greater Manchester, United Kingdom (Appleby, Dennehy, et al., 1999), suggested that the most important independent clinical predictors of suicide were a previous history of deliberate selfharm (odds ratio [OR]: 3.7, 95% confidence interval [CI]: 1.7–5.7) and expressing suicidal thoughts during aftercare (OR: 1.9, 95% CI: 1.0–3.5). The suicides were more likely to have had their level of care reduced at their final appointment before their death (OR: 3.7, 95% CI: 1.8–7.6), but no other aspects
 
 of aftercare were independently associated with suicide risk.
 
 In-patients and those recently discharged Conventional clinical wisdom suggests that patients with psychiatric disorders who are at high risk of suicide should be admitted to a psychiatric hospital bed. The assumption is that admission will help to contain the risk and prevent suicide. Patients who complete suicide while in-patients or shortly after discharge from hospital are therefore a particularly important group because the circumstances of their death may highlight deficiencies in service provision. A surprisingly high proportion of the Inquiry sample (16%) were in-patients at the time of their death. They were a more morbid group than the sample as a whole, with one third having had multiple admissions to hospital and three quarters having a history of previous deliberate selfharm. A quarter of in-patient suicides occurred during the first week of admission, and 31% occurred on the ward itself. The majority of ward suicides were by hanging. Forty percent of suicides occurring off the ward were in patients who had left the ward without staff permission. Almost one third of inpatient suicides were detained under the Mental Health Act. A quarter of wards reported problems observing patients because of ward design. A case-control study of 59 inpatient suicides and 106 control subjects matched for age, sex, diagnosis and admission date in one English region found seven independent risk factors for suicide (King et al., 2001a); these were previous deliberate self-harm, admission under the Mental Health Act, involvement of the police in admission, depressive symptoms, violence towards property, going absent without leave and a significant care professional being on leave. The study was comparatively small, and thus estimates regarding the strength of the association between these factors and suicide were imprecise. Almost a quarter of the Inquiry cases had died within 3 months of discharge from psychiatric
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 inpatient care. Post-discharge suicides were most frequent in the 2 weeks after leaving hospital, with 30% of the post-discharge suicides occurring during this time period. Within the first 2 weeks, the highest number of suicides was on the day after discharge. The post-discharge group was more likely to have a history of self-harm than the Inquiry sample as a whole, and in 30% of cases, the final admission lasted less than 7 days. Patients had initiated their own discharge in one third of cases. Most patients (92% of the post-discharge group) had a follow-up appointment arranged. However, in 40% of cases, suicide took place before this appointment. A casecontrol study of 234 patients who completed suicide within 1 year of hospital discharge and 431 control subjects matched for age, sex, diagnosis and admission period found a number of independent risk and protective factors (King et al., 2001b). The 11 risk factors were as follows: non-white ethnic status, living alone, history of self-harm, suicidal ideas precipitating admission, hopelessness, change of consultant since previous admission, relationship difficulties, loss of job, self-harm while an inpatient, unplanned discharge and a significant care professional leaving or being on leave. The four protective factors were as follows: shared accommodation, delusions at admission, misuse of non-prescribed substances and continuity of contact. Thirty-two percent of suicides and 9% of control subjects had at least four risk factors; 3.4% of cases and 15% of control subjects had no risk factors.
 
 has been a suggestion that many estimates of the lifetime risk for suicide in schizophrenia have been too high because of the comparatively short followup periods of most studies and their poor methodological quality (Inskip et al., 1998). A revised figure for lifetime risk in schizophrenia of 4% has been proposed. A number of mental state features have been related to suicide in people with schizophrenia, particularly depressed mood (Cohen et al., 1990; Drake et al., 1984; Roy, 1982a), suicidal ideas (Drake et al., 1984; Roy, 1982b) and hallucinations with a suicidal content (Roy, 1982b; Crammer, 1984; Sims & O’Brien, 1979). A past history of depression has also been linked to later suicide (Cohen et al., 1990), underlining the importance of low mood, even when the primary diagnosis is not of an affective disorder. However, this is not a universal view. One study found that the relationship with depression per se disappeared once multivariate analysis had controlled for the symptom of hopelessness (Drake & Cotton, 1986). Another found no link to depression and concluded that for most of those with schizophrenia who completed suicide, it was an impulsive act rather than mood related (Allebeck et al., 1987). Only one study has reported a relationship between suicide and aspects of insight, namely, an awareness of the effects of the illness and fear of further mental disintegration (Drake et al., 1984). However, several studies have found risk to be greatest during the period of clinical recovery (Copas et al., 1971; Gale et al., 1980).
 
 Suicide in individual psychiatric disorders Schizophrenia
 
 Affective disorders
 
 Most estimates of the lifetime suicide rate in schizophrenia are in the region of 5% to 10%, slightly less than in major affective disorders, although one Swedish study found that those with schizophrenia were most at risk (Allebeck & Allgulander, 1990). The same Swedish group also studied a cohort of discharged in-patients with schizophrenia and found the rate of suicide over the following 10 years to be 3.9% (Allebeck & Wistedt, 1986). More recently there
 
 The long-term risk of suicide in primary affective disorder has been estimated at 15% (Guze & Robins, 1970), this widely quoted figure being based on the varying results of early studies. However, more recent cohort studies have reported lower rates: 8.5% in the case of in-patients with depression (Berglund & Nilsson, 1987) and 3.6% in a cohort of people with affective (including schizoaffective) disorders (Fawcett et al., 1987, 1990). A recent study
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 in one English health district which modelled lifetime rates of suicide pointed out that most estimates of mortality were based on hospitalised samples of depressed individuals (Boardman & Healy, 2001). The authors of this study proposed much lower rates for the lifetime risk of suicide: 2.4% for any affective disorder and 1.1% for individuals with uncomplicated affective disorder who had no history of mental health service contact. A number of clinical features seem to be linked to suicide, and these appear to vary with time. The early deaths (within 1 year of initial assessment) are associated with anxiety, panic, insomnia, anhedonia, poor concentration and alcohol abuse, whereas longer-term risk is associated with hopelessness (Beck et al., 1985; Fawcett et al., 1990).
 
 Alcohol and substance misuse The long-term suicide rate in those with alcohol dependence who have been in-patients has been estimated to be between 3.4% (Murphy & Wetzel, 1990) and 6.7% (Berglund & Nilsson, 1987). Lifetime mortality is in the region of 2.2% for those with a history of out-patient treatment. A past history of depression is the most important clinical risk factor for those with alcohol problems (Berglund, 1984). Continued alcohol use is also important and the recent loss of a relationship, usually by separation, has been described in one third of suicides (Murphy et al., 1979). Similarly, interpersonal loss or conflict has been reported as preceding many suicides by those who misuse substances (including alcohol; Rich et al., 1988).
 
 Models of suicidal behaviour Suicide is a complex and multifaceted behaviour. Although risk factors may provide some clues to aetiology, they are unable to explain why suicide occurs. Explanatory models of suicidal behaviour may help us to understand the phenomena better, help to formulate testable hypothesis and ultimately facilitate the development of appropriate treatments.
 
 Table 20.4 A sociological model of suicidal behaviour
 
 Too strong Too weak
 
 The individual’s sense of community
 
 The community’s control of the individual
 
 Altruism Egoism
 
 Fatalism Anomie
 
 From Bille-Brahe, 2000.
 
 Sociological models of suicide One of the earliest models of suicide was proposed by Durkheim (1897/1951). Suicidal behaviour in this model is not viewed as an individual phenomenon but as a function of the relationship between the individual and the wider community (i.e. a function of social integration; Bille-Brahe, 2000). The degree of social integration can be defined according to two dimensions: one referring to the individual’s sense of community and the other to the degree of control the community exerts over the individual. On this basis, it is possible to describe four conditions in which the balance between individuality and collectivity may be disturbed, resulting in an increased risk of suicide (Table 20.4). It should be noted that these states are not necessarily independent of one another. Altruistic suicide describes ending one’s life for the sake of the wider group, the greater good. Fatalistic suicide may occur as a consequence of the overly strict rules of a society impairing individual freedom. Egoistic suicide may occur in situations in which the individual no longer feels a sense of community and consequently does not feel bound by societal norms. Anomic suicide reflects a situation in which perhaps at a time of societal upheaval, the ability of the community to create and maintain social norms is inadequate and its ability to exercise social control insufficient. More recent sociological models of suicidal behaviour have considered socioeconomic and cultural perspectives (Bille-Brahe, 2000).
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 Clinical models of suicide One of the most influential models of suicidal behaviour is the stress-diathesis or stressvulnerability model (Mann, 2002). This suggests that certain individuals carry with them a predisposition to suicidal behaviour (which may be related to sex, religion, familial and genetic factors, childhood experiences, psychosocial support systems, access to lethal methods or biological factors). The vulnerability only leads to suicidal behaviour when the individual encounters a stressor (which could be a mental disorder, alcohol or drug misuse, a medical illness or a psychosocial crisis). A refinement of the stress-diathesis model is the suicidal process model, which explains suicide as the endpoint of a long-term process which is subject to the balance between risk and protective factors (Van Heeringen, 2001). The concept assumes the existence of an underlying and persistent vulnerability that is made up of biological and psychological trait characteristics. The threshold for suicidal behaviour will vary from individual to individual. This model suggests that intervention at an early stage in the “suicidal career” (e.g. at the first suicide attempt) may be more fruitful than intervention later on (Van Heeringen, 2001). Other models of suicide again emphasise the role of risk and protective factors (which can be acute or chronic) but also point out that these factors may interact and feed back in complex ways (Appleby, 1992; Maris, 2002).
 
 Preventing suicide Suicide is a major public health problem around the world. The prevention of suicide is a health priority in many countries (Commonwealth Department of Health and Aged Care, 2000; Department of Health, 2002; US Public Health Service, 1999; Wilson, 2004), and some have taken the approach of setting targets for suicide reduction. For example, the current target in England is a reduction of the suicide rate by one fifth by 2010 (Department of Health, 2002). Suicide is a rare event and our ability to identify truly high-risk groups in whom to intervene is limited
 
 because of the poor predictive value of our screening tools. Equally, the relatively low incidence of suicide means that trials which aim to use it as an outcome measure require many thousands of patients in each treatment limb. It is therefore unsurprising that data regarding the effectiveness of measures designed to prevent suicide are lacking.
 
 High risk and population approaches to prevention There are, broadly speaking, two approaches to prevention: the high-risk strategy and the populationbased strategy (Kapur & House, 1998; Rose, 1992). The aim in the high-risk approach is to concentrate preventive actions on individuals or groups characterised by demographic and clinical variables predictive of suicide – for example, people with mental illness, a history of self-harm or those employed in certain occupations. The benefit of this approach is that it targets resources such as mental health services on those who are at greatest need. However, the difficulty is the low predictive value of most risk factors. Targeting high-risk groups can also create the assumption that people at lower degrees of risk are at no risk. It is notable that mental health patients who complete suicide have often been previously judged by professionals to be at relatively low risk (Appleby, Shaw, et al., 1999). In the population-based strategy, the whole population is targeted, often by measures to tackle a social characteristic linked to suicide, such as alcohol consumption. The advantage of this approach is the potential for small changes in the population to have a major impact. The difficulty in relation to suicide prevention is that most population risk factors are not easily influenced.
 
 Suicide prevention strategies The National Suicide Prevention Project was set up in Finland in 1986 with the explicit aim of reducing the suicide rate. The initial research phase involved a national psychological autopsy study of nearly 1,400 individuals who had completed suicide. Since
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 Box 20.1 Approaches to preventing suicide r Reduce risk in key high-risk groups r Promote mental well-being in the wider population r Reduce the availability and lethality of suicide methods
 
 r Improve reporting of suicidal behaviour in the media r Promote research in suicide and suicide prevention r Improve monitoring of progress towards the Saving Lives: Our Healthier Nation target for reducing suicide From the National Suicide Prevention Strategy for England (Department of Health, 2002).
 
 then a number of other countries have devised suicide prevention strategies of their own (Taylor et al., 1997). These strategies have a number of common elements, and a detailed discussion of one of the more recent examples will help to illustrate some of the key principles of suicide prevention. The National Suicide Prevention Strategy for England was published in 2002 (Department of Health, 2002). It is designed to be a long-term strategy which will evolve as new priorities and new evidence on prevention emerge. It involves both highrisk and population-based strategies for prevention. The strategy lists six goals to support a reduction in the death rate from suicide of at least 20% by 2010 (Box 20.1). The first goal relates to reducing risk in key highrisk groups and the second to promoting mental well-being in the wider population. Key high-risk groups include those with a history of mental disorder and those with a history of self-harm. Specific measures include encouraging mental health services to implement “Twelve Points to a Safer Service” (developed from the work of the National Confidential Inquiry; Box 20.2) and guidelines and national monitoring for self-harm. Suicide may be impulsive, and individuals may be ambivalent at the time of the act. There is fairly good evidence that reducing the availability and lethality of methods of suicide (Goal 3 of the strategy) will reduce suicide rates, although method substitution may occur in some cases (Gunnell & Frankel, 1994).
 
 Box 20.2 Speciﬁc strategies to reduce suicide in the mentally ill r Regular staff risk management training r Patients with severe mental illness and self-harm to r r r r r r r r r
 
 receive the most intensive level of care Individualised care plans Prompt access to services for patients in crises Assertive outreach teams Availability of atypical antipsychotics Strategies for dual diagnosis Inpatient wards to remove all likely ligature points Prompt follow up after discharge from inpatient care Careful prescribing of medication Multidisciplinary post incident review
 
 From Department of Health, 2001.
 
 Examples of effective interventions include changes to the domestic gas supply in Japan and England (Gunnell et al., 2000; Lester, 1989), the introduction of catalytic converters to car exhausts (Amos et al., 2001), reductions in analgesic pack sizes (Hawton et al., 2004) and tighter gun control (Boyd, 1983). Specific additional examples from the strategy include reducing access to ligature points in hospital wards and prisons, encouraging safer prescribing of toxic medication, and working with the relevant agencies to help prevent railway deaths and deaths by jumping from high places. The fourth goal relates to media representation of suicide. This has been shown to be an important influence on suicidal behaviour. In the eighteenth century a book by Goethe which involved the suicide of a young man by shooting after a love affair led to a spate of suicides in Europe and the banning of the book in several countries. Television dramas featuring suicidal acts have resulted in increases in method-specific suicidal behaviour in Germany and Britain (Hawton, Simkin, et al., 1999; Schmidtke & Hafner, 1988). The strategy suggests that the media should follow guidelines to ensure the responsible reporting of suicide with reduced sensationalism, avoiding reference to means of suicide, reporting of facts rather than speculation and improving
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 awareness of the potential benefits of help seeking in times of crisis. The effect of new media such as the Internet and mobile phones on suicidal behaviour is largely unknown and warrants further investigation. The final two goals of the strategy aim to promote research on suicide and the prevention of suicidal behaviour and to improve monitoring of progress towards achieving the targets for the reduction in suicide rates.
 
 Treating depression Suicidal thoughts often accompany serious depressive illness, and most clinicians would advocate treatment for depression (either pharmacological or psychological) as one strategy for reducing the risk of suicide. However, because suicide is a comparatively rare event, this is difficult to demonstrate at a population level in randomised trials. Meta-analyses show no difference in suicide rates between those treated with antidepressants and those treated with placebo (Khan et al., 2003), but study samples are not always representative of typical clinical populations (Gunnell & Ashby, 2004). Before and after studies have shown reductions in suicide rates following training for general practitioners in the assessment and treatment of suicidal patients (Rutz et al., 1992). Ecological studies have shown associations between increased rates of antidepressant prescribing and decreases in suicide rates in some countries (e.g. Sweden – Isaccson, 2000; Australia – Hall et al., 2003; Northern Ireland – Kelly et al., 2003) but not others (e.g. Italy – Barbui et al., 1999; Iceland – Helgason et al., 2004; Britain – Gunnell & Ashby, 2004). However, even in the presence of a positive result, ecological studies are unable to demonstrate that the observed associations are causal. The situation has been further complicated by assertions that one particular class of antidepressant (the selective serotonin reuptake inhibitors [SSRIs]) actually increases the risk of suicide, especially in adolescents. There is some uncertainty about the balance of risks and benefits for SSRIs in this regard (Geddes &
 
 Cipriani, 2004). Nevertheless, appropriate treatment for depression probably still represents a very important strategy for reducing an individual’s risk of suicide (Rihmer, 2001).
 
 Pharmacological treatments As well as antidepressant medication, lithium and clozapine have both been reported to have specific antisuicidal effects. A large randomised controlled trial comparing clozapine to olanzapine in patients with schizophrenia found a 25% reduction in all key measures of suicidality in favour of clozapine (Meltzer et al., 2003). In the United Kingdom, it has been estimated that 50 lives per year (or 5% of the overall national target for suicide prevention) could be saved by increased prescribing of clozapine (Duggan et al., 2003). It has been suggested, mostly on the basis of nonrandomised cohort studies, that long-term treatment with lithium reduces suicide risk in those with affective disorders to levels close to those in the general population (Baldessarini et al., 2003). In a recent retrospective cohort study of more than 20,000 individuals with bipolar disorder, the suicide risk in those taking divalproex was nearly 3 times higher than in those taking lithium (Goodwin et al., 2003). A recent systemic review of randomized trials also suggests that Lithium can prevent suicidal behaviour (Cipriani et al., 2005).
 
 Self-harm Terminology A number of terms have been used to describe this aspect of suicidal behaviour. Attempted suicide is not ideal because many self-harming patients do not wish to die or are too distressed to have formed a clear intent at the time of the episode. Parasuicide describes an act of deliberate self-injury or poisoning which mimics the act of suicide but does not result in a fatal outcome (Kreitman, 1977). However, the term still contains a reference to suicide. Deliberate self-harm can be defined as an act of intentional self-poisoning or injury irrespective of
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 the apparent purpose of the act (National Health Service Centre for Reviews and Dissemination, 1998). Recently, the prefix deliberate has been dropped from self-harm in response to the heterogeneous nature of the phenomenon and the concerns of service users (National Collaborating Centre for Mental Health, 2004; Royal College of Psychiatrists, 2004). Self-harm is the term that will be used throughout this chapter.
 
 Epidemiology National statistics on self-harm are difficult to obtain, and much of the epidemiological data come from hospital attendances for self-harm in selected centres. It is estimated that there are at least 170,000 episodes of self-harm presenting to hospitals annually in the United Kingdom, and it is one of the commonest reasons for admission to a general medical bed (Kapur et al., 1998; National Collaborating Centre for Mental Health, 2004). In the United States, it has been suggested that 4% to 5% of the general population report a history of suicidal behaviour (Kessler et al., 1999). Self-harm imposes a significant economic burden, with admission to a medical bed and admission to the intensive care unit accounting for the greatest proportion of direct costs (Kapur et al., 2002).
 
 International comparisons In Europe, the United States and Australia, there was a substantial increase in the number of hospitaltreated episodes of intentional overdose or selfinjury in the 1960s and 1970s. Rates stabilised in the 1980s but increased in some countries in the 1990s (Kerkhof, 2000). One of the longest established selfharm monitoring systems in Oxford, United Kingdom, suggests that rates may currently be increasing (Hawton et al., 2002). In a comparison of rates from nine countries (United States, Canada, Puerto Rico, France, West Germany, Lebanon, Taiwan, Korea and New Zealand) using similar diagnostic criteria, the figure for the lifetime prevalence of suicidal ideation
 
 ranged from 2% in Lebanon to 18% in New Zealand (Weissmann et al., 1999). The lifetime prevalence of suicide attempts ranged from 0.7% in Lebanon to 6% in Puerto Rico. Large epidemiological surveys have suggested that 13.5% of the population in the United States and 14.9% in the United Kingdom had experienced suicidal ideas at some point in their life, whereas 4.6% in the United States and 4.4% in the United Kingdom had harmed themselves (Kessler et al., 1999; Meltzer et al., 2002). The World Health Organisation/Euro multicentre study on attempted suicide investigated incidence rates in well-defined catchment areas in 16 countries (Schmidtke et al., 1996). Medical personnel were asked to fill out standardised monitoring forms on all those who were treated in general hospitals and other medical facilities. However, some episodes never came to medical attention, and so it is likely that the rates quoted in this study underestimate the true rates. For females the agestandardised rate of attempted suicide (1989–1992) ranged from 69 per 100,000 per year in Spain to 462 per 100,000 per year in France. For males the rates ranged from 45 per 100,000 per year in Spain to 314 per 100,000 per year in Finland. The current rates of self-harm in the United Kingdom are likely to be among the highest in Europe. Recent estimates suggest rates between 300 and 500 per 100,000 per year (Kelly et al., 2002). However, these figures are based on hospital attendances and may represent as few as one third of self-harm episodes overall (Meltzer et al., 2002).
 
 Methods of self-harm Approximately 80% to 90% of episodes of self-harm are of self-poisoning, and most of the remainder are of self-laceration. Less common methods include burning, stabbing, hanging, self-battery and jumping from a height or in front of a moving vehicle. The substances taken in overdose tend to reflect general availability or, in the case of prescriptiononly medication, prescribing trends. For example, barbiturate poisoning was relatively common in the 1960s in the United Kingdom, but this was
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 largely replaced by benzodiazepine poisoning in the 1970s. Benzodiazepines in turn became a relatively uncommon method of poisoning by the 1990s. Recently there has been a substantial increase in the use of paracetamol-containing compounds (taken in 32% of overdoses in 1985 but 50% of episodes in 1997) and antidepressants (taken in 12% of overdoses in 1985 but 20% of episodes in 1997; Townsend, Hawton, Harriss, et al., 2001). Legislation to reduce paracetamol pack sizes in 1998 in the United Kingdom resulted in a 15% decrease in the number of presentations to hospital with paracetamol overdose (and a 29% decrease in the number of deaths) in 1999, but no further decrease in the ensuing 2 years (Hawton et al., 2004). The number of paracetamol tablets taken in overdose decreased in the 3 years after the legislation, as did the number of large paracetamol overdoses.
 
 Sociodemographic factors and self-harm Self-harm is more common in females than males, but in the United Kingdom, there has been a steady decrease in the female to male ratio over time. Whereas 3 times as many women as men harmed themselves 30 years ago, the current female to male ratio is in the region of 1.5 to 1 (Kelly et al., 2002). Peak ages are 15 to 24 for women and 25 to 34 for men. There is evidence suggesting an increased incidence in certain ethnic groups; for example, it has been reported that young women of South Asian origin are 2.5 times more likely to harm themselves than are white women (Bhugra et al., 1999). There is a strong association with low social class and unemployment (Platt & Kreitman, 1985). Self-harm is more common among those who are socioeconomically disadvantaged; those who are single, divorced or live alone; those who are single parents; and those who lack social support (Meltzer et al., 2002). A recent study followed up more than 2,000 individuals for 18 months to investigate the factors associated with the development of suicidal thoughts in the general population (Gunnell et al., 2004). The annual incidence of
 
 suicidal thoughts was 2.3%. Female sex, age 16 to 24, lack of a stable relationship, low levels of social support and being unemployed were the baseline factors associated with an increased risk of developing suicidal thoughts over the following 18 months.
 
 Clinical factors and self-harm Life events are common in the 6 months before selfharm (Paykel, 1975), and difficulties in interpersonal relationships are often the most important precipitating factors (Bancroft et al., 1977). There is also an association between self-harm and the number and type of adverse life events that an individual reports having experienced during his or her lifetime. Sexual abuse may be a particularly strong risk factor (Meltzer et al., 2002). Although early studies suggested that only a minority of self-harming patients had clinically significant psychiatric illness (Newson-Smith & Hirsch, 1979), more recent work suggests as many as 90% may have an Axis I psychiatric disorder according to research criteria (Haw et al., 2001). The most common diagnosis in this study was affective disorder (70%). Almost half of subjects had psychiatric comorbidity. Personality disorder was identified in 46% of patients at 12- to 16-month follow-up. The authors suggested that patients should be carefully screened for psychiatric disorder at the time of assessment and treated appropriately. However, it is possible that psychiatric symptoms at the time of the episode are relatively transient and may remit spontaneously in a substantial proportion of cases. A number of psychological characteristics are more common among those who self-harm; these include impulsivity, poor problem solving and hopelessness. It is possible to apply diagnostic labels to these characteristics (e.g. personality disorder), but this may not be particularly helpful because the label may be stigmatising, divert attention from enabling individuals to overcome problems or even lead to them being denied help (National Collaborating Centre for Mental Health, 2004).
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 Hospital services for self-harm Service provision Guidelines for the management of self-harm were published in the United Kingdom in 1994 (Royal College of Psychiatrists, 1994). Two years later, a survey of four teaching hospitals in England found that services for self-harm were in disarray (Kapur et al., 1998). Almost half the patients did not receive the recommended psychosocial assessment. There were wide variations in service provision. For example, there was a fourfold difference in the proportion of patients discharged directly from the emergency department (18%–76%) and a twofold difference in the proportion of patients leaving hospital without a psychosocial assessment (32%–64%). More recent studies (Bennewith et al., 2004; Kapur et al., 2003) suggest that the differences in management are as wide as ever. This striking variability is not due to differences in patient characteristics, so what might account for these findings? Poor resources and a lack of research evidence could be contributing, but there may also be a perception among hospital staff and managers that individuals who burden the Health Service with self-inflicted problems deserve less comprehensive services than those with “serious” medical and psychiatric illnesses (James, 2004).
 
 Guidelines for self-harm Two sets of guidelines on the management of self-harm have been issued in the United Kingdom recently. The National Institute of Clinical Excellence (NICE)1 guideline (National Collaborating Centre for Mental Health, 2004) considers the short-term physical and psychosocial management of self-harm. It also includes service users’ experience of services and considers issues specific to young people and older adults. The guideline was developed following extensive literature reviews, two focus groups with users and a lengthy consultation process. The main recommendations 1
 
 NICE is a National Health Service body responsible for producing evidence-based clinical guidance in England and Wales.
 
 Box 20.3: Recommendations for the management of self-harm r People who self-harm should be treated with the same care, respect and privacy as any patient.
 
 r Clinical and non-clinical staff who have contact with people who self-harm should be provided with appropriate training.
 
 r Ambulance and emergency department services should ensure that activated charcoal is available to staff at all times.
 
 r All people who self-harm should be offered a preliminary psychosocial assessment at triage.
 
 r Consideration should be given to introducing the Australian Mental Health Triage Scale.
 
 r If a person who has self-harmed has to wait for treatment, he/she should be offered an environment that is safe, supportive and minimises any distress.
 
 r People who have self-harmed should be offered treatment for the physical consequences of self-harm regardless of their willingness to accept psychosocial or psychiatric treatment.
 
 r Adequate anaesthesia and/or an analgesia should be offered to people who have self-injured throughout the process of suturing or other painful treatments.
 
 r Staff should provide all information about treatment options.
 
 r All people who have self-harmed should be offered an assessment of needs.
 
 r All people who have self-harmed should be assessed for risk.
 
 r Following psychosocial assessment the decision regarding further treatment should be based on a comprehensive assessment. From NICE guidance (National Collaborating Centre for Mental Health, 2004).
 
 are uncontroversial and will be regarded by many as simply components of good practice (Box 20.3). The first recommendation may appear self-evident but is particularly important given the attitudes of some professionals. The Royal College of Psychiatrists (2004) guideline describes the clinical competencies that might be expected of both nonspecialists and specialists. The guideline also describes standards for the organisation of services, clinical procedures and facilities
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 and training and supervision in a variety of settings (the emergency department, the general hospital, the community setting and the psychiatric inpatient unit). Organisationally, the role of the self-harm services planning group is emphasised. Standards for clinical facilities include all patients being interviewed in private surroundings, emergency department staff having good access to psychiatrists (ideally within 30 minutes in urban areas), swift liaison with general practitioners following discharge and removal of ligature points from in-patient settings.
 
 Box 20.4 Risk factors for repetition of self-harm and completed suicide Risk factors for repetition of self-harm
 
 r r r r r r r r r r
 
 The outcome of self-harm
 
 Previous history of self-harm Psychiatric history Unemployment Lower social class Alcohol or drug problems Criminal record Antisocial personality Lack of co-operation with treatment Hopelessness High suicidal intent
 
 Risk factors for completed suicide
 
 Fatal and nonfatal repetition The 1-year repetition rate for deliberate self-harm is in the region of 15% (Owens et al., 2002). Repetition tends to occur quickly – one third of those who repeat within a year do so within 4 weeks, and the median time to repetition is only around 10 weeks (Kapur et al., 2007). Follow-up studies have shown rates of suicide to be 0.5% to 2% in the year after a deliberate self-harm episode (or 50–200 times the general population rate). It is important to note that this risk persists, with rates of suicide of 3% at 5 years and around 7% for periods longer than 10 years (Owens et al., 2002). A recent UK study suggested a somewhat lower long-term risk, with rates of suicide of 2.4% at 10 years and 3% at 15 years (Hawton et al., 2003). Men and older adults were at greatest risk of suicide. Repeated episodes of self-harm also increased the likelihood of suicide (Zahl & Hawton, 2004). There is also a suggestion that those who cut themselves are at particularly increased risk of suicide (Cooper et al., 2005). Much has been made of so-called risk factors for repetition and suicide. Some of the most widely reported are listed in Box 20.4. Such risk factors may be of only limited usefulness in everyday practice because of their poor predictive value.
 
 Mortality from natural causes A British study (Hawton & Fagg, 1988) found twice the expected number of deaths from natural
 
 r r r r r r r
 
 Older age Male Previous history of self-harm Psychiatric history Unemployment Poor physical health Social isolation
 
 causes in a large cohort of self-harm patients. The increased risk was particularly associated with deaths from accidents, endocrine causes, nervous system disorders and respiratory disorders. Females were at greater risk than males. A Danish study reported a similar increase in natural deaths but found that men were at greater risk than women (Nordentoft et al., 1993). It found higher than expected rates of death from alcohol-related conditions, digestive disorders, nervous system disorders, respiratory disorders and neoplasms.
 
 Management of self-harm General principles The clinical evaluation of patients following selfharm has been referred to as one of the most complex assessments in psychiatry (Isacsson & Rich, 2001). A number of basic principles can be applied to all patients after a self-harm episode. The initial priority is to ensure that the individual’s physical condition is thoroughly assessed and appropriately managed. Thereafter a psychosocial
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 Box 20.5 Information to be recorded in a psychosocial assessment r r r r r r r
 
 Conscious level Psychiatric history and Mental State Examination Social situation and recent life events Risk assessment Alcohol and drug use Decisions taken Specific arrangements for follow-up
 
 Box 20.6 Risk assessment following self-harm Suicidal intent of current episode
 
 r r r r r
 
 Premeditation Risk of discovery Calls for assistance Stated intent Actual and perceived lethality of method
 
 Psychiatric state
 
 r r r r r
 
 Depressive features Guilt and hopelessness Continued suicidal thoughts Alcohol and drug misuse Impulsive or aggressive personality traits
 
 Social support
 
 r r r r r
 
 However, risk is not easy to quantify. A recent review of the worldwide literature concluded that there was no evidence that screening for suicide risk reduced suicide attempts or mortality (US Preventive Services Task Force, 2004). There seems to be growing recognition of this fact, with a change in emphasis from “risk assessment” to “needs assessment” in current guidance (National Collaborating Centre for Mental Health, 2004). A needs assessment aims to identify psychosocial factors that might explain an act of self-harm. This will lead to a formulation (describing shortand long-term vulnerability factors and precipitating factors) which will directly inform future management. After a psychosocial assessment has been carried out, patients should ideally have an individualised management plan. This might involve treatment for psychiatric disorder, the development of skills to solve external problems or admission to a psychiatry in-patient facility.
 
 Housing Employment Family support Social isolation Involvement of statutory or non statutory organisations
 
 Epidemiological risk factors
 
 r (See Box 20.4)
 
 assessment needs to be carried out in all patients to identify and manage those with significant mental health problems and those at high risk of suicide. Box 20.5 lists some of the key components of psychosocial assessment. Risk assessment, that is, assessing the risk of future self-harm or suicide, is an important clinical skill. It is probably helpful to focus on four areas when carrying out a risk assessment: intent, current psychiatric state, social support and epidemiological risk factors (Box 20.6).
 
 Compulsory treatment The issues of compulsory treatment following selfharm are complex. Often the clinician is confronted with an individual who sees no way out of his or her current difficulties, is ambivalent about future suicidal intent and is hostile to the involvement of professionals. A full discussion of these issues is beyond the scope of this chapter, but further guidance is available from both the published literature and medical defence organisations. There are two aspects of treatment which need to be considered: treatment for the physical consequences of the selfharm episode and treatment for any underlying psychiatric disorder. They may be covered by different legislative frameworks (National Collaborating Centre for Mental Health, 2004).
 
 Overnight admission facilities One important issue is whether patients should routinely be admitted to a medical bed after
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 deliberate self-harm or only if their physical condition warrants it. One randomised controlled trial suggested that admission made no difference to outcome (Waterhouse & Platt, 1990), but the study used a small sample which was not representative of the self-harming population as a whole. Admission has several potential benefits: it makes subsequent psychiatric assessment much easier, especially when (as in half of cases) alcohol consumption is part of the act; it makes it possible to obtain information from other informants; it provides temporary respite; and it allows time to organise follow-up services. Despite these practical advantages, scarce resources mean that some screening of self-harm patients in the emergency department is inevitable in most hospitals. Those who are admitted should ideally go to a single assessment ward. This enables staff on these wards to acquire expertise in dealing with the complex problems of this patient group. It also helps facilitate the referral process to the specialist teams. However, a single assessment facility is unlikely to be widely available in smaller hospitals.
 
 Multidisciplinary teams There is evidence that health professionals other than psychiatrists can carry out adequate assessments following self-harm attempts (Catalan et al., 1980; Newson-Smith & Hirsch, 1979). The key determinants for successful involvement of other professionals are appropriate training, continuing clinical supervision and easy access to a psychiatric opinion when there is doubt. Self-harm teams might include psychiatric nurses, social workers, junior doctors, clinical psychologists, occupational therapists or emergency department staff. Multidisciplinary approaches have several advantages: the range of available interventions is increased, a wide range of skills can be shared, administrative efficiency and speed of response may be increased and the team approach helps to maintain morale in a service dealing with a difficult patient group.
 
 Aftercare and interventions Aftercare should be provided promptly in view of the fact that one third of patients who repeat selfharm in the year following an episode do so within 4 weeks. However, this patient group is notoriously difficult to engage. Strategies that could be used to improve uptake of treatment include outreach programmes, home visits, the use of written prompts and aftercare being provided by the health professional who carried out the initial assessment. What form should intervention take? Psychiatric disorder and continued suicidal intent need to be managed appropriately, perhaps by pharmacological means or admission to psychiatric hospital. Although it is widely reported that no treatments reduce repetition rate, this is principally because studies to date have been too small (Hawton, Townsend, et al., 1999). There are a number of promising interventions. Problem-solving therapy is a brief problem-orientated, cognitively based treatment. Controlled clinical trials have suggested it results in clinically significant improvements following deliberate self-harm (Townsend, Hawton, Altman, et al., 2001). Brief psychodynamic interpersonal therapy involves exploring interpersonal problems which cause or exacerbate psychological distress. The patient-therapist relationship is considered a valuable tool for identifying and helping to resolve interpersonal difficulties. It has been shown to reduce suicidal intent and self-reported deliberate self-harm (Guthrie et al., 2001). For the difficult subgroup of “multiple repeaters”, dialectical behaviour therapy is also a possibility (Linehan et al., 1993). It was devised in the United States and combines treatment strategies from supportive, cognitive and behavioural approaches. It involves weekly group and individual sessions for a year, concentrating initially on the suicidal behaviours themselves. Linehan and colleagues’ (1993) study showed that this treatment reduced further self-harm in women who had repeatedly harmed themselves. However, the intensity and expense of the treatment means that is unlikely to be suitable for widespread use in centrally managed health services.
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 The benefit of suicide prevention help lines, such as those run by the Samaritans in the United Kingdom, has not been proved. They provide valuable support to people in crisis and may dissuade individuals from killing themselves, but there is no clear evidence that their impact is sufficient to reduce self-harm or suicide rates (Jennings et al., 1978). However, one naturalistic study did suggest a telephone support and assessment intervention for those over 65 reduced the rate of suicide, especially in elderly women (De Leo et al., 2002). There is limited evidence that “crisis cards” (which carry advice about seeking help in the event of a crisis and provide contact details) may be beneficial in certain groups of patients. The original Bristol Green Card study showed a significant decrease in repetition in those who received the card compared with those who did not (Morgan et al., 1993). However, this study only included those for whom the index episode was their lifetime first. A later study of the same intervention in a larger sample found no overall benefit (Evans et al., 1999). There was a small decrease in repetition among first-time presenters but a significant increase in those who had made previous attempts. Sending regular postcards to individuals after hospital attendance for self-poisoning may reduce repetition in sub-groups of patients (Carter et al., 2005). The largely negative results of some of the recent larger trials (Tyrer et al., 2003) have led some investigators to argue that perhaps we should concentrate either on very large trials of low-intensity interventions (such as emergency cards) or smaller trials of longer-term, more intensive psychological treatments (Williams, 2004). However, because one of the difficulties in this area of research is ensuring that patients receive the assigned treatment, an alternative might be a large-scale evaluation of a brief psychological intervention which specifically addresses issues related to engagement early in the therapy. We should probably consider outcomes other than repeat presentation to hospital (such as self-reported self-harm, depression, hopelessness, loss from services, quality of life and user satisfaction). Alternative methodological approaches may
 
 also be of benefit, such as qualitative or cohort study designs.
 
 Conclusions Suicide and self-harm are important health problems worldwide and an important cause of premature mortality. Advances in epidemiology, neuroimaging and genetics may help to improve our understanding of these complex behaviours. Research in this area is difficult because outcomes related to suicide or repetition of suicidal behaviour are comparatively rare. Suicide prevention has become a priority in many countries, and suicide prevention strategies need to be comprehensive and involve a wide range of agencies. Largescale intervention studies are required to inform specific treatment approaches.
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 SECTION 4
 
 Psychiatry in Speciﬁc Settings
 
 21 Psychiatry in primary care Paul Walters, Andre´ Tylee and Sir David Goldberg
 
 Primary care occupies a position of utmost importance in the management of mental health problems. This was recognised nearly 40 years ago when Shepherd et al. (1966) completed their seminal study Psychiatric Illness in General Practice. For the first time, mental health morbidity in primary care became quantifiable, and these researchers were able to show that mental health problems were among the more common reasons for consultation in general practice. Since then, research into mental health problems in primary care has increased. However, the findings remain largely similar: much of the psychiatric morbidity in primary care is missed and a significant proportion of patients suffering from mental health problems in primary care have a less-than-optimal outcome. Despite this, recent research exploring novel methods of service provision in primary care settings are showing encouraging results, confirming Shepherd and colleagues’ views that improvements in the provision of mental health care would be achieved through “a strengthening of the family doctor in his therapeutic role” rather than directly through psychiatric services (Shepherd et al., 1966).
 
 Epidemiology Mental health problems are common in primary care. The World Health Organisation’s (WHO) collaborative study, Psychological Problems in General
 
 Health Care, screened nearly 26,000 consecutive primary care patients for common mental disorders in 15 centres across 14 countries (Turkey, Greece, India, Germany, Netherlands, Nigeria, United Kingdom, Japan, France, Brazil, Chile, United States, China and Italy; Ustun et al., 1995). Of these nearly, 5,500 patients completed a baseline diagnostic assessment, and nearly 3,200 completed a 12-month follow-up. Overall the prevalence rates of current International Classification of Diseases (10th revision; ICD-10) disorders were as follows: depression 10.4%, generalised anxiety disorder 7.9%, harmful use of alcohol 3.3%, alcohol dependence 2.7%, somatisation disorder 2.7%, dysthymia 2.1%, panic disorder 1%, agoraphobia 1.5% and hypochondriasis 0.8%. Twenty-four percent had a current mental disorder as defined by ICD-10, and 9.5% had two or more disorders. Considerable variation in prevalence across centres was found, although depression, generalised anxiety disorder and alcohol problems were the commonest across all the centres. Women were almost twice as likely as men to suffer from depression, but men were more likely to suffer from alcohol problems. Overall the prevalence of common mental disorders was the same for men and women. Other studies of consecutive general practitioner (GP) attendees have found a similar prevalence of common mental disorders of between 25% and 50% with depression accounting for 5% to 15% of consecutive consultations (Blacker & Clare, 1987; Freeling et al., 1985;
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 1. Community
 
 260–315
 
 1. Illness behaviour 2. Primary Care – total prevalence of mental disorder
 
 230
 
 2. Ability of GP to recognise mental illness 3. Primary Care – prevalence of mental illness recognised by GP
 
 100
 
 3. Referral to specialist services 4. Referred to specialist services
 
 24
 
 4. Admission to psychiatric hospital 5. Psychiatric in-patient care
 
 6
 
 Figure 21.1 Pathways to Psychiatric Care, rates per thousand population at risk, South Manchester 1992. Adapted from Goldberg & Huxley (page 4, Table 1.1 in Common mental disorders. A biosocial model. Goldberg & Huxley, 1992).
 
 Tiemens et al., 1996). In any one year, 14% of patients registered with a GP in the United Kingdom will consult for a mental health problem (Shepherd et al., 1966). Psychotic disorders are much less common in primary care. In the United Kingdom, the prevalence of treated schizophrenia in primary care is about 0.2% (Office for National Statistics, 1998) and 0.3% to 0.4% for bipolar affective disorder (Strathdee & Jenkins, 1996). Mental health problems are also common in the young and the elderly in primary care. Up to 25% of children in primary care suffer from a psychiatric disorder, emotional problems being the most common. Garralda et al. (1994) found 23% of consecutive child attendees aged between 7 and 12 had an emotional, conduct or mixed emotional and conduct disorder. Among older people, up to 16% of those aged over 65 and 10% of those over 75 in primary care suffer from depression (Copeland et al., 1992; Livingston et al., 1990). In an average list of 2,000 patients, 30 (10%) patients over age 65 could
 
 be expected to suffer an organic brain syndrome and 93 (31%) from a functional disorder (Graham, 1991). Goldberg and Huxley (1980) proposed a “pathways to care model” to conceptualise psychiatric morbidity in the community. Their model has five levels (see Figure 21.1). The first level corresponds to the prevalence of psychiatric disorder in the community; the second level, the prevalence of mental illness in those who attend their GP for any reason; the third level, the prevalence of mental disorder correctly identified by the GP; the fourth level, the prevalence of psychiatric morbidity referred to specialist mental health services; and the fifth level, the prevalence of patients with mental disorders admitted to hospital. Between each level, the authors conceptualised filters which determine the passage of patients from one level to the next. The first filter is the health-seeking behaviour of patients. The second is the ability of the GP to diagnose a mental disorder correctly, the third filter is referral to
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 specialist mental health services and the fourth filter is the decision by specialist mental health services to admit the patient to hospital (Goldberg & Huxley, 1992).
 
 Classiﬁcation of mental disorders in primary care Diagnosis in primary care is often more complex than in secondary care. Patients rarely present with discrete illnesses, and usually a mixture of physical and somatic symptoms are presented. Complicating diagnosis further, patients with chronic medical disorders are more likely to suffer from psychiatric illness. It can often be difficult to disentangle which symptoms are due to a physical and which to a psychiatric disorder. Any classification system for use in primary care therefore needs to be flexible and take these difficulties into consideration. It should also make clinical sense, be linked to clinical practice and be user-friendly to enable its use by any member of a multiprofessional primary care team. A number of approaches have been taken to classify mental health problems in primary care. Broadly these can be divided into the following: systems designed by primary care professionals, systems derived from specialist classifications and systems designed jointly by GPs and specialists. All have merits and limitations, although those designed jointly may be better able to take into account the needs of both professional sectors. The International Classification of Health Problems in Primary Care (ICHPCC-2) is a system developed by primary care professionals which allows the classification of 21 mental health conditions. However, a limitation of this system is that some of the conditions it recognises are overinclusive, whereas other important syndromes are not classified. (World Organisation of National Colleges Academies and Academic Associations of General Practitioners, 1988.) The Read Code system is widely used by GPs in the United Kingdom and allows classification by diagnoses, symptoms and problems (Saint-Yves, 1992). Currently about 97% of UK practices use Read
 
 Codes, and they are also used for data collection within the National Health Service. A problem with this system is that its heterogeneity (which promotes its clinical utility) can give rise to great variation in how practices use it (Jenkins et al., 1988). Specialist classification systems (e.g. ICD-10 and Diagnostic and Statistical Manual of Mental Disorders, 4th edition [DSM-IV]) used in primary care can be problematic because they are devised for a very different population of patients from those seen in primary care, are too complicated and unwieldy for routine use in primary care and their clinical utility is limited because they are not linked to management. One solution has been to try to adapt these systems for use in primary care. The ICD-10-PHC (ICD-10 Primary Health Care Version) is a classification system derived from the ICD-10 but developed jointly by mental health specialists and GPs. It aims to provide a clinically useful classification system for use in primary care. The ICD-10-PHC is limited to 25 categories. The categories were chosen because of their public health importance, the availability of effective management strategies in the primary care setting, cross-cultural applicability and consistency with the main ICD-10 classification. Diagnostic and detailed management guidelines are provided for all the 25 conditions, including presenting complaints, diagnostic features, differential diagnosis, essential information for the patient and carer, counselling advice, advice on medications and guidelines for referral to specialist services. It has proved internationally reliable, and in England, GPs using the system expanded their concept of depressive illness and reduced their prescription of antidepressant medication (Goldberg et al., 1995). GPs using this classification have also been found to make more use of psychological interventions (Upton et al., 1999). The classification has been adapted for the WHO Guide to Mental and Neurological Health in Primary Care, which has been revised to include neurological conditions and psychiatric disorders of childhood relevant to primary care (World Health Organisation, 2004). In the United States, the DSMIV has also been amended for use in primary care. Like the ICD-10-PHC, the DSM-IV-PC also focuses on a limited number of conditions prevalent in
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 primary care, but it does not give advice on management or information to be given to patients and their families.
 
 The burden of psychiatric disorder in primary care Psychiatric illness in the primary care setting poses a considerable burden not only to the individual and his or her family but also to primary care services and economically to the wider society. By 2020, it has been estimated that depression will be the leading cause of disability after ischaemic heart disease (Murray & Lopez, 1996). Fifty-five percent of patients with a defined psychiatric disorder were found to have moderate or severe disability in the Manchester arm of the WHO collaborative study of Mental Disorders in General Medical Settings (Ustun et al.,1995). Disability increases linearly with increasing symptomatology, and the level of disability in patients with a psychiatric disorder in primary care is similar to that in psychiatric out-patients and that caused by physical ill health (Ormel, Van Korff, et al., 1993; Wells, Stewart, et al., 1989). Disability appears to resolve synchronously with symptom resolution, although partial remission is more common than full remission and is associated with residual disability (Ormel, Van Korff, et al., 1993). Mental disorders in primary care also have a larger impact on quality of life than common medical disorders (Spitzer et al., 1995). Patients suffering from depression consult their GP two to three times more often than the general population, and this may in part explain why up to 30% of consultations held in primary care concern such problems (Lepine et al., 1997).
 
 Prognosis of mental health problems in primary care A significant proportion of patients with mental health problems in primary care have a poor prognosis. Mann et al. (1981) followed up primary care
 
 patients with neurotic illness and found 48% still met case criteria at 12 months. Twenty-four percent had recovered, 52% had an intermittent course, but another 25% had persistent symptoms throughout this time. Patients who reported continuous symptoms were older, physically ill and more likely to have received psychotropic medication. Similar figures for the 1-year outcome of psychiatric illness in primary care have been found in other studies (Wright & Anderson, 1995). The same cohort of patients was re-assessed 11 years later (Lloyd et al., 1996). Fifty-four percent still met case criteria by the General Health Questionnaire (GHQ), and 37% had a relapsing or chronic course. A psychiatric diagnosis at 11 years was associated with high GP attendance rates (more than 12 visits per year), whereas the severity of illness at outset predicted the GHQ score at 11-year follow-up. WHO Psychological Problems in General Health Care Study followed up depressed primary care patients for 12 months across its 15 international centres. This also demonstrated that persistence and severity at 12 months was strongly influenced by severity at baseline (Goldberg et al., 1998). Forty-five percent of severely depressed patients recognised by their GP remained depressed at 12 months, and of these nearly 30% remained severely depressed. It appears that neurotic illness in primary care often becomes chronic and is associated with high use of services. The reasons for this may in part be due to factors concerning the recognition and management of mental health problems by primary care professionals.
 
 The detection of psychiatric disorder in primary care Recognition of psychiatric disorders by GPs varies widely. If standardised research interviews are compared with GP recognition, between 30% and 70% of patients with a psychiatric disorder, as determined by standardised interview, are missed by GPs (Blacker & Clare, 1987; Bridges & Goldberg, 1985; Dowrick & Buchan, 1995; Freeling et al., 1985;
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 Goldberg & Huxley, 1980; Ronalds et al., 1997; Rost et al., 1998; Simon et al., 1999; Simon & VonKorff, 1995; Tiemens et al., 1996; Ustun et al., 1995; Wells, Hays, et al., 1989). However, these findings mainly derive from cross-sectional studies, and they conceal the enormous variation between individual clinicians in their ability to detect these disorders. Crosssectional studies may overestimate the proportion of patients with psychiatric illness that are missed because they fail to take into account the longitudinal nature of primary care. In primary care, there are opportunities for a patient’s mental illness to be identified in subsequent consultations (Freeling & Tylee, 1992; Ormel & Tiemens, 1995). When a longitudinal perspective is taken, Kessler et al. (2002) found only 14% of patients with depression or anxiety remained unrecognised after 3 years. In primary care, psychiatric disorders tend to run along a continuum rather than present as discrete entities. A dimensional approach to diagnosis may therefore be more valid (Goldberg & Huxley, 1992). Thompson and colleagues (2001) calculated that GPs only missed one “probable case” of depression in every 28.6 consultations for any reason when a dimensional rather than categorical approach to diagnosis was used. Patients who are not recognised tend to have less severe mental health problems, and failure to recognise them may not have a detrimental effect on outcome in the longer term (Dowrick, 1995; Gask et al., 1998; Ronalds et al., 1997; Simon et al., 1999; Thompson et al., 2001; Wittchen et al., 2001). Goldberg et al. (1998) found that recognition of depression improved outcomes at 3 months but by 12 months there was no difference between those recognised and those that had gone unrecognised.
 
 Patient factors inﬂuencing recognition Patient characteristics and the way in which a patient presents during the consultation are associated with recognition of mental health problems in primary care. Being middle-aged, unemployed, bereaved, separated or white make it more likely that mental health problems are accurately identified. On the other hand, patients with comorbid physical illness are more likely to have their psychiatric illness missed (Freeling et al., 1985; Marks et al., 1979; Thompson et al., 2001; Tylee et al., 1993). There is conflicting evidence regarding the role of gender and recognition although rates of diagnosing depression in men are lower than those in women (Gater et al., 1998; Jenkins & Meltzer, 1995; Marks et al., 1979; Thompson et al., 2001). Patients presenting with a psychological or social problem are more likely to have their mental health problems recognised, as are patients with more than one psychiatric illness and patients who have received a psychiatric diagnosis by their GP in the prior year (Ormel & Tiemens, 1995). These patients, however, are also more likely to receive a psychiatric diagnosis when not psychiatrically unwell (Ormel & Tiemens, 1995). Shiels et al. (2004) found men living in rural areas with chest pain, low energy and poor job satisfaction were more likely to be depressed. Patients often present psychosocial problems towards the end of the consultation, but symptoms presented at the end of the consultation are not given the same attention as those presented initially even though these problems are just as important (Beckman & Frankel, 1984; Burack & Carpenter, 1983; Tylee et al., 1995).
 
 GP factors inﬂuencing recognition
 
 Factors affecting the recognition of psychiatric illness in primary care Factors influencing recognition can be divided into those concerning the patient and those concerning the doctor.
 
 There is a large variation between GPs in their ability to recognise mental health problems (Goldberg & Huxley, 1980, 1992; Goldberg et al., 1993; Marks et al., 1979; Millar & Goldberg, 1991; Ustun et al., 1995). An accurate conceptual model of mental health problems on the part of the GP is associated with improved recognition of mental health
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 Box 21.1 Consultation skills that improve detection of mental health problems r r r r r r
 
 Open questions Unhurried style Frequent eye contact Picking up and following verbal cues Picking up and following nonverbal cues Ability to listen empathically
 
 problems (Goldberg & Huxley, 1980; Marks et al., 1979; Millar & Goldberg, 1991). Empathy, an interest in psychiatry and asking about family and problems at home are also associated with an increased recognition of mental illness (Marks et al., 1979). Poor knowledge about mental health problems and a preoccupation with organic illness together with a tendency to underrate the severity and treatability of mental health problems are associated with reduced recognition (Schulberg & McClelland, 1987). Consultation skills have been shown to be a vital determinant in recognition of emotional distress. GPs with better communication skills allow patients to express more distress during their consultations, whereas GPs with poorer skills are more likely to collude with their patients in not discussing emotional problems. Using open questions, an unhurried style with frequent eye contact, listening skills and the ability to pick up on verbal, vocal and nonverbal cues have all been shown to improve the recognition of depression (Davenport et al., 1987; Goldberg et al., 1993). Importantly these skills can also be taught, and skills training has been shown to improve detection and outcomes for depressed patients in primary care (Gask et al., 1987, 1988, 1989, 1991). Suggested interview techniques are shown in Box 21.1.
 
 Somatisation Somatisation has been described as the expression of psychological distress through physical symptoms, and it appears to be a universal phenomenon
 
 that is ubiquitous across cultures (Gureje et al., 1997; Reid & Wessely, 2001). Patients in primary care often present physical symptoms at the onset of a psychiatric illness (Bridges & Goldberg, 1985). Simon and Von Korff (1991) found that 50% of patients with five or more functional somatic symptoms met criteria for a current psychiatric diagnosis with strongest associations for depression and anxiety. Of patients suffering from depression or anxiety, 76% made somatic presentations in primary care (Kirmayer et al., 1993). Patients who somatise are more likely to normalise the cause of their symptoms and are less likely to discuss emotional problems with their doctor (Kirmayer & Robbins, 1996). Stigma associated with mental health problems also contributes to the widespread reluctance to consult and receive appropriate treatment in primary care (Priest et al., 1996). Seventy-seven percent of patients with identified mental health problems did not present emotional problems to their GP, and in 45% of these, it was because of stigma (Cape & McCulloch, 1999).
 
 Case ﬁnding in primary care The use of case-finding tools has been advocated to improve recognition rates of mental health problems in primary care (US Preventive Services Task Force, 2002). Case-finding tools for depression in primary care have reasonable sensitivity (80%–90%) but a lower specificity (70%–85%; Mulrow et al., 1995). In the elderly, screening instruments for depression have a sensitivity of between 67% and 100% and a specificity of 53% and 98% (Watson & Pignone, 2003). A two-question case-finding instrument for depression has been found to have 96% sensitivity (although only 57% specificity), and this may have the most clinical utility in primary care (Whooley et al., 1997). The two questions are: 1. Over the past 2 weeks, have you felt down, depressed or hopeless? 2. Over the past 2 weeks, have you felt little interest or pleasure in doing things?
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 These could easily be asked by any member of the primary care team. A patient answering “yes” to both questions would then need to have a clinical interview to rule out a false-positive diagnosis. The two-question screen could be particularly useful for patients in high-risk groups. The effects of case finding on the clinical outcomes of mental health problems in primary care remain uncertain. With regard to depression, case finding by and large has failed to improve outcomes when used alone (Gilbody, 2001; Pignone et al., 2002; Valenstein et al., 2001). However, in the United States, screening for depression has been recommended in practices that have the facilities to ensure effective management (US Preventive Services Task Force, 2002). It is probable that using case-finding instruments for mental health problems routinely in primary care will only improve clinical outcomes when used as part of an overall comprehensive and structured management program and until practices have these in place there may be little to gain from their use (Pignone et al., 2002; Valenstein et al., 2001). Screening should therefore probably be limited to high-risk groups such as those with chronic physical illness, patients with other mental health problems, or those with ongoing psychosocial stressors such as unemployment or bereavement.
 
 Improving outcomes of mental illness in primary care A number of strategies have been used in an attempt to improve outcomes of patients with mental health problems in primary care. Most of these have been directed at improving the outcomes for patients with depression and were usefully reviewed by Gilbody et al. (2003). These strategies have included the use of clinical guidelines, education initiatives, and enhanced care packages (see Box 21.2). The use of clinical guidelines in the primary care arena is complex. Since the 1990s, an increasing number of clinical guidelines have been produced, many of them specifically aimed at primary care.
 
 Box 21.2 Improving the management of depression in primary care (from Gilbody et al., 2003) Effective methods
 
 r r r r r
 
 Collaborative care Stepped collaborative care Quality improvement programs Case management Academic detailing
 
 Ineffective methods
 
 r Use of guidelines alone r Educational strategies alone
 
 Hibble et al. (1998) visited GP practices and asked them to produce copies of all the clinical guidelines they had received. They found 855 different guidelines; of these, 40% had been produced nationally. The use of guidelines alone for the management of depression in primary care has generally failed to have an impact on clinical outcome, as have standalone educational initiatives (Dowrick & Buchan, 1995; Gilbody et al., 2003; Ormel et al., 1990; Schulberg et al., 1987; Simon et al., 1999; Tiemens et al., 1996). A number of studies in the United States have demonstrated improved clinical outcomes using enhanced depression management programs (Hunkeler et al., 2000; Katon et al., 1995, 1996, 1999; Katzelnick et al., 2000; Lin et al., 1997; Rost et al., 2001; Wells et al., 2000). These enhanced programs vary but generally combine educational initiatives, close follow-up, organisational restructuring to establish close relationships with specialist services, and case management. Unfortunately a similar enhanced care package in the United Kingdom failed to demonstrate any difference in the outcomes of depressed primary care patients. The Hampshire Depression Project studied the effects of a clinical practice guideline and an educational program for depression on the detection and outcome of depression in the primary care setting. The guidelines were extensive and included
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 advice on practice organisation, roles of nonmedical professionals and useful general and local information. The educational initiatives included seminars, video teaching and small-group discussions. No differences were found between the intervention and the control group in terms of recognition rates or patient outcomes (Thompson et al., 2000). Improving outcomes for primary care patients with mental health problems is therefore complex, and it remains to be seen whether successful programs can be generalised internationally. Von Korff and Goldberg (2001) reviewed the elements of enhanced care packages for depression in primary care and found the consistent elements of successful packages were case management and specialist support. They suggested that to improve the outcomes of primary care patients with depression the focus should be on low-cost case management with ease of access across the interface between specialist services, the case manger and primary care.
 
 The interface between primary care and psychiatry The interface between primary care and psychiatric services is of key importance in the delivery of mental health services. Traditionally this interface consisted of a referral letter from GP to psychiatrist and vice versa (Pullen, 1985). However, more recently, novel approaches have been developed (Strathdee & Williams, 1984). Gask et al. (1987) evaluated models of service provision across the primary-secondary care interface. They described four main models: the community mental health team, the shifted outpatient clinic, attached mental health professionals and consultation-liaison. Community mental health teams (CMHT) are increasingly aligning themselves to primary care groups rather than by geographical region, allowing a closer relationship between primary and secondary care professionals responsible for the same population of patients. This also allows the primary
 
 care group and CMHT to develop referral pathways and care protocols jointly. Despite this, the relationship between a conventional CMHT and primary care is often unsatisfactory. New patients are usually assigned to community nurses depending on size of caseload and level of experience. Each community nurse is therefore responsible for patients under the care of many GPs, making close working relationships difficult. The shifted out-patient model consists largely of psychiatrists conducting clinics in primary care. Within this model, the degree to which psychiatrists and GPs interact varies, and it has been argued that its major benefit to primary care is the informal “consultation-liaison” contacts it provides with primary care professionals (Darling & Tyrer, 1990; Gask et al., 1997). The attached mental health professional is another method to provide mental health care across the interface. Mental health professionals, such as community psychiatric nurses, counsellors, clinical psychologists and social workers, attach themselves to primary care practices. For instance, in the United Kingdom, an increasing number of practices have access to counsellors. As the expertise of mental health professionals working in primary care grows, so roles and relationships may change. Wilkin (2001) has documented the evolution of a new breed of mental health professional, the “primary mental health nurse” who has developed a unique set of skills and expertise in primary care liaison. The consultation-liaison model has as its aim, and through the consultation-liaison process, the care of patients with severe mental health problems by psychiatric services, while primary care retains the management of less severe mental disorders. A potential problem with this model is that primary and secondary care’s perception of severe mental health problems often differs, and common mental health problems encountered in primary care may be just as chronic and disabling as the more “serious” mental illnesses. This can lead to discord between services unless the consultationliaison process is properly managed.
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 As Gask et al. (1997) pointed out, these models are not mutually exclusive but can complement one another as services develop to meet their own local needs. Models can also be adapted to take into account local workforce issues and staff availability. Some health trusts in the United Kingdom have created primary care mental health teams. These primary care teams often consist of a link-worker (usually a community psychiatric nurse), practice counsellor and/or psychologist, social worker, practice nurse and GP. Although based physically in the primary care environment, they act directly at the interface, with primary care professionals and specialist services being able to refer patients to them. Other primary care mental health teams focus on particular patient populations. One primary care trust has developed a primary care mental health team to promote the effective provision of psychiatric care in the primary care setting for patients with stable but enduring mental illness. Within this model mental health primary care workers are able to triage patients, assess their needs, provide care and ensure referral to the most appropriate service when needed (D. Fisher, personal communication, 2002). Other services have developed clinics in primary care for patients with mild to moderate mental health problems staffed by a multidisciplinary primary care team, managing patients whose problems are too complex or time consuming to be managed by a traditional primary care team (H. Raistrick, personal communication, 2002).
 
 Shared care Arguably primary care has a role to play in the management of all mental disorders. Patients with “severe” mental disorders (such as schizophrenia, bipolar illness and dementia) can benefit from having their care shared by mental health services and primary care, whereas other disorders are treated solely by primary care services unless there is a failure to respond to treatment from the GP (Hansen, 1987). Traditionally shared care has been widely practiced on an informal basis, but increasingly shared
 
 care arrangements are being formalised with “shared care” plans. Mental health “link-workers” are being employed who are attached to specific practices and assigned the care of specific patients. In effect the link-workers facilitate the care of patients with severe mental health problems and are responsible for keeping shared care plans up to date and liaising between the two services. Having access to a specific link-worker has proved popular with GPs. Shared care has developed in many areas of the United Kingdom from the use of shared care registers for patients with severe mental illness. Plans are developed for particular patients who meet shared care criteria. These plans document the key worker, psychiatrist, and GP; the management strategy; medication and who is responsible for prescribing; warning signs of a relapse and what to do in an emergency. These plans need to be mutually agreed upon by the patient, and the psychiatric and primary care teams. Shared care also lends itself to shared training opportunities which can further facilitate communication between teams.
 
 Mental health skills training and education for primary care professionals In the United Kingdom, few GPs have any higher professional training in mental health and only about 50% of GP trainees undertake a psychiatry rotation as part of their vocational training (Turton et al., 1995; Tylee, 2001). GPs have been successfully trained in mental health skills such as depression management, re-attribution skills for patients who somatise, cognitive-behavioural skills, counselling skills and problem-solving skills. Some have been trained to teach these skills to other primary care professionals (Bowman et al., 1992; Evans et al., 2001; Gask, 1998; Gask et al., 1989, 1991; Morriss & Gask, 2002; Naji et al., 1986). Practice nurses, too, have been taught a wide range of mental health skills. They have been taught to assess and manage depression, use problem-solving techniques, administer depot antipsychotic medication,
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 monitor compliance, and coordinate the care of patients with mental health problems. They have been found to improve outcome and patient satisfaction by using telephone follow-up and progress monitoring (Burns et al., 1998; Hunkeler et al., 2000; Mann et al., 1998; Mynors-Wallis, 1997; Peveler et al., 1999). Training can be successfully delivered to the whole primary care team, rather than to particular professional groups. Tylee (1999) has advocated whole practice multi-professional mental health skills training and has found it to be successful and, in some instances, preferred to teaching for individual professional groups. There is now an expanding range of teaching aids for use in primary care. For instance, the World Psychiatric Association has produced a mental health skills training pack specifically for primary care (Goldberg et al., 2001). This training pack allows specific mental health skills to be taught through modelling those demonstrated on videos. It encourages the use of role-plays to allow professionals to practice the new skills they have been taught and has information on the planning and running of tutorials on mental health topics. There are also innovative approaches to mental health education such as the Trailblazer programme in the United Kingdom and the Better Outcomes in Mental Health Care initiative in Australia. The Trailblazer programme was developed to improve the mental health skills of primary care professionals and facilitate the cascade of these skills to other members of the primary care team. It uses the novel approach of participants attending the course in pairs, each pair being made up of one person from primary care and one person from mental health services. During the courses, the learning needs of participants are defined, and each course is then designed around these specific learning needs. The courses consist of three modules over 6 to 8 months and use a wide variety of teaching methods. They take an adult learner–centred approach utilising the skills and experience of the participants. The courses are by definition multiprofessional, and this joint training has been found
 
 to foster a close collaborative relationship between pairs and within the group, which continues after the courses have finished. To date more than 350 participants have already been through the courses in the United Kingdom, and they are being developed in New Zealand, Australia and the United States (Dwyer, 2002; Tylee et al., 2004; Walters, 2003). The Better Outcomes in Mental Health Care initiative has five major components designed to improve access to primary health services by providing education and training to GPs (www.mentalhealth.gov.au). The first component relates to the education and training of GPs and has three levels of training. It enables GPs to provide evidence-based, focussed psychological interventions and other evidence-based treatment strategies. This training also allows GPs to be remunerated for the mental health services they provide. In Athens, Greece, an educational programme has been developed to train trainers in basic issues of psychiatric prevention and mental health promotion. The programme has theoretical and practical components. Course participants have included health professionals and community agents such as priests, police officers, jurists and journalists. One hundred and twenty people have completed the three-semester course, and it has been favourably received (Vassiliadou et al., 2004). In the Russian Federation, GP trainers in Ekaterinburg now offer special training to GPs in mental health skills and plan to make this available to trainers in the Department of Family Medicine.
 
 Management of mental disorders in primary care Ninety percent of people with a mental illness are treated in primary care alone (Shepherd et al., 1966). An increasing number of treatments have proved beneficial in the primary care setting. These include medication, cognitive-behavioural techniques, problem-solving techniques, reattribution
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 skills for somatisation, counselling, self-help and bibliotherapy.
 
 Treatment of depression in primary care Antidepressant medication Antidepressant medications are effective in primary care for the treatment of major depression of at least moderate severity, although there is less evidence for their efficacy in mild major depression (Anderson et al., 2000; Judd et al., 2004). There is a wide variation in prescribing practices of antidepressant medications in primary care with few patients receiving an adequate dose for an adequate length of time (Donoghue & Tylee, 1996; Dunn et al., 1999; Goldberg et al., 1998). Currently SSRIs are the most commonly prescribed antidepressants in primary care in the United Kingdom, making up 75% of all antidepressant prescriptions (Skevington & Wright, 2001). There is no evidence that one antidepressant class is more effective than another in the primary care setting, although newer antidepressants may be better tolerated and less likely to be prematurely discontinued by the patients (Barbui et al., 2000). Adherence to antidepressant medication remains a problem. Of patients prescribed an antidepressant, 30% to 50% fail to refill their initial prescriptions, and 50% to 80% stop taking antidepressant medication within 1.5 to 6 months of commencement (Lawrenson et al., 2000; Lin et al., 1995). Monitoring adherence, education about depression and antidepressant medications should therefore be a routine part of management (Lin et al., 1995; Peveler et al., 1999).
 
 Psychological therapies Cognitive-behaviour therapy (CBT; Appleby et al., 1997; Scott et al., 1997), interpersonal therapy (IPT; Schulberg et al., 1996) and problem-solving therapy (Mynors-Wallis & Gath, 1997; Mynors-Wallis et al., 2000) are as effective as antidepressant medication
 
 for the treatment of mild to moderate depression in primary care. Availability of psychological therapies in primary care varies widely, and their use is often limited by lack of trained staff to deliver them. One way to increase access to psychological treatments is the use of computerised CBT (cCBT). cCBT has been found to be effective for the treatment of depression and anxiety in primary care and is well received by patients (Proudfoot et al., 2003, 2004).
 
 Counselling Bower et al. (2004) reviewed the effectiveness of counselling in primary care for common mental disorders. They found that counselling was associated with modest improvements in short-term outcome compared with usual GP care and concluded that it may be a useful addition to the treatment strategies available in primary care. However, there are many different types of counselling. Probably the most beneficial is that which uses a problemorientated framework. Counselling using a psychodynamic framework has not been found to be significantly better than routine GP care in patients with chronic depression (Simpson et al., 2003). In the early 1990s, about a third of practices had access to counselling, and this is likely to be higher now (Sibbald et al., 1993). Given the choice, patients seem to prefer it over usual care with antidepressant medication (Chilvers et al., 2001).
 
 Guided self-help and bibliotherapy Guided self-help is the process whereby limited contact with professionals is used to facilitate and support the patient in the use of self-help literature, which often uses a cognitive-behavioural approach to treatment. Although some studies have shown self-help and bibliotherapy to be effective for depression in primary care, there is not enough evidence to be able to provide any firm conclusions regarding its efficacy (Bower et al., 2001; Dowrick et al., 2000; Williams, 2001). The use of websites offering information about depression or CBT has
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 Figure 21.2. Stepped Care (Adapted from Depression: The Management of Depression in Primary and Secondary Care. National Collaborating Centre for Mental Health, 2003).
 
 also been found to reduce the symptoms of depression (Christensen et al., 2004). Self-help and bibliotherapy may prove useful for people with milder mental health problems and serve as important adjuncts to other treatments.
 
 Other treatments Exercise has been shown to improve significantly the symptoms of depression, especially for patients with mild to moderate depression; in the United Kingdom “Exercise on Prescription” has become increasingly popular (Biddle et al., 1994).
 
 Stepped care Patients with depression differ in their needs. With limited resources in primary care, a stepped collaborative care approach may prove best to meet these needs with the available resources (see Figure 21.2).
 
 Stepped care allows the interventions to be tailored to the individual. In this model, self-help, exercise, cCBT or another brief psychological intervention may be the first step in management for people with mild depression. People with moderate to severe depression may be prescribed an antidepressant and offered a psychological treatment and social support. This targets resources at those patients likely to gain the most benefit from them. Katon et al. (1999) found that depressed patients in primary care who had not responded to antidepressant medication at 6 to 8 weeks were more likely to get adequate treatment, to adhere to it and to have better clinical outcomes if treated within a stepped-care collaborative model. The stepped-care model was associated with only modest increases in costs (Simon et al., 2001). A similar steppedcare management program for depressed women in Chile was also found to improve outcomes (Araya et al., 2003).
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 The role of primary care nurses Practice nurses may well have an important part to play within stepped-care management, as well as more generally in managing patients with chronic mental health problems. As has been discussed, nurses have been successfully trained to deliver a number of mental health interventions. In the United Kingdom, practice nurses are frequently involved in chronic disease management programmes and often run “mini-clinics”. These clinics can be modified for patients with chronic mental health problems, allowing the systematic assessment of symptoms, treatment, assessment of side-effects and assertive follow-up with outreach to nonattenders (Peveler & Kendrick, 2001). Nurseled services for people suffering from depression have also been developed and appear to facilitate the access of a population of patients who may not have sought or received help form traditional primary care services (Symons et al., 2004).
 
 Suicide and primary care There are about 5,000 deaths from suicide annually in the United Kingdom. Nearly 80% of these are accounted for by men and, since the early 1990s, suicide has been commonest cause of death among young men (Brook & Griffiths, 2003). The most important factor associated with suicide, in men and women, is mental illness (Foster et al., 1997; Hawton, 2000; Henriksson et al., 1993; and see also Chapter 20). However, the major barrier to receiving appropriate care for a mental illness is a failure to consult health services (Stanistreet et al., 2004). Thus despite the prevalence of suicide, it is a relatively rare occurrence in primary care, and the average GP will have a patient commit suicide once every 4 to 7 years. Improved detection and risk assessment therefore offer only a partial solution to decreasing the suicide rate. Educational activities such as those in Gotland, Sweden, which demonstrated a decreased suicide rate following an
 
 educational initiative for GPs, are unlikely to be generally effective, and subsequent research failed to replicate these findings (Rutz et al., 1989, 1992; Thompson et al., 2000). This may be because the Gotland study was small, and the findings likely to have been artefactual. Issues of improved and novel types of access to health services, especially for young men, need to be addressed, as does a more sophisticated understanding of the ways in which a depressive illness may manifest differently in men and women. Angst et al. (2002) suggested that men suffering from depression may show fewer classical symptoms but be just as functionally impaired as depressed women. If this is the case, diagnosis of depression in men may need to take into account a different set of factors than traditionally thought (Shiels et al., 2004).
 
 Management of psychosis in primary care Primary care plays a vital role in the management of patients with psychotic illnesses. Between 25% and 40% of patients with schizophrenia rapidly lose contact with psychiatric services, and the GP is the health professional most likely to keep in contact with them (Burns & Kendrick, 1997). GPs are therefore able to offer a continuity of care which can be difficult to achieve by mental health services for a substantial proportion of patients with psychotic illnesses. Patients with psychoses have greater physical and social needs than those of the general population. They have increased rates of death from infections and cardiovascular and respiratory diseases (Harris & Barraclough, 1998), and primary care is probably in the best position to monitor their physical health and provide a hub for communication between professionals and carers. Primary care is in a good position to monitor mental states allowing early recognition of relapse and monitor medication such as lithium. GPs are also important in the recognition of the early signs of a psychotic illness facilitating referral to early onset teams. The ideal for patients with a chronic
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 psychotic illness is probably a well-defined shared care arrangement between primary care and specialist services.
 
 Conclusions Mental illness is a major public health problem. Primary care manages the vast majority of mental illness, and therefore optimising primary care management is vital if this problem is to be adequately addressed. The poor outcome for a substantial proportion of people suffering from a mental health problem in primary care appears to be international and has important implications for service delivery and training of primary care professionals. Communication skills training may be particularly important in this regard. It remains unclear, however, whether models of service delivery shown to improve the management of people with a mental illness can be generalised to settings other than those in which they were initially shown to be beneficial. Future research needs to be focused on lowcost methods of self-help for people with less severe problems, increased availability of problem-solving and computerised CBT treatments and the optimum forms of long-term care for those with chronic or frequently relapsing mental illnesses. Part of the difficulty in generalising systems within primary care is that the structure of primary care around the world varies considerably. In some parts of the world, large multi-professional primary care teams are now the norm, whereas in other parts primary care consists of single-handed GPs working in relative isolation. This diversity in delivery of primary care services is likely to mean that no one system of mental health service provision will suit all. However, it may be possible for the factors important in improving recognition and outcomes to be incorporated into local service models. The challenge for the future is to define which components of these complex interventions are important and determine how well they can be incorporated into different models of primary care provision.
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 22 Community psychiatry and service delivery models Michele Tansella, Graham Thornicroft and Ezra Susser
 
 This chapter focuses on the following key questions for psychiatrists. What are the main mental health service delivery models, and how far are they evidence-based or ethics-based? Should mental health services be provided in community or hospital settings? What service components are necessary and which are optional? What are service development priorities for countries with low, medium and high levels of resources? This chapter discusses mental health services for adults of working age and does not directly address other important groups, including children, older people or those suffering primarily from alcohol or drug misuse. The reader is referred to Chapters 6, 15, 10 and 11, respectively, for coverage of those issues.
 
 Deﬁnition of key terms How does community psychiatry differ from social psychiatry? The latter has rarely been defined in formal terms, and Leff (1993) stated that “social psychiatry is concerned with the effects of the social environment on the mental health of the individual, and with the effects of the mentally ill person on his/her environment” (p. 5). Most texts on social psychiatry have focused on identifying social influences on the onset and course of mental disorders (Bebbington, 1990; Leff, 1993). Community psychiatry, by contrast,
 
 focuses on interventions (Tyrer, 1995). Common to both is a dependency on epidemiological methods to identify risk factors for social psychiatry and to establish population-level needs for community psychiatry. In our view, community psychiatry comprises the principles and practices needed to provide mental health services for a local population by (1) establishing population-based needs for treatment and care; (2) providing a service system linking a wide range of resources of adequate capacity, operating in accessible locations; and (3) delivering evidencebased treatments to people with mental disorders. In relation to this, we have defined a community-based mental health service as “one which provides a full range of effective mental health care to a defined population, and which is dedicated to treating and helping people with mental disorders, in proportion to their suffering or distress, in collaboration with other local agencies” (Thornicroft & Tansella, 1999, p. 12).
 
 Historical background The recent history of mental health services can be seen in terms of three periods: (1) the rise of the asylum, (2) the decline of the asylum, and (3) balancing mental health care (Thornicroft & Tansella, 1999).
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Period 1. The rise of the asylum Forerunners to asylum care can be traced back many centuries. It was not until the first half of the nineteenth century, however, that the asylum emerged as the main societal institution for care of the mentally ill. In France, England, the United States and other industrializing countries, some of the early asylums represented attempts to provide more humane care, sometimes termed moral treatment (Rothman, 1971; Susser et al., 2005; Weiner, 1993). By the end of the nineteenth century, however, asylums had mainly become a form of unenlightened or merely custodial hospital care, with higher than expected mortality rates (Singer, 2001). In many of the more economically developed countries, the period from 1880 to approximately 1950 was characterised by the construction and enlargement of asylums, remote from their populations, offering mainly custodial containment and the provision of the basic necessities for survival to people with a wide range of clinical disorders and social abnormalities. Some remarkable attempts at care outside asylums have been documented, but they were the exception rather than the rule (Bartlett & Wright, 1999). There is now strong evidence that the asylum model produced overall poor standards of treatment and care (Leff, 1997). Despite this, in some countries, especially those which are less economically developed, almost all mental health service expenditure continues to pay for asylum care.
 
 Period 2. The decline of the asylum This has taken place in many economically developed countries since about 1950, when their manifest shortcomings were demonstrated. Perhaps the most profound of these failures were the effects asylums had on patients, including the progressive loss of life skills and the accumulation of “deficit symptoms” (institutionalism; Wing & Brown, 1970). Further concerns included repeated cases of ill treatment of patients, the geographical and professional isolation of the institutions
 
 and their staff, poor reporting and accounting procedures, failures of management and leadership, ineffective administration, poorly targeted financial resources, weak staff training and inadequate inspection and quality assurance procedures. In response to this, deinstitutionalisation proceeded. Deinstitutionalisation can be defined in terms of three essential components: (1) the prevention of inappropriate mental hospital admissions through the provision of community facilities, (2) the discharge to the community of long-term institutional patients who have received adequate preparation and (3) the establishment and maintenance of community support systems for noninstitutionalised patients.
 
 Period 3. Balancing mental health care During this period, the main goal has been to develop a range of balanced care within local settings. In this process, which has not yet begun in some regions and countries, it is important to ensure that all the positive functions of the asylum are fully reprovided, and the negative aspects of the institutions are not perpetuated. The balanced care approach aims to provide services which offer treatment and care with the following characteristics: r services which are close to home, including modern hospital-care for acute admissions and longterm residential facilities in the community; r interventions related to disabilities as well as symptoms; r treatment and care specific to the diagnosis and needs of each individual; r services consistent with international conventions on human rights; r services which reflect the priorities of service users themselves (Rose et al., 2003; Faulkner & Thomas, 2002); r services which are co-ordinated between mental health professions and agencies; and r mobile rather than static services, including those which can offer home treatment.
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 Table 22.1 Overview of the matrix model Geographical dimension
 
 1. Country/ regional level 2. Local level 3. Individual level
 
 Temporal dimension A. Input phase 1A
 
 B. Process phase 1B
 
 C. Outcome Phase 1C
 
 2A
 
 2B
 
 2C
 
 3A
 
 3B
 
 3C
 
 Contextual issues in developing mental health services For planning, delivering and evaluating mental health services, there is a clear need for an overall conceptual framework. We have proposed such a framework (the matrix model), which uses two dimensions, the geographical/service organisation level (country, local and patient levels, identified by the numbers 1, 2 and 3) and the temporal (input, process and outcome phases, both short and long term outcomes, referred to by the letters A, B and C; Tansella & Thornicroft, 1998). Using these two dimensions a 3 × 3 matrix with nine cells is constructed to bring into focus critical issues for mental health services. The overall scheme is illustrated in Table 22.1.
 
 Service models in low-, medium- and high-level resource areas Table 22.2 presents a scheme to show models of mental health service delivery appropriate to the level of resources available locally. For simplicity, the table is organised along the lines proposed by the World Health Organisation (WHO) World Health Report (WHO, 2001, pp. 112–115). The table indicates that countries with a low level of resources
 
 (Column 1) are likely to need to provide most or all of their formal mental health care in primary health care settings, delivered by primary care staff, with specialist backup to provide training, consultation for complex cases and in-patient assessment and treatment for cases which cannot be managed in primary care (Mubbashar, 1999). Because even these types of formal services are extremely limited in many settings, informal care by families, other community resources and care by traditional healers may assume central importance (Desjarlais et al., 1995; Susser et al., 1996). Accordingly, the interrelationships between the various formal and informal sectors need careful attention. There is enormous variation in the nature of care received both within and across low-resource countries. In the worst instances, apparent community care in fact represents widespread neglect of mentally ill people. Where asylums do exist, policy makers will face choices about whether to upgrade the quality of care offered (Njenga, 2002) or to use the resources of the larger hospitals to set up decentralised services instead (Alem, 2002). It is important to recognise that the differences between the low- and the high-resource countries are vast. In Europe, for example, there are between 5.5 and 20.0 psychiatrists per 100,000 population, whereas the figure is 0.05 per 100,000 in African countries (Njenga, 2002); the average number of psychiatric beds is 87 per 100,000 in the European region and 3.4 per 100,000 in Africa (Alem, 2002). Furthermore, approximately 5% to 10% of the total health budget is spent on mental health in Europe (Becker & Vazquez-Barquero, 2001), whereas on the African continent 80% of countries spend less than 1% of their limited total health budget on mental health (World Bank, 2002). Further, for both Europe and Africa, there are huge variations between countries as well as between local areas within countries. As a consequence, the models of service provision relevant to low-resource areas will be substantially different from those required by medium- and highresource countries. The scheme used in this chapter is that elaborated in the WHO World Health Report, which describes low, medium and high levels of
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 Table 22.2 Mental health service components relevant for countries with low, medium and high levels of resources 1. Low levels of resource countries
 
 2. Medium levels of resource countries
 
 3. High levels of resource countries
 
 A. Primary care mental health with specialist back-up
 
 A. Primary care mental health with specialist back-up and B. Mainstream mental health care
 
 A. Primary care mental health with specialist backup and B. Mainstream mental health care and C. Specialised/differentiated mental health services
 
 Screening and assessment by primary care staff
 
 Out-patient/ambulatory clinics
 
 Specialised clinics for specific disorders or patient groups, including: – eating disorders – dual diagnosis – treatment-resistant affective disorders – adolescent services
 
 Talking treatments, including counselling and advice
 
 Community mental health teams
 
 Specialised community mental health teams, including: – early inventions teams – assertive community treatment
 
 Pharmacological treatment Liaison and training with mental health specialist staff, when available
 
 Acute in-patient care
 
 Alternatives to acute hospital admission, including: – home treatment/crisis resolution teams – crisis/respite houses – acute day hospitals
 
 Limited specialist backup available for: – training – consultation for complex cases – in-patient assessment and treatment for cases which cannot be managed in primary care, for example, in general hospitals
 
 Long-term community-based residential care Occupation/day care
 
 Alternative types of long-stay community residential care, including: – intensive 24-hour staffed residential provision – less intensively staffed accommodation – independent accommodation Alternative forms of occupation and vocational rehabilitation: – sheltered workshops – supervised work placements – cooperative work schemes – self-help and user groups – clubhouses/transitional employment programmes – vocational rehabilitation – individual placement and support service
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 resource countries in relation to their “resource realities” (WHO, 2001), although it is recognised that as yet there are no agreed and standardised criteria in terms of socioeconomic indicators (such as gross national product per capita) to define which countries can be classified in each of these three resource groups. Countries with a medium level of resources (Column 2 of Table 22.2) may first establish the service components shown and later, as resources allow, chose to develop some of the wider range of more differentiated services, which are indicated in Column 3. The choice of which of these more specialised services to develop first depends on local factors, including services traditions and specific circumstances; consumer, carer and staff preferences; existing services’ strengths and weaknesses; and the way in which evidence is interpreted and used. Policy makers will need to decide which service components to commission and also which services to decommission according to the resources available and according to the local priorities and guiding principles adopted. The scheme also indicates that the models of care relevant and affordable to countries with a high level of resources (Column 3) may be entirely different to those with low levels of resources.
 
 r Psychological disorders can affect people’s per-
 
 ceptions of their physical health status.
 
 r Most primary care staff are aware of psychologi-
 
 cal disorders, but the agreement between clinician recognition and the actual occurrence of these problems (assessed by research measures) is only low to moderate. r Mental disorders seen in primary care settings are a major public health problem and cause a substantial burden to society. r Mental health treatments should therefore be an integral part of primary care. r The training of staff in the recognition and treatment of these disorders should therefore be given a high priority so that these skills are a part of their core expertise (Tansella & Thornicroft, 1999; Ustun & Sartorius, 1995; Von Korff et al., 2001). In relation to countries with a low level of resources with specialist backup (Column 1 in Table 22.2), the large majority of cases of mental disorders should be recognised and treated within primary health care (Desjarlais et al., 1995; WHO, 2001). The WHO has shown that integration of essential mental health treatments within primary health care in such countries is feasible (WHO, 2001).
 
 Mainstream mental health care Primary care mental health with specialist backup From the research literature, there is a consensus that well-defined psychological problems are common in general health care and primary health care settings in every country, with an average prevalence of 24% attending these settings. Marked disability is often associated with these disorders, and disability is usually in proportion to the number of symptoms present (Goldberg, 2000; Ormel et al., 1994). The main results of studies conducted so far are the following: r In high-, moderate- and low-resource countries, most people with mental disorders are not seen in specialist services.
 
 Mainstream mental health care refers to a range of service components, which may be necessary in countries that can afford more than a primary care–based system with specialist backup alone. However, the recognition and treatment of the majority of people with mental illnesses, especially depression and anxiety-related disorders, remains a task which falls mostly to primary care. Von Korff and Goldberg (2001) reviewed 12 randomised controlled trials of enhanced care for major depression in primary care settings, showing that disorders often remit with time without any intervention and that interventions should focus on low-cost case management coupled with fluid and accessible working relationships between the case manager, the primary care doctor
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 and the mental health specialist (see also Chapter 21). In other words, the whole process of care needs to be enhanced with the following elements: active follow up by the case manager (who is often a primary care nurse), monitoring treatment adherence and patient outcomes, adjustment of treatment plan if patients do not improve and referral to a specialist when necessary (Gask et al., 1997; Von Korff & Goldberg, 2001). The evidence therefore supports a multimodal approach, and interventions directed solely towards training and supporting GPs have not been shown to be effective (Simon, 2002; Wells et al., 2000). As specialist services are scarce and expensive, they should target r assessment and diagnosis of complex cases, and those requiring an expert second opinion; r treating people with the most severe symptoms (Ruggeri et al., 2000); r providing care for those with the greatest degree of disability consequent from mental illness; and r making treatment recommendation for those conditions which have proved nonresponsive to initial treatment. To achieve this consistently, a service will need to identify priority groups of those who should receive access to specialist care, from among the 25% of the whole population who suffer from a mental disorder in any given year. Well-targeted services are those in which specialist care concentrates on providing direct services to people with the most severe degrees of symptoms and disability (often called severe mental illness). This means treating, to a high clinical standard of evidence-based care, both psychotic and nonpsychotic severe disorders, in the acute and post-acute phases. Moreover, they should also offer consultation, liaison and advice to primary care and other services which treat the more common mental disorders, with a special responsibility for the treatment-resistant and more chronically disabling mental disorders seen in those settings. Sufficient services will need to be provided in all of the five categories included in column 2 of Table 22.2. One therefore has to address the capacity needed for each of these categories, taking
 
 into account the services that are available in all the other categories, and this orientation is sometimes called whole system planning (Thornicroft & Tansella, 1999).
 
 Out-patient and ambulatory clinics Such clinics can be seen as clinical services provided in various settings (such as primary care health centres, general hospitals or community mental health centres) in which trained mental health staff offer assessment and treatment, including pharmacological, psychological and social interventions. These components include huge variations in practice, for example, in relation to whether (1) patients can self-refer or need to be referred by other agencies such as primary care; (2) there are fixed appointment times or open access assessments; (3) doctors, alone or with other disciplines, also provide clinical contact; and (4) direct or indirect payment is made. Other considerations include methods to enhance attendance rates, how to respond to nonattenders and the frequency and duration of clinical contacts. There is surprisingly little evidence on all of these key characteristics of out-patient care (Becker, 2001). Even so, there is a strong clinical consensus in many countries that they are a relatively efficient way to organise the provision of assessment and treatment of mental health care providing that the clinic sites are accessible to local populations. Nevertheless, these clinics are simply methods of arranging clinical contact between staff and patients, and thus the key issue is the content of the clinical interventions, namely, to deliver only treatments which are known to be evidence-based (Nathan & Gorman, 2002).
 
 Community mental health teams Community mental health teams (CMHTs) are the basic building block for community mental health services. The simplest model of provision of community care is for generic (meaning nonspecialised) CMHTs to provide the full range of interventions, prioritising adults with severe mental illness, in
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 a local defined geographical catchment area. Evidence from the United Kingdom (Simmonds et al., 2001; Thornicroft et al., 1998; Tyrer et al., 1995, 1998, 2003) suggests that there are clear benefits to the introduction of generic community-based multidisciplinary teams. They may improve engagement with services, enhance user satisfaction and increase met needs, although they do not have significant benefits for symptomatic or social improvement. The central advantages of generic CMHTs are in continuity of care and in flexibility, which have been shown to be more developed where a more community-based model is in place (Sytema et al., 1997). Patients may benefit from seeing the same staff long-term, and when in crisis the relationships staff members have already established may be invaluable. The ability of mobile CMHTs to contact patients at home, at work, in neutral settings such as local cafes or in other institutions means that early relapse identification and treatment is more often achieved and that adherence to treatment may be more often maintained (McDonald et al., 2002). The generic CMHT is flexible in that intensity of input may be varied according to the patient’s current needs, without requiring transfer to another team. There may be patients who will benefit from frequent contact and outreach – for example, during a relapse – but who at other times require relatively low levels of input. The scope for providing such flexibility may be diminished with discrete, specialised teams, which have a remit only to provide intensive support (Burns, 2001; Mueser et al., 1998). Case management has been described as the “coordination, integration and allocation of individualised care within limited resources” (Thornicroft, 1991, p. 141). There is now a considerable literature to show that this style of working can be moderately effective in improving continuity of care, quality of life and patient satisfaction, but there is conflicting evidence on whether case management has any impact on the use of in-patient services (Hansson et al., 1998; Mueser et al., 1998; Saarento et al., 1996; Ziguras & Stuart, 2000; Ziguras et al., 2002). Case
 
 management needs to be carefully distinguished from the more specific and more intensive assertive community treatment (discussed later). At this stage, the evidence suggests that the practice of case management can most usefully be implemented within the context of community mental health teams and is a method of delivering care rather than being a particular type of clinical intervention in its own right (Holloway & Carson, 2001).
 
 Acute in-patient care There is no evidence for countries with medium or high levels of resources that a balanced system of mental health care can be provided without some acute psychiatric in-patient care. Some services (such as home treatment teams, crisis house and acute day hospital care) may be able to offer realistic alternative care to some voluntary patients. Nevertheless, those who need urgent medical assessment, or with severe and comorbid medical and psychiatric conditions, severe psychiatric relapse and behavioural disturbance, high levels of suicidality or assaultativeness, acute neuropsychiatric conditions, or elderly patients with concomitant severe physical disorders, will usually require highintensity immediate support in acute in-patient hospital units, sometimes on a compulsory basis (Department of Health, 2002). There is a relatively weak evidence base on many aspects of in-patient care, and most studies have been descriptive accounts (Szmukler & Holloway, 2001). There have been few systematic reviews in this field, one of which found that there were no differences in outcomes between routine admissions and planned short hospital stays (Johnstone & Zolese, 1999). More generally, it is possible to say that although there is a consensus that acute inpatient services are necessary, the number of beds required is highly contingent on which other services exist locally and on local social and cultural characteristics, including the degree of tolerance of disturbed behaviour (Thornicroft & Tansella, 1999). Acute in-patient care commonly absorbs most of the mental health budget (Knapp et al., 1997).
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 Therefore, realistically minimising the use of beddays – for example, by reducing the average length of stay – may be an important policy goal, if the resources released in this way can be used for other mental health service components. Given the need for some in-patient services in medium- and highresource countries, a second pressing policy issue concerns measures to provide these in a humane way that is acceptable to patients – for example, in general hospital units (Quirk & Lelliott, 2001; Tomov, 2001).
 
 Long-term community-based residential care Larger psychiatric hospitals, where they exist, usually provide more long-term than acute care. From a policy perspective, it is important to know whether long-term patients should continue to be cared for in such institutions or whether they should be transferred to long-term community-based residential care. The evidence here, for medium- and highresource level countries, is clear. When deinstitutionalisation is carefully planned and managed, the outcomes will be more favourable for most patients who are discharged to community care (Shepherd & Murray, 2001; Tansella, 1986; Thornicroft & Bebbington, 1989). The TAPS study in London (Leff, 1997), for example, completed a 5-year follow-up on more than 95% of 670 discharged long-stay nondemented patients and found the following: r At the end of 5 years, two thirds of the patients were still living in their original residence. r The new form of service did not increase the death rate or the suicide rate. r Fewer than 1 in 100 patients became homeless, and no patient was lost to follow-up from a staffed home. r More than one third were readmitted during the follow-up period, and at the time of follow-up 10% of the sample were in hospital (a Nordic multicentre study has also emphasised this point; Oiesvold et al., 2000). r Overall, the patient’s quality of life was greatly improved by the move to the community, but
 
 disabilities remained due to the nature of severe psychotic illnesses (Leff, 1997). r There was little difference overall between hospital and community costs, and the economic evaluation suggested that community care is more costeffective than long-stay hospital care. The range and capacity of community residential care that will be needed in any particular area is highly dependent on two key factors: the nature of the other mental health service components which are available locally and social and cultural factors such as the amount of family/carer which is usually provided (van Wijngaarden et al., 2003).
 
 Occupation and day care Rates of unemployment among people with mental disorders are usually much higher than in the general population (Warner, 1994; Warr, 1987). Traditional methods to offer occupation, especially to people with longer-term and more disabling mental disorders, have been day centres or a variety of nonstandardised psychiatric rehabilitation centres (Rosen & Barfoot, 2001; Shepherd, 1990). There is little scientific research of these traditional forms of day care, and a recent review of more than 300 papers, for example, found no relevant randomised controlled trials. Nonrandomised studies have given conflicting results and for countries with medium levels of resources, it is reasonable at this stage to make pragmatic decisions about the provision of rehabilitation and day care services if the options discussed later are not affordable (Catty et al., 2003). It is important to ensure that the interfaces between the services are functioning properly, as a condition for successful implementation of the service as a whole. Such interfaces will operate across the whole range of statutory and voluntary/community organisations. Communication of information and transfer of patients may need to be arranged, for example, between health services (general physical and dental health, primary care and, when available, forensic, old age, learning disability/mental handicap/mental retardation, psychotherapies), social services/welfare benefits
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 (income support, domiciliary care, respite care), housing agencies (staffed and unstaffed accommodation and residential care), other governmental agencies (police, prison) and non-governmental agencies (religious organisations, voluntary groups, for-profit private organisations) (Goldberg & Jackson, 1992). This degree of integration implies that a planning authority/agency is required at the local level to co-ordinate the commissioning and provision of services so that the service components work effectively together in an integrated way, although the degree of service integration has not itself been formally tested for in systematic reviews of randomised controlled trials (Gask et al., 1997; Tyrer et al., 1989).
 
 Specialised/differentiated mental health services The approach adopted in this chapter is that a balanced approach to community-based mental health services requires a mixed portfolio of service components and that this blend will in large part depend on the level of resources available. In countries which have a high level of resources, it maybe possible to develop, in addition to the primary care mental health with specialised backup services and also in addition to the mainstream services, more specialised and more differentiated services dedicated to particular subgroups of patients or to specific goals. Where these are well implemented, they may reduce part of the demand for the mainstream services, for instance, the substitution of acute inpatient care by home treatment teams or services to help homeless persons with mental illness adjust to community living and integrate into the care system (Susser et al., 1997). Interestingly the evidence base for these more recent and more innovative forms of care is far wider and more scientifically rigorous than for any of the service components described earlier in relation to lower-resource countries, and indeed few high-quality scientific studies have been carried out in low-income countries, across all fields of health (Isaakidis et al., 2002; Patel & Sumathipala, 2001).
 
 Specialised out-patient and ambulatory clinics Specialised out-patient facilities for specific disorders or patient groups are common in many highresource countries and may include the following services, dedicated to: r patients with eating disorders; r patients with dual diagnosis (psychotic disorders and substance abuse); r cases of treatment-resistant affective or psychotic disorders; r individuals requiring specialised forms of psychotherapy; r mentally disordered offenders; r mentally ill mothers and their babies; and r those with other specific disorders (such as posttraumatic stress disorder). Local decisions about whether to establish such specialist clinics will depend on a number of factors, including their relative priority in relation to the other specialist services described later, identified services gaps, and the financial opportunities available (Dixon et al., 2001; Olfson et al., 1998; Rosenheck et al., 2000).
 
 Specialised community mental health teams Specialised mental health teams are by far the most researched of all the possible components of balanced mental health service, and most recent randomised controlled trials and systematic reviews in this field refer to such teams (Mueser et al., 1998). Two types of specialist community mental health team have been particular well developed as adjuncts to the generic community mental health team: assertive community treatment (ACT) teams and early intervention teams.
 
 Assertive community treatment teams These teams provide a form of specialised mobile outreach treatment for people with more disabling mental disorders and have been characterised (Deci et al., 1995; Scott & Lehman, 2001; Teague et al., 1998) as requiring the following features:
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 r small caseloads (the number of patients cared for
 
 by the programme should be in the region 100 patients with 10 core staff ); r continuous services (provided 24 hours a day, 7 days a week); r medication delivered by team members daily, if necessary; r ability for patients to graduate to less intensive interventions; r a team approach, including the contributions of psychiatrists, nurses and other professionals; r the team arranges or directly manages patients’ finances; and r the average proportion of team activity which takes place in the community is targeted at 80%. There is now strong evidence that ACT, offered to people with severely disabling psychotic disorders in high-resource level countries can produce the following advantages: (1) reductions in admissions to hospital, and in the use of acute in-patient beddays; (2) improvements in accommodation status and occupation; and (3) increase of service satisfaction. ACT has not been shown to produce improvements in mental state or social behaviour. Compared with usual services, the costs of in-patient services were reduced, but ACT did not change the overall costs of care (Latimer, 1999; Marshall & Lockwood, 2003; Phillips et al., 2001; Rosenheck & Neale, 1998). Nevertheless, the extent to which ACT is cross-culturally relevant is not yet established, and there is evidence that ACT may be less effective where usual services have been already well developed to offer high levels of continuity of care (Burns et al., 1999, 2001; Fiander et al., 2003).
 
 Early intervention teams There has been considerable interest in recent years in the prompt identification and treatment of first or early episode cases of psychosis. Much of the research in this field has focussed on the time between first clear onset of symptoms and the beginning of contact with treatment services, referred to as the duration of untreated psychosis (DUP). Emerging evidence now suggests that longer DUP is a strong predictor of worse outcome for
 
 psychosis; in other words, if patients wait a long time after developing a psychotic condition before they begin to receive treatment, they may take longer to recover and may have a less favourable long-term prognosis. So far few controlled trials have been published of interventions in this field, and no Cochrane systematic review has been completed. Thus it is premature to judge, at this stage, whether specialised early intervention teams should be seen as a high priority (Friis et al., 2003; Harrigan et al., 2003; Larsen et al., 2001; McGorry & Killackey, 2002; McGorry et al., 2002; Warner & McGorry, 2002).
 
 Alternatives to acute in-patient care In recent years three main alternatives to acute inpatient care have been developed: acute day hospitals, crisis houses and home treatment/crisis resolution teams. Acute day hospitals are facilities which offer programmes of day treatment for those with acute and severe psychiatric problems, as an alternative to admission to in-patient units. A recent systematic review of nine randomised controlled trials established that acute day hospital care is suitable for between a quarter and a third of those who would otherwise be admitted to hospital. Day hospital care offers advantages in terms of faster clinical improvement, and it is less expensive. It is reasonable to conclude that acute day hospital care is an effective option when demand for in-patient beds is high (Harrison et al., 1999; Marshall et al., 2001; Wiersma et al., 1995). Crisis houses are houses in community settings which are staffed by trained mental health professionals and which offer admission for some patients who would otherwise need in-patient care because of their acute and severe mental health condition. A wide variety of respite houses, havens and refuges have been developed – for example, for women escaping from scenes of domestic violence, but crisis house is used here only to refer to facilities which may be alternatives to noncompulsory hospital admission. There is relatively little research evidence about such houses at present. Where they have been established they are very acceptable to
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 their residents (Davies et al., 1994; Sledge, Tebes, & Rakfeldt, 1996a; Szmukler & Holloway, 2001), may be able to offer an alternative to hospital admission for about a quarter of otherwise admitted patients and may be more cost-effective than hospital admission (Sledge, Tebes, & Rakfeldt, 1996a, 1996b). A particular type of crisis house for psychotic patients is the Soteria experience in the United States, which was shown to have advantages over usual hospital treatment (Mosher, 1999). Home treatment/crisis resolution teams are mobile community mental health teams which aim to offer assessment of patients in psychiatric crises and then provide intensive treatment and care at home to avoid or minimise the use of acute hospital admission. A recent Cochrane systematic review (Catty et al., 2002) has found that most of the research evidence is from the United States or United Kingdom and concluded that home treatment teams reduce the days spent in hospital for people in mental heath crises, especially if the teams make regular home visits and have responsibility for both health and social care (Department of Health, 2001; Harrison et al., 2001; Joy et al., 2002; Rosen, 1997).
 
 Alternative types of long-stay community residential care Mental health services which are reducing the scale of large psychiatric institutions commonly provided long-stay residential care in the community to receive patients transferred from asylums (Shepherd et al., 1996, 2001; Trieman et al., 1998). Such residential care usually acts as a direct substitute for long-stay hospital wards and includes both nursing homes and residential care homes which have a combination of trained nurses, nursing assistants or care assistants present 24 hours a day. More specialised forms of residential care are commonly developed at a later stage to provide graded levels of support for mentally ill people who are not able to cope in independent accommodation without assistance. Three categories of such residential care can be identified, namely:
 
 1. 24-hour staffed residential care: a high-staffed hostel, residential care home or nursing home, depending on whether the staff have professional qualifications; 2. day-staffed residential places: s day-staffed hostel or residential home which has staff attending regularly for fixed hours, several days a week; 3. lower supported accommodation: minimally supported hostels or residential homes with visiting staff, including any supported, self-contained flats with one or several staff on call in separate accommodation. There is somewhat limited evidence on the costeffectiveness of these various levels of residential care, and there are no completed systematic reviews (Chilvers et al., 2003), so it is reasonable for policy makers to decide on the need for such services with local stakeholders (Hafner, 1987; Nordentoft et al., 1992; Rosen & Barfoot, 2001; Thornicroft, 2001).
 
 Alternative forms of occupation and vocational rehabilitation Work represents an important goal for many people with severe mental illnesses. Gainful employment addresses practical needs through improved economic independence, as well as therapeutic needs by enhancing self-esteem and overall functioning (Lehman, 1995; Wiersma et al., 1997). Although vocational rehabilitation has been offered in various forms to people with severe mental illnesses for more than a century, its role has weakened because of discouraging results from earlier vocational rehabilitation efforts, financial disincentives to work, and a general pessimism about outcomes for these patients (Polak & Warner, 1996). However, several recent developments have again raised employment as an outcome priority. The advent of new pharmacological agents has raised hopes that overall outcomes may improve and that patients may be better able to take advantage of rehabilitation efforts (Lehman, 1999). Consumer and carer advocacy groups have set work and occupation as
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 Box 22.1 A stepwise approach to delivering mental health services It may facilitate the implementation and delivery of mental health services to break down tasks into seven specific steps: (1) establishing the service principles, (2) setting the boundary conditions, (3) assessing population needs, (4) assessing current provision, (5) formulating a strategic plan, (6) implementing the service components at the local level and (7) a monitoring and review cycle (Reynolds & Thornicroft, 1999; Thornicroft & Tansella, 1999). This last step means that the consequences of care need to be assessed on a regular basis. In relation to the matrix model, it is our view that the main focus of such evaluations should be the outcomes of care for individual patients, for example, through the routine implementation of standardised outcome measures (Dash et al., 2003; Ruggeri et al., 2002; Gilbody et al., 2002; Slade et al., 1999).
 
 one of their highest priorities to enhance both functional status and quality of life (Becker et al., 1996; Thornicroft et al., 2002). There are recent indications from the United States that it is possible to improve vocational and psychosocial outcomes greatly with supported employment models. These models emphasise rapid placement in competitive jobs and support from employment specialists within a mental health treatment team (Drake et al., 1999). The individual placement and support (IPS) model is a supported employment programme that emphasises competitive employment in integrated work settings with follow-up support, thereby bypassing the traditional stepwise approaches to vocational rehabilitation (Priebe et al., 1998). Studies of IPS programmes have been encouraging in terms of increased rates of competitive employment (Lehman et al., 2002; Marshall et al., 2001). The traditional model uses a “train and place” approach, offering training in sheltered workshops and then placing individuals in real-life work settings. The IPS programme is the reverse, that is, “place and train”, so that clients are placed in real jobs and then offered variable amounts of direct personal support to be able to retain their work positions.
 
 The ethical base of mental health care The ethical codes and declarations relevant to medicine include several which relate specifically to mental health care (Amnesty International, 2000). The United Nations Principles for the Protection of Persons with Mental Illness and the Improvement of Mental Health Care was adopted by General Assembly in 1991 (available at www.unhchr.ch/ html/menu3/b/68.htm), and stressed the inherent humanity of persons with mental illness. By the same token, the 1996 World Psychiatric Association Declaration of Madrid (available at www.wpanet.org/generalinfo/ethic1.html) seeks to reverse the process of segregation and discrimination. Both of these provisions are a blend of positive and negative rights. The positive rights seek to guarantee to persons with mental illness the best available mental health care. The negative rights emphasise that mental illness per se should not result in the loss of right to self-determination and should accord recognition to the autonomy of persons with mental illness and guarantee their protection from exploitation and discrimination. After the declaration of such principles, has the transition from rhetoric to reality really taken place? Unfortunately the worldwide evidence is that there are violations of even the most basic human rights of mentally ill people (Desjarlais et al., 1995; Sartorius, 2001; WHO, 2001). For example, the Mental Disability Advocacy Centre has recently published concerns about the use of caged beds in several central and eastern European countries, including the Czech Republic, Hungary, Slovakia and Slovenia, all of which joined the European Union in 2004 (see http://www.mdac.info/cagebeds.htm). Similarly, the family members’ organisation Zenkaren in Japan has published details of how, until recently, mentally ill persons have been excluded by local statue from such local amenities as public swimming baths in many parts of Japan (Takizawa, 1993). In India, a report by the National Human Rights Commission exposed the gross violations of human rights in many mental hospitals of the country (National Human Rights Commission, 1999).
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 It is therefore impossible to resist the conclusion that basic human rights of people with mental illness are systematically disregarded in some settings. How can this be the case? It is helpful to consider the conceptual model of stigma developed by Link and colleagues (Link, 2001; Link & Phelan, 2001), in which the key aspects of stigmatisation are as follows: labelling, stereotyping, separation, status loss and discrimination and that for stigmatisation to occur, power must be exercised. Seen in this context, persons with mental illness have traditionally had little power to challenge the labels attached to them by others or to resist the social processes (rather similar in many ways to institutional racism) that have severely limited their life opportunities.
 
 Conclusions This chapter makes clear that there is no compelling argument and no scientific evidence which favours a model of mental health services that is based in hospitals alone (Drake et al., 2001). However, there is also no scientific evidence that community services alone can provide satisfactory comprehensive care. Both the evidence available so far and accumulated clinical experience in many countries support a balanced model, which includes both elements of hospital and community care (Thornicroft & Tansella, 2002). In terms of financial resources, the evidence from cost-effectiveness studies, when they have been applied in relation to deinstitutionalisation and the provision of community mental health teams, is that the quality of care is closely related to the expenditure on services – community-based models of care have been shown to be largely equivalent in cost to the services which they replace. They cannot be considered as primarily cost-saving or cost-containing measures. Nevertheless the material resources available will constrain how the balanced model is applied, and one may need to take a long-term perspective so that the components of the balanced care model are implemented over
 
 time, as resources allow, increasingly to offer more choice to patients and consumers between services which are based on increasingly strong evidence of cost-effectiveness.
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 23 General hospital psychiatry Matthew Hotopf and Simon Wessely
 
 General hospital psychiatry (also known as consultation-liaison psychiatry, liaison psychiatry and psychological medicine) arguably encompasses a wider range of clinical problems and presentations than any other branch of adult psychiatry. The problems seen by psychiatrists and other mental health professionals do not necessarily fit within the bounds of psychiatric classifications but include: r Medically unexplained symptoms and syndromes (also known as somatoform disorders, functional symptoms, or “overlay”) r Factitious disorders and malingering r Deliberate self-harm and other psychiatric emergencies (Chapter 20) r Organic disorders (Chapter 14) r Problems with adjustment to physical disease, including anxiety and depression r Alcohol and other substance use disorders (Chapters 10 and 11) r Problems with mental incapacity r Postpartum mental disorders (Chapter 19) This chapter begins with a description of some of the general themes that are pertinent across all disorders in their presentation within general hospitals. We then discuss two central groups of disorder in some depth – medically unexplained symptoms and the relationship between common mental disorders and physical diseases. We then briefly consider the aspects specific to general hospital psychi-
 
 atry for various topics which are covered in more depth in other chapters.
 
 General themes in general hospital psychiatry Psychiatric disorders are common Studies of general hospital inpatients (Table 23.1) show that approximately 20% to 40% have a Diagnostic and Statistical Manual of Mental Disorders (DSM) or International Classification of Diseases (ICD) diagnosis, the most common groups being common mental disorders (depression and anxiety), alcohol and drug dependence and organic disorders (delirium and dementia). Accident and emergency departments in the United Kingdom see around 170,000 presentations with deliberate selfharm per year, and this remains one of the commonest causes of medical admission in younger adults. Other psychiatric emergencies (e.g. acute psychotic illness) also present to accident and emergency departments. Outpatient departments also see a high rate of patients with common mental disorders and cognitive impairment (Carson et al., 2000; Van Hemert et al., 1993) but also a large number of patients with medically unexplained symptoms – which account for up to 50% of new patient referrals to medical and gynaecology clinics,
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Table 23.1 Frequency of psychiatric disorders in general hospital inpatients Study
 
 Setting/population
 
 Prevalence
 
 Silverstone (1996)
 
 343 emergency medical admissions United Kingdom
 
 343 full sample: 8.7% cognitive impairment 6.1% delirium 2.6% dementia Cognitive impairment excluded from SCAN interview 313 sample: 27.2% DSM-IV diagnosis 7.7% major depression 6.7% anxiety disorder 5.1% alcohol dependence or abuse 13.7% adjustment disorder
 
 Hansen et al. (2001)
 
 294 internal medicine patients, Denmark
 
 38.7% any mental disorder 8.3% depression 16.3% anxiety 17.6% somatoform 10.9% substance use 3.7% other
 
 Diez-Quevedo et al. (2001)
 
 1,003 medical and surgical inpatients in university hospital, Spain; cognitive impairment excluded
 
 41.5% any disorder 20.5% “threshold disorders only” 26.2% any mood disosder 14.8% major depression 14.1% anxiety disorder 13.2% alcohol abuse/dependence 6.5% any eating disorder 1.2% bulimia
 
 Martucci et al. (1999)
 
 1,039 general medical and surgical patients in Italy; two-phase design
 
 ICD-10 26.1% any diagnosis 12.8% current depression 1.0% dysythmia 10.8% GAD 2.6% harmful use of alcohol 2.4% alcohol dependence 0.7% agoraphobia 0.3% panic disorder 1.5% neurasthenia 0.4% hypochondria 1.0% somatisation disorder
 
 Nair & Pillay (1997)
 
 230 general hospital patients South Africa
 
 12% substance dependence 7% depressive disorder 2% adjustment disorder 1% organic mood disorder (cont.)
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 Table 23.1 (cont.) Study
 
 Setting/population
 
 Prevalence
 
 Booth, Blow, & Loveland Cook (1998)
 
 1,007 general hospital patients, United States
 
 17.8% any disorder 10.9% anxiety disorders 7.6 mood disorders 7% depression 5.6% substance abuse 0.8% schizophrenia
 
 Feldman et al. (1987)
 
 382 medical inpatients United Kingdom
 
 14.6% affective disoroder 8.8% had major cognitive impairment (half delirium, one quarter dementia, one quarter both) 15% men and 3% women +ve on CAGE 4% men and 1% women excess alcohol consumption
 
 Wancata et al. (2000)
 
 505 general hospital inpatients Austria
 
 All diagnoses 37.3% 12.1% minor depression 9.7% dementia 6.2% substance misuse 2.5% major depressive disorder 3.3% anxiety disorders 2.7% personality disorder
 
 Koenig (1997)
 
 542 general medical, cardiology and neurology inpatients aged over 60; United States
 
 15% impaired on MMSE 21.6% major depressive disorder 27.8% minor depression
 
 Maguire et al. (1974)
 
 230 medical inpatients United Kingdom
 
 16% affective disorders 3% “organic psychoses” 1% severe personality disorder or alcohol dependence
 
 DSM-IV = Diagnostic and Statistical Manual of Mental Disorders, 4th edition; GAD = generalised anxiety disorder; ICD-10 = International Classification of Diseases MMSE = Mini-Mental State Examination.
 
 making this the largest “diagnostic” group in secondary medical care (Nimnuan, Hotopf, & Wessely, 2001).
 
 Psychiatric disorders are frequently unrecognised and untreated Mental health services in general hospitals see only a tiny minority of all those with psychiatric disorders. Obviously the figure depends on the availability of services, but even in hospitals with established liaison psychiatric services, only 12% of those identified as having a psychiatric disorder were referred
 
 in one cross-sectional study (Hansen et al., 2001). Similarly only around one quarter to one half of those with a psychiatric diagnosis are recognised to have a problem by the clinical teams responsible for their medical care (Chen et al., 2004; Diez-Quevedo et al., 2001; Martucci et al., 1999; Silverstone, 1996).
 
 Psychiatric disorders have signiﬁcant consequences Patients with comorbid physical disease and psychiatric disorder have a worse outcome in several respects. First, symptoms of the physical disease
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 may be more marked when there is comorbid psychiatric disorder. Second, the combination of psychiatric disorder and physical disease has a negative impact on quality of life (Wells & Sherbourne, 1999). Third, prognosis of physical disease may be worse when there is comorbid psychiatric disorder – this may be in part because organic psychiatric disorders are more common in more severe and advanced physical illness (Van Hemert et al., 1994); and when physical disease is a consequence of substance misuse, it is obvious that continued and untreated substance misuse will worsen the outcome of the physical disease. However, there is also evidence that mood disorders are associated with higher mortality in patients with physical disease, and this association (explored later in this chapter) is not simply due to uncontrolled confounders. Fourth, psychiatric disorders impact on healthcare costs, principally by the association with more and longer admissions and more investigations (Koopmans et al., 2005). Finally, psychiatric disorders may disrupt the doctor-patient relationship (Hahn et al., 1994; Jackson & Kroenke, 1999; Sensky et al., 1989; Sharpe et al., 1994) being a strong risk factor for interactions which the (nonpsychiatrist) doctor rates as “difficult”.
 
 Psychiatric disorders are treatable, but services are often inadequate Psychiatric disorders are underrecognised in the general medical sector. If recognition of a psychiatric disorder did not change management, it might not matter, but there is increasing evidence that common mental disorders, when occurring with physical illness, can be treated effectively (discussed later), as can medically unexplained symptoms. However, psychiatric provision for the general hospital sector is poor, and although there is evidence that the speciality of liaison psychiatry has grown in the last 20 years in the United Kingdom (Swift & Guthrie 2003), mental health policy has tended to ignore the needs of general hospital patients.
 
 Comorbid depression and anxiety in physical disease Diagnostic concerns Depression and anxiety are common in general hospital patients, and there is a strong epidemiological association between physical disease and common mental disorders in the wider population. A key problem in interpreting this association is the nature of symptoms of anxiety and depression in physical disease. It is normal for patients experiencing what may be a life-threatening illness or one which severely limits previous activities, to feel sad and anxious about the future. Further, many of the somatic symptoms of depression and anxiety may overlap with symptoms caused directly by physical illness. Thus fatigue may be a direct result of most diseases, sleep disturbance is a prominent problem in hospitals due to a noisy environment or pain, and appetite and weight loss may be a feature of diseases such as cancer. How should clinicians take account of these symptoms which overlap with those of depression? One approach is to emphasise cognitive or affective symptoms rather than physical ones when making the diagnosis of mood disorder in this population. Thus the Endicott substitution criteria (Endicott, 1984) replace symptoms like change in appetite or weight with mental state changes such as tearfulness and depressed appearance. Likewise the Hospital Anxiety and Depression Scale (HADS), designed as the name implies, for use in patients with physical illness, avoids somatic symptoms of both depression and anxiety. Yet using this approach makes surprisingly little difference to the detected prevalence of depression in physically ill patients (Chochinov et al., 1994). Another approach is to “raise the bar” and not to make a psychiatric diagnosis on standard criteria but increase the number or severity of symptoms required. This approach predictably reduces detected prevalence rates (Chochinov et al., 1994), but there is no a priori reason for thinking that one prevalence estimate is more valid than another. Perhaps more important
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 is the degree to which symptoms alter function and interfere with quality of life. Ultimately depression and anxiety are syndromal diagnoses, defined in a somewhat artificial manner, and with many causes (House, 1988). One argument is to ignore the problem of definition but instead to focus on the predictive validity of these disorders (i.e. what are their consequences?) and whether they can be treated (e.g. what are the features of depression in this population which make it most amenable to antidepressant medication or psychotherapy?). If depression and anxiety are associated with a poor outcome in terms of disability, symptoms and survival and can be treated, then there seems little point in tampering with diagnostic thresholds.
 
 and are generally reported to be less common than affective disorders in this population. The pattern repeats itself among medical outpatients, with 15% having a depressive illness and a further 10% an anxiety disorder (Van Hemert et al., 1993). When clinical samples of patients with specific diseases are studied, there is again a high prevalence, with 11% of patients with diabetes having depression (and nearly a third reporting significant depressive symptoms; Anderson et al., 2001). Similarly depression is found in 40% of those with Parkinson’s disease (Cummings, 1992), 8% of stroke survivors (Sharpe et al., 1990), and 15% to 20% of patients following myocardial infarction (Musselman et al., 1998b).
 
 Associations of depression Frequency of depression and anxiety It is difficult to find studies which do not find associations between physical disease and common mental disorders. The association is observed in community studies (Black et al., 1998), where, for example, there is a near fourfold increase in significant depressive symptoms in the 2 years following cancer diagnosis and smaller but significant increases following heart disease, arthritis and chronic lung disease (Polsky et al., 2005). Similarly, medical illnesses as a whole are associated with an increased risk of suicidal ideation and attempts (Druss & Pincus, 2000). Among medical patients, rates of depression vary widely depending on the definition and measures used and the population studied. Table 23.1 demonstrates that many studies estimate the prevalence of affective disorders in the range from 7% to 20%, with major depressive disorder being somewhat less common than minor depressions. In specialist settings depressive disorders may be considerably more common; for example, in a systematic review of patients with advanced disease receiving palliative care, the median prevalence of major depressive disorder was 15% (Hotopf et al., 2001). Anxiety disorders have not been studied to the same extent
 
 Which patients with physical disease get depression and anxiety? Most risk factors are similar to those in the general population. Women, the young, those with previous episodes of depression, people with low social support and more life events are all at higher risk (Burgess et al., 2005; Mayou & Hawton, 1986). The relationship between the specific nature of the physical disease and depression is not as clear-cut as might be expected. Much depends on the context, and in particular on the relationship between severity and duration of disease. In cancer, for example, it is probable that depression is highest at certain key points in the “cancer journey”, such as at diagnosis, following a recurrence and during the most advanced stages. At each point, the patient has to make radical adjustments, and it is not surprising that – following diagnosis – the prevalence of depression slowly diminishes (Burgess et al., 2005). Thus taking a mixed clinical population of patients with cancer may not show a strong relationship between depression and severity of disease, because those with more severe disease will often have had longer to make psychological and practical adaptations to their predicament. Chronic pain and other unremitting symptoms, disfigurement and severe
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 limitations imposed by the disease all increase the risk of depression. There is no doubt that another reason for the link between physical disease and depression is via direct specific biological mechanisms related to the disease process. Factors which might be associated with depression are described in Chapter 14 and include endocrine disorders, exogenous steroids, neurological disorders and some infectious diseases. Many different potential biological mechanisms exist. The association between depression and corticosteroids has long been recognised. More recent work has also shown strong associations with immune variables such as the illness behaviour cytokines, the effects of which strongly overlap with depression (Dunlop & Campbell, 2000). The association between depression and physical disease is therefore explained partly by various organic factors and partly by the impact of physical disease as a life event which has serious implications for the sufferer. These range from the imminent loss of life, serious loss of function and loss of role at work or home. Many chronic physical diseases impose ongoing restrictions to lifestyle and although less acute and severe than a life event, none the less qualify as ongoing difficulties. However, the association between depression and physical disease may in part be explained by the effects of depression on physical health. It has long been observed that many psychiatric disorders are associated with elevated mortality, and this excess is not exclusively through suicide (Harris & Barraclough, 1998). This association may be mediated by numerous factors – for example, patients with depression have increased rates of smoking and obesity and participate less in physical exercise (Hasler et al., 2005; Ismail et al., 2000). There may also be direct biological mechanisms which may be general or specific to certain diseases. For example, the relative hypercortisolaemia present in depression may lead to type 2 diabetes by causing insulin resistance (Musselman et al., 2003). Increasing evidence suggests that depression raises the risk of incident ischaemic heart disease, and this may be via changes to blood coagulability or to
 
 altered autonomic function, manifested for example via changes in heart rate variability (indicating reduced vagal tone on the heart; Musselman, Evans, & Nemeroff, 1998a).
 
 Prognosis of depression and anxiety Few studies have described the natural history of depression and anxiety in medically ill patients. A significant proportion (between one and two thirds) of those with established disorders will have persistent symptoms over the next year (Balestrieri et al., 2000; Zung et al., 1990). Most episodes of depression in this population are prolonged (over 3 months; Burgess et al., 2005).
 
 Consequences of depression and anxiety There is growing epidemiological evidence to show that depression is a risk factor for poor prognosis of physical diseases. This may be related to reduced adherence to treatment, and there is certainly evidence that depression, although not anxiety, has a major and consistent impact on adherence across a range of medical diagnoses (DiMatteo et al., 2000). Both depression and anxiety are associated with poorer functioning across a range of quality of life domains (Booth, Blow, & Cook, 1998). One striking association is the apparent impact of depression on mortality for many physical diseases. Associations have been reported across diagnostically mixed groups of physically ill patients (Arfken et al., 1999; Herrmann et al., 2000; Silverstone, 1990), as well as following myocardial infarction (FrasureSmith et al., 1993), heart failure (Freedland et al., 1991; Jiang et al., 2001), stroke (House et al., 2001; Morris et al., 1993), HIV/AIDS (Patterson et al., 1996), renal disease (Peterson et al., 1991) and cancer (Schulz et al., 1996). A good example of this literature is the series of studies by Frasure-Smith (Frasure-Smith et al., 1993, 2000), who found that six months following a myocardial infarction, patients who had high depression scores had a threefold
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 Table 23.2 Physical illness and physical treatment of depression Disease Cardiovascular disease Recent myocardial infarction Heart block Congestive cardiac failure Aortic or cerebral aneurysm Hypertension
 
 Eye disease: glaucoma Genito-urinary disease Prostatic hypertrophy Renal failure Neurological disease Epilepsy
 
 Intracranial-space-occupying lesion Raised intracranial pressure Cerebrovascular accident Parkinson’s disease Migraine Liver failure Gastro-intestinal (GI) disease Upper GI tract disease Lower GI tract disease Severe diarrhoea Endocrine disease Addison’s syndrome Hypothyroidism Phaeochromocytoma Hyperthyroidism Blood disorders Agranulocytosis Sickle cell disease Warfarin treatment Porphyria
 
 Treatment
 
 Tricyclics contraindicated MAOIs contraindicated Tricyclic: risk postural hypotension – avoid Lithium excretion lowered by ACE inhibitors and diuretics ECT contraindicated Lithium excretion reduced by diuretics MAOIs enhance antihypertensives Avoid venlafaxine Tricyclics, duloxetine, mirtazapine contraindicated Tricyclics worsen symptoms – risk of retention of urine Risk of toxicity from lithium All antidepressants lower seizure threshold Maprotiline contraindicated Interactions between SSRIs and anticonvulsants (raised levels of phenytoin, carbamazepine) Avoid carbamazepine with MAOIs ECT contraindicated ECT contraindicated ECT potentially dangerous MAOIs contraindicated Interaction between fluoxetine and selegiline (confusional state) Interaction between fluoxetine and selegiline (confusional state) Decrease dose of all antidepressants If severe, tricyclics contraindicated SSRIs may worsen nausea SSRIs may cause GI bleeding in at risk individuals. Tricyclic levels raised by cimetidine Tricylics may worsen constipation Lithium contraindicated Lithium contraindicated Lithium contraindicated MAOIs and moclobemide contraindicated Tranylcypromine and moclobemide contraindicated. Caution with venlafaxine Tricyclics and mianserin contraindicated Caution with ECT, anaesthetic risk Avoid mirtazapine Avoid tricyclics
 
 ACE = angiotensin-converting enzyme; ECT = electroconvulsive therapy; MAOI = monoamine oxidase inhibitor; SSRI = selective serotonin reuptake inhibitors.
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 increased death rate, which was independent of both disease severity and lifestyle factors such as smoking, and as strong a risk factor as any other. In heart disease various direct mechanisms have been proposed, including increased coagulability of platelets and decreased heart rate variability indicating reduced vagal tone (Musselman et al., 1998).
 
 Identiﬁcation of depression and anxiety Epidemiological studies (e.g. Diez-Quevedo et al., 2001; Martucci et al., 1999; Silverstone, 1996) suggest that only 25% to 50% of hospital patients with depression are identified. As in primary care (see Chapter 21), there are many reasons why depression and anxiety are overlooked in general hospitals, including lack of time, poor skills in evaluating psychological symptoms and a sense that depression is “understandable” in the face of medical illness. Given the importance of depression as a risk factor for poor prognosis related to physical disease, a major public health question is whether improving the identification and treatment of patients with depression would improve physical health as well as mental health outcomes. Although the question is not resolved, recent guidelines by the British National Institute of Clinical Excellence (NICE) suggest that the physically ill should be screened for depression (National Institute for Clinical Excellence, 2004). There have been numerous studies on use of screening tools in general hospital settings, often in specific diagnostic groups (see Box 23.1). Much has been written on the benefits of one measure over others, and measures exist (e.g. the Hospital Anxiety and Depression Scale [HADS]; Zigmond & Snaith, 1983) which have been specifically designed for the medically ill. Whichever instrument is used, it is necessary to ensure that the cut-point at which a patient is labelled as a “case” is appropriate for the setting – cut-points developed in community studies will generate an unacceptable number of “false positives” in a physically ill group. The measures must be appropriate given the potential frailties of the population studied and must therefore be simple. Finally those using the measure must receive adequate instruction and
 
 Box 23.1 Questionnaires to screen for depression Hospital anxiety and depression scale (Zigmond & Snaith, 1983): 14 items. Widely used. Can be scored as depression and anxiety separately or as a combined scale. Emphasises affective and cognitive symptoms. Designed for hospital settings. Center for Epidemiological Studies – Depression scale (Radloff, 1977): 20-item scale. Freely available. Designed for general population studies. Specific to depression. Edinburgh Postnatal Depression Scale (Cox et al., 1987): 10-item scale designed to detect postnatal depression. Emphasises affective and cognitive symptoms. Some evidence that it is an effective measure in cancer. Specific to depression. Freely available. Patient Health Questionnaire-9 (Kroenke et al., 2001): 9item scale designed to detect depression in primary and secondary medical care. Freely available. General Health Questionnaire (GHQ)-12 (Goldberg & Williams, 1988): the shortest of GHQ questionnaires – designed to detect common mental disorders in community or primary care settings. Has been used successfully in general hospital settings.
 
 support in how to manage patients who score “positive”. Unless clear guidance is available on how to manage depression and anxiety, there is little point in identifying it.
 
 Treatment Drug treatment Antidepressants are widely used to treat depression in patients with physical illnesses, but are they effective? A relatively small number of small placebo controlled randomised controlled trials were reviewed in a meta-analysis (Gill & Hatcher, 2000). This showed an overall benefit of antidepressants which was slightly less impressive than the results of randomised controlled trials in patients without physical disease but nonetheless indicated that for every four patients whose depression was treated with an antidepressant one person would gain a
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 useful benefit (number needed to treat). A subsequent large randomised trial of sertraline versus placebo in patients with heart disease found that although sertraline was well tolerated, it had only a modest impact on depressive symptoms. However, a subgroup analysis indicated that it was more emphatically effective in recurrent and more severe depressive episodes (Glassman et al., 2002). It is still unclear what the threshold of severity of chronicity of depression should be before antidepressants are used. There is little evidence from comparative studies on which are the most effective antidepressants in the medically ill. Selective serotonin reuptake inhibitors (SSRIs) are slightly better tolerated than tricyclics (Hotopf et al., 1997), although there is a small amount of evidence that the tricyclics are slightly more effective in those who can tolerate them (Barbui & Hotopf, 2001). Choice of antidepressant may reflect the symptom profile of the patient and the nature of the physical disease. Certain specific diseases may contraindicate antidepressants (see Table 23.2). There are relatively few serious interactions between antidepressants and other medications. The patient’s symptom profile may be the strongest influence of the type of antidepressant chosen. For example, the SSRIs can cause nausea and anorexia, which may be an unpopular side effects in patients who have recently completed chemotherapy for cancer.
 
 Psychological treatment A distinction should be drawn between psychological interventions which have been proposed to assist adjustment among patients with physical disease in general and those which have been specifically designed with the aim of improving depression. For example, psychoeducational interventions have been used with some success to improve treatment adherence in diabetes mellitus (Ismail et al., 2004). Similar interventions have been tried with varying success to improve coping in people with sickle cell disease (Anie & Green, 2000) and cancer (Meyer & Mark, 1995), for example. In public health terms, these interventions may be important if they
 
 improve treatment adherence and reduce the incidence of depression among vulnerable populations, but their principal aim is not to treat depression. There is less evidence that specific psychological interventions are effective for depression in the context of physical disease. Most studies have used cognitive-behavioural psychotherapy (CBT) or components thereof. An early study in cancer patients showed that six sessions of adjuvant psychological therapy for those with anxiety or depression improved adjustment to cancer but had only modest effects on anxiety and no statistically significant effect on depression at follow up (Greer et al., 1992). A large randomised controlled trial of cognitive-behavioural therapy for patients with depression following myocardial infarction showed a modest improvement in depression scores at 6 months (Writing Committee for the ENRICHD Investigators, 2003). The primary outcome the study aimed to address was reoccurrence of myocardial infarction and no benefit of CBT was found for this.
 
 Conclusions Physical disease is an important risk factor for depression and anxiety, and these disorders have a range of negative effects on the course of the physical disease. The nature of the public health problem is clear. Although conventional treatment for depression appears effective on an individual basis, unlike in primary care, it has yet to be demonstrated that a more systematic approach to the detection and treatment of depression improves function and morbidity related to the comorbid physical disease.
 
 Medically unexplained symptoms Deﬁnitions and terminology Patients who report physical symptoms that resist a conventional biomedical explanation are common in both primary care and the general hospital setting and make up the largest single “diagnostic problem” encountered in these settings. Despite
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 this, definition and classification remains a perennial problem, and there is still no consensus or common approach. The primary care literature tends to emphasise the presentation of medically unexplained symptoms as a process, which is often labelled somatisation (Bridges et al., 1991; Lipowski 1988, 1990). The underlying assumption is that patients with anxiety or depression present with physical rather than emotional symptoms, and it is the doctor’s job to identify and treat the mental disorder. The problem with this formulation is that although physical symptoms may be the most common presentation for mental disorders, not all medically unexplained symptoms can be explained by psychological processes or mental disorders. For example Kroenke and Mangelsdorff (1989), in their classic study of 1,000 primary care patients, found that although the vast majority of physical symptoms presenting were not explained by physical disease, many were also not attributable to depression or anxiety either. The second approach which has developed in secondary medical care is via the so-called functional somatic syndromes (Wessely et al., 1999). Each medical specialty has created a functional somatic syndrome to deal with patients who have symptoms but no clear diagnosis. The symptom profile of functional somatic syndromes differs in accordance of the specialty which has invented it. For example, irritable bowel syndrome (gastroenterology) is dominated by abdominal pain and change in bowel habit, whereas fibromyalgia (rheumatology) is characterised by joint and muscle pain and tenderness. The difficulty with this approach is that the subdivision of functional somatic syndromes ignores important commonalities and thereby stifles research. There is considerable overlap between these syndromes, not only in the constellation of syndromes but also in terms of risk factors (Nimnuan, Rabe-Hesketh, et al., 2001). The third approach – that adopted in psychiatry – is the least satisfactory of all. ICD-10 and DSMIV have both created the somatoform disorders which include entities such as hypochondriasis, somatisation disorder, chronic pain syndrome and
 
 conversion disorder. This grouping has been criticised as arbitrary, insufficient to describe the clinical problems as they present in everyday practice and creating labels which patients find pejorative. There have been calls for the somatoform disorders to be abandoned in future versions of ICD and DSM (Mayou et al., 2005).
 
 Epidemiology The prevalence of medically unexplained symptoms depends on the population studied and the way in which the symptoms are defined. Troublesome fatigue is present in about 20% of men and 30% of women in the general population. Chronic fatigue syndrome (defined by persistent fatigue, present for at least 6 months and causing disability) is present in approximately 1% of the population (Afari & Buchwald, 2003; Wessely et al., 1998). Chronic pain is present in between 7% and 13% of the population, but the prevalence of fibromyalgia (characterised by chronic widespread pain plus tender points) is present in between 0.5% to 5% (MacFarlane et al., 1996; Neumann & Buskila, 2003). Abdominal symptoms are extremely common with as many as 60% to 70% of the population reporting one or more troublesome gastrointestinal symptom at a point in time, and the prevalence of irritable bowel syndrome varies from 3% to 20% depending on the criteria used (Brandt et al., 2002). Reliable estimates for somatoform disorder prevalence in the general population are far more difficult to come by, but the most severe form, somatisation disorder, is present in less than 1% (Faravelli et al., 1997). Given how common symptoms and functional somatic syndromes are in the general population, it is not surprising that these are common presentations in clinical settings. In a classic paper, Kroenke and Mangelsdorff (1989) found that in only 16% of new presentations to primary care was a physical cause found for physical symptoms. Studies in secondary care indicate that approximately 50% of patients presenting with a new physical symptom have unexplained symptoms (Nimnuan
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 Hotopf, & Wessely, 2001). Although this may indicate an appropriate referral from general practice, the finding that approximately 20% of consultation episodes in frequent attenders at general medical clinics of medically unexplained symptoms suggests that a proportion of such problems are never properly identified and addressed, and this group of patients may lead to excessively high healthcare costs and risks of iatrogenic harm (Reid et al., 2001). Relatively little longitudinal data exist on the outcome of medically unexplained symptoms, but that which does exist suggest that they are chronic disorders, which often are present for many years. Kroenke and Mangelsdorff (1989) followed their sample and found that (where information was available) only about half of all symptoms got better, and having an organic cause for the symptom was associated with it recovering. In more established functional somatic syndromes, the course is often persistent: the majority of patients with chronic fatigue syndrome neither deteriorate nor improve over the course of a follow-up of months or years (Cairns & Hotopf, 2005); however, most such studies have been performed only in specialist centres, and the evidence is that symptoms presenting in primary care tend to resolve more rapidly. A similar pattern is seen in samples of patients with chronic pain (MacFarlane et al., 1996).
 
 Associations and aetiology Predisposing factors The most consistent association with unexplained symptoms is female gender (Kroenke & Price, 1993; Kroenke & Spitzer, 1988). The difference in prevalence between genders is particularly pronounced for more severe presentations of unexplained symptoms, for example, somatisation disorder, for which only approximately 20% of sufferers are male (Golding et al., 1991). This excess is greatest in specialist settings, but is also present in populationbased samples and thus is not solely due to gender differences in help-seeking behaviour.
 
 There is a close association between psychiatric disorders and unexplained symptoms (Hotopf et al., 1998). There is a direct correlation between number of symptoms of depression and anxiety and number of physical symptoms – the more of the former, the more of latter (which incidentally speaks powerfully against the concept of alexithymia – that physical symptoms are a defence against the experience of psychological symptoms). Likewise, patients with medically unexplained syndromes are considerably more likely to fulfil criteria for psychiatric disorders than normal control subjects. Indeed it has been demonstrated that medically unexplained syndromes are associated with higher rates of psychiatric disorder than many physical diseases, suggesting a causal relationship. Twin studies of somatisation symptoms (Kendler et al., 1995), chronic fatigue syndrome (Buchwald et al., 2001) and irritable bowel syndrome (Morris-Yates et al., 1998) suggest evidence for heritability. Clinical studies have shown that patients presenting with unexplained symptoms have considerably higher rates of childhood sexual abuse and other aversive experiences than comparison groups of patients with physical disease (Walker et al., 1995). A second, more specific childhood risk factor is the experience of physical disease in a close family member. Craig and colleagues (1993) studied somatisers presenting to primary care and found they were considerably more likely to report either having had a chronic physical illness during their own childhood or growing up with a family member who had an illness than were patients with physical disease. In a prospective study (Hotopf et al., 1999), children whose parents rated their health as poor were considerably more likely to develop unexplained symptoms.
 
 Precipitating factors There is often a history of a specific precipitant, the nature of which may influence subsequent symptomatology. For example, gastrointestinal infections are associated with irritable bowel syndrome (Talley & Spiller, 2002), and glandular fever can
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 precipitate chronic fatigue syndrome (White et al., 1998). However, although infections can precipitate such syndromes, there are few specific links between the nature of the infection and the degree of risk, and previous psychosocial factors such as psychiatric morbidity, female gender and prolonged convalescence following the infectious illness are the most important predictors of developing a medically unexplained syndrome such as irritable bowel syndrome or chronic fatigue syndrome following an infection (Hotopf et al., 1996). Acute and chronic stresses are also associated with the onset of physical symptoms. In a study which compared life events in patients who presented with symptoms of acute appendicitis, those with a noninflamed appendix were more likely to have had a recent severe stressful life event than those in whom histological evidence of inflammation was found (Creed et al., 1988). Life events have also been related to presentations with somatisation in primary care settings (Craig et al., 1994).
 
 Maintaining factors Many medically unexplained symptoms are strongly associated with easy fatigue and fatigability and/or muscle pain. Consequently many sufferers use rest as a coping strategy and avoid activity, both of which are firm associations of disability. It is inevitable that this will lead to diminished physical fitness and sometimes observable physiological deconditioning. Cognitive-behavioural formulations of unexplained syndromes such as chronic fatigue syndrome or chronic low back pain suggest that this is one factor that maintains disability, perhaps by a vicious circle of avoidance, deconditioning, catastrophic interpretations of symptomatology and hence further avoidance. There is evidence that patients with fibromyalgia who have high levels of physical activity have a comparatively good outcome (Wigers, 1996), and conversely those who respond to symptoms of chronic fatigue by changing their lifestyle (e.g. giving up work) are more likely to remain ill for
 
 protracted periods (Cairns & Hotopf, 2005). Such effects may be explained by the severity of illness in some individuals, but irrespective of causation, there is good evidence that interventions which increase exercise are beneficial (Fulcher & White, 1997).
 
 Biological mechanisms The extent to which unexplained symptoms will in the future will be “explained” by a more sophisticated understanding of pathophysiology remains an open question. To state that a symptom is unexplained only means that it is currently unexplained, and of course this may change in the future. Many historically unexplained illnesses have had their pathological basis elaborated by advances in medical science. This is, however, not one-way traffic – many apparently medically explained syndromes, such as neurasthenia, visceral proptosis, autointoxicated colon and chronic appendicitis, have lost their medical legitimacy in the light of similar advances. Likewise, “medically unexplained” does not imply that it is inexplicable by biological mechanisms, and indeed there are many normal physiological processes which are responsible for symptoms and often provide a helpful way to explain these to patients (Sharpe & Bass, 1992). Numerous studies have also shown demonstrable differences in biological variables between patients with unexplained symptoms and healthy control subjects. These include neuroendocrine functioning in chronic fatigue syndrome (Cleare et al., 1995), central nervous system changes in chronic pain (Cook et al., 2004) and changes in gut physiology in irritable bowel syndrome. A detailed discussion of such changes is beyond the scope of this chapter, but it is important to note that many such changes may still be secondary to alterations in lifestyle which patients with unexplained symptoms show. An example comes from the body of literature linking a relative underactivity of the hypothalamic pituitary axis to chronic fatigue syndrome (Parker et al., 2001). Although this finding seems robust, it does not imply a causal association – all studies
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 finding the association are cross-sectional. Prospective studies which have measured corticosteroids in groups at high risk of developing chronic fatigue syndrome do not find any association (Candy et al., 2003; Rubin et al., 2005). It may be, therefore, that such changes are a result of behavioural changes related to the disorder, such as reduced activity and sleep disturbance, rather than a primary cause.
 
 Illness beliefs Barsky and Borus (1999) have described symptom amplification whereby innocuous bodily sensations become misattributed to a more serious underlying condition and incorporated into an illness label. As further symptoms arise, they too are incorporated into this label. Such beliefs and attributions may lead to a range of compensatory behaviours including avoidance. Individuals with chronic pain may attribute pain as evidence that they are doing too much, leading to a reduction in activity. Patients may become increasingly sensitive to such symptoms and respond to them in a catastrophic fashion, which may greatly reduce activity and lead to deconditioning. The most compelling evidence for this process comes from chronic fatigue syndrome in which studies have consistently found that holding a strong physical attribution for the symptom of fatigue is associated with a poor outcome (Cairns & Hotopf, 2005).
 
 Social factors Numerous diagnostic labels have evolved in the lay media with surprisingly little influence from conventional medicine. Gulf War syndrome was almost entirely defined by the lay media before conventional scientists started investigating the symptoms of veterans (Wessely & Hotopf, 2005). Other examples include repetitive strain injury and sick building syndrome. Some of these syndromes were first described in epidemic forms, suggesting possible social contagion. The labels which have developed for such syndromes make a direct connection between an external and physical hazard and the
 
 symptoms. This means that in the lay consciousness at least, symptoms are inextricably linked to the hazard, be it keyboard use in repetitive strain injury, military deployment in Gulf War syndrome or a car accident in whiplash injury. Support groups for victims of such disorders may provide practical advice and help, but there is evidence that membership may sometimes adversely influence outcome (Sharpe et al., 1992). Other social factors which may be important in maintaining unexplained symptoms such as chronic low back pain include systems of state benefit or private insurance in which the sufferer is forced to maintain a sick role to continue to receive compensation. The old idea that all that was needed to resolve many such syndromes was by the award of compensation (“compensation neurosis”) has been comprehensively discredited, perhaps because patterns of behaviour, attribution and the preservation of self-esteem have become largely fixed by the time taken for the legal process to run its course. Nevertheless, that social, cultural and iatrogenic factors have strong influences on the outcome of many of the unexplained syndromes is beyond dispute. How else can one explain the remarkable difference in the prevalence of whiplash after rearend collisions in Sweden contrasted with Lithuania (Schrader et al., 1996)?
 
 Iatrogenesis The behaviour of doctors and other healthcare workers may have an important influence on the course of unexplained symptoms (Page & Wessely, 2003). Salmon demonstrated that patients with unexplained symptoms frequently are open to alternative explanations (e.g. stress), but in the consultation doctors focus on the physical nature of symptoms (Ring et al., 2005; Salmon et al., 1999) and provide physical remedies. Such behaviour by doctors may have a significant impact: patients with back pain whose doctors tend to prescribe medication and suggest rest have a poorer outcome than those whose doctors tend to normalise the symptom (von Korff et al., 1994). Other examples
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 of iatrogenesis include diagnosing medical disease without adequate evidence, giving unnecessary treatments (for example, nitrates for patients with noncardiac chest pain) and performing surgery unnecessarily (for example, removing abdominal viscera without adequate evidence of pathology). Some of these iatrogenic factors inevitably lead to medically explained symptoms (e.g. headaches as a result of receiving nitrates or abdominal pain due to adhesions following unnecessary surgery).
 
 Management For patients with medically unexplained symptoms, simple reassurance that the symptom is not a sign of disease is not the same as providing an explanation for why the symptoms arose. Doctors in many medical specialities are frequently good at the former but often have more difficulties with the latter. The symptomatic patient is presenting with a genuine problem, and the emphasis should be on providing an explanation for what the symptom is and not solely announcing what it is not. The clinical assessment of patients presenting with medically unexplained symptoms should be a skill easily acquired by most doctors, but many physicians feel uncomfortable performing a psychosocial assessment, and many psychiatrists having excluded a more “mainstream” psychiatric disorder avoid addressing the unexplained physical symptoms. Liaison psychiatrists can act to bridge this gap. Patients who have been asked to see a psychiatrist may be concerned that this automatically indicates a psychological cause is assumed or worse, symptoms are “all in the mind”, a thinly disguised code for unreal or nonexistent. The psychiatrist’s first duty is therefore to reassure the patient that the physical symptoms are taken seriously (something which is more appropriately the task of the physician before referral, not the psychiatrist after) and perform a detailed history giving a description of the onset of the symptoms imbedding this in the patient’s biographical history as much as possible. Thus links may be made between the onset of irritable bowel
 
 type symptoms at the time of stress (e.g. university examinations) or the onset of chronic pain following a road traffic accident. As far as possible, the clinician should elicit the patient’s beliefs as to the meaning of the symptom and the information and treatments they have received. Having taken the symptoms seriously, it is usually straightforward to take a more conventional psychiatric history, providing it is done in that order. Further information for patients with particularly chronic symptoms can be usefully gleaned from a careful review of hospital and, if possible, general practice case notes. Such notes might reveal a lifelong history of multiple unexplained symptoms with repeated referrals and normal investigations. In assessing patients with medically unexplained symptoms, it is always important to maintain vigilance for possible occult medical illnesses. Despite, or perhaps because of, the increasing specialisation in medical services, it is not unknown for physical disease to be missed. Nevertheless, this can be overstated. Slater famously denounced hysteria as a “snare” because a high proportion of patients had developed defined neurological disorders when followed up (Slater, 1965). More recent work suggests that new diagnoses rarely become apparent (Stone et al., 2005), and this change may reflect improvements in diagnosis and greater caution on the part of physicians to describe a patient as suffering from unexplained symptoms. The way in which symptoms may be managed is largely dependent on chronicity. We suggest three broad approaches.
 
 Recent onset symptoms When symptoms have started recently, and in particular when there is a clearly identifiable stressor or a circumscribed psychiatric disorder (such as panic disorder), the main aim of treatment should be reattribution followed by management of any psychiatric disorder in the usual manner. Thus if a young patient presents with chest pain and palpitations for which no biological cause can be found and these
 
 Chapter 23: General hospital psychiatry
 
 represent the onset of an anxiety disorder following a life event, the main aim is to help the patient label the symptoms correctly and avoid going down a path of repeated investigations in secondary medical care. After the problem has been recognised the reattribution approach can be used. This involves three stages: 1. Helping the patient feel understood: this is essentially the process of taking a good history and performing any necessary examinations described above; 2. Changing the agenda: here the doctor assists the patient in finding an alternative explanation for the symptoms other than a biomedical one; and 3. Making the link: in this final stage the patient is given an explanation of how the mental disorder or recent stress can cause symptoms. This approach, developed by Goldberg and Gask (Gask et al., 1989), has been evaluated in general practice with encouraging results. It has not been evaluated in general medical settings, although there is little reason that general physicians would unable to use these fairly basic skills.
 
 Chronic disorders with a defined onset Many patients with unexplained symptoms have had them for some years but can identify previous periods without such difficulties. Many of the functional somatic syndromes (chronic fatigue syndrome, irritable bowel syndrome, etc.) fall into this group. Here a range of psychotherapeutic techniques have been used, but the one with the largest body of evidence is cognitive-behavioural psychotherapy (CBT; see also Chapter 28). CBT for unexplained physical symptoms is based on the concept that what triggers a disorder may not be what perpetuates symptoms or disability and thus is intended to identify and address factors that maintain rather than trigger unexplained symptoms. The emphasis is on providing a formulation which describes and explains the patient’s current problems. Patients develop beliefs on the basis of evidence they find convincing. Thus a patient with chronic fatigue syndrome knows that when she does
 
 more activity than is usual for her, she will feel tired. Resting will help the symptom of fatigue go away. It is not difficult to see how such experiences lead to a belief that fatigue is a sign of harm being caused and is thus a symptom to fear. Avoidance behaviours therefore become established (Surawy et al., 1995). The aim of treatment is to help change beliefs about the illness as well as associated behaviours. A range of techniques can be used for this purpose, depending to some extent on the constellation of beliefs and behaviours in any given individual. Common techniques range from the educational (providing information on sleep hygiene, etc.), those based on addressing automatic thoughts (maintaining a diary and helping the patient challenge thoughts related to specific symptoms) and changing behaviours by setting realistic goals and activity scheduling. The effectiveness of CBT has been demonstrated in a number of randomised controlled trials in chronic fatigue syndrome (Whiting et al., 2001), as well as for chronic pain (Morley et al., 1999), irritable bowel syndrome (Kennedy et al., 2005) and medically unexplained symptoms in general presenting to secondary medical care (Speckens et al., 1995). It has also been demonstrated in patients with health anxiety or hypochondriasis (Warwick et al., 1996). Other approaches such as brief psychodynamic therapies (Guthrie et al., 1993) and graded exercise (Fulcher & White, 1997) have also been used with encouraging results.
 
 Chronic symptoms with no defined onset This final group of patients may have had a range of physical symptoms over many years and is exemplified by the rare category of somatisation disorder (see Box 23.2). There is relatively little evidence formally evaluating interventions for this group. It is reasonable to treat other psychiatric disorders which are commonly comorbid – such as depression. A multidisciplinary approach with good communication between primary and secondary medical care, psychiatry and other health care
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 Box 23.2 Features of somatisation disorder r Onset before age 30, usually with difficulties evident in childhood or early adolescence
 
 r Multiple physical symptoms either in the absence of a general medical condition or where a general medical condition exists, in excess of what would be expected from the history, examination or investigations
 
 r Symptoms are accompanied by impaired functioning r DSM-IV requires presence of symptoms in different domains (four pain symptoms, two gastrointestinal symptoms, one sexual symptom and one pseudoneurological symptom) over the course of the disturbance (i.e. the symptoms do not have to be present simultaneously)
 
 r Comorbid conditions are common – particularly depression, anxiety, and personality disorders
 
 r Frequently associated with conflict with medical professionals
 
 r May have undergone multiple surgical procedures and investigations
 
 r Much more common in women than men
 
 professionals (e.g. physiotherapists) is desirable to avoid the patient being given conflicting expectations and explanations. Smith et al. (1986) described a simple intervention whereby a psychiatrist evaluated patients with multiple unexplained symptoms and fed back the results to primary care physicians. Although this strategy did not lead to an improvement in symptoms, it did reduce healthcare costs and referrals. Such patients may therefore benefit from an approach of containment which is probably ideally best delivered by the general practitioner and liaison psychiatrist working together. The aim should be to have regular appointments rather than simply seeing the patient only in response to new symptoms. Further investigations should not be ruled out, and an open mind should be kept about the nature of new symptoms, but a gradual reduction in the number of providers of health care involved in the patient’s management is desirable. The long-term aim should be to lower expectations of medical services and assist the patient in a supportive way in addressing social and other problems.
 
 Antidepressants in the management of unexplained symptoms Many patients with unexplained symptoms are prescribed antidepressants. Do they work? The best evidence suggests that there may be specific benefits for some, but not all, symptoms. Where other psychiatric indications for antidepressants are present, it is reasonable to use them, but it is important to be realistic about the likely benefits which will be seen. A randomised trial of the antidepressant fluoxetine in chronic fatigue syndrome produced no benefit, even for those patients who had depression (Vercoulen et al., 1996). However, there is a more encouraging literature supporting the use of antidepressants (and specifically tricyclic antidepressants) in chronic pain (Salerno et al., 2002), fibromyalgia (Arnold et al., 2000) and irritable bowel syndrome (Jailwala et al., 2000).
 
 Feigned illness – factitious disorders and malingering Our previous discussion of unexplained symptoms assumed that the symptoms are genuinely present. The defining feature of factitious disorders and malingering is that symptoms are feigned. What – theoretically – distinguishes these two groups is that the motivation behind the behaviour in one (factitious disorder) is unconscious, whereas in the other (malingering) it is conscious. Malingerers typically feign illness for financial gain (for example, when making a legal claim for personal injury) to avoid imprisonment or conscription or for other reasons such as gaining prescriptions for opiates. In individuals with factitious disorders, the motivation may be less obvious but usually includes a desire to elicit care in others and the need for self-dramatisation. In practice it is often difficult to make clear distinctions between severe somatoform disorders, factitious disorders and malingering, because the differences between these disorders (whether the
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 symptoms are present, and the motivations for feigning them) are not directly observable. Feigned illnesses are rarely detected and accounted for only 1% of the workload of liaison psychiatry departments in one case series (Sutherland & Rodin, 1990). The best-known factitious disorder – Munchausen’s syndrome – is also the rarest. The main features are repeated attendances with acute symptoms (usually of abdominal pain), and males tend to predominate. Patients typically wander from one hospital to another, and after the diagnosis is made, usually abscond. More common are female patients with stable social networks who feign specific symptoms or signs. Examples include self-induced hypoglycaemias, dermatitis artefacta or factitious haematuria. Patients who feign illness are problematic to manage for several reasons. First, it is difficult to make the diagnosis. Medical education, thankfully, does not provide skills in detecting deception. Deciding that a patient is malingering is essentially a matter of evidence, which is often provided not by doctors but by private investigators who perform covert video surveillance on behalf of insurers in personal injury claims, and demonstrate dramatic changes in behaviour according to whether patients are going about their daily activities or visiting their doctor. Experienced clinicians can sometimes suspect illness deception on the basis of observation and inconsistencies, but we caution great care. Probably more damage has been done by false-positive diagnoses – wrongly assuming illness deception to be present – than false negatives – overlooking the diagnosis. Nevertheless, there are times when it is impossible to avoid the issue, particularly in paediatric practice, and it is because errors of both omission and commission can have such catastrophic consequences that this particular field is so contentious. Second, patients who feign symptoms elicit powerful negative reactions in staff looking after them which may make it difficult to engage them in a therapeutic relationship. Third, to tackle the diagnosis, it is necessary to raise the possibility with the patient – at least to state that this is one of the
 
 differential diagnoses, a task most clinicians do not relish. Here the psychiatrist has a role in supportively but firmly making the patient aware that the clinical team know this is the cause of their problems. Finally, there is little evidence that any approach works in helping the patient overcome the (presumed) unconscious motivations. Given that members of this group are defined by the fact that they have deceived their doctors, they are not auspicious candidates for collaborative psychotherapy. In the published literature, there is a definite association between illness deception and a background in healthcare professions. Whether this is because people liable to illness deception are attracted to the healthcare professions or because their training gives them the expertise and/or opportunity for these behaviours is unknown. In very rare cases, such individuals have harmed and even murdered their patients. We believe that a history of factitious disorder is usually incompatible with a career in medicine, nursing or allied professions, and when identified in a healthcare worker, a careful assessment of risk should be performed; if necessary, steps should be taken to alert relevant licencing authorities. Factitious illness in a parent is also a risk factor for induced illness in children, and when uncovered it is important to have considered the welfare of any dependent children in the care of the patient. However, given the preceding paragraph, it should not be necessary to point out that any such steps should not be taken lightly, and never on one’s own.
 
 Delirium in general hospital patients Delirium is discussed in Chapters 14 and 15. In general hospital patients, delirium is associated with considerable mortality (Leslie et al., 2005; Van Hemert et al., 1994) and is disturbing for patients and staff alike. It is worth considering the predisposing risk factors the patient carries (e.g. age, preexisting cognitive impairment, impaired sleep, sensory impairments, dehydration, immobility and drug or alcohol dependence) as distinct from a specific process which might precipitate
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 an episode. This implies that some individuals are at particularly high risk of developing delirium while hospitalised. It may therefore be possible to prevent delirium by addressing such risk factors directly, as was done in an intervention study. The interventions were mainly nurse-based protocols, including correcting visual impairments when possible, providing information to prevent disorientation among those with established cognitive impairment, correcting dehydration and providing nonpharmacological approaches to deal with sleep disorder. The prevalence of delirium in old people admitted to a general hospital reduced from 15% to 9% over the study period (Inouye et al., 1999). Once patients develop frank delirium, a search for a cause is indicated, and treating this is the mainstay of management. Although the list of precipitants of delirium is almost endless (see Table 14.7), some culprits are more common than others, and the most common reversible cause (particularly in the severely ill and frail) is medication (particularly anticholinergics and opiates) and/or dehydration (Lawlor et al., 2000). The other most important component of management is ensuring the safety of the patient and doing all that is possible to improve orientation by nursing in a well-lit room, providing cues and having as much consistency as possible in nursing care (American Psychiatric Association, 1999). The pharmacological treatment of delirium is poorly researched. There is, however, some support for the use of neuroleptics rather than benzodiazepines (Breitbart et al., 1996). Alcohol withdrawal is a subset of delirium and is covered in Chapter 10.
 
 Substance use disorders in general hospital settings The high prevalence of patients with substance misuse disorders in general hospitals is a wellestablished fact, not least because of the numerous physical complications associated with these disorders. Estimates of prevalence of such disorders in general hospitals vary according to background population prevalence figures, but a major US study estimated a rate of alcohol use disorders
 
 of 7.4% of all short-stay general hospital admissions, which rose to 24% among those who were not currently abstaining (Smothers et al., 2003). A British study estimated that approximately 6% of all admissions and 12% of all accident and emergency attendances were due to alcohol-related problems (Pirmohamed et al., 2000). Once again clinicians miss many of these disorders, and only a minority receive treatment (Smothers et al., 2004). The question therefore arises as to whether systematic screening for alcohol and other substance use disorders is beneficial. Although such approaches appear logical and appealing, they are difficult to implement. One study based in an accident and emergency department attempted to screen all-comers for alcohol-related problems but found that for a variety of reasons only around a quarter could be screened, and of those who had positive scores, the majority declined any further treatment. Several randomised trials have been performed for problem drinking in general hospital settings (Emmen et al., 2004). These mostly used education, counselling and motivational interviewing, but in most cases, the interventions were ineffective or the trials insufficiently powered to detect a meaningful difference between groups. It is noteworthy that in most such trials the control group’s consumption of alcohol decreased considerably over the course of follow-up; it is not clear whether this was simply regression to the mean or that the process of assessment and monitoring which took place in all participants leads to change in drinking anyway. Although brief interventions for at-risk drinking are now of proven benefit in primary care, it is still unclear whether the same is true for the general hospital setting.
 
 Mental capacity in medical patients A common reason for referral to liaison psychiatrists is to determine whether a patient has mental capacity or competence to make a treatment decision (Ranjith & Hotopf, 2004). In English law, a patient is presumed to have mental capacity unless the doctor has grounds for doubting his or her
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 Box 23.3 The English legal deﬁnition of lack of capacity A patient lacks capacity if because of “an impairment of, or a disturbance in the functioning of, the brain or mind” he is unable to: (a) understand information relevant to the decision (b) retain that information (c) to use or weigh the information, or (d) communicate a decision. From the Mental Capacity Act (2005)
 
 decision-making capacity (see Box 23.3). In practice this usually happens either because the patient has an obvious psychiatric or cognitive disorder which has been recognised by the clinical team or because the patient is refusing treatment which his or her doctors think is indicated. An audit of such referrals indicated – unsurprisingly – that they were more common when the treatment (or investigation) required the patient to sign a consent form (Ranjith & Hotopf, 2004). Studies on the prevalence of mental incapacity indicate that it is a common problem indeed – far more so than referral patterns would imply – with as many as one third of acutely admitted general hospital patients being unable to make a clear decision about treatment (Etchells et al., 1997; Kitamura et al., 1998; Raymont et al., 2004). Such patients tend to be older, have more cognitive impairment and neurological disorders than patients who have mental capacity (Raymont et al., 2004). Only a small proportion of those lacking capacity are recognised by the medical team to have difficulties. How should one assess mental capacity in clinical practice? It is important first to understand the decision the patient is being asked to make, and the likely outcomes of the various choices. Mental capacity can only be assessed in the context of that specific decision (Hotopf, 2005). The assessment should take account of any communication or language difficulties and all practical steps should be taken to overcome these, for example, by using signing or interpreters. The assessment then addresses the main components of mental capacity relating
 
 to the decision in question – for example, can the patient understand the information being provided; can he or she appreciate this, in terms of being able to place it in context with his or her own situation; can he or she weigh the information in the balance and express a choice? The assessment should also document any psychiatric or cognitive disorders. In most cases in general hospital settings, mental incapacity will be associated with delirium or dementia. If the former, it may be better to defer a decision until after the delirium has settled. Another common cause of treatment refusal is the acute setting of patients who have taken serious overdoses and then refuse potentially lifesaving medical treatment. Here there may not be any major psychiatric disorder, but intoxication is common. Adjustment disorders may also have an impact on mental capacity; a patient may have taken an overdose as an angry gesture and be unable to appreciate the consequences of his or her action during the relatively brief time when medical treatment is necessary to save lives. Having decided that a patient lacks capacity, the next step is to determine his or her best interests. This should take account of any previously expressed views by the patient, relating to the decision and in particular whether there is an advance directive which rules out specific treatments. Provided such an advance directive is completed when the patient has capacity, it carries legal weight in the United Kingdom. The patient’s family and other providers of care who know him or her well should also be consulted – in particular to say what they think the person’s wishes would have been. The currently expressed views of the patient should be taken into account, and when possible the least restrictive alternative treatment approach should be used.
 
 Conclusions Psychiatrists working in general hospitals are ambassadors of psychiatry to much of the rest of medicine. The clinical work covers a wide range of presentations and disorders, but the role of a general hospital psychiatrist is not limited to the
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 diagnosis and treatment of such patients. Liaison psychiatrists have a role in improving the psychosocial environment of the general hospital more generally, particularly by educating other health professionals about psychiatric disorders and giving them the necessary skills to address them.
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 24 Forensic psychiatry Kimberlie Dean, Tom Fahy, David Ndegwa and Elizabeth Walsh
 
 Developments in both clinical practice and research relevant to forensic psychiatry have exploded over the past several decades. Today the forensic psychiatrist has a greater understanding of the epidemiology and biology underpinning the link between mental disorder and violence, plays a vital role in giving advice in a medico-legal context, has seen substantial development in risk assessment and management procedures and undertakes clinical practice in an increasing variety of settings. In this chapter, we look at those mental illnesses known to be associated with offending, provide an overview of risk assessment in forensic psychiatry and consider the legal aspects of crime and mental illness.
 
 2000; Swanson et al., 1990; Tiihonen, et al., 1997). See Table 24.1 for a summary of some of these studies. Three types of research methodology have been used to examine the relationship between violence and psychosis: 1. Ascertainment of the prevalence of violence among those with a diagnosis of schizophrenia 2. Ascertainment of the prevalence of schizophrenia among those convicted of violence 3. Ascertainment of the prevalence of violence among those with and without schizophrenia in community samples (independent of contact with either mental health services or the criminal justice system)
 
 Understanding the link between mental disorder and violence
 
 Prevalence of violent behaviour among those with psychosis
 
 Psychotic disorders Prior to the 1980s, schizophrenia was not thought to be associated with an increased risk of violence. It is now, however, widely accepted that those with schizophrenia and other serious mental disorders are indeed at increased risk of violent behaviour and criminality. This conclusion has been reached on the basis of results from multiple geographically dispersed studies, employing differing methodologies (Arseneault, Moffitt et al., 2000; Brennan, et al.,
 
 Elevated levels of antisocial behaviour, particularly violence, have repeatedly been found in crosssectional samples of patient groups with psychosis, despite variations in the measurement and definition of such behaviour (Barlow et al., 2000; Volavka et al., 1997). In a case-control study of Swiss patients, those with schizophrenia were almost 4 times more likely than matched control subjects to have been convicted of a violent offence (Modestin & Ammann, 1996). The focus on patients in contact with services in most of these studies introduces the
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 potential for selection bias, however, because antisocial behaviour may increase the likelihood of service contact being made. This is particularly true of studies involving only patients admitted to hospital. In addition to cross-sectional prevalence studies, retrospective and prospective cohort studies using register linkage have been employed to examine the relation between psychosis and violence. Although officially recorded crime, as often used in these studies, is an important objective measure of antisocial behaviour, it must be remembered that it will be influenced by variations in policies and practices between different jurisdictions and the fact that most crime, particularly less serious crime, does not lead to conviction. Such cohort studies have consistently found that those with a diagnosis of schizophrenia or psychosis more broadly have an increased risk of both nonviolent and violent offending, with risk being greatest and most consistent for the latter.
 
 Community prevalence studies (independent of mental health and criminal justice contact) The limitations of the previous two groups of studies have largely been overcome in community-based studies which assess the prevalence of both psychosis and violence in unselected groups. These studies do not rely on illness or behaviour leading to contact with health or criminal justice systems and thus often focus on self-report violence as an outcome rather than officially recorded crime. In the Epidemiologic Catchment Area (ECA) study, 8% of those with schizophrenia were violent compared with 2% of those with no mental illness (Swanson et al., 1990). Given the scale of such studies, lay interviewers are often employed to administer structured diagnostic interviews; this has been criticised on the basis of reduced diagnostic reliability. Additionally, response bias may operate in that those individuals in the community who refuse to take part in the study may be more likely to have mental illness or engage in antisocial behaviour.
 
 Prevalence of psychosis among criminal offenders The evidence appears overwhelming that there is an overrepresentation of individuals with serious mental disorder among samples of offenders (Eronen et al., 1996; Taylor & Gunn, 1984; Wallace et al., 1998). Fazel and Danesh (2002) conducted a systematic review of 62 prison studies (total N >20,000) and found that approximately 3.7% had psychotic illnesses, a level which was significantly higher than in any of the populations of origin. Once again the association was strongest for violent compared with nonviolent crime and higher again for serious violence such as homicide. In a 25-year homicide study in Austria, the age-adjusted odds ratio for homicide among those with schizophrenia was 5.85 in men (confidence interval [CI]: 4.29–8.01) and 18.38 in women (CI: 11.24–31.55) (Schanda et al., 2004). The main methodological limitations which apply to offender studies relate to the methods used to ascertain a diagnosis of schizophrenia and the lack of appropriate comparison control groups.
 
 Risk factors for violence and criminality among those with psychosis Individuals with schizophrenia engage in violent behaviours directly linked to their illness, partially linked to it or that have no connection with it whatsoever. Risk factors for violence operating in those without mental illness also operate in schizophrenia. In fact, compared with the magnitude of risk associated with the combination of male sex, young age and lower socioeconomic status, the risk of violence presented by mental disorder per se is relatively low (Monahan, 1997). The degree to which potential confounders in the relationship between severe mental illness and violence such as socioeconomic status and substance misuse are controlled for, varies across studies. This is partly due to our lack of understanding of causal pathways and thus the difficulty presented by factors which may mediate or confound the relationships. Hospitalisation for schizophrenia in one study was found to be
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 MacArthur Violence Risk Assessment Study; 1,136 men and women with various diagnoses discharged from four US inpatient units 538 incident cases of schizophrenia presenting in Camberwell compared with matched nonpsychotic control subjects 2,861 incident cases of schizophrenia presenting in Victoria, Australia between 1975 to 2000 compared with control subjects
 
 (Monahan & Appelbaum, 2000)
 
 (Wessely et al., 1994)
 
 (Wallace et al., 2004)
 
 Aggressive incidents recorded during the inpatient stay
 
 Sequential admissions (n = 1,269) to four inpatient units in Australia over 18 months; variety of diagnoses
 
 (Barlow et al., 2000)
 
 Official criminal records
 
 Official criminal records
 
 Post-discharge violence – self-report, official records, collateral information
 
 History of violent behaviour prior to first presentation with psychosis
 
 Centres in 10 countries; DOSMD study; incident sample of 1,017 patients with schizophrenia
 
 (Volavka et al, 1997)
 
 Outcome measure
 
 Violence prevalence in schizophrenia
 
 Sample
 
 Authors
 
 Study type
 
 Table 24.1 Examples of the studies which have examined the link between schizophrenia and violence
 
 21.6% of those with schizophrenia were convicted of an offence compared with 7.8% of control subjects and those with schizophrenia accumulated a greater number of convictions over the study period; comorbid substance misuse disorders increased the risk of conviction for those with schizophrenia
 
 The prevalence of previous assault in the entire cohort was 20.6%, but the rate was 3 times higher in the developing countries (31.5%) than in developed countries (10.5%). History of assault was associated with positive symptoms, such as excitement and auditory hallucinations, and with serious alcohol misuse. 13.7% of patients were aggressive; those with bipolar affective disorder and schizophrenia had a 2.81 and 1.96 significantly increased risk of aggression, respectively, whereas depression and adjustment disorder conferred a significantly lower risk; high-risk patients were identified as those who were under 32 years of age, were actively psychotic, detained and known to have a history of aggression and substance misuse. Of the 17% of patients who had a diagnosis of schizophrenia, 9% were violent during the first 20 weeks after discharge from hospital (compared with 29% for those with substance misuse and 25% for those with a primary diagnosis of personality disorder) Women with schizophrenia had an increased rate of offending across all offence categories (RR 3.3); men had an increased rate of violent offending (RR 3.8).
 
 Main results relating to schizophrenia or psychosis
 
 Epidemiologic Catchment Area study (United States)
 
 Austrian homicide study (N = 1087) between 1975 and 1999
 
 (Schanda et al., 2004)
 
 (Swanson, et al., 1990)
 
 Systematic review of 62 prison surveys (N = 23,000 prisoners)
 
 (Fazel & Danesh, 2002)
 
 Dunedin (New Zealand) birth cohort (N = 961); various mental disorders
 
 (Arseneault et al., 2000)
 
 Diagnostic Interview Schedule and self-report information about violence
 
 Diagnosis of psychotic illness, major depression or personality disorder based on interview Presence of major mental disorder used as a defence during trial
 
 Past-year violence – self-report and official criminal records
 
 Official records for arrest for violence
 
 CI = confidence interval; DSM-III = Diagnostic and Statistical Manual of Mental Disorders, 3rd edition; OR = odds ratio.
 
 Community Study
 
 Schizophrenia prevalence amongs offenders
 
 Danish birth cohort (N = 358,180); admissions to hospital with any diagnosis up to age 44 defined the exposed
 
 (Brennan et al., 2000)
 
 Schizophrenia was more common among the sample of homicide offenders than in the general population (age-adjusted OR in men 5.85, CI 4.29–8.01; in women 18.38, CI 11.24–31.55). Comorbid alcohol abuse/dependence increased the odds further in schizophrenia. More than half of those in the community who reported violent behaviour also met DSM-III criteria for one or more psychiatric disorders; subjects with alcohol or drug use disorders were more than twice as likely as those with schizophrenia to report violent behaviour.
 
 Men and women hospitalized for schizophrenia were more likely to be arrested for a violent offence than those who had never been hospitalized (OR 1.9 for men and 7.1 for women) even after controlling for demographic factors and comorbid substance misuse. Individuals with schizophrenia were 2.5 times more likely to be violent compared with control subjects; 10% of the violence risk in the sample was attributable to schizophrenia; the risk was best explained by excessive perceptions of threat and a history of conduct disorder. 3.7% of male prisoners had psychotic disorders; 4.0% of female offenders had a diagnosis of psychosis (both several times more common than in the general population)
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 associated with an elevated risk of arrest for violent crime compared with those never hospitalised, even after controlling for demographic factors, substance abuse and personality disorder (Brennan et al., 2000). In this study, schizophrenia appeared to be an independent risk factor for violent behaviour with variables such as substance misuse and personality disorder serving to add to the risk. The following have been established as factors which further increase risk among those with serious mental disorder: r Comorbid substance abuse (Brennan et al., 2000) r Comorbid personality disorder (Moran et al., 2003) r Noncompliance with medication (Swanson et al., 2006) r Acute psychotic symptoms (Taylor & Gunn, 1984) such as those described as “threat-control override” symptoms (Link et al., 1998), although findings have been inconsistent (Appelbaum et al., 2000; Hodgins et al., 2003; Swanson et al., 1997) There is growing support for a two-type model of violence in schizophrenia (Mullen, 2006). People exhibiting type 1 violence typically have delusional symptoms that are directly related to violence and do not have histories of delinquency. They tend to commit their first violent act after illness onset, and the victim will likely be known to them. In type 2 violence, individuals tend to have long histories of substance misuse, conduct problems and delinquency with extensive nonviolent and violent offending prior to illness onset. Most violence in the schizophrenia population is attributable to type 2, although it is possible that among homicide offenders type 1 is overrepresented. The implication of these subtypes is important when considering management techniques; medication and monitoring will be the cornerstone for type 1, whereas type 2 will additionally require a complex array of interventions along psychosocial lines.
 
 Absolute versus relative risks The manner in which the results of studies are reported can radically affect how they are likely to be
 
 perceived by the wider community. Most research to date has examined the association between psychosis and violence in terms of relative risk. The more important public health measure, however, is that of absolute risk; that is, the amount of violence in the population that can be ascribed to schizophrenia. Fazel and Grann (2006), reporting on data from Sweden, ascribed 1 in 20 crimes to people with severe mental illnesses, including schizophrenia. As overall crime rates increase, the proportion of crime attributable to those with schizophrenia decreases. As such, the Swedish figure is relevant mainly to low crime societies.
 
 Affective disorders Most studies looking at the link between major mental disorders and violence have focused on those with schizophrenia. Less is known about the risk posed by those with affective disorders. In those few studies which include separate estimates of risk for those with affective disorders, results are inconsistent and limited in many cases by sample size. In an analysis of a Danish birth cohort (Brennan et al., 2000), those hospitalised with affective disorders were not at increased risk for violent crime after account was taken of substance misuse and personality disorder. The authors commented, however, that studies relying on hospitalisation might lead to an underestimation of the risk posed by those with an affective illness, as would those studies which exclude cases of suicide at the time of the violent offence, among which depression would be common. Homicide offenders in a Canadian study were more likely to have recurrent major depression compared with other offenders when those with either a primary or comorbid diagnosis of depression were considered (Cote & Hodgins, 1992). In another birth cohort study based in Finland, those with a history of at least one registered crime were more likely than the general population to have a diagnosis of mood disorder with psychotic features even after adjustment for socioeconomic status (Tiihonen et al., 1997). One study of first episode
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 Box 24.1 Typology of ﬁlicide (d’Orban, 1979) r Category 1: Battering mothers – The killing was an impulsive act characterized by loss of temper with the immediate impulse toward aggression arising from the victim.
 
 r Category 2: Mentally ill mothers – Includes all mothers suffering from psychotic illness, acute reactive depression associated with a suicidal attempt, and cases of personality disorder with depressive symptoms of sufficient severity to require admission to psychiatric hospital.
 
 r Category 3: Neonaticides – This category applies to women who killed or attempted to kill their children within the first 24 hours of birth.
 
 r Category 4: Retaliating women – Aggression directed against the spouse was displaced onto the child.
 
 r Category 5: Unwanted children – This category includes women who killed an unwanted child by passive neglect or active aggression.
 
 r Category 6: Mercy killing – This category includes cases in which the victim is truly suffering and there is an absence of secondary gain for the mother.
 
 psychosis in the United Kingdom found particularly high rates of aggressive behaviour among those with manic-type symptoms (Dean et al., 2007). The killing of a child by its mother is a rare yet exceedingly distressing event and one particularly linked to depressive disorders. In a classic study in the early 1970s, D’Orban (1979) classified filicide into six subtypes (see Box 24.1). He focused on 89 women charged with the murder or attempted murder of their children during a 6-year period. The types of filicide were compared in terms of social and psychiatric characteristics, offence patterns and court disposals.
 
 Substance misuse A review of studies linking alcohol and violence indicated that alcohol is implicated in 40% to 60% of assaults and homicides, 30% to 70% of rapes and anything from 40% to 80% of domestic violence (Johns, 1998). Although acute intoxication may not
 
 be directly related to the offence itself, there is often still a strong association between the presence of an alcohol misuse disorder and aggression (Haque & Cumming, 2003). Hence, it is not surprising to see extremely high rates of substance misuse among prisoners. In England and Wales, the prevalence of alcohol misuse has been estimated to be 58% for male and 36% for female remand prisoners and 63% and 39% for male and female sentenced prisoners, respectively (Singleton et al., 1998). Although it is the legal process that decides culpability, it is not unusual for psychiatrists to be asked to comment on mental elements related to a criminal offence committed by an intoxicated defendant. Legal defences vary depending on jurisdiction, and arguments are limited often by a poor understanding of the mechanisms of the association. The nature of the causal link between substance misuse and violence is complex; it is likely to be an interactional process involving the basic pharmacological effects of alcohol and drugs, the context, the environment, culture and personal factors such as predisposition to aggression (Snowden, 2001). Having a mental disorder doubles the risk of an alcohol misuse disorder, and the risk increases by four for a drug-related disorder (Regier et al., 1990). The detrimental additive effect of substance misuse to mental illness and disorder are clear. It has been repeatedly demonstrated that schizophrenia with comorbid substance abuse increases the risk of violence considerably compared with schizophrenia without comorbidity (Cuffel et al., 1994; Rasanen et al., 1998; Wallace et al., 1998). In a Finnish study of 1,423 homicide offenders, schizophrenia without the presence of an alcohol disorder increased the risk of homicide 7 times for men and 5 times for women. Schizophrenia with a secondary diagnosis of alcohol use disorder increased the risk for homicide 17.2 times for men and 80.9 times for women (Eronen et al., 1996). In an Australian study, those with schizophrenia were found to be more than 4 times more likely to be convicted of interpersonal violence and 10 times more likely to be convicted of homicide than members of the general population (Wallace et al., 1998). Those with schizophrenia and
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 comorbid substance abuse were more than 8 times more likely to be convicted of interpersonal violence and 4 times more likely to be convicted of homicide than those with schizophrenia alone. Although the prevalence of substance misuse is increasing in the general population, the dramatic increase in those with severe mental illness is also contributing an increase in risks of violence (Wallace et al., 1998).
 
 Learning disability Studies that use IQ as a continuous variable indicate that significantly below-average intellectual ability is an independent predictor of future offending. The extent to which definitions of learning disability (LD) and offending are broadened or narrowed have a marked effect on prevalence rates. Individuals with mild LD show a higher rate of offending compared with peers without LD and peers with more severe LD, who rarely commit serious offences (Hall, 2000). Significantly impaired intellectual functioning is normally defined as a tested IQ below 70 using an established instrument, but studies in the area often include heterogeneous groups. Additionally, the labelling of behaviours as “criminal offences” depends on a complex decisionmaking process involving discretion to divert to other settings at various points prior to conviction. Despite their overrepresentation in criminal justice settings, offending in this group is thought to be relatively low. UK studies have suggested that between 2% and 5% of people in contact with LD services are also in contact with the police because of allegations of offending (Lyall et al., 1995; McNulty et al., 1995). This clearly omits those not in contact with services. Estimates of the number of people with LD in prisons vary enormously as a result of different inclusion criteria, testing methods and local policies. Estimates range from 0.2% to 6.0% within US and UK prisons (Birmingham et al., 1996; Denkowski & Denkowski, 1985). In a large unselected birth cohort, it was found that men who had received special schooling were 4 times more likely to be convicted for a violent
 
 offence, whereas the figure for women was 25 (Hodgins et al., 1996). West and Farringdon (1973) followed 411 boys born in London and found intellectual disadvantage to be independently predictive of offending. Men with more criminal convictions at 32 were more likely to be both verbally and nonverbally intellectually disadvantaged and to have histories of limited academic achievement at school. Many risk factors that operate in the general population for criminality similarly operate in the LD population, most specifically being a young male. Those at high risk include individuals with a history of long-standing behavioural problems, psychosocial disadvantage, family offending, nonprescribed drug use, chaotic lifestyle (Winter et al., 1997), unemployment and mental health needs (Simons, 2000).
 
 Personality disorder People with personality disorders have a wide range of problems which include early unnatural deaths, high rates of associated mental illness, and worse treatment outcomes for mental and physical illness with resultant high service utilisation and high rates of unemployment, homelessness and nonviolent and violent crime (Moran, 1999). Almost 80% of remand prisoners in England and Wales were found to have at least one personality disorder, with antisocial personality disorder (APD) being most prevalent (Singleton et al., 1998). The terms APD and psychopathy are in common parlance and often used interchangeably; there are, however, differences between these constructs, as shown in Box 24.2. Although early use of the term psychopathy focused mainly on social deviance, it has more recently been described in terms of specific abnormalities of personality (Cleckley, 1976). The concept has been operationalised in the form of Hare’s Psychopathy Checklist Revised (PCL-R), a development which has improved the utility of the concept in both research and clinical practice (Hare, 1991). This standardised tool yields a maximum score of 40 with a cutoff of 30 for caseness (in
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 Box 24.2 Summary of some the main similarities and differences between psychopathy and antisocial personality disorder Similarities
 
 Differences
 
 Persistent antisocial
 
 Psychopathy – more severe and
 
 behaviour
 
 frequent violence which is often instrumental
 
 Childhood
 
 Antisocial personality disorder
 
 behavioural
 
 – low IQ, language
 
 problems
 
 difficulties, poor parenting, impulsive anger common
 
 Contact with mental
 
 Psychopathy – impairments in
 
 health or criminal
 
 emotional processing,
 
 justice services with
 
 autonomic functioning and
 
 poor outcomes
 
 reduced response to punishment
 
 the United States). On the basis of the PCL-R, core features of the disorder have been identified according to two and three factor models, the latter incorporating the following factors: r arrogant and deceitful interpersonal style, r a deficiency of affective experience, and r impulsive irresponsibility. APD is included among a diverse range of personality disorders in the fourth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV; American Psychiatric Association, 1994) and, in the 10th revision of the International Classification of Impairments, Disabilities and Handicaps (ICD-10), the related dissocial personality disorder is included (World Health Organisation, 1992). APD as a concept has been criticised by many who regard it as simply synonymous with criminality (particularly as defined in the third edition of the DSM [DSM-III]) due to the weight given to behavioural rather than personality features (Hart & Hare, 1996). Results from the ECA study have not supported this view, however, because most of those diagnosed as antisocial according to DSM-III were not criminal but more commonly had difficulties related to
 
 employment and relationships (Robins et al., 1991). In DSM-IV, elements of the core features of psychopathy were added to the description of APD, but the result has not altered the separation of the two concepts to the extent that was hoped. Thus those with psychopathy are likely to form a subsample within a larger group in society meeting criteria for APD. Although antisocial behaviour is the main feature that links APD and psychopathy, there are differences in the nature and frequency of such behaviour. Although perhaps less impulsively aggressive than those with antisocial PD, psychopaths are more likely to engage in antisocial behaviour which is instrumental in nature (Cornell et al., 1996). Those with psychopathy have also been shown to commit higher rates of serious violence, are responsible for a greater proportion of the total crime committed in the population and have strikingly high rates of recidivism (Gretton et al., 2004; Hare, 1999; Hemphill et al., 1998). The PCL-R is one of the most robust predictors of future violence, particularly when applied to forensic populations (Serin & Amos, 1995). A diagnosis of APD does not predict future offending risk as well as psychopathy, perhaps because those included by the diagnostic criteria can vary widely in terms of their personality, motivation and affective experiences (Hart & Hare, 1996). A diagnosis of APD has, however, been found to be useful when considered a risk factor for a variety of other psychosocial outcomes (Black et al., 1995). Among those with mental disorder, particularly substance misuse, rates of comorbidity with APD can be high, and such comorbidity has been shown to predict poor response to treatment (Leal et al., 1994). From a developmental perspective, both APD and psychopathy are likely to be linked to demonstrable impairments early in life and to adverse childhood experiences, although the nature and impact of these may be quite different (see Chapter 6). A diagnosis of DSM-IV APD requires the presence of childhood conduct disorder, which itself is linked to a variety of factors, including poor parenting, low IQ and verbal language problems for
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 example (Bassarath, 2001; Morrell & Murray, 2003). Those who present with very early onset conduct disorder are particularly likely to develop lifelong persistent antisocial behaviour (Arseneault et al., 2000). Those individuals meeting criteria for psychopathy in adulthood are also likely to have developed antisocial behaviour from early in life but are more likely to have had impairments in appreciation of the emotional significance of language, events and experience rather than having a low IQ and verbal language difficulties (Patrick, 1994; Williamson et al., 1991). These findings are supported by a number of recent brain imaging studies (Intrator et al., 1997; Kiehl et al., 2004). Psychopaths have also been found to have strikingly low levels of baseline and reactive autonomic arousal, although studies have not found entirely consistent results in this regard (Lorber, 2004). The core features of interpersonal and affective abnormality in psychopathy have themselves been identified during childhood (Frick et al., 2003; Frick & Ellis, 1999), and current evidence suggests that their presence reduces the impact of parenting (Wootton et al., 1997). Throughout life, psychopaths are less likely to benefit from punishment or fear-based learning, which is an important element of socialisation and has implications for specific neural substrates (Blair, 2003). There has been a long-standing belief in psychiatry that people with personality disorders are impervious to treatment, although this belief has been subject to considerable challenge in recent times (see also Chapter 7). One reason for the perception can perhaps be found in their definition as enduring and persistent problems. With regard to reducing risk of violence among those with personality disorders, in many settings criminal justice agencies take the lead in managing the risk posed by serious offenders. Mental health practitioners do not drive the process of risk management but are partners within a multidisciplinary approach. This approach has been advocated for the management of highrisk offenders both in the community, and within institutions. In the United Kingdom, a number of new services have been developed by mental health
 
 professionals aimed at providing interventions, predominantly psychosocial, for those with personality disorders who pose a significant risk of harm to others (e.g. the DSPD or Dangerous and Severe Personality Disorder services). Such services have yet to be fully evaluated.
 
 Neurobiology of violence The causal mechanisms underlying the association between serious mental disorders such as schizophrenia and aggressive behaviour are not well established. It is, however, likely that such mechanisms will involve complex relationships between various risk factors. There is evidence for both distal (i.e. early-life vulnerability) and proximal (i.e. illness-related) risk factors for violence among those with psychosis (Figure 24.1). As discussed earlier, it is known that risk of violence is increased among those with psychosis who are also using drugs or alcohol (Wallace et al., 2004), diagnosed with comorbid personality disorder (Moran et al., 2003), failing to adhere to treatment (Swartz et al., 1998) or suffering active symptoms of illness (Hodgins et al., 2003), for example. In the Dunedin birth cohort study, factors prior to illness onset such as childhood psychotic symptoms and childhood aggression were both found to increase later risk of violence among those with schizophreniform disorder (Arseneault et al., 2003). Disturbances of brain functioning are likely to be underpin many of these known associations. Evidence in support of this comes from both studies of violence in the general population and studies involving individuals with psychotic disorders.
 
 Neurobiology of violence for those without serious mental illness Studies of individuals who go on to commit acts of violence demonstrate that they are more likely to have suffered neurodevelopmental insult early in life. Minor physical anomalies are subtle defects of the head, face, hands and feet which result from ectodermal maldevelopment during antenatal life.
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 Psychosis
 
 Violence Symptoms Cognitive impairment Social decline Impulsivity Psychotic confusion
 
 Psychosis
 
 Early life vulnerability Genetic Environmental
 
 Violence
 
 Early life vulnerability
 
 Violence
 
 Genetic Environmental
 
 Psychosis Figure 24.1 Competing hypotheses regarding the psychosis/violence causal pathway
 
 Because the brain is also ectodermally derived, the presence of these anomalies acts as a potential marker of such neurodevelopmental abnormality. In a study in Montreal, boys with higher rates of minor physical anomalies, particularly of the mouth, were more violently delinquent as adolescents (Arseneault et al., 2000). Similarly, higher rates of neurological soft signs are found among those demonstrating high levels of aggression (Lindberg et al., 2004). Providing further support for early life adversity, maternal smoking during pregnancy and obstetric complications have also been linked to later risk of aggression (Brennan et al., 1999; Raine et al., 1994). Those with a propensity for aggression are known to have both general and specific deficits of brain functioning. Low IQ is linked to antisocial behaviour throughout the life course (Hinshaw, 1992; Hodgins, 1992). In addition, neuropsychological studies have found evidence of specific deficits in executive functioning and impulse control among those displaying antisocial behaviour, again at various stages throughout life (Brower & Price, 2001; Dolan & Park, 2002; Raine et al., 2005). These findings are in line with brain structural studies which find abnormalities in the prefrontal and orbitofrontal
 
 cortices (Raine et al., 2000), in addition to the temporal lobes (Dolan et al., 2002). Such neurobiological abnormalities are likely to have arisen as a result of the interplay between genetic and environmental factors. This has been elegantly demonstrated by recent gene-environment interaction studies such as that reported by Caspi et al. (2002) in which childhood maltreatment was found to interact with a genotype for the neurotransmittermetabolising enzyme monoamine oxidase A in influencing risk for later antisocial behaviour.
 
 Neurobiology of violence for those with serious mental illness The neurobiological correlates of violence among those with serious mental illness have been less well documented than for the nondisordered population. The evidence for early neurodevelopmental insult is less convincing in this group (Cannon et al., 2002). Higher rates of neurological soft signs have been reported among those with schizophrenia who perpetrate aggressive acts, but results have been inconsistent (Naudts & Hodgins, 2006). Many of the neuropsychological and brain imaging deficits known to occur in psychotic disorders
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 have also been considered in terms of their potential impact on risk of violence. In particular, deficits in aspects of social cognition and social functioning may be relevant. Those with schizophrenia have been shown to have impairments in affect processing (Edwards et al., 2001), theory of mind (Frith, 2004) and prefrontal cortical functioning (Callicott et al., 2003). Noting the overlap between impairments relevant to aggression and to psychosis, many have hypothesised that such impairments are likely to be more evident among those with schizophrenia who are also particularly aggressive. This has not been entirely borne out in research conducted to date (Naudts & Hodgins, 2006). In fact, those with a lifetime pattern of aggressive behaviour have been found to perform better on some tests of brain functioning compared with others with schizophrenia but no such history.
 
 Speciﬁc offences – homicide and sex offending Homicide Given that the risk to a member of the public of being killed by a stranger with mental disorder is scarcely greater than being killed by a speeding police car or lightening, the amount of media space devoted to such killings appears extreme. Such stigmatizing coverage promotes societal fear of the mentally ill, but does the evidence justify this? Studies of mental disorder in people convicted of homicide have found rates between 8% and 70% (Gudjonsson & Petursson, 1986; Lindqvist & Allebeck, 1990; Taylor & Gunn, 1999; Wong & Singer, 1973), varying with different definitions of mental disorder. Shaw et al. (2006), using the broadest definition (a lifetime history of any disorder) found a rate of at least one third in homicide offenders, which may not actually represent a much higher prevalence of such mental disorder over the general population. The national confidential inquiry into suicide and homicide by people with mental illness
 
 in the United Kingdom aimed to establish the frequency and contributory role of mental illness in a complete national sample of homicides (Shaw et al., 1999). Of those for whom psychiatric information was available (70%), 44% had a lifetime history of mental disorder, and 14% had symptoms of mental illness at the time of the homicide. The most common diagnosis was personality disorder (22%). Only 14% of the total sample was confirmed to be in contact with mental health services at some time in the year before the homicide. Hence, most people with a history of mental disorder convicted of homicide were neither symptomatic nor in contact with mental health services. This raises doubt about the role that can be played by mental health services in the prevention of homicide. These data suggest there are around 40 homicides per year in which people have been in contact with mental health services in the previous 12 months. This is a small proportion of the total number of homicides annually and a tiny proportion of the population of psychiatric patients. Mullen (2006) warned that although the minimisation of the correlations between violence and schizophrenia by researchers may be in part due to misplaced good intentions, we should listen to what the epidemiology findings say and accept that although public fear may be exaggerated, it is certainly not groundless. Has deinstitionalisation resulted in more societal violence being attributable to mental illness and disorder? Both Gottlieb et al. (1987) and Taylor and Gunn (1999) in the United Kingdom found no increase in homicides by people with mental illness following deinstitutionalisation, whereas a small increase has been reported from Germany (Erb et al., 2001). Australian researchers found that rising numbers of convictions for violence among individuals with schizophrenia paralleled rising levels of societal violence (Mullen et al., 2000; Wallace et al., 2004). In New Zealand, the percentage of all homicides committed by the mentally disordered fell from 19.5% in 1970 to 5% in 2000. Ten percent of perpetrators had been admitted to hospital during the month before the offence, and 29% had no prior contact with mental health services (Simpson
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 et al., 2004). Although perpetrators may be unknown to mental health services (Leong & Silva, 1995; Shaw et al., 1999), it is important to note that the victims are more often family members than strangers, when compared with victims of mentally normal perpetrators (Gottlieb et al., 1987; Shaw et al., 1999).
 
 Sex offending Sahota and Chesterman (1998) reported that up to 10% of all sex offenders are found to have a mental illness. The remainder have either no diagnosis or are labelled as either personality disordered or paraphiliac. Among patients in high secure psychiatric hospitals, it has been estimated that a “sexual element of offending” may be present in up to 70% (Lewis, 1991). Those sex offenders with mental illness are less likely to offend against children than are nondisordered sex offenders (Murray et al., 1992). Thus although only a small minority of sex offenders are thought to be mentally ill, they comprise a larger proportion of secure hospital populations. Personality disordered sex offenders are estimated to comprise 30% to 50% of the sex offender population, depending on the sample. Of those with severe mental illness, schizophrenia is the most common diagnosis among sex offenders; however, much research in the area remains inconclusive. Sexual offending may be associated with a psychotic illness for a number of reasons, namely (Craissati, 2004): r the assault has arisen directly as a result of delusional beliefs or hallucinations; r the assault is related to less specific features of the illness, such as heightened arousal, irritability or confusion; r the assault is related to negative symptoms which may effect social competency; or r it may be completely unrelated to the illness. There has been little research examining the link between sex offending and other mental illnesses, although a small minority of depressed individuals or those with obsessive-compulsive disorder may suffer from persistent and distressing ruminations of a sexual nature.
 
 Two main types of personality disorder are known to be particularly associated with sexual offending: APD and emotionally unstable personality disorder. The relationship between APD and sex offending is perhaps self-evident (see Chapter 7). Emotionally unstable personality disorder is characterised by a marked tendency to act impulsively without consideration of the consequences, together with affective instability. There are particular challenges which must be considered in the management of sex offenders with personality disorders. Although those with APD may resist attempts to engage them in treatment, sex offenders with emotionally unstable personality disorder may seek treatment in a chaotic manner, characterised by intense distress and a raised risk of self-harm. Given the established link between treatment attrition and a high risk of sexual reoffending, programmes for people with personality disorders need to be structured and supportive. Cognitive-behavioural programmes, the mainstay of treatment, may need to be augmented by medication for those sex offenders manifesting marked levels of emotional lability, as well as drawing on treatment approaches developed for nonoffending individuals with these personality disorders. Such approaches include schema-focused therapy (Young, 1999) and dialectical behavioural therapy (Linehan, 1993), both of which place emphasis on the importance of establishing a crisis management plan, addressing primary areas causing distress and developing selfmanagement skills. For a review of treatment for sex offending, see Chapter 17 or Craisati (2004).
 
 Risk assessment and management Assessment of the risk of harm to others posed by those with mental illness has become an increasingly important part of clinical practice in psychiatry, particularly forensic psychiatry. This has arisen both because of accumulating evidence that those with mental disorder are at increased risk of violence (Hodgins et al., 1996) and because of pressure from government and the general public whose
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 concerns have been fuelled by the highlighting of individual cases in inquiries and by the media. Given that violence is relatively rare and the relationships between factors contributing to future occurrence of violence in an individual are complex, predictions of future violence are inherently problematic. Thus the focus must be on assessment and management of risk rather than on prediction of risk, much in the way that risk of self-harm and suicide are considered in clinical practice. Risk prediction is certainly still considered by researchers but is of considerably less utility for clinicians.
 
 Risk assessment methodologies Unaided clinical risk assessment is still commonly practiced by clinicians but has been criticised on the basis of its poor reliability, poor predictive validity and lack of methodological transparency (Dolan & Doyle, 2000). In an attempt to improve the ability of clinicians to predict risk of violence, a number of instruments have been devised and tested. Two main approaches have been taken – actuarial versus structured professional judgement.
 
 Actuarial risk assessment Although the term actuarial is used without clear definition in the field of risk assessment research (Buchanan, 1999), it can generally be taken to refer to instruments which involve rating a number of predominantly static risk factors known to increase risk of violence when large samples have been studied. A score is produced for an individual which reflects the violence risk group to which he or she belongs. Such instruments have been used for some time in the criminal justice system to predict recidivism among nondisordered offenders. Among those with mental disorder, studies have demonstrated the ability of actuarial methods to predict violence (Bonta, 1998). One actuarial tool which has been used extensively in the mentally disordered population is the Violence Risk Appraisal Guide or VRAG (Harris et al., 1993). It incorporates 12 items
 
 Box 24.3 Violence Risk Appraisal Guide (VRAG) items r PCL-R (Psychopathy Checklist – Revised) score r r r r r r r r r r r
 
 (Hare, 1991) Elementary school difficulties Personality disorder Young age Separated from parents prior to 16 Failure on prior conditional release Nonviolent offence history Never married No diagnosis of schizophrenia Victim injury (minimal or none) Alcohol abuse Female victim
 
 (Box 24.3) found to be important predictors of reconviction/rehospitalisation in a sample of 618 male offenders with mental disorder in Canada who were followed up for 7 years.
 
 Clinical risk assessment Structured clinical risk assessment instruments such as the HCR-20 or Historical/Clinical/Risk Management 20-item scale (Webster et al., 1997) have been devised and tested in an attempt to combine empirical knowledge about violence risk and clinical expertise. The HCR-20 (Box 24.4) incorporates static historical risk factors such as previous violence and early maladjustment, together with dynamic factors which may be particularly important in individual cases such as level of insight and lack of personal support. Although not clearly borne out by large-scale risk-factor research, these latter clinical and risk management factors are viable targets for risk reduction intervention. An overall score can be obtained for the identification of those belonging to high-risk groups as with actuarial assessment, but additionally there is an opportunity for professional discretion to be used – regarded as both a strength and limitation depending on the perspective taken.
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 Predictive validity – how accurately does risk assessment predict future violence?
 
 Box 24.4 HCR-20 items
 
 Historical items
 
 Clinical items
 
 (10)
 
 (5)
 
 Risk items (5)
 
 Previous
 
 Lack of insight
 
 Plans lack
 
 Negative
 
 Exposure to
 
 violence Young age at first violent
 
 feasibility attitudes
 
 destablisers
 
 incident Relationship instability
 
 Active symptoms of
 
 Lack of personal support
 
 mental illness Employment
 
 Impulsivity
 
 problems
 
 Noncompliance with remediation attempts
 
 Substance use problems
 
 Unresponsive
 
 Stress
 
 to treatment
 
 Major mental illness Psychopathy (PCL) Early maladjustment Personality disorder Prior supervision failure
 
 Evaluating the utility of risk assessment instruments In addition to basic considerations regarding the implications for time and resource management, whether incorporating a specific risk assessment procedure will prove a useful addition to clinical practice depends on three main issues: 1. the proven accuracy with which violence can be predicted by the process (predictive validity); 2. the applicability of the instrument to the patient group and outcomes of interest; and 3. the ability of clinicians to act on the results in order to reduce the predicted risk.
 
 A statistical assessment of predictive validity is crucial both to considering whether a particular risk assessment instrument is clinically useful and to making comparisons between different instruments. There are a number of methods for assessing predictive validity, but the current preferred approach is to obtain receiver operator characteristics (ROCs). Presenting the ROC area under the curve data integrates the concepts of sensitivity and specificity and is relatively independent of the base rate of population violence (Kroner, 2005). In a recent UK study, the relative efficacy of three instruments – the HCR-20, the PCL:SV (Psychopathy Checklist Screening Version; Hart et al., 1995) and the OGRS or Offender Group Reconviction Scale (Copas & Marshall, 1998) – were compared prospectively over 2 years in a group of patients discharged from an independent medium-secure unit (Gray et al., 2004). All three instruments were found to be predictive of offending over the followup period. but the purely criminogenic scale (OGRS) appeared to perform best. The finding that actuarial instruments outperform even structured clinical assessments in mentally disordered populations is generally consistent with a number of studies performed in different settings (Bonta et al., 1998), whereas both actuarial and structured clinical approaches outperform unaided clinical judgment. With early indications of superior predictive validity and greater flexibility for clinical application, much interest has recently developed in a new “decision tree” methodology for risk assessment such as that employed by investigators working on the MacArthur Project (Monahan et al., 2000).
 
 Generalisability – can the instrument be applied to a particular population, setting and question of interest? Predictive validity demonstrated in any study for a risk instrument may not necessarily generalise to a
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 clinical setting. For example, most studies of predictive validity have been performed on samples of male forensic patients pre- and post-discharge. Although ROC analyses minimise the difficulty posed by different populations having different base rates of violence, other important factors are also likely to differ among populations, including the prevalence of risk factors measured by any particular instrument. The outcome measure chosen is also important because it will vary in different studies in terms of definition, source, time period and method of measurement. To be useful in a clinical setting, the outcome measure must be comparable to that required for clinical decision making (Buchanan, 1999).
 
 Intervention – does risk assessment guide clinical treatment decisions? In clinical practice the usefulness of any risk assessment method will also depend on the implications for intervention. Reliance on static historical and demographic factors such as gender and past criminal behaviour, for example, limits the opportunity to inform clinical intervention. For this reason, consideration of dynamic clinical factors such as active psychotic symptoms, substance misuse and compliance with treatment may contribute to the usefulness of a risk assessment instrument in clinical practice (Mills, 2005). An emphasis on dynamic risk factors enables the process to shift from risk assessment to risk management or risk reduction. Interventions at the heart of clinical practice such as the use of psychotropic medication to treat mental disorder may have an important role to play in risk reduction. Evidence has been accumulating that the choice of antipsychotic medication, for example, has implications for future risk of violence (Swanson et al., 2004). Although treatment decision making may benefit from the results of risk assessment, it is important to remember that an imperfect risk prediction process has serious implications for individuals if used in this way. Even instruments with relatively high predictive validity will give rise to both false positives
 
 and false negatives: The potential implications of making decisions about detention based on risk prediction, for example, have been elegantly demonstrated by Buchanan and Leese (2001). They pooled results from 23 studies employing violence risk assessment and concluded that on average, six people would need to be detained to prevent one violent act on the basis of the rate of violence assumed to be associated with those believed to have dangerous and severe personality disorders (DSPD). Finally, risk instruments rely on evidence demonstrating an association between a risk factor and the outcome, but this does not equate to causation, particularly when considering an individual case. Whereas actuarial instruments more accurately identify at-risk groups, structured risk instruments may represent a more clinically useful tool for enhancing clinical decision making.
 
 Forensic psychiatry and the law This section is largely based on the law as it pertains in England and Wales. Many of the principles will be pertinent to other countries and jurisdictions, but the reader will require reference to local mental health and civil acts for local applicability.
 
 Historical background It has long been recognised that mental disorder can be linked to offending behaviour and that mentally disordered offenders should be treated differently by the courts. In Roman times, offenders were tried in the forum (hence the term forensic) and, under Roman law, the insane were felt not to be capable of “malicious intent” (Puri et al., 2005). Although English legal history records many early examples of judicial decisions based on similar principles, the care of those offenders determined to be mentally disordered was very poor for many centuries. Lunatic offenders were generally committed to prisons until the Bethlem Hospital was founded in
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 Table 24.2 UK Mental Health Law Timeline – Bethlem to Broadmoor Hospital period Year
 
 Mental health law event
 
 1247 1285 1334 1601
 
 Bethlem Hospital founded (first took “lunatics” in 1377) Verdict of misadventure returned in murder trial in which offender was found to be “mad” Royal Prerogative – entitled the Crown to the wealth of “idiots” and “lunatics” Poor Law Act – required each parish to take responsibility for the old and the sick including “idiots and lunatics” Vagrancy Acts – allowed for arrest and detention of persons appearing mentally unwell and dangerous First appearance of a physician at a trial as an expert witness in a trial to support an “unsound mind” defence to a charge of murder (the defence failed) Act for Regulating Private Madhouses in 1774 – medical certification for insanity introduced James Hadfield acquitted of attempting to murder King George III and sent by the court to hospital; led to the Act for the Safe Custody of Insane Persons Charged with Offences 1800 which provided for the special verdict of not guilty by reason of insanity County Asylums Act – required counties to raise funds to build asylums Madhouse Act – powers given to release individuals detained improperly, to remove private madhouse licences and to a requirement for regular medical review of patients Insane Prisoners Act – Home Secretary given the power to transfer an individual from prison to an asylum if insane Association of Medical Officers of Asylums and Hospitals for the Insane formed (forerunner to the Royal College of Psychiatrists) Daniel McNaughton acquitted of murder (attempting to shoot the Prime Minister; he shot his secretary instead); his acquittal prompted the Law Lords to issue guidance regarding the definition of insanity called “McNaughton’s Rules” Criminal Lunatic Asylum Act – led to mentally disordered offenders being placed in a new state criminal asylum, Broadmoor Hospital
 
 1713 and 1744 1760 1774 1800
 
 1808 1828 1840 1841 1843
 
 1860
 
 1247 (see Table 24.2). In fact the Bethlem Hospital remained the only facility for the care of the mentally ill in England up until the seventeenth century and the primary facility for the care of mentally disordered offenders until the evolution of the “special hospitals”, with Broadmoor Hospital opening in 1863. In England and Wales over the last century, there has been enormous change in both mental health care as it relates to the mentally disordered offender and in the legal framework within which it occurs. The following list summarises some of the key developments and influences operating during this period: r Development of Mental Health Legislation allowing involuntary detention in both civil and criminal contexts
 
 r Establishment of the National Health Service
 
 (1946) and very recently the expectation that prisoners should receive a standard of care equivalent to that available in the community r 1957 Homicide Act – provision included for having a murder charge reduced to manslaughter on the grounds of diminished responsibility r Deinstitutionalisation and a shift towards “care in the community” following concerns about the inappropriate detention of patients for long periods and the unsatisfactory conditions found in many institutions r Establishment of regional Medium Secure Units following the Butler Committee Report on Mentally Abnormal Offenders in 1975 (Butler-Report, 1975)
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 r Advent of the Care Programme Approach (1991)
 
 following concerns about the adequacy of community care, the issue being further highlighted by the report of the inquiry into the high-profile killing of a stranger by Christopher Clunis, who suffered from schizophrenia (Ritchie et al., 1994) Much of the historical background to the practice of forensic psychiatry is mirrored in other Western jurisdictions, but there are also important differences. In the United States, for example, the functions of forensic psychiatrists are separated, such that their role is more often to provide expert evidence to the courts and not in the care of mentally disordered offenders. International differences are largely a result of the organisational and legislative framework within which forensic psychiatry is practised in different settings.
 
 Australian Mental Health Act 1993). Box 24.5 provides a summary of general principles recommended by the WHO for countries considering the development of mental health legislation. Since its introduction, compulsory admission rates under the MHA 1983 in England and Wales have increased substantially despite a reduction in bed numbers (Lelliott & Audini, 2003). In seven local authority regions, the rate of compulsory admission increased from 57 per 100,000 in 1991 to 75 per 100,000 in 1997. The same study found that young men were particularly likely to find themselves subject to the Mental Health Act.
 
 Mentally disordered offenders – the medicolegal context
 
 Mental health legislation
 
 Detention in hospital for those under the criminal justice system
 
 In the United Kingdom, as in many other similar settings, those with mental disorder may be treated differently under the law with regard to treatment decision making. Although the principles of mental capacity (under common law or in some cases statute law) are applicable to all, those with mental disorder are deemed to present a special case. In England and Wales, the Mental Health Act 1983 (MHA 1983) provides the legal framework for the care of the mentally disordered where powers of detention and treatment, without the consent of the individual, are required. In principle, mental health legislation allows for the compulsory assessment and treatment (if warranted) of those individuals who meet stated criteria for mental disorder and who present defined risks, in particular where there is evident risk of harm to health, self or others likely to arise from the disorder if allowed to remain untreated. In England and Wales under the MHA 1983, such assessment and treatment can only be carried out compulsorily under conditions of detention in hospital (although recent amendments to the MHA will in future allow for community treatment), but in some other jurisdictions, formal treatment in the community is also permitted (e.g. South
 
 In addition to compulsory admission under civil section, the MHA 1983 also provides for the detention of mentally disordered offenders. The concept of “diversion” from the criminal justice system to mental health services is similarly enshrined in mental health legislation in other settings. At virtually every stage of an individual’s progress through the criminal justice system, there exists an opportunity for such diversion. Following arrest in England and Wales, a mentally disordered individual can be admitted informally to a psychiatric hospital (whether also remanded to hospital by the police or not) or can be detained compulsorily under the MHA 1983 following assessment at the police station. At an early stage, the courts can remand an individual to a psychiatric hospital for a report following assessment or for treatment. At many magistrates’ courts, there are now diversion “teams” in regular attendance to provide urgent mental health assessments, facilitate access to mental health services and give advice to the courts. Those already on remand in custody (awaiting trial or sentencing) can also be transferred to hospital under the MHA 1983 as directed by the Home Secretary. In the context of charges having being brought against an individual,
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 Box 24.5 Mental health legislation: general principles of development (WHO) r The ‘least restrictive alternative’ principle should be incorporated into any legislation such that individuals should always be offered treatment in settings least likely to restrict their personal freedoms, status and privileges
 
 r If institutional treatment is necessary, the legislation should encourage voluntary admission and treatment
 
 Box 24.6 According to Pritchard’s Criteria, the defendant is unﬁt to plead if he is unﬁt to do at least one of the following: r r r r r
 
 Instruct counsel Appreciate the significant of pleading Challenge a juror Examine a witness Understand and follow the evidence presented in court
 
 such that involuntary care occurs only in exceptional cases
 
 r The legislation should guarantee confidentiality with respect to information gathered in a clinical setting
 
 r Free and informed consent to treatment should be preserved in the legislation; treatment without consent should occur only in exceptional circumstances such as where individuals admitted on an involuntary basis lack capacity to consent and where treatment is required to improve mental health and/or prevent a deterioration
 
 the courts in England and Wales can order a mentally disordered offender to be transferred to hospital in preference to a custodial or other disposal (discussed later). Finally, a sentenced prisoner who develops overt mental disorder while in custody can be diverted to hospital, again under the MHA 1983 directed by the Home Secretary.
 
 in mental health and/or prevent risk of harm to self or others
 
 r The legislation should include adequate procedures to protect the rights of individuals admitted and/or treated involuntarily; these procedures should include: rights to appeal against involuntary care, ability to obtain a second opinion, use of a periodic review mechanism, and ability to obtain permission from an independent authority based on professional recommendations
 
 r The circumstances under which involuntary admission can be considered should be stated explicitly by the legislation
 
 r Treatment should be voluntary wherever possible (including for those admitted involuntarily) and should be based on informed consent; consent is unlawful if given in response to a threat or implied threat of compulsion, or where appropriate alternatives are not considered
 
 r Involuntary treatment in community settings can be a useful alternative to admission (although sufficient evidence for this is currently lacking)
 
 r The legislation should make provision for automatic reviewing of every case of involuntary admission and/or treatment; this should be undertaken by an independent body
 
 r The legislation should make provision for appointment of guardians for individuals not competent to make decisions
 
 Fitness to plead Mental abnormality can be considered as a defence by the courts for two purposes: to excuse the individual from being tried (fitness to plead) or to consider the individual as not fully responsible for the unlawful act. Under the Criminal Procedure (Insanity and Unfitness to Plead) Act 1991, at the time of trial a defendant can be found by the judge to be unfit to plead based on medical evidence provided. The test that is applied under the act is based on that used in R v Pritchard, 1836 (see Box 24.6) If a defendant is found unfit to plead but is likely, following treatment, to become fit, then the trial can be adjourned to allow for such improvement if it can occur within a reasonable time period. If not, a jury trial of the facts takes place in the defendant’s absence to determine whether the individual committed the acts alleged (actus rea). If found both unfit to plead and to have committed the act, the individual is then disposed of by the court; the offender may be given a hospital order, supervision order or absolute discharge. It should be noted that the finding of unfitness to plead or stand trial is uncommon (295 cases were identified for the period 1976–1988 in England and Wales; Grubin, 1991). It is
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 Box 24.7 The McNaughton Rules The offender must be proven, on the balance of probabilities, to have been suffering such a defect of reason at the time of the offence that the following rules were met:
 
 r He did not know the nature or quality of his act (physical) or
 
 r He did not know that what he was doing was wrong (forbidden by law) If the individual was suffering from a delusion, then his actions would be judged in relation to that delusion
 
 also possible that physical ill health might render an individual unfit to plead and stand trial, but serious mental illness is by the far the most common.
 
 Psychiatric defences Throughout history and today in many jurisdictions, those suffering mental disorder have been able to present a psychiatric defence to a charge against them. The range/definition of mental disorder varies, as indeed do the circumstances in which such defences can be used, the requirements to be met and the subsequent outcome for the defendant. The defence of not guilty by reason of insanity (or the “special verdict”) is available (under the Criminal Procedure [Insanity and Unfitness to Plead] Act 1991) to those facing any charge, although most commonly for those facing a charge of murder or other serious offence. Use of the defence is relatively rare because of the very strict test applied; the test having originally arisen from the case of Daniel McNaughton in 1843. The guidance from law lords issued following this case is referred to as the McNaughton Rules (see Box 24.7). If an individual is found to be not guilty of the charge by reason of insanity, the judge has a range of options for disposal available to him, including detention in hospital. The Homicide Act 1957 was introduced in the United Kingdom at a time when capital punishment was still being applied to those convicted of murder. Given the high threshold of the McNaughton Rules,
 
 many were concerned that they afforded limited protection to those with mental disorder who had killed. In this context, a partial defence to murder was created such that an individual could be found guilty of the lesser charge of manslaughter on the grounds of diminished responsibility and avoid the gallows (now the automatic life sentence for murder is avoided). Under the Homicide Act 1957, the offender must prove that at the time of the offence, he or she was suffering “from such abnormality of mind, whether arising from a condition of arrested or retarded development of mind or any inherent causes or induced by disease or injury, as substantially impaired his mental responsibility for his acts”. If successful, the sentence given to the individual convicted of manslaughter is at the discretion of the court and is often a hospital order or, less commonly, a community rehabilitation order. Automatism is a rare plea which can be applied to a wide range of offences but in practice is generally limited to serious offences such as homicide. The defendant pleads that at the time of the offence his behaviour was “automatic”, that is without mens rea; the body is acting without knowledge or involvement of the mind. Successful cases have been based on automatism arising from hypoglycaemia, sleep walking and epilepsy, for example. The defendant is acquitted if successful unless the case is of insane rather than sane automatism; the former amounts to “not guilty by reason of insanity” and is dealt with according to the rules for the special verdict. Noninsane automatisms are essentially due to external causes and unlikely to recur, whereas insane automatisms are due to internal diseases or disorders of the mind.
 
 Conclusions The relationship between mental illness and the law has fascinated and tested both the mental health and the legal professions for centuries. Forensic psychiatry is a growing discipline, and this reflects increasing awareness of these issues by both groups, as well as a desire to ensure that public safety and
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 the rights of the mentally ill are given equal balance in legislation and clinical decision making.
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 25 Biological treatments: general considerations Evangelia M. Tsapakis and Katherine J. Aitchison
 
 This chapter on general considerations for biological treatments in psychiatry covers four main areas: pharmacokinetics, pharmacodynamics, behavioural pharmacology and pharmacogenetics. Within each of these, general principles are defined, and examples relevant to psychiatry provided.
 
 Pharmacokinetics Pharmacokinetics is the study of the time course of the passage of drugs and their metabolites through the body. A good working knowledge of pharmacokinetics facilitates appropriate and safe prescribing. The concentration attained at a drug’s site of action depends on the extent and rate of its absorption, distribution, plasma binding, metabolism and elimination. Factors influencing these involve the molecular size and shape of the drug, its lipid solubility and degree of ionisation. Nonionised molecules, in contrast to the ionised molecules, are usually lipid soluble and can diffuse across cell membranes.
 
 conditions, (c) drug concentration, (d) the circulation at the site of absorption and (e) the area of the absorbing surface. Each of these factors separately or in conjunction with one another may have profound effects on the clinical efficacy and toxicity of a drug. Intravenous injection (IV) ensures that the entire administered drug is available to the circulation. The rate of drug injection or infusion can be used to control the rate of drug availability, but few psychopharmacological drugs are administered IV. Some rapid tranquilisation protocols continue to recommend IV benzodiazepines or antipsychotics under certain circumstances, whereas most encourage the intramuscular (IM) route. The extent to which a drug reaches its site of action is termed bioavailability. A general rank order of dosage formulations providing the most rapid to the slowest rate of drug release for oral absorption is solutions > suspensions > tablets > entericor film-coated tablets. Drugs with short elimination half-lives, such as venlafaxine or sodium valproate, may be formulated into sustained- or slow-release preparations for once-daily administration.
 
 Absorption Absorption is the rate at which a drug leaves its site of administration and the extent to which this occurs. In addition to the physicochemical factors influencing transport across membranes, absorption depends on (a) drug solubility, (b) local
 
 Distribution The distribution of drug to the tissues begins on absorption into the systemic circulation. The initial phase of distribution reflects cardiac output and regional blood flow. Well-perfused organs such as
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 the heart, liver, kidney and brain initially receive most of the drug. Delivery of drug to muscle, most viscera, skin, and fat occurs later (the second phase of distribution). Other factors influencing the distribution of a drug in the body include (a) the rate at which the drug diffuses into the tissues, (b) the drug’s lipid solubility, (c) drug binding to plasma proteins (e.g. to albumin for acidic drugs and to α 1 acid glycoprotein for basic drugs) and (d) the pH of the tissues. Entry of drugs to the central nervous system (CNS) is restricted by the blood-brain barrier. The endothelial cells of brain capillaries are joined by tight junctions, which prevent flow of aqueous solutes between cells. Surrounding precapillary glial cells may also contribute to the slow diffusion of acids and bases into the CNS. Hence lipid-soluble drugs permeate the CNS relatively easily. The rate of diffusion of polar drugs into the CNS is proportional to the lipid solubility of the nonionised species. Exit of drugs and their metabolites from the CNS is through the arachnoid villi. The distribution of a drug in the body largely depends on the drug’s relative binding affinity to plasma proteins and tissue components and the capacity of the tissues for drug binding. Only unbound drug is capable of redistributing between plasma and tissues. However, different degrees of plasma protein binding (e.g. between antidepressants) are not sufficient to draw valid conclusions about the availability of drug to exert pharmacological effects at the site of action, because the binding of drugs to tissue components must also be considered. Drug binding in tissues cannot be measured directly in vivo and must be inferred using mathematical models or in vitro methods (or both). Drug accumulating in various body reservoirs is in equilibrium with that in plasma and is released as the plasma concentration declines. Hence the concentration of the drug in plasma and at its locus of action is sustained, and pharmacological effects of the drug are prolonged. However, if the reservoir for a drug has a large capacity and fills rapidly, the distribution of the drug may alter such that larger quantities of the drug are required initially to
 
 provide a consistent therapeutically effective concentration in the target organ. Diazepam, which is highly lipophilic, has a rapid onset of action as a result of its entry into the brain within minutes of oral administration. The concentration of diazepam at its effect site may, however, fall rapidly as a result of distribution into the brain, so that its duration of action after an initial dose is shorter than would be expected based on its elimination half-life. The intensity and duration of the pharmacological effect of a second diazepam dose, taken immediately after cessation of the effect of the first dose, is greater and longer, respectively, than the intensity and duration of the effect of the first dose because the active “reservoir”, the brain, is already partially full, and hence the distribution effect is less. Drug-drug interactions may result in the displacement of drug from plasma protein-binding sites, with more unbound drug becoming available for distribution to target organs. If plasma protein binding exerts a restrictive effect on the drug’s hepatic or renal elimination (or both), then the resultant increased free drug concentration in plasma will be a transient effect, because the free (non-protein-bound) drug will be rapidly eliminated. Total (bound plus free) drug concentration in plasma will eventually return to a pre-displacement value. Plasma protein-binding displacement interactions are rarely a major source of variability in psychopharmacology, but some psychotropic drugs such as risperidone have a relatively high propensity to bind albumin, a factor that can influence the free drug’s availability in the body, and hence its potential interactions with other medications competing for protein binding, such as carbamazepine. Drug interactions involving inhibition of drug metabolism are more common.
 
 Metabolism Many drugs undergo extensive metabolism as they move from the gastrointestinal tract to the systemic circulation. This process, performed mainly by the liver, and in the case of some drugs by gut mucosal cells, is known as first-pass metabolism
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 and includes the formation of active metabolites for many psychoactive drugs, a major pharmacokinetic source of interdrug variability. First-pass metabolism is avoided by the sublingual route of administration, where absorption from the oral mucosa (e.g. oro-dispersible olanzapine or risperidone) is very rapid, despite the fact that the surface area available is small. Drugs formulated in this manner are usually nonionic highly lipid soluble preparations. Venous drainage from the mouth is to the superior vena cava, so the drug is protected from first-pass metabolism by the liver. Oral administration, leading to a first-pass effect, results in a decreased amount of parent drug (and the appearance of metabolites) compared with parenteral dosing. Cytochrome P450 (CYP) enzymes located in the luminal epithelium of the small intestine are involved in the metabolism of many drugs (Wilkinson, 1996). For example, up to 43% of orally administered midazolam is metabolised as it passes through the intestinal mucosa (Perloff et al., 2003). CYP3A4 represents approximately 70% of total cytochrome P450 in human intestine; several psychotropic drugs are substrates of this enzyme (Table 25.1).
 
 Elimination Elimination of drugs from the body takes place largely through renal excretion in an unchanged form by biotransformation in the liver to polar metabolites or both. Drug and metabolite elimination half-lives are indicative of the speed of washout from the body, informing, for example, the speed of switching from fluoxetine to a monoamine oxidase inhibitor such that the serotonergic syndrome is avoided (see Chapter 27). There are two phases in the metabolism of lipidsoluble drugs by the liver to more water-soluble molecules, which are then excreted by the kidney. Phase I metabolism includes oxidation, reduction and hydroxylation, resulting in a more polar compound. Phase II metabolism consists of conjugation reactions, including glucuronidation, sulphonidation and N-acetylation. The most important phase
 
 I enzymes are microsomal cytochrome P450 isoenzymes. Other phase I metabolism enzymes include the flavin mono-oxygenases (e.g. FMO III). Induction or inhibition of the cytochrome P450 system is a common mechanism of drug-drug interaction. For example, CYP3A is inducible by drugs and dietary constituents such as carbamazepine, or alcohol, and inhibited by cimetidine, fluoxetine or grapefruit juice. The elimination half-life (t1/2 ) is the time taken for the plasma concentration to fall by one half. The decline of the drug’s concentration in plasma is ascertained by multiple blood sampling (Figure 25.1). Knowledge of a drug’s t1/2 is essential for informing the frequency of drug administration (DeVane & Jusko, 1982). The clearance of a drug is the volume of plasma or other fluid from which drug is irreversibly removed per unit of time as it passes through the liver or any other eliminating organ; extraction occurs as blood travels through the organ. If a drug is eliminated by a number of organs, the total clearance is an additive function of the clearances by all the individual organs. When the drug dose and bioavailability are constant, clearance is the pharmacokinetic parameter that determines the extent of drug accumulation in the body. In contrast, t1/2 is reflected in the rate of drug accumulation. During a multiple drug-dosing regimen, steadystate is attained through drug accumulation, with drug eliminated being replaced by an equivalent amount of newly administered drug. The time required from the first administered dose until reaching steady-state is approximately four to five half-lives (i.e., 5 t1/2 ). The term steady-state is a misnomer in that a true drug steady-state occurs only with a constant-rate intravenous infusion. Even at “steady-state”, owing to the concurrent processes of drug absorption, distribution and elimination, the drug concentrations will vary in plasma, with a peak and trough concentration occurring within each dosage interval. The average steady-state concentration is between the peak and trough levels and is determined by the daily dose and the drug’s total body clearance.
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 Table 25.1 Psychotropic substrates of cytochrome (C4)P enzymes 1A2
 
 2C19
 
 2C9
 
 2D6
 
 2E1
 
 3A4,5,7
 
 clozapine haloperidol imipramine mirtazapine olanzapine tacrine
 
 amitriptyline clomipramine diazepam phenytoin
 
 phenytoin
 
 amitriptylline clomipramine clozapine codeine desipramine donepezil haloperidol imipramine methadone risperidone thioridazine trazodone venlafaxine
 
 ethanol
 
 alprazolam buspirone carbamazepine clozapine clozapine diazepam donepezil galantamine haloperidol methadone midazolam mirtazapine risperidone sildenafil trazodone triazolam valproate venlafaxine zaleplon zolpidem zopiclone
 
 2D6
 
 2E1
 
 3A4,5,7
 
 chlorpromazine citalopram clomipramine fluoxetine fluphenazine haloperidol methadone paroxetine sertaline
 
 disulfiram
 
 fluoxetine fluvoxamine nefazodone paroxetine sertraline tricyclics
 
 CYP450 INHIBITORS 1A2
 
 2C19
 
 fluvoxamine paroxetine
 
 fluoxetine fluvoxamine sertraline
 
 2C9
 
 CYP450 INDUCERS 1A2
 
 2C19
 
 2C9
 
 2D6
 
 2E1
 
 3A4,5,7
 
 carbamazepine phenobarbitone phenytoin tobacco
 
 phenytoin
 
 secobarbital
 
 carbamazepine phenytoin
 
 ethanol
 
 carbamazepine phenobarbital phenytoin
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 Time (min) Figure 25.1 Whole blood clozapine concentration-time curves after a 10 mg/kg intraperitoneal dose of clozapine to male wild-type and CYP1A2 -/- mice, administered at time 0. Mean values + SD are given (adapted from Aitchison et al., 2000).
 
 Selection of an appropriate drug dosage regimen must consider both the dose of drug to be administered and the frequency (Baumann et al., 2004). Some drugs with t1/2 long enough to be administered once daily, such as clozapine, may not be suitable for administration every 24 hours, because toxicity could be precipitated by the excessive peak concentration that would result from the larger doses. Clozapine is usually given twice daily, thus avoiding peak concentrations that might predispose to adverse effects, including seizure activity (Aitchison, Jann et al., 2000).
 
 Pharmacodynamics Drugs exert their pharmacological, physiological and behavioural effects by interacting with either
 
 extracellular or intracellular target sites. The term pharmacodynamics describes the study of these interactions and involves the exploration of mechanisms of drug action at the molecular level. Receptors are usually macromolecular proteins or glycoprotein sites in the cell membrane, the cytoplasm or the nucleus of a cell, where a biologically active, naturally occurring endogenous mediator (called a ligand or a neurotransmitter) binds (Figure 25.2). In the CNS, drug occupancy of a receptor on the surface of a neurone leads to a functional effect in the neurone, resulting in the drug’s characteristic pharmacological response (Figure 25.3). Ligand-receptor binding is usually both ionic and reversible, and the strength of this ionic attachment is determined by the tightness of the fit of the three-dimensional structure of the drug to the three-dimensional site on the receptor. Each receptor is a unique protein
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 Y
 
 Y
 
 Y
 
 2 extracellular
 
 1
 
 4 3
 
 5
 
 6 8
 
 9 10
 
 11 12
 
 intracellular
 
 NH2
 
 COOH
 
 Figure 25.2 Schematic representation of the structure of the dopamine transporter (DAT). The 12 transmembrane domains (1-12) and the intracellular NH2- and COOHtermini have been labelled, as have the glycosylation sites on the second extracellular loop. The green and grey segments depict the domains of the DAT encoded by successive exons (adapted from Bannon et al., 2000).
 
 molecule characterised by the ability to recognise a specific neurotransmitter, but one neurotransmitter may bind to more than one receptor protein. For example, there at least five structurally related receptor molecules that bind dopamine (Table 25.2) and at least 18 that bind serotonin. Upon binding of a drug to a receptor site, several possible actions may follow, for example: 1. The drug may mimic the action of the neurotransmitter acting as an agonist for this receptor (e.g. bromocriptine at dopamine receptors); 2. The drug may bind to a site near the binding site for the neurotransmitter, facilitating the transmitter, binding, again acting as an agonist, or allosteric modulator (e.g. benzodiazepines at gamma-aminobutyric acid [GABA]A receptors); 3. The drug may act as an antagonist by binding to the receptor site normally occupied by the
 
 neurotransmitter, but blocking neurotransmitter action to its binding site and inhibiting the neurotransmitter’s normal physiological action (e.g. haloperidol at D2 receptors); or 4. The drug may produce an effect opposite to that of the agonist by occupying the same receptor, i.e. it may act as an inverse agonist. Competitive antagonists bind to the same receptor as an agonist but do not produce the conformational changes in the receptor that lead to signal transduction. Higher concentrations of an agonist are therefore required in the presence of an antagonist to produce the same effect as in the absence of that antagonist. Irreversible inhibitors bind to the same site as the agonist and remain there. Noncompetitive antagonists bind to a different site to that occupied by an agonist. Partial agonists are drugs which stimulate receptors to a lesser extent than full agonists but which act as antagonists in the presence of a full agonist (e.g. aripiprazole is a partial agonist at D2 and 5HT1A receptors). Dose-response curves have been widely used to plot biological response (effect size) to a drug against the logarithm of the dose administered. Such a graphical plot produces a sigmoidal doseresponse curve (Figure 25.4). The linear portion usually lies between 20% and 80% of the maximal response. Dose-response curves may be used to derive important characteristics such as potency, efficacy and slope. Potency refers to the absolute number of molecules of drug required to elicit a response and is a measure of the dose required. The location of the dose-response curve along the horizontal axis reflects the potency of the drug. Variability and slope refer to individual differences in drug response, with some persons responding at very low doses and some requiring much more drug. For example, a steep slope on a dose-response curve implies that there is only a small difference between the doses that produce a minimal and a maximal (Emax ) effect. The latter is observed as a plateau in the sigmoid curve. Efficacy refers to the maximum effect obtainable, with additional doses producing no more effect. It is reflected by the peak
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 Neurotransmitters and other extracellular messengers Ion Channels Post-synaptic membrane
 
 Coupling Factors G-Proteins
 
 Second Messengers cAMP
 
 cGMP
 
 Ca
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 Diacylglycerol
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 Third Messengers PROTEIN PHOSPHORYLATION Protein Kinase
 
 DEPHOSPHOPROTEIN
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 Protein Phosphorylase
 
 Multiple Physiological Responses Rapid Mediatory Processes Activation or inhibition of ion channels
 
 Short-term Modulatory Processes
 
 Long-term Modulatory Processes
 
 Metabolic effects Neurotransmitter synthesis and release Receptor sensitivity Membrane potential
 
 Synthesis of channels, receptors, intracellular messengers, etc. Synaptogenesis
 
 Figure 25.3 Schematic of neurotransmitter binding, second and third messengers, and physiological responses.
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 Table 25.2 Properties of cloned dopamine receptor subtypes D1
 
 D5
 
 D2S/D2L
 
 D3
 
 D4
 
 Amino acids Chromosome Effector pathways
 
 446 5 ↑cAMP
 
 477 4 ↑cAMP
 
 400 3 ↓cAMP
 
 387 11 ↓cAMP ↑K+ channel
 
 mRNA distribution
 
 caudate, putamen, nucleus accumbens, olfactory tubercle
 
 hippocampus, hypothalamus
 
 415/444 11 ↓cAMP ↑K+ channel ↓Ca2+ channel caudate, putamen, nucleus accumbens, olfactory tubercle
 
 olfactory tubercle, hypothalamus, nucleus accumbens
 
 frontal cortex, medulla, midbrain
 
 Adapted from Kuhar et al. (1999). cAMP = cyclic adenosine monophosphate; D1, D2S, D2L, D3, D4, D5 = dopamine receptor 1, 2 short, 2 long, 3, 4, and 5, respectively.
 
 Methamphetamine
 
 d-Amphetamine
 
 Caffeine
 
 Maximal
 
 Intensity of Response Dose Figure 25.4 Theoretical dose-response curves of three psychostimulants (adapted from Julien, 2000).
 
 of the dose-response curve and is an inherent property of a drug. Figure 25.4 illustrates theoretical dose-response curves for three psychostimulants demonstrating equal efficacy of methamphetamine and dextroamphetamine, increased potency of methamphetamine and reduced potency and efficacy of caffeine. The dose of a drug that produces a specific response varies considerably between individuals. Interpatient variability can result from differences in rates of drug absorption and metabolism, as well as multiple other factors, including previous drug use and physical, psychological and emotional state. It
 
 follows a normal (Gaussian) distribution unless a specific population of individuals with, for example, a genetically predetermined pattern, skew this distribution by exhibiting a unique pattern of responsiveness (e.g., see CYP2D6 metaboliser status under Pharmacogenetics later in this chapter). The dose of a drug that produces the desired effect in 50% of subjects is termed the ED50 , and the lethal dose for 50% of the subjects is the LD50 . In drug development, both the ED50 and the LD50 are determined in several species of animals to prevent accidental drug-induced toxicity in humans. The ratio of the LD50 to the ED50 is called the therapeutic index
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 and is used as an index of the relative safety of the drug. For example, lithium has a narrow therapeutic index. Dose-response curves represent the biological response to a drug but these data alone cannot provide estimates of ligand binding affinity or receptor dynamics and occupancy. If D represents the drug, R the receptor and RD the receptor-drug complex, D + R = DR at equilibrium, the association constant K–1 must equal the dissociation rate constant K1 , and therefore, the equilibrium binding constant KD can be derived: {[D] × [R]}/[DR] = K 1 /K −1 = K D Using radiolabelled ligands, the value of KD can be inferred by measuring the concentrations of bound [DR] and free [D] drug. This technique can also be used to measure how well competitive antagonists can displace agonist ligands, as well as to derive a value for the concentration required to displace 50% of the ligand, the IC50 . The IC50 value depends on the concentration of agonist in the assay but can be used to derive the equilibrium dissociation constant (K1 ), which will be constant for any given concentration of drug. The tricyclic antidepressants (TCAs) can be used as an illustrative example of pharmacodynamics. All TCAs have a propensity to block the uptake of noradrenaline and serotonin to some degree but show differential selectivity for noradrenaline (e.g. desipramine) and serotonin (e.g. clomipramine). It is generally accepted that TCAs bind to “TCA receptors”, represented by the monoamine transporter complexes. TCAs, however, have a number of other pharmacological actions. Most TCAs possess antimuscarinic activity (giving rise to dry mouth, blurred vision or constipation), amitriptyline being more potent at M1 receptors than desipramine. Antimuscarinic activity can be exacerbated by other anticholinergic drugs such as antihistamines or antipsychotics, potentially leading to cognitive impairment and constipation. Moreover,
 
 blockade of α 1 -adrenoceptors may lead to postural hypotension, and can be exacerbated by other α 1 blockers and by antihypertensive drugs in general. Alpha1 as well as H1 histamine receptor blockade is thought to underlie the sedative effects produced by doxepine, trimipramine and amitriptyline, which have the highest affinities among TCAs for both of these receptors. Of note, H1 blockade may be potentiated by alcohol and other sedative drugs, leading to respiratory depression. Despite the relative lack of affinity for the dopamine transporter or the dopamine receptors in the TCA group as a whole, amoxapine has been shown to block D2 receptors; it is this action that is thought to be responsible for the extrapyramidal side effects associated with this agent. Some TCAs that are relatively pro-serotonergic (e.g. amitriptyline, clomipramine) could potentially give rise to the serotonin syndrome, if co-administered with other serotonergic drugs such as the selective serotonin reuptake inhibitors, tramadol or selegiline. Box 25.1 summarises particular side effects associated with specific receptor blockade. Another commonly used class of psychotropic medications is the benzodiazepines. These compounds act through their effects as agonists at the GABAA receptor. Interestingly, affinity for the receptor in vitro correlates with antianxiety potency in vivo. All benzodiazepines exhibit antianxiety, anticonvulsant and sedative/hypnotic effects, whereas inhibition of afferent pathways in the spinal cord results in relaxation of skeletal muscles. The predominant effect of a specific benzodiazepine depends on the tissue concentration and its relative affinity for the receptor. Anxiolysis occurs at low tissue levels, whereas sedation occurs at high levels. In addition, tolerance develops to many of their effects. The most likely mechanism for the development of tolerance is believed to be through pharmacodynamic factors influencing the reduction of benzodiazepine receptors or the sensitivity to chronic treatment (or both), in addition to disturbing the modulatory action of benzodiazepine agonism on the GABAA complex. Differences in intrinsic potency among the different
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 Box 25.1 Receptor blockade and associated side effects Receptor
 
 Side effect
 
 Dopamine D2
 
 Nigrostriatal tract: Extrapyramidal effects (e.g. Parkinsonism, dystonias, dyskynesias, akathisia) Mesocortical tract: Negative symptoms, cognitive impairment Tuberoinfundibular tract: Hyperprolactinaemia (resulting in, e.g., sexual dysfunction, galactorrhoea, gynaecomastia)
 
 Muscarinic (M1 )
 
 Central: cognitive impairment, delirium Peripheral: constipation, dry mouth, blurred vision, etc.
 
 Histamine (H1 )
 
 Sedation, weight gain
 
 Adrenergic (α1 )
 
 Postural hypotension
 
 benzodiazepine compounds are determined by a particular benzodiazepine’s ability to bind to a receptor; benzodiazepines with a higher affinity for the receptor are more potent and hence require a smaller dose to achieve the same effect. The most important interaction is with alcohol, which potentiates CNS depression through its effect as an agonist at the alcohol receptor site on the same receptor complex that benzodiazepines act on, the GABAA receptor. Fatality from overdose of a benzodiazepine most often occurs if it is combined with alcohol or other CNS depressants.
 
 Behavioural pharmacology Many advances in medical knowledge and treatment have relied on work with laboratory animals. In using animal models, systems and behaviours existing in one species are examined and knowledge is extrapolated to humans. Animal models
 
 are used to evaluate pathogenic mechanisms and diagnostic and therapeutic procedures. The validity in terms of “extrapolatability” of results generated depends on how well the animal model has been selected. Animal models used in neuroscience seek to model human behaviour and disorder. Animal models may be exploratory, explanatory or predictive. Exploratory models aim to investigate a biological mechanism, whereas explanatory models aim to understand in more depth a complex biological phenomenon. Predictive models have the aim of discovering and quantifying the impact of a drug, in terms of both toxicity and efficacy. The extent of resemblance of the biological structure or system or response in the animal with the corresponding item in humans has been termed fidelity. What is often more important, however, is the discriminating ability of models (i.e. the similarity between humans and model species with respect to the relevant biological mechanism), especially in the case of predictive models. Often the two go hand in hand, with high-fidelity models offering the best opportunity to study a particular biological function. The recent completion of the mouse and human genomic sequences has greatly facilitated research in genomics and proteomics. Using high-density microarray DNA chip technology in humans as well as in animals, it is possible to investigate which genes are differentially expressed in different diseases or behavioural phenotypes. This paves the way for a range of new mouse models with homology between animal and human (construct validity) for genotype as well as for phenotype, which are being used increasingly to study not only genetic aetiological factors but also the effects of manipulation of genetic pathways, gene-gene interactions and gene-environment interactions. However, it should be remembered that no single animal model can ever duplicate the original condition and that models at best offer an approximation. Some of the factors to be considered when choosing an animal model are listed in Box 25.2. The most popular species for animal models have been the mouse and the rat. This is likely
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 Box 25.2 General considerations in the choice of animal models Appropriateness as an analogue Transferability and generalisability of results Genetic and phenotypic uniformity (e.g. if an inbred strain) Background knowledge of biological properties Cost and availability Ease of and adaptability to experimental manipulation Ecological consequences Ethical implications Animal housing considerations, including size of animal, numbers needed, lifespan, sex Appropriate age of animal for the manipulation and/or behavioural testing Progeny needed Special features of the animal, such as unique responses or microflora, that may make a particular species useful Diseases or conditions that might complicate results
 
 to continue owing to the availability of genomic sequence techniques that have been developed to use rodents as models to date, as well as availability of investigative tools, including rodent gene expression arrays. In the case of animal models for neuropsychiatric diseases, knockout and transgenic strategies have become prominent. In most such models, the aetiology of the disease is mimicked, but in psychiatry, aetiology is frequently poorly understood. For example, developing animal models for schizophrenia requires not only appropriate causal factor(s) but also appropriate read-out phenotype(s). Hallucinations and delusions cannot be used as read-out parameters in animals, whereas parameters such as dysregulation of sensory gating mechanisms, including acoustic startle, prepulse inhibition and latent inhibition (which are also disrupted in patients with schizophrenia; see Chapter 13), can be more objectively measured in animals (Geyer & Braff, 1987; Lubow, 2005; Swerdlow et al., 1986). Given the plethora of data implicating dopamine transmission aberrations in schizophrenia, it is no surprise that dopamine has been a primary target
 
 for manipulations leading to genetically altered animals with relevance to schizophrenia. Dopamine transporter (DAT) knock-out mice, for example, show behavioural abnormalities possibly relevant to schizophrenia, including increased response to novel stimuli, stereotyped behaviour and decreased prepulse inhibition (Ralph et al., 2001), but do not show deficits in social interaction (Spielewoy et al., 2000), and amphetamine has a paradoxically calming effect in these mice (Gainetdinov et al., 1999). It has therefore recently been suggested that these mice may have more relevance for attention-deficit hyperactivity disorder (ADHD) than for schizophrenia (Gainetdinov & Caron, 2001). In addition, there are several models arising from targeted mutations elsewhere in the dopamine and in the glutamate systems (Ellenbroek, 2003). Animal models of schizophrenia focussing on a specific environmental factor have also been developed and include prenatal stress (Koenig et al., 2002), corticosterone treatment (Diaz et al., 1997), lipopolysaccharide treatment (Borrell et al., 2002) and perinatal manipulations (L-nitroarginine treatment; Black et al., 1999) or early lesioning of the amygdala (Wolterinck et al., 2000). Schizophrenia is thought to result from an interaction of genetic and environmental factors, however. A neurodevelopmental model of schizophrenia has been developing by lesioning the hippocampus of SpragueDawley and Fischer 344 rats early in life with ibotenic acid (Lipska & Weinberger, 1995). The model appears to mimic a spectrum of neurobiological and behavioural features of schizophrenia, including functional pathology in presumably critical brain regions interconnected with the hippocampal formation and targeted by antipsychotic drugs (the striatum/nucleus accumbens and the prefrontal cortex). At postnatal periods equivalent to puberty or early adulthood, this is associated with the emergence of abnormalities in a number of dopamine-related behaviours. It has been postulated that even transient inactivation of the ventral hippocampus during a critical period of development that produces subtle anatomical
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 changes in the hippocampus may be sufficient to disrupt normal maturation of the prefrontal cortex and trigger behavioural changes similar to those observed in animals with a demonstrable excitotoxic lesion (Lipska & Weinberger, 2002). Despite the difficulties in translating human affective disorders into relevant tests in animals, there are several animal models of depression or at least of models of some core symptoms of depression (Cryan & Mombereau, 2004). Current paradigms for assessing antidepressant or depression-like behaviours in mice include the forced swim test (Porsolt et al., 1977), the tail suspension test (Porsolt et al., 1987), olfactory bulbectomy (Otmakhova et al., 1992), learned helplessness (Anisman et al., 1975), chronic mild stress (Harkin et al., 2002) and drug-withdrawal-induced anhedonia (Cryan et al., 2003).
 
 Pharmacogenetics Pharmacogenetics focuses on the study of gene-drug interactions and examines the extent to which variability in an individual’s genetic makeup is responsible for the differences in therapeutic efficacy and adverse effects between individuals. The term pharmacogenomics encompasses pharmacogenetics. It refers to a genomewide search for genes and their products relevant for the application of drugs in humans, including genes determining disease susceptibility or causing interindividual variations in drug response, based on the knowledge derived from the Human Genome Project (Aitchison & Gill, 2002). Both pharmacogenetics and pharmacogenomics share the same goal, in that they seek to guide pharmacotherapy and improve outcomes by enabling individualised treatment decisions. In the medium to long term, pharmacogenomics aims to develop novel diagnostics accompanying therapeutic products for effective and safe individualised drug prescription. Both fields therefore hold great potential, particularly in psychiatry, for which biologically based treatment guidelines are lacking.
 
 Pharmacokinetic and pharmacodynamic factors Candidate genes for pharmacogenetic studies include polymorphic drug metabolising enzymes (DMEs), drug transporters and polymorphic drug targets affecting disease-related pathways (Table 25.3).
 
 Pharmacogenetics of antipsychotic treatment There is increasing evidence to suggest that CYP2D6 genotype might partially affect response and side effects to typical antipsychotics. On average, Asians develop higher plasma levels for relevant antipsychotics (e.g., haloperidol) than Europeans and thus seem to have an increased sensitivity to these medications (Aitchison, Jordan, et al., 2000). Studies of response to antipsychotics have focused largely on genes that code for neuronal targets of these drugs, such as the dopaminergic D2 , D3 and D4 receptors (DRD2, DRD3 and DRD4), the serotonergic 5-HT2A (HTR2A), 5-HT2C (HTR2C) and 5-HT6 (HTR6) receptors, the histaminergic H1 and H2 receptors (H1 and H2 ), the muscarinic cholinergic receptors, neurotransmitter transporters and other intracellular signalling molecules. Clozapine has been shown to be efficacious in improving both positive and negative symptoms of schizophrenia in up to two thirds of cases refractory to treatment with other antipsychotics. Clozapine exhibits large interindividual variations in bioavailability, steadystate plasma concentrations and clearance. It is metabolised by several CYP enzymes, including CYP1A2, CYP3A4 and CYP2C19 but not significantly in vivo by CYP2D6 (Collier, 2003). Aitchison, Jann, et al. (2000) demonstrated in a study with wild-type versus CYP1A2-null mice that clozapine is primarily metabolised by CYP1A2, CYP1A2 being responsible for more than 60% of the clearance of clozapine in the wild-type mice. CYP1A2 is highly homologous between man and mouse. These results suggested that CYP1A2 might be worth studying as a candidate gene versus clozapine response, and early reports in this field are encouraging (Basu et al., 2004). There
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 Table 25.3 Individual variability in drug response can often be understood as a combination of factors affecting the pharmacokinetic and pharmacodynamic effects of drugs Pharmacokinetics [Absorption, distribution, metabolism, elimination]
 
 +
 
 Drug metabolising enzymes Phase I • P450 enzymes (CYP2D6, CYP1A2, CYP2C9, CYP2C19, CYP3A4, etc.) • Epoxide hydrolases (EHs) • Flavine-dependent mono-oxygenases (FMOs) • Alcohol dehydrogenase (ADH) • Butyrylcholinesterase • Dihydropyrimidine dehydrogenase (DPD) Phase II UDP-glucoronosyltransferases (UGTs) • Glutathione-S-transferases (GSTs) • Catechol-O-methyltransferase (COMT) • N-acetyltransferases (NAT1 & NAT2) • Thiopurine S-methyltransferase (TPMT) • NAD(P)H quinone oxidoreductase (QOR) • Microsomal epoxide hydrolase (mEH) •
 
 Drug transporters • Multidrug transporter P-glycoprotein (Pgp), the product of the MDR1 gene • Serotonin transporter (5-HTT), the product of the SLC6A4 gene
 
 are only a few reports on pharmacogenetic studies based on the metabolic pathways of other atypical antipsychotics such as risperidone, olanzapine and quetiapine (Staddon et al., 2002).
 
 Dopamine receptors The dopamine D2 receptor is a major site of action of antipsychotics, but a functional polymorphism (-141C Ins/Del) affecting promoter activity and DRD2 expression was not shown to be associated with clinical response to clozapine, in contrast to reports of missense variants (Val96Ala, Pro310Ser and Ser311Cys) being associated with response to various antipsychotics, including clozapine (Malhotra, 2004). Furthermore, the DRD3 Ser9Gly variant has been associated with response to typical
 
 Pharmacodynamics [Drug targets, disease-associated pathways] −
 
 Drug response
 
 Receptors Dopamine, serotonin, noradrenalin, etc.
 
 •
 
 Enzymes ALOX5 (5-lipoxygenase) • ACE (angiotensin converting enzyme) • MAO (monoamine oxidase) •
 
 Ion channels • MiRP1 (MinK-related peptide 1 subunit of Ikr potassium channels in cardiac muscle) Lipoproteins • ApoE (apolipoprotein E) Transcription factors Bcl-2 (B-cell lymphoma protein 2, a target for the polyoma virus enhancer binding protein 2β gene [PEP2β])
 
 •
 
 Cell cycle control BDNF (brain-derived neurotrophic factor)
 
 •
 
 Signal transduction Gβ3(G − protein β3)
 
 •
 
 antipsychotics, but association with response to clozapine remains controversial (Shaikh & Kerwin, 2002). Several studies on the association of a variable tandem repeat polymorphism (VNTR) in exon 3 of DRD4 have been carried out and, somewhat surprisingly given the relatively high affinity of clozapine for the dopamine D4 receptor, suggest that this polymorphism does not seem to correlate with the degree of response to clozapine, in contrast to the positive association between this polymorphism and a rapid response to acute treatment with typical antipsychotics (Kaiser et al., 2000).
 
 Serotonin receptors In addition to the undoubted pivotal role of dopamine in the mechanism of action of antipsychotics,
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 serotonin (5-HT)-mediated mechanisms may be involved in the action of atypical antipsychotics (Meltzer, 1995). Several lines of research have implicated the 5-HT2A , 5-HT2C , 5-HT5A and 5-HT6 receptors in response to treatment in schizophrenia (Collier & Li, 2003). A strong association reported between the 102T>C polymorphism in HTR2A and response to clozapine (Arranz et al., 1996) was not replicated by others (Masellis et al., 1998), but a meta-analysis indicated that the 102T>C silent polymorphism appears to be associated with response to clozapine (Arranz et al., 1998). Similarly, the HTR2A-1438G/A polymorphism, which appears to be in linkage disequilibrium with the 102T>C SNP, has been associated with response to clozapine (Masellis et al., 1998). These polymorphisms have also been associated with response to typical antipsychotics (Joober et al., 1999) and risperidone (Lane et al., 2002). Positive associations have also been reported between the HTR2A amino acid substitution His452Tyr variant of potential functional significance and clozapine response (Arranz et al., 1996; Masellis et al., 1998). An association has also been reported between a potentially functional Cys23Ser amino acid change in HTR2C and clozapine response (Sodhi et al., 1995) but other studies have failed to replicate this finding (Masellis et al., 1998). Furthermore, investigation of the 5-HT5 and the 5-HT6 receptor genes has pointed towards a minor contributing role to response to treatment with clozapine (Birkett et al, 2000; Yu et al., 1999).
 
 Pharmacogenetic prediction of antipsychotic response Arranz and colleagues (2000) performed association studies in multiple candidate genes in an attempt to find the combination of polymorphisms that gave the best predictive value of response to clozapine in patients with schizophrenia. On the basis of clozapine binding profiles, 19 genetic polymorphisms in eight receptor subtype genes, including the α 2A adrenoceptor (ADRA2A), DRD3, HTR2A, HTR2C, HTR3A, HTR5A, H1 , H2 and the serotonin transporter (5-HTT) genes were studied. A combination
 
 of six polymorphisms showing the strongest association with response (HTR2A 102T>C and His452Tyr, HTR2C -330GT/-244CT and Cys23Ser, 5-HTTLPR, H2– 1018G>A) gave a level of prediction of 76.86% (χ 2 = 35.8, p = 0.0001) and a sensitivity of 95.89 (± 0.04) for the prediction of patients likely to show a satisfactory improvement with treatment. This finding was the first to report on the use of combinations of pharmacodynamic factor gene polymorphisms to predict the response to antipsychotic medication. The results were not, however, corrected for multiple testing, and an attempt at replicating this finding has not supported the initial finding (Schumacher et al., 2000). Preliminary results from the same group (Clark et al., 2003) showed that in 92 Spanish patients, a combination of polymorphisms in the genes coding for HTR2C, HTR2A, DRD3, 5-HTT (in the latter, a VNTR in the promoter also known as the 5-HTTLPR) might be useful for the prediction of response to treatment with olanzapine (positive value [PPV] = 76%, negative predictive value [NPV] = 79%, sensitivity = 82%, specificity = 72%, p = 0.07). However, likewise, these results were not corrected for multiple testing. Similar studies have been performed for the response to risperidone, but in smaller groups. If the studies described here are replicated, such methodology could form the basis for pharmacogenetic prediction tests for response to various antipsychotics.
 
 Adverse effects of antipsychotic treatment Extrapyramidal symptoms and early stage side effects of antipsychotic therapy, such as postural hypotension and excess sedation, have been reported to be associated with overrepresentation of poor metabolisers (PMs) of CYP2D6. Tardive dyskinesia (TD) is an involuntary movement disorder manifested typically in the orofacial area but frequently extending to the limbs and the trunk. Susceptibility to the development of TD is currently thought to have a genetic basis and a positive association between the development of TD and a polymorphism (-164C>A) in the first intron of CYP1A2 has been reported (Basile
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 et al., 2000) but not replicated (Schulze et al., 2001). A recent meta-analysis (Lerer et al., 2002) has reported an association between the DRD3 Ser9Gly polymorphism with TD in a large sample of 780 patients treated with typical antipsychotics. Ozdemir et al. (2001) showed that those patients who exhibited the at-risk genotype at both DRD3 (Gly/Gly) and CYP1A2 (C/C) had the most severe TD. Following the same rationale, Zhang and colleagues (2003) recently reported a possible synergistic effect of the DRD3 Ser9Gly polymorphism and a marker in the manganese superoxide dismutase gene (MnSO, the enzyme that catalyses the dismutation reaction of the toxic superoxide radical to molecular oxygen and hydrogen peroxide and thus forms a crucial part of the cellular antioxidant defence mechanism) in susceptibility to TD. Acute akathisia has also been reported to be associated with polymorphisms in DRD3 (Eichhammer et al., 2000; Garcia-Barcelo et al., 2001). MnSO alone has also been shown to be weakly associated with TD. The contribution of 10 polymorphic sites in six candidate dopaminergic and serotonergic genes to the development of TD was examined in a small Jewish sample (total N = 122, n = 59 with and n = 63 without TD), with only the dopamine transporter gene (DAT) 3 VNTR polymorphism, the serotonin transporter-linked polymorphic region (5-HTTLPR) and the tryptophan hydroxylase (TPH) intron 7 polymorphism yielding trends towards a positive association (Segman et al., 2003). Antipsychotic-induced hyperprolactinaemia was shown to be associated with the DRD2 Taq1A polymorphism (Mihara et al., 2000), and a significant association between DRD2–141C and hyperprolactinaemia, consistent with in vitro work, has been demonstrated; this association was strengthened by controlling for CYP2D6 genotypic category (p = 0.023; Aitchison et al., 2003). Among antipsychotics, clozapine appears to be associated with the greatest potential to exacerbate weight gain. It is currently thought that weight gain induced by clozapine and other antipsychotics (typical and atypical) results from multiple neurobiological and endocrine effects, leading to changes in
 
 appetite and feeding behaviour, as well as metabolic changes (e.g. changes in leptin and adiponectin). Ten genetic polymorphisms across nine candidate genes (HTR2C, HTR2A, HTR1A, the H1 and H2 genes, CYP1A2, the adrenergic receptor genes and the tumour necrosis factor α gene TNFα), involved in both central hypothalamic weight regulation and peripheral thermogenic pathways were investigated for an association with weight gain (Basile et al., 2001). Only four of these genes (ADRB3, ADRA1A, TNFα and HTR2C) demonstrated a modest, nonsignificant trend towards a positive association with clozapine-induced weight gain. A positive association between a promoter polymorphism (-759C>T), thought to alter HTR2C gene expression, has also been reported (Miller et al., 2005; Reynolds et al., 2002, 2003), but several studies failed to replicate this association (Basile et al., 2002; Theisen et al., 2004; Tsai et al., 2002). Clozapine-induced agranulocytosis has been associated with a dominant gene within the major histocompatibility complex region, marked by heat-shock protein 70–1 and 70–2 variants. This finding was, however, reported in two Jewish studies with small power. In a more recent study, clozapine-induced agranulocytosis was significantly associated with some human leukocyte antigen (HLA) polymorphisms, and age seemed to be a further major risk factor for clozapine-induced agranulocytosis (Dettling et al., 2001). Thus HLA loci may serve as genetic markers to identify subjects of different ethnicities prone to this severe idiosyncratic drug reaction. Preliminary data from an industry-sponsored study aiming to identify genetic markers predictive of clozapine-induced agranulocytosis (CARING) has identified a positive association with five markers, including two markers in the HLA region (Athanasiou, 2005).
 
 Ethical considerations The emergence of pharmacogenetics is about to mark a new era in clinical psychiatry in which genotype or other biomarkers may influence choice of therapy, increasing the safety and efficacy of commonly used medications. The ethical issues that
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 Box 25.3 Ethical issues in pharmacogenetics Oversight and approval of pharmacogenetic tests by major national regulatory bodies, such as the Medicines Control Agency (MCA) in the United Kingdom
 
 r more than 500 pharmaceutical company and government representatives from around the world met to discuss the U.S. Food and Drug Administration’s draft guidance for industry on pharmacogenomics data submission (Abbott, 2003)
 
 Appropriate protection for privacy and confidentiality crucial
 
 r pharmacogenetic tests can carry several types of potentially psychosocially harmful secondary information
 
 r genotype-based information about drug response may inform prognosis Information on poor drug response could affect the individual’s
 
 r treatability for certain illnesses r health insurance status
 
 Participation in pharmacogenetic research requires informed consent. Subjects should be fully informed of
 
 r the need to obtain DNA for research r the protections of confidentiality and privacy (including how the sample and test results will be stored and their privacy and confidentiality maintained)
 
 r whether additional research may be done in the future r the risks and benefits of providing DNA r whether research results will be disclosed to the subject
 
 arise from pharmacogenetic research and its clinical applications (Box 25.3), should, however, be addressed before the benefits from treatment individualisation can be realised (Buchanan et al., 2002).
 
 Limitations of pharmacogenetic studies In general, earlier studies in the field of pharmacogenetics have tended to suggest stronger gene effects than later ones (Ioannides et al., 2001), which may contribute to a difficulty in replicating findings convincingly. There are other problems, such as publication bias and spurious associations due to explorative multiple testing. Causes of discrepant results among different association studies on the
 
 Box 25.4 Causes of discrepant results among different association studies on the same problem (adapted from Meisel et al., 2003) Random errors
 
 r r r r
 
 multiple testing inappropriate sample size inappropriate selection of genetic variants errors in genotyping
 
 Confounding and bias
 
 r genetic heterogeneity (the phenotype is affected by variants in numerous genes)
 
 r aetiological heterogeneity (several causes lead to the same phenotype)
 
 r differences in ethnic background within the population studied
 
 r population stratification (different subgroups, with different allele frequencies); lack of recognition of population stratification may lead to spurious allelic association with phenotype
 
 r inappropriate or missing consideration of haplotypes r intermixing of incident and prevalent cases of the same phenotype
 
 r inappropriate control groups Effect modifications and interactions
 
 r undefined gene-gene interactions r undefined gene-environment interactions
 
 same psychiatric problem include random errors, confounding and bias and effect modifications and interactions (Box 25.4). The rigorous application of basic epidemiological principles to avoid confounding, misclassification and bias may not be sufficient. Matching according to ethnicity or ethnic homogeneity of the study population are desirable, although these goals are often difficult to achieve in practice, and the effect of possible population stratification may now be determined using genetic techniques (Pritchard et al., 1999, 2000).
 
 Conclusions In this chapter, we have presented the principles underlying pharmacokinetics, pharmacodynamics,
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 behavioural pharmacology and pharmacogenetics with particular reference to clinical psychiatry. Novel methodological approaches such as high-throughput genotyping techniques, the use of microarray technology and the introduction of sophisticated statistical software packages for data analysis promise to increase understanding significantly in these fields. Such progress should lead to advances in psychopharmacology, with therapeutic agents that offer an improved profile in terms of both efficacy and tolerability.
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 The biological treatment of psychosis has expanded from electroconvulsive therapy (ECT), lithium and the first use of chlorpromazine in 1952 to include second-generation antipsychotic medications and mood stabilisers. As treatments for psychosis have proliferated, so too have the decisions of clinicians as they navigate the increasingly complex riskbenefit ratios of these new therapies. This chapter reviews the current biological treatments of psychosis, including schizophrenia, schizoaffective disorder, delusional disorder, bipolar disorder and psychotic depression. The first half of the chapter reviews the properties of antipsychotic medications and mood stabilisers. This is followed by a discussion of the implementation of these and other (e.g. ECT) biological treatments for psychosis. Several of the treatments referred to in this chapter (e.g. antidepressants, benzodiazepines) are discussed in detail in Chapter 27. In addition, although this chapter focuses on somatic treatments, the importance of psychosocial interventions and a strong therapeutic relationship cannot be overstated. Such a patient-centered, multifaceted approach is crucial for the successful treatment of patients suffering from any psychiatric illness.
 
 Antipsychotics Antipsychotic medications are an important part of the biological treatment of psychosis. Here we
 
 review the history and drug development, mechanism of action and pharmacology of these agents. We conclude with an overview of some of the side effects associated with antipsychotic medications. The reader is also referred to Chapter 25 for an overview of pharmacokinetics and pharmacodynamics of medications in general.
 
 History and drug development Given that little to nothing was known about the pathophysiology of schizophrenia early in the twentieth century, the first treatments were often undertaken on a random trial and error basis (Lehmann & Ban, 1997). These included trials of cocaine, castor oil and animal blood, to name a few (Lehmann & Ban, 1997). Carbon dioxide, oxygen and sleep therapy were also used experimentally, as were coma and convulsions induced by such agents as insulin, camphor and metrazol (Lehmann & Ban, 1997). It was not until the 1950s and the serendipitous discovery of chlorpromazine, a phenothiazine, that the psychopharmacology of schizophrenia began (Lehmann & Ban, 1997). Chlorpromazine was synthesised in the hopes of producing an antihistamine with enhanced sedative effects that could be used for anaesthetic purposes (Lehmann & Ban, 1997). Its effects were noted to be unique to other sedatives and prompted one surgeon, Laborit, to recommend this drug to his psychiatric colleagues (Lehmann & Ban, 1997). Chlorpromazine was first administered
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 to a psychiatric patient in 1952 and was an important factor in the eventual deinstitutionalisation of many individuals with schizophrenia (Patel et al., 2003). Shortly thereafter, other prototypes of antipsychotics, including reserpine (introduced in 1954) and haloperidol (a butyrophenone, synthesised in 1958), were developed (Lehmann & Ban, 1997). Subsequent investigations involving these three prototype antipsychotics (i.e. chlorpromazine, reserpine, haloperidol) contributed to the formation of the dopamine hypothesis of schizophrenia, in addition to the production of several other classes of conventional antipsychotics (Lehmann & Ban, 1997; Patel et al., 2003). The different biochemical classes were related by their ability to induce blockade of D2 receptors and subsequently treat psychotic symptoms and produce extrapyramidal side effects (EPS), a property once thought to be crucial to antipsychotic effect (Lehmann & Ban, 1997; Patel et al., 2003). The first-generation antipsychotics developed included the phenothiazines, butyrophenones and others (e.g. loxapine, molindone; Miyamoto et al., 2003). As a group, they are known as conventional, standard, classical, traditional or typical antipsychotic medications (Miyamoto et al., 2003). Although positive symptoms responded well to these conventional medications in many patients, less improvement was seen in other core symptoms of schizophrenia, including cognitive and negative symptoms (Miyamoto et al., 2005). In addition, up to 60% of patients treated with conventional antipsychotics exhibited only partial responses, and approximately 20% of fully adherent patients would relapse despite treatment (Miyamoto et al., 2005). The EPS and tardive dyskinesia associated with conventional antipsychotics were additional limitations which could themselves potentially precipitate nonadherence, relapse and rehospitalisation (Miyamoto et al., 2003). To improve the side-effect profile of conventional antipsychotics and their clinical efficacy over a broader range of symptoms (i.e. negative and cognitive symptoms in addition to positive
 
 symptoms), the second-generation or atypical drugs were developed, the prototypical agent of which is clozapine (Miyamoto et al., 2003). Clozapine was available in Europe as early as the 1970s (Patel et al., 2003). Its use and development were limited, and halted in the United States, however, secondary to reports of agranulocytosis, a potentially fatal side effect (Miyamoto et al., 2003). However, due to subsequent trials showing clozapine’s superior efficacy in treatment-resistant patients, the drug was reintroduced under controlled conditions (Kane et al., 1988; Miyamoto et al., 2003). New drugs were developed after clozapine aiming to match its higher efficacy without the potential for agranulocytosis. Investigative techniques made it possible to identify specific receptor affinities of medications (Lehmann & Ban, 1997). Development proceeded to synthesise drugs that targeted receptors in a different manner, including less nigrostriatal D2 blockade and increased affinities at other receptor types (e.g. serotonin receptors and alternate dopamine receptors; Lehmann & Ban, 1997). The first atypical antipsychotics to be developed were remoxipride, risperidone and olanzapine, and others quickly followed. The atypical antipsychotics were broadly characterised as having lesser likelihood of causing EPS and greater efficacy for both positive and negative symptoms of schizophrenia (Lehmann & Ban, 1997). Currently, olanzapine, risperidone, quetiapine, ziprasidone and aripiprazole are available in the United States, and amisulpride, zotepine and, in limited instances, sertindole are used in the United Kingdom, Europe and countries elsewhere in the world.
 
 Mechanism of action The classical dopamine hypothesis of schizophrenia focused on hyperactivity of dopamine systems (Laruelle et al., 2003). This dysregulation is still thought to occur, although primarily in the striatum (Patel et al., 2003). Much of the evidence in support of this hypothesis originated from the observed antipsychotic effects of D2 blocking agents, along
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 with the psychotic symptoms displayed in individuals who had used dopaminergic drugs (Laruelle et al., 2003). In fact, antipsychotic effects have not been demonstrated in agents without D2 receptor binding affinity (Miyamoto et al., 2005). The original dopamine hypothesis has, however, expanded as more attention was paid to the cognitive and negative symptoms of schizophrenia, revealing both that hypofunction of prefrontal D1 receptors might be involved in the pathophysiology of schizophrenia and that the efficacy of atypical antipsychotics may in part be related to their ability to increase prefrontal dopamine and possibly increase activity at D1 receptors (Abi-Dargham & Laruelle, 2005; Laruelle et al., 2003). As with dopamine, serotonin (5-HT) was originally implicated in the pathophysiology of schizophrenia because of the observed psychotic effects of serotonergic drugs (e.g. LSD) and later the efficacy of serotonin-blocking agents, such as the atypical antipsychotics (Aghajanian & Marek, 2000; Tamminga & Holcomb, 2005). An increased ratio of 5-HT2A to D2 receptor antagonism has been postulated to be responsible for their efficacy and tolerability (Meltzer, Li, et al., 2003). However, current evidence suggests it is unlikely that 5-HT2A antagonism alone accounts for the efficacy of atypical antipsychotics (Miyamoto et al., 2005). Hypofunction of the glutamatergic N-methyl-Daspartate (NMDA) receptor has also been suggested to play a role in the pathophysiology of schizophrenia (Laruelle et al., 2003; Miyamoto et al., 2005; Olney et al., 1999). The ability of NMDA antagonists (e.g. phencyclidine, ketamine) to induce positive and negative symptoms in individuals with schizophrenia and healthy patients, along with the ability of adjunctive NMDA modulators to provide some improvement in psychotic symptomatology in individuals with schizophrenia, have supported this hypothesis (Heresco-Levy et al., 2005; Laruelle et al., 2003). Recent neurochemical studies have revealed complex interactions between the dopamine and NMDA systems, reinforcing the roles that each of these neurotransmitter systems may play
 
 (Abi-Dargham & Laruelle, 2005). Further, preliminary evidence has shown that atypical, but not conventional, antipsychotics might antagonise experimentally induced NMDA receptor hypofunction and possibly increase NMDA transmission (AbiDargham & Laruelle, 2005; Miyamoto et al., 2005). Additional receptor subtypes (e.g. 5-HT1 ) and neurochemical systems (e.g. gamma-aminobutyric acid (GABA)-ergic, peptidergic, noradrenergic, cholinergic) have been implicated in the pathophysiology and treatment of psychosis (Lewis et al., 2005; Miyamoto et al., 2005; Patel et al., 2003). However, mechanisms of action in addition to drug-receptor interactions have also been suggested, in part because of the observed latency of response observed with antipsychotic medications (Miyamoto et al., 2003). Several additional theories have been examined over the last few decades, including depolarisation inactivation, receptor cycling and internalisation, neuroplasticty and changes in gene expression and intracellular signaling (Miyamoto et al., 2003). Additional investigations into these areas will determine their respective contributions.
 
 Pharmacology The conventional antipsychotic medications are classified by structure into the phenothiazines, butyrophenones and others, including molindone, loxapine and thiothixene (Miyamoto et al., 2003). They are considered to be equally effective in their treatment of the psychotic symptoms of schizophrenia, but vary in their individual properties, side effects and potency (Miyamoto et al., 2003). All conventional antipsychotics have high affinity for the D2 receptor, produce EPS and increase serum prolactin. The butyrophenones, such as haloperidol, are potent D2 antagonists and have few autonomic and anticholinergic side effects. The phenothiazines are divided into three classes. The aliphatic class has relatively low potency at D2 receptors, more antimuscarinic activity, more sedation and more
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 sympathetic and parasympathetic activity, all exemplified by chlorpromazine. The piperidine class (e.g. thioridazine) has less affinity for D2 receptor sites. The piperazine class (e.g. fluphenazine) has less autonomic and antimuscarinic effects but greater potency (Miyamoto et al., 2003). The newer drugs approved to treat psychosis in the United States, United Kingdom and many other countries include clozapine, risperidone, olanzapine, quetiapine, ziprasidone, sertindole, amisulpride, zotepine and aripiprazole. The mechanism of action of each drug is complex and unique, as typified by clozapine. Clozapine’s pharmacology is distinctive in that it has a lower affinity for D2 receptors than conventional agents and most other atypical agents and a relatively high affinity for 5-HT2A receptors, as well as affinity for 5HT6 , 5HT7 and D4 receptors (Miyamoto et al., 2003). It also has significant antagonist affinity for H1 histaminergic, α adrenergic and muscarinic receptors. Olanzapine is similar to clozapine both structurally and in its receptor binding properties, with antagonist potency at 5HT2A greater than D2 receptors (Miyamoto et al., 2003) and affinity at the D1 , D3 , D4 , D5 , H1 histaminergic, m1 anticholinergic and α 1 adrenergic receptors (Patel et al., 2003). Unlike clozapine, it does not bind 5HT7 , certain cholinergic and α 2 receptors to the same degree (Patel et al., 2003). Risperidone is a potent antagonist of D2 and 5HT2A receptors with a high serotonin to dopamine ratio (Patel et al., 2003). EPS are reduced with lower dose risperidone treatment (i.e. 2–6 mg/day) despite the robust occupancy of D2 receptors (Miyamoto et al., 2003). At doses above 6 mg/day, risperidone has a higher incidence of EPS (Miyamoto et al., 2003). Risperidone has significant affinity for α 1 receptors but much less for cholinergic and D1 receptors; orthostasis and sedation are among its side effects (Patel et al., 2003). Tardive dyskinesia is less likely to occur at the lower therapeutic doses (Patel et al., 2003). Quetiapine is similar to other atypical antipsychotics in its greater affinity for 5HT2A receptors
 
 than for D2 receptors (Miyamoto et al., 2003). As with clozapine, its D2 receptor occupancy is relatively transient (Miyamoto et al., 2003). It also has affinity for α 1 adrenergic and histamine receptors but possesses much less muscarinic cholinergic affinity (Nemeroff et al., 2002; Patel et al., 2003). Similarly, its main side effects include orthostasis, sedation and weight gain (Patel et al., 2003). Ziprasidone has potent 5HT2A and D2 antagonist affinity, as well as 5HT1D and 5HT2C receptor affinity (Miyamoto et al., 2003). It is also an agonist at the 5HT1A receptor and inhibits norepinephirine and serotonin reuptake (Miyamoto et al., 2003). Ziprasidone generally does not have much affinity for m1 cholinergic, H1 histaminergic or α 1 adrenergic receptors and thus causes few anticholinergic side effects, sedation or orthostatic hypotension (Stahl & Shayegan, 2003) but can be associated with QTc prolongation (Marder et al., 2004; Patel et al., 2003). Because ziprasidone has a short half-life, twice-aday dosing is often prescribed, along with food for improved absorption (Patel et al., 2003). Zotepine has high affinity for serotonin, α 1 adrenergic and H1 histaminergic receptors (Miyamoto et al., 2003). It also possesses moderate affinity for dopamine receptors, along with significant norepinephrine reuptake inhibition characteristics (Miyamoto et al., 2003). Amisulpride is a selective D2 /D3 antagonist (Miyamoto et al., 2003). In animal studies, low dosages have been shown to block dopamine autoreceptors, which in turn leads to an increase in dopaminergic neurotransmission; at higher dosages, postsynaptic D2 blocking effects predominate (Miyamoto et al., 2003; Moller, 2003). At lower doses (e.g. between 100 and 300 mg), amisulpride produces few EPS or endocrine side effects (Blin, 1999). Sertindole is a high-affinity antagonist at D2 , 5HT2A , 5HT2C and α 1 adrenergic receptors (Miyamoto et al., 2003). Although sertindole has been shown to have less of a risk of EPS than other antipsychotics, it does carry the risk of QTc prolongation (Blin, 1999).
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 Aripiprazole is unique among the atypical agents in that it is a partial dopamine agonist with high affinity for D2 and D3 receptors, has affinity for 5HT1A receptors as a partial agonist, but is without much affinity for D1 receptors (Lieberman, 2004; Miyamoto et al., 2003). Finally, it possesses antagonist affinity for 5HT2A , 5HT6 and 5HT7 receptors (Miyamoto et al., 2003). In summary, as a partial dopamine agonist, aripiprazole appears to enhance dopamine activity in areas of low dopamine function and decrease dopamine activity in areas of high dopamine function (Lieberman, 2004). Plasma levels of antipsychotic agents have been established for several antipsychotics, although there remains no consensus regarding the use of these levels in clinical practice (Baumann et al., 2004). It has been suggested that obtaining plasma levels may be beneficial before deciding that a trial of an antipsychotic is ineffective, when changing the dose of a drug during maintenance therapy or when changing the form (e.g. oral to depot) of the medication (Baumann et al., 2004; Miyamoto et al., 2003). Plasma levels of several antipsychotics may also correlate to some degree with receptor occupancy (e.g. haloperidol, olanzapine, ziprasidone) and clinical response (e.g. risperidone, olanzapine; Hiemke et al., 2004), although further investigations are needed to confirm and extend these findings before it is clear how best to incorporate these data into clinical practice. Most antipsychotic medications are metabolised by the cytochrome P-450 system (Burns, 2001; Miyamoto et al., 2003). Atypical antipsychotics are neither potent inducers nor inhibitors of these metabolic enzymes (de Leon et al., 2005). Nonetheless, the potential for significant drug-drug interactions exists when these medications are taken concomitantly with other medications that target these enzymes, including other psychopharmacological agents (e.g. antidepressants, mood stabilisers; Burns, 2001; de Leon et al., 2005; Miyamoto et al., 2003). Risperidone in particular may increase the blood levels of clozapine when used as an additional therapy (Sadock & Sadock, 2003).
 
 Pharmacodynamic interactions (e.g. enhanced anticholinergic effects) are also possible when antipsychotics are taken along with other medications with similar effects (Burns, 2001).
 
 Side effects The side effect profiles of antipsychotic drugs are important considerations when prescribing these agents (Table 26.1). This section reviews some of the side effects that have been associated with antipsychotic medications, including motor and neurological, metabolic (e.g. weight gain, dysglycemia, dyslipidemia), endocrine and sexual, cardiovascular, hematologic and ocular side effects, among others.
 
 Motor and neurological side effects All antipsychotic medications have the potential to produce EPS, although atypical antipsychotics are generally less likely to produce them than conventional antipsychotics, which have been estimated to produce EPS at rates between 50% and 75%; the exception is risperidone at higher (e.g. >6 mg) doses (Arana, 2000; Marder et al., 2004; Miyamoto et al., 2005). The advantage of fewer EPS in the new agents is less apparent, however, when lower potency, or lower dosages of, conventional agents are used as comparator drugs (Gardner et al., 2005; Leucht, Wahlbeck, et al., 2003). One study noted, however, that even though there was no significant difference in EPS across groups, more subjects in the conventional antipsychotic–treated group discontinued treatment because of EPS than in other patients (Lieberman et al., 2005). There are two dramatic and acute forms of neurological side effects of antipsychotic medications: dystonia and neuroleptic malignant syndrome (NMS). Dystonia usually occurs within the first few days of the antipsychotic and is manifest by sudden, tonic muscle spasms in the head, neck, trunk or extremities (Miyamoto et al., 2003; Wirshing, 2001). One may also have a life-threatening
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 laryngeal dystonia, although this is much less common (Christodoulou & Kalaitzi, 2005). Risk factors for dystonia include young age, male sex, higher-potency antipsychotic and history of dystonia (Miyamoto et al., 2003). Dystonia is rapidly and effectively treated with intramuscular anticholinergic or antihistaminergic agents (Miyamoto et al., 2003). It may also be effectively prevented by limiting the dose of antipsychotic or by pretreating with an anticholinergic medication (Miyamoto et al., 2003; Wirshing, 2001). Short-term maintenance anticholinergic medication may help to prevent recurrence of the dystonia (Lehman et al., 2004). Neuroleptic malignant syndrome is a potentially life-threatening complication of antipsychotic use and is diagnosed by severe EPS, hyperthermia, altered mental status and autonomic dysfunction (Arana, 2000). Although the risk associated with the newer antipsychotics might be lower, it has been reported to occur, in varying degrees, with clozapine, risperidone, quetiapine, olanzapine, aripiprazole, ziprasidone, zotepine and amisulpride (Ananth et al., 2004; Atbasoglu et al., 2004; Mieno et al., 2003; Miyamoto et al., 2003; Murty et al., 2002; Spalding et al., 2004). It may also be associated with elevated serum creatine phosphokinase and white blood cell (WBC) count and occurs in approximately 1% to 2% of patients treated with antipsychotics (Miyamoto et al., 2003). Risk factors include male gender, intramuscular dose, dehydration and rapid increase in dose (Arana, 2000; Miyamoto et al., 2003). It is also more likely to occur if lithium is given concomitantly with clozapine (Sadock & Sadock, 2003). NMS is treated by stopping the offending antipsychotic as soon as the diagnosis is suspected, along with supportive treatment (Miyamoto et al., 2003). Dantrolene and dopamine agonists (e.g. bromocriptine) have also been used although their efficacy is unproven (Miyamoto et al., 2003). Another acute form of EPS which causes significant morbidity is akathisia, a subjective and objective restlessness (Miyamoto et al., 2003). It occurs in up to 25% of patients treated with conventional antipsychotics (Arana, 2000). Patients may
 
 complain of anxiety or severe discomfort and display psychomotor agitation (Arana, 2000; Miyamoto et al., 2003; Wirshing, 2001). It is sometimes difficult to distinguish this side effect from worsening psychosis (Wirshing, 2001). Risk factors include female sex and higher dose of antipsychotic (Arana, 2000). Benzodiazepines such as lorazepam and clonidine, anticholinergic agents and beta-blockers such as propanolol are helpful for some patients, as is antipsychotic dosage reduction (Arana, 2000; Miyamoto et al., 2003; Sadock & Sadock, 2003; Wirshing, 2001). The subacute manifestation of EPS is known as medication-induced parkinsonism, which includes muscle rigidity, akinesia, tremor and excess salivation (Arana, 2000; Wirshing, 2001). Akinesia alone may occur in more than 50% of patients treated with conventional antipsychotics and can be mistaken for the negative symptoms of schizophrenia (Arana, 2000). Such symptoms may be alleviated by antiparkinsonian drugs, reduction in neuroleptic dose or switching to a low-potency conventional agent or to an atypical antipsychotic (Arana, 2000; Wirshing, 2001). Tardive dyskinesia is an involuntary movement disorder characterised by choreoathetoid and dyskinetic movements of the orofacial muscles, trunk, limbs and sometimes even diaphragm (Glazer, 2000; Miyamoto et al., 2003). These movements cease while sleeping (Miyamoto et al., 2003). Tardive akathisia and dystonia have also been described (Casey, 1999). The overall incidence has been shown to increase from 18.5% after 4 years of treatment with conventional antipsychotics to 40% after the eighth year of treatment, although the incidences drop to 11% and 22%, respectively, for tardive dyskinesia which lasts for more than 6 months (Kane et al., 1986). Risk factors include increased age, female sex, presence of diabetes, conventional antipsychotic, nonschizophrenic diagnosis and other EPS (Arana, 2000; Wirshing, 2001). Management of tardive dyskinesia includes lowering the dosage of the antipsychotic, switching to an atypical agent, considering clozapine and considering discontinuation of antipsychotic medication, although
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 the latter is uncommonly feasible (Casey, 1999; Miyamoto et al., 2003). Several other agents (e.g. reserpine, vitamin E) have been tested to treat tardive dyskinesia with limited success (Casey, 1999).
 
 Weight gain Both conventional and atypical antipsychotics can cause weight gain, although atypicals to a greater degree (Wirshing, 2004). Some of this weight gain seems to show a plateau effect (Miyamoto et al., 2003). When choosing a therapeutic regimen, weight gain and obesity are important side effects of antipsychotic medications to consider because of their association with hypertension, type II diabetes, sleep apnea, cardiovascular disease, osteoarthritis and some types of cancer (Allison & Casey, 2001; Allison et al., 1999). Clozapine and olanzapine are generally most associated with weight gain, with risperidone, sertindole, zotepine, amisulpride and quetiapine showing intermediate weight gain and ziprasidone and aripiprazole considered to induce minimal or no weight gain (Allison et al., 1999; Gardner et al., 2005; Kasper et al., 2003; Newcomer, 2005; Simpson et al., 2004; Wirshing, 2004). It is recommended that clinicians monitor body mass index for all of their patients with schizophrenia regardless of their current antipsychotic regimen, consider risk of weight gain during the drug selection process in at-risk individuals and intervene when indicated, including giving consideration to switching medications to one that is associated with less weight gain (Marder et al., 2004).
 
 Dysglycemia Individuals with schizophrenia may be at a higher risk of glucose dysregulation than the general population (Miyamoto et al., 2003). Some of this risk may be associated with antipsychotic treatment (Gardner et al., 2005), although the precise mechanism of action remains to be elucidated (Bergman & Ader, 2005). Although relatively few large, prospective, randomised studies have investigated this side
 
 effect, it appears that clozapine and olanzapine might be most problematic, whereas the reports for the other antipsychotics are either limited in number or show less effect (Baptista et al., 2002; Gardner et al., 2005; Kapur and Remington, 2001; Lieberman et al., 2005; Lindenmayer et al., 2003; Miyamoto et al., 2003; Newcomer, 2004; Simpson et al., 2004). Recommendations for the monitoring of glucose dysregulation and the development of diabetes in individuals with schizophrenia have been suggested and include a baseline fasting plasma glucose level or HbA1c, patient education and close monitoring of patients for signs and symptoms of diabetes or glucose dyregulation, especially in the context of several diabetes risk factors, and further patient assessment with the appropriate healthcare specialist (e.g. internist, primary health care provider) as necessary (Marder et al., 2004).
 
 Dyslipidemia Antipsychotic treatment has also been associated with dyslipidemia (Casey, 2004; Gardner et al., 2005; Kapur & Remington, 2001). This metabolic abnormality appears to be associated itself with weight gain, although further study is necessary before a firm conclusion can be made (Gardner et al., 2005; Kapur & Remington, 2001). Similar to the situation with glucose dysregulation, clozapine and olanzapine appear to be most related to dyslipidemia, followed by mixed or intermediate data for risperidone, low-potency conventionals and quetiapine, along with data for sertindole, zotepine, amisulpride, ziprasidone, high-potency conventionals and aripiprazole that is either mixed or limited or suggests no adverse relationship or even a beneficial relationship with serum lipid profile (Casey, 2004; Gardner et al., 2005; Koro et al., 2002; Lieberman et al., 2005; McQuade et al., 2004; Newcomer, 2005). Because of the significant morbidity (i.e. cardiovascular disease) associated with dyslipidemia, including hypertriglyceridemia (Jeppesen et al., 1998), aggressive monitoring and management of this side effect are recommended (American Diabetes Association et al., 2004; Casey, 2004; Marder et al., 2004).
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 Elevated prolactin levels and sexual side effects All conventional antispsychotics and some of the more potent dopamine antagonists among the atypical agents, including risperidone and amisulpride, are associated with increases in plasma prolactin levels by blocking the inhibitory actions of dopamine on the pituitary (Gardner et al., 2005; Miyamoto et al., 2003; Mortimer, 2004). This tends to occur more in women than in men (Marder et al., 2004). Complications of hyperprolactinemia include galactorrhea, menstrual disturbances, hypogonadism, sexual dysfunction, gynecomastia in men and possibly bone loss (Misra et al., 2004; Miyamoto et al., 2003). Clozapine, olanzapine, quetiapine, ziprasidone and aripiprazole have been shown to either not increase prolactin levels or increase them mildly or transiently (Casey, 1997; Goff et al., 1998; Lieberman, 2004; Miyamoto et al., 2003; Turrone et al., 2002; Wieck & Haddad, 2003). Preliminary evidence suggests that zotepine might increase prolactin levels (von Bardeleben et al., 1987). Guidelines for the monitoring and management of hyperprolactinemia have previously been published (Marder et al., 2004). A number of sexual side effects (see also Chapter 17) occur in individuals with schizophrenia in addition to those precipitated by hyperprolactinemia (e.g. priapism, decreased satisfaction; Cutler, 2003). Several of these side effects are associated with antipsychotic treatment, but potentially less so with atypical antipsychotics (Cutler, 2003). Consideration should be given to these side effects when selecting antipsychotic treatment (Cutler, 2003).
 
 Cardiovascular side effects Orthostatic hypotension is the most common of this group of side effects and is more often associated with low-potency, high-dosage medications (e.g. chlorpromazine, clozapine; Casey, 1997). Elderly individuals are more prone to this side effect (Miyamoto et al., 2003). Slow posture changes, along with gradual increases in dosages, are methods by
 
 which to minimise the risk of orthostatic hypotension (Casey, 1997; Miyamoto et al., 2003). Tolerance to this side effect often develops within 1 to 2 months (Casey, 1997; Miyamoto et al., 2003). In addition, the US Food and Drug Administration (FDA) recently requested that a black box warning be placed in the labels of all atypical antipsychotic medications in the United States, warning physicians and consumers of the reported increased (approximately twofold) death rate among elderly patients with dementia treated with these medications (Kuehn, 2005). This occurred in response to several trials of four atypical antipsychotic agents (i.e. olanzapine, risperidone, aripiprazole, quetiapine) suggesting increased rates of death, mostly secondary to cardiovascular disease and infections, in this population (Kuehn, 2005). The mechanism is not precisely known (Kuehn, 2005). Tachycardia is another potential cardiovascular side effect (Miyamoto et al., 2003). It might occur as a result of hypotension or secondary to anticholinergic activity (Miyamoto et al., 2003). Tolerance often develops, although monitoring and treatment should be pursued in certain cases (Miyamoto et al., 2003). QTc prolongation is associated with the risk of dysrhythmia (e.g. torsade de pointes) and sudden death, especially when the QTc surpasses 500 milliseconds (Gardner et al., 2005; Taylor, 2003). Thioridazine, mesoridazine, pimozide, droperidol and sertindole, among others, are the antipsychotics found to be most associated with prolonged QTc, torsade de pointes, and sudden death (Gardner et al., 2005; Lindstrom et al., 2005; Taylor, 2003). These concerns have led to the restricted use of several of these medications (Gardner et al., 2005; Lindstrom et al., 2005). Ziprasidone has also been traditionally associated with prolonged QTc (Glassman & Bigger, 2001; Miyamoto et al., 2003), although a recent randomised controlled trial did not observe this side effect to a greater degree than with other agents examined in the trial (Lieberman et al., 2005), and several others reported no excess cardiovascular adverse events associated with prolonged QTc (Harrigan et al., 2004; Simpson et al., 2004).
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 The precise mechanism of QTc prolongation caused by antipsychotics, in addition to the exact relationship between these effects and dysrythmia and death, remains unclear (Taylor, 2003). However, antipsychotic medications prone to causing this side effect should not be combined with other medications with similar effects (Miyamoto et al., 2003). Several reports recommend electrocardiogram (ECG) monitoring for certain highrisk individuals (e.g. those with heart disease, congenital long QT syndrome or personal history of syncope), and thioridazine, mesoridazine and pimozide should be avoided in these individuals (Glassman & Bigger, 2001; Marder et al., 2004). Myocarditis and cardiomyopathy may also occur as a result of antipsychotic medications (Coulter et al., 2001; Glassman, 2005). Although much of the emphasis and reports concerning these toxicities focus on clozapine (Merrill et al., 2005), other antipsychotics have also been implicated (Coulter et al., 2001; Roesch-Ely et al., 2002). The risk of myocarditis or cardiomyopathy in patients receiving clozapine has been estimated to be low (0.015%– 0.188%; Merrill et al., 2005). However, close monitoring and prompt treatment are recommended when treating patients with clozapine (Marder et al., 2004; Merrill et al., 2005).
 
 Haematologic side effects The risk of agranulocytosis (i.e. an absolute neutrophil count less than 500/mm3 ), a potentially fatal side effect, is estimated to be approximately 1% among those patients exposed to clozapine, and thus clozapine should not be used in combination with any other drug known to cause bone marrow suppression or agranulocytosis or in individuals with a history of clozapine-induced agranulocytosis or granulocytopenia, myeloproliferative disorder or an initial WBC count of 3,500/mm3 (Lehman et al., 2004; Lieberman et al., 1989; Miyamoto et al., 2003; Physicians’ Desk Reference, 2006; Sadock & Sadock, 2003). The risk is greatest early on in treatment, usually within the first 3 months, and occurs more
 
 often in the elderly, women and patients younger than 21 years old (Miyamoto et al., 2003). Fortunately, this side effect is usually reversible if the drug is promptly discontinued (Lieberman et al., 1988; Miyamoto et al., 2003). Because of the severity of this event, patients in the United States and elsewhere must be registered in programs that ensure regular WBC count monitoring (Miyamoto et al., 2003). Monitoring and treatment guidelines vary between countries (Miyamoto et al., 2003). Guidelines have been published that include the management of clozapine (Physicians’ Desk Reference, 2006). A WBC count must be obtained before initiation of clozapine treatment and weekly thereafter for the first 6 months (Physicians’ Desk Reference, 2006). The frequency may be decreased to once every 2 weeks thereafter if white blood cell counts have been stable. Following 6 months of biweekly monitoring and after 12 months on clozapine overall, the WBC frequency may be reduced to once monthly. If clozapine is discontinued at any time, weekly monitoring should continue for 4 weeks (Physicians’ Desk Reference, 2006). Additional monitoring should be obtained for WBC counts that drop below 3,500/mm3 , for large absolute drops or if immature cell varieties are observed (Physicians’ Desk Reference, 2006). Clozapine treatment should be halted for WBC counts less than 3,000/mm3 or for absolute neutrophil counts less than 1500/mm3 , and appropriate diagnostic (e.g. bone marrow aspiration, increased frequency of blood draws) and therapeutic (e.g. isolation, antibiotics) interventions should be instituted depending on the severity of the clinical situation (Physicians’ Desk Reference, 2006). Rechallenge should not occur if the total WBC count drops below 2,000/mm3 or if the absolute neutrophil count drops below 1,000/mm3 (Physicians’ Desk Reference, 2006). Haematologic abnormalities have been observed with other antipsychotics (e.g. chlorpromazine, olanzapine, risperidone; Hong & Wang, 2001; Miyamoto et al., 2003), although to a lesser degree than with clozapine.
 
 595
 
 596
 
 Section 5: Treatments in Psychiatry
 
 Ocular abnormalities Certain antipsychotics, including chlorpromazine at doses greater than 300 mg/day and prochlorperazine, may predispose to cataract formation (Ruigomez et al., 2000). Quetiapine was initially shown to cause cataracts in dogs that received 4 times the maximal human dose, but this was not found in other species (Physicians’ Desk Reference, 2006). A clear relationship between quetiapine, or other atypical antipsychotics, and cataracts has not yet been established, and reports of such associations are inconclusive (Marder et al., 2004; Shahzad et al., 2002; Valibhai et al., 2001; Whitehorn et al., 2004). However, until more robust conclusions regarding possible associations between antipsychotic medications and cataracts can be made, inquiry into visual changes and visual evaluation should remain important management issues for patients with schizophrenia, including following the recommendations included in the package insert for quetiapine (Marder et al., 2004).
 
 Other side effects Antipsychotics have the potential to induce numerous other side effects, including anticholinergic effects (e.g. dry mouth, constipation, urinary retention, blurry vision, confusion), hepatic effects (e.g. asymptomatic elevation of liver enzymes and, less frequently, symptomatic hepatotoxicity), sedation (especially with low-potency conventional antipsychotics and several atypicals), photosensitivity (e.g. chlorpromazine), nausea, vomiting, retinopathy (e.g. thioridazine), hypersalivation (e.g. clozapine), anxiety, insomnia, obsessive-compulsive symptoms (e.g. clozapine), body temperature dysregulation (e.g. clozapine, other atypicals) and lowered seizure threshold (e.g. low-potency conventionals and clozapine), among others (Casey, 1997; Fornaro et al., 2002; Gardner et al., 2005; Iqbal et al., 2003; Lieberman, 2004; Miyamoto et al., 2003; Mortimer, 2004; Sadock & Sadock, 2003). In addition, the signs, symptoms and treatments of overdose with several antipsychotic medications have been described (Burns, 2001; Sadock & Sadock, 2003).
 
 Although antipsychotic medications have been associated with numerous adverse effects, they are generally considered to be safe (Sadock & Sadock, 2003). Obtaining liver function tests, a complete blood count with differential and an electrocardiogram has been recommended for an initial laboratory assessment (Sadock & Sadock, 2003).
 
 Mood stabilisers Mood stabilisers represent another key part of the biological treatments of psychosis. In this section, lithium, valproate, carbamazepine, oxcarbazepine, lamotrigine and topiramate are reviewed.
 
 Lithium Lithium was originally used for the treatment of gout approximately 150 years ago (Timmer & Sands, 1999). The use of lithium for affective disorders also dates as far back as the nineteenth century (Schou, 2001). However, the age of lithium treatment as an antimanic agent is often considered to have started in 1949 with the publication and description of its use by John Cade (Moseman et al., 2003; Schou, 2001). Lithium’s mechanism of action remains undetermined (Moseman et al., 2003). Lithium alters neuronal function through its substitution for or competition with other ions and has effects on several neurotransmitter systems (e.g. dopamine, acetylcholine, serotonin), enzymes (e.g. glycogen synthase kinase-3, fructose-1,6 bisphosphatase) and second messenger and signal transduction systems (Gould et al., 2004; Moseman et al., 2003). In particular, lithium has been found to decrease both phosphoinositide and cyclic adenosine monophosphate metabolism, possibly through effects on guanine nucleotide-binding proteins (Gould et al., 2004; Moseman et al., 2003). Lithium might also modulate gene expression through effects on protein kinase-C (Lenox & Wang, 2003). Lithium is not metabolised and is primarily excreted through the kidneys (Keck & McElroy, 2002). Therapeutic plasma drug concentrations are
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 generally in the range of 0.5 to 1.2 meq/L for acute manic/mixed episodes, and the most favorable maintenance range may differ between individuals (American Psychiatric Association, 2002). The patient and physician must balance side effects with risk of relapse when deciding on dosage parameters (Moseman et al., 2003). Lithium has several adverse effects (see Table 26.2), many of which are dose related; these include cognitive problems, sedation, weight gain, polydipsia/polyuria (may be treated with diuretics), tremor (may be treated with beta-blockers), gastrointestinal distress (may administer with meals), impaired coordination, leukocytosis, alopecia, oedema and acne (may be treated with antiacne agents) (American Psychiatric Association, 2002; Moseman et al., 2003). Other side effects include ECG changes/arrhythmias, reduced renal response to antidiuretic hormone with polydipsia/polyuria, hypothyroidism, hyperparathyroidism, psoriasis exacerbations and possibly renal insufficiency (American Psychiatric Association, 2002). Toxicity often occurs with blood levels above 1.5 meq/L and begins with tremor, vertigo, nausea, diarrhea, blurred vision, confusion and increased deep tendon reflexes followed by seizures, renal failure, coma, dysrhythmias and possibly death at higher levels (American Psychiatric Association, 2002; Sadock & Sadock, 2003). Chronic lithium toxicity may also occur and may be manifested by parkinsonian symptoms, myopathy, neuropathy, hypothyroidism, myocarditis, lightheadedness, aplastic anemia, tremor, muscle twitching, drowsiness, hyperreflexia, slurred speech, psychosis, pseudotumor cerebri, memory difficulties, renal failure, nephrogenic diabetes insipidus, weakness, apathy, tinnitus, chronic interstitial nephritis, skin ulcers, localised edema and dermatitis (Timmer & Sands, 1999). Supportive care and measures to decrease blood levels should be promptly instituted for toxicity (American Psychiatric Association, 2002; Sadock & Sadock, 2003). The decision to institute hemodialysis depends on factors such as the patient’s clinical status, serum lithium levels and level of renal function (Timmer & Sands, 1999).
 
 Table 26.2 Adverse effects of lithium Adverse effect
 
 Treatment
 
 Weight gain
 
 Avoid caloric beverages, watch diet, increase physical activity Nausea, vomiting, Take lithium with food, switch diarrhea to different preparation, increase dosage more slowly, check blood level to ensure against toxic levels, reduce dose∗ Postural tremor Administer beta-blockers (if not contraindicated), increase dosage more slowly, decrease lithium level∗ Polydipsia, polyuria Administer diuretics, lower dosage,∗ take dose once a day at bedtime, decrease dietary protein Confusion, ataxia Immediately assay blood; if toxic, temporarily discontinue lithium or reduce dosage∗ Skin reactions Apply standard dermatological treatments, possibly discontinue lithium Bradycardia, syncope Check electrocardiogram, consider a pacemaker, possibly discontinue lithium Central nervous system Lower dosage,∗ possibly discontinue lithium effects: mental dullness, memory and concentration difficulties, headache, fatigue, muscle weakness ∗ May decrease protection versus relapse and recurrence. Reproduced and adapted with permission from Moseman, S. E., et al. Mood stabilizers. In A. Tasman, J. Kay, & J. A. Lieberman, eds. Psychiatry, 2nd edn. Copyright John Wiley & Sons, Ltd: Chichester, pp. 1965–1989.
 
 Reductions in renal clearance (e.g. secondary to hyponatremia, angiotensin converting enzyme inhibitors, some diuretics, fluid volume depletion) may lead to toxicity (Keck & McElroy, 2002), whereas osmotic diuretics, aminophylline and
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 Box 26.1 Recommended pretreatment tests for selected mood stabilisers Medication
 
 Tests
 
 General tests
 
 Complete history and physical
 
 for all medications Lithium
 
 examination, including weight Pregnancy test if applicable Renal function tests (including urinalysis) Thyroid function tests (including thyroid stimulating hormone) Electrocardiogram Electrolytes Complete blood count
 
 Valproate
 
 Liver function tests Complete blood count
 
 Carbamazepine
 
 Complete blood count Liver function tests Renal function tests (including urinalysis)
 
 Reproduced and adapted with permission from Moseman, S. E., et al. Mood Stabilizers. In A. Tasman, J. Kay, & J. A. Lieberman, eds. Psychiatry, 2nd edn. Copyright John Wiley & Sons, Ltd: Chichester, pp. 1965–1989.
 
 carbonic anhydrase inhibitors may decrease blood levels (Timmer & Sands, 1999). Illness, altered electrolyte levels and several other medications (including nonsteroidal anti-inflammatory agents) may also increase the risk of chronic toxicity (Timmer & Sands, 1999). Recommended baseline, and in some cases subsequent, laboratory tests for patients being treated with lithium include renal and thyroid function tests, a pregnancy test, ECG monitoring and possibly a complete blood count (see Box 26.1; American Psychiatric Association, 2002; Moseman et al., 2003).
 
 Valproate Although first synthesised in the late 1800s, valproate’s effectiveness for bipolar disorder was first reported in the 1960s (Bowden, 2003). A proposed
 
 mechanism of action of valproate includes increasing GABA activity in the brain (Gould et al., 2004; Ketter & Wang, 2003; Moseman et al., 2003). Valproate might have neuroplastic effects, as well as effects on gene expression, sodium channels (i.e. inhibitory effects) and the cell membrane (Gould et al., 2004; Gray et al., 2003). Its antikindling and neuroprotective properties may also be relevant to its mood stabilizing effects (Keck & McElroy, 2002). Several formulations are available with different times to peak plasma concentrations and absorptive properties (Keck & McElroy, 2002). Metabolism occurs via the cytochrome P-450 system, glucuronidation and beta-oxidation, and valproate has the capability of inhibiting the breakdown of other hepatically metabolised medications (Keck & McElroy, 2002; Moseman et al., 2003). Valproate levels may also be affected by coadministration of agents that induce or inhibit microsomal enzymes (Moseman et al., 2003). Valproate should not be given to individuals with clinically significant hepatic disease (Keck & McElroy, 2002). Dose-related side effects of treatment with valproate include gastrointestinal upset (e.g. nausea, vomiting, diarrhea), liver function test abnormalities, tremor, sedation and osteoporosis (American Psychiatric Association, 2002; Bowden, 2003). Alopecia, increased appetite, polycystic ovarian syndrome and weight gain may also occur (American Psychiatric Association, 2002). Rashes, ataxia, pancreatitis, severe and potentially fatal hepatotoxicity (rare and mostly in paediatric patients) and haematologic abnormalities (e.g. thrombocytopenia, leukopenia, coagulation disturbances) may necessitate discontinuation (Moseman et al., 2003; Sadock & Sadock, 2003). Neural tube defects may be seen in infants exposed to valproate early in gestation; lower dosages, supplemental folic acid and monotherapy may decrease this risk (Bowden, 2003). Overdose does not commonly occur, in part because of the broad therapeutic window (American Psychiatric Association, 2002). However, signs of toxicity include lethargy, heart block, coma and
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 death and may be treated with hemodialysis, if necessary (Keck & McElroy, 2002; Sadock & Sadock, 2003). Baseline and follow-up investigations for individuals treated with valproate should include liver function and haematologic tests (see Box 26.1). Therapeutic drug concentrations range from 50 to 125 µg/mL for acute manic/mixed episodes, although lower levels are sometimes employed during maintenance treatment (American Psychiatric Association, 2002; Moseman et al., 2003).
 
 Carbamazepine Carbamazepine decreases the activity of sodium channels and attenuates the activity of cyclic adenosine monophosphate (Gould et al., 2004). Carbamazepine also has effects on several other neurotransmitter (e.g. adenosine, dopamine, serotonin) and second messenger systems, although its precise mechanism of action remains unknown (Gould et al., 2004; Keck & McElroy, 2002; Moseman et al., 2003). Carbamazepine is metabolised by the cytochrome P-450 system and induces the metabolism of both itself and other agents metabolised by that system; thus increases in dosage may be necessary after several months of treatment (Ketter et al., 1999; Moseman et al., 2003). The metabolism of carbamazepine may also be affected by liver disease (French et al., 2004). Additionally, blood levels are affected by other agents that have an effect on the cytochrome P-450 system (Moseman et al., 2003). Therapeutic blood levels for the treatment of acute manic/mixed episodes are targeted for approximately 4 to 12 µg/ml (American Psychiatric Association, 2002). Carbamazepine has the potential to cause several adverse effects, including central nervous system effects (e.g. fatigue, diplopia, dizziness, nausea, tremor, ataxia, blurred vision), rashes, hyponatremia, increased liver enzymes, constipation, diarrhea, gastrointestinal distress, vomiting, anorexia and haematologic abnormalities (e.g. leukopenia), some of which may necessitate discontinuation
 
 of the agent (Moseman et al., 2003; Sadock & Sadock, 2003). More uncommon and severe side effects include agranulocytosis, aplastic anemia, hepatic failure, systemic hypersensitivity reactions, renal effects, cardiac conduction disturbance, psychosis, Stevens-Johnson syndrome, thrombocytopenia and pancreatitis (American Psychiatric Association, 2002). Signs of toxicity include diplopia, sedation, ataxia, dizziness, hyperirritability and coma (American Psychiatric Association, 2002; Sadock & Sadock, 2003). Other signs of overdose include impaired consciousness, nystagmus, ophthalmoplegia, convulsions, respiratory problems, cerebellar and extrapyramidal signs, cardiac abnormalities (e.g. arrhythmias, tachycardia, conduction disturbances, hypotension) and gastrointestinal and anticholinergic symptoms (American Psychiatric Association, 2002). Overdose (which can be fatal) can be treated with haemoperfusion, dialysis and gastric lavage (American Psychiatric Association, 2002; Keck & McElroy, 2002; Sadock & Sadock, 2003). Recommended baseline, and in some cases follow-up, tests for patients being treated with carbamazepine include haematologic, liver function, renal function and electrolyte tests (see Box 26.1; American Psychiatric Association, 2002; Moseman et al., 2003).
 
 Oxcarbazepine Oxcarbazepine is an analogue of carbamazepine (May et al., 2003). Its efficacy for bipolar disorder might be related to its ability to block sodium channels, stabilise hyperexcitable neuronal membranes or decrease electrical firing (Keck & McElroy, 2002). Oxcarbazepine, after presystemic metabolism to a metabolite, undergoes glucuronidation, and to a lesser extent oxidation, and is then primarily excreted through the kidneys (Kalis & Huff, 2001). It weakly induces the cytochrome P-450 system and does not induce its own metabolism but can alter the plasma concentrations of several other medications (American Psychiatric Association, 2002; Keck & McElroy, 2002). The metabolism of oxcarbazepine
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 may also be affected by liver and renal disease (French et al., 2004; May et al., 2003). In general, oxcarbazepine has a lower risk of severe side effects and is better tolerated than carbamazepine (American Psychiatric Association, 2002; Keck & McElroy, 2002). Sedation, ataxia, nystagmus, vertigo, impaired coordination, headache, diplopia, slurred speech, dizziness, nausea, hyponatremia, skin rashes, vomiting, epigastric distress, diarrhea, weakness and severe hypersensitivity reactions (less common) are side effects that can occur with the use of oxcarbazepine (Kalis & Huff, 2001; Perucca, 2001; Tecoma, 1999). There is some cross-sensitivity with carbamazepine for the production of allergic skin reactions (LaRoche & Helmers, 2004).
 
 Lamotrigine Lamotrigine’s mechanism of action may be related to its inhibition of sodium channels, antiglutamatergic effect or neuroprotective effects (Hahn et al., 2004; Ketter et al., 2003). Metabolism occurs primarily through glucuronidation in the liver, and thus several pharmacokinetic interactions are possible, although effects on cytochrome P-450 enzymes are generally not seen (French et al., 2004; Hahn et al., 2004; Moseman et al., 2003). Lamotrigine’s metabolism and blood levels may also be affected by hepatic and renal impairment (French et al., 2004; Hahn et al., 2004; Keck & McElroy, 2002). In addition, lamotrigine can induce its own metabolism (Keck & McElroy, 2002). Significantly decreased dosages should be used in individuals also being treated with valproate because of pharmacokinetic interactions (American Psychiatric Association, 2002). Side effects include headache, dyspepsia, constipation, disseminated intravascular coagulation, nausea, dizziness, pruritis, unclear vision, arthritis, pain, tremor, tics, ataxia, rhinitis, abnormal dreams, diarrhea, insomnia, fatigue, infection, cough, vomiting and dry mouth, although several of these side effects were noted not to occur more often than in groups treated with placebo (American Psychiatric Association, 2002; French et al., 2004; Hahn et al.,
 
 2004; Matsuo, 1999). Lamotrigine carries the potential for severe hypersensitivity reactions, including skin rashes, at the first sign of which the drug should be discontinued, given the potential for the development of a Stevens-Johnson-type syndrome or toxic epidermal necrolysis (the risk possibly increases with concomitant administration of valproate), and other severe hypersensitivity reactions (including risk of hepatic and renal failure; American Psychiatric Association, 2002; French et al., 2004; Moseman et al., 2003). Severe rashes have been reported to occur more often when rapid titration schedules are used and in younger individuals, in addition to when lamotrigine is used concomitantly with valproate (LaRoche & Helmers, 2004). Overdose with lamotrigine can be fatal (Keck & McElroy, 2002). Signs of overdose include ataxia, increased seizures, delirium, nystagmus, coma and cardiac conduction abnormalities (Keck & McElroy, 2002). Treatment of overdose may include supportive care and hemodialysis (Keck & McElroy, 2002). Baseline laboratory tests for individuals being treated with lamotrigine may include liver function tests, a pregnancy test and renal function tests (Moseman et al., 2003).
 
 Topiramate Topiramate has been shown to possess GABAergic and anti-glutamatergic activity, block sodium channels and inhibit carbonic anhydrase enzymes (Keck & McElroy, 2002; Suppes, 2002). Metabolism occurs via glucuronidation, hydrolysis and hydroxylation and may be affected by renal disease (French et al., 2004; Keck & McElroy, 2002). Topiramate has the potential to affect several cytochrome P-450 enzymes (French et al., 2004). Renal, and possibly hepatic, impairment decreases the clearance of topiramate (Keck & McElroy, 2002). Because of its weak inhibition of carbonic anhydrase and potential for renal calculi, topiramate should not be coadministered with other inhibitors of this enzyme (Sadock & Sadock, 2003). Side effects include nausea, ataxia, anorexia, memory disturbance, dizziness, increased thirst,
 
 Chapter 26: Biological treatments for psychotic disorders
 
 impaired concentration, confusion, dyspepsia, altered taste, somnolence, fatigue, weight loss, nausea, dry mouth, behavioral disturbances, paresthesias, constipation, pruritis, dysnomia/anomia, diaphoresis, blurred vision, tremors, hypohidrosis, rash and difficulty sleeping (American Psychiatric Association, 2002; French et al., 2004; LaRoche & Helmers, 2004; Perucca, 2001; Suppes, 2002). Less common side effects include nephrolithiasis, acute glaucoma or changes in vision and metabolic acidosis (Perucca, 2001; Suppes, 2002). Gastric emptying techniques and hemodialysis may be used in cases of overdose (Keck & McElroy, 2002).
 
 Implementation The remainder of this chapter is devoted to the implementation of the biological treatments of psychosis. This discussion is divided by the phases of treatment (e.g. acute phase, first-episode, maintenance) for primary psychosis (i.e. schizophrenia, schizoaffective disorder, delusional disorder) and affective psychosis (i.e. bipolar disorder and psychotic depression).
 
 Primary psychosis The prodromal period A number of ethical issues surround the treatment of patients who manifest prodromal symptoms of psychosis and who are at risk for schizophrenia (Cornblatt et al., 2001; McGlashan, 2001; McGorry et al., 2001). The first challenge is to validate tools of identification of those truly at risk to convert to a first psychotic episode. One set of published criteria identifies individuals with prodromal psychosis as having attenuated positive symptoms, brief intermittent psychotic symptoms or a steep decline in functioning in addition to a family history of schizophrenia (Yung et al., 1996). Preliminary results suggest benefits for atypical antipsychotics, and possibly also antidepressants, on symptomatology or rates of progression to
 
 psychotic illness (Cornblatt, 2002; Ruhrmann et al., 2005; Woods et al., 2003). However, the evidence base awaits a robust set of studies showing an acceptable number of patients needed to treat to prevent conversion to psychosis.
 
 The acute phase Goals of treatment in the acute phase of psychosis include harm prevention, symptom improvement and rapid return to baseline levels of functioning (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists Clinical Practice Guidelines Team for the Treatment of Schizophrenia and Related Disorders, 2005). Determination of the aetiology of the psychotic exacerbation (e.g. nonadherence) is an important part of acute phase management (Royal Australian and New Zealand College of Psychiatrists, 2005). Also, except in certain circumstances (e.g. medication refusal or the requirement of additional evaluation), antipsychotics should be initiated early for the acute treatment of psychosis (Lehman et al., 2004). In the case of emergencies and aggressive patients, involuntary treatment in the form of parenteral medications may be beneficial (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). Choice of medication depends in large part on the patient’s previous experiences, taking into account efficacy, side effects and route of administration (Feifel, 2000; Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). In addition, atypical antipsychotics are recommended by some guidelines to be the first choice (Feifel, 2000; Lehman et al., 2004), and a recent expert consensus guideline recommended risperidone as a first-line agent (Kane et al., 2003). However, a patient who has previously responded well with minimal side effects to a conventional antipsychotic and prefers such a medication may be treated with such (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). In addition, special consideration can be given to clozapine for persistent suicidal, hostile and aggressive
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 behaviours (Kane et al., 2003; Lehman et al., 2004; Meltzer, Alphs, et al., 2003). As noted earlier, oral medications are generally the preferred route of administration, but longacting medications may be appropriate in the context of nonadherence, patient preference or a history of severe relapse with medication discontinuation (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005; Sharif, 1998). The dosage used should be that which shows efficacy without inducing too many side effects (Lehman et al., 2004). For conventional antipsychotics, the appropriate dose is that at the neuroleptic threshold or the lowest dose that results in minimal rigidity (McEvoy et al., 1991). The dose for atypical antipsychotics is often below the neuroleptic threshold (Lehman et al., 2004). Dosages can be titrated up as quickly as tolerated, although care must be taken not to titrate prematurely (Feifel, 2000; Karagianis et al., 2001; Lehman et al., 2004). Adjunctive medications can also be used to target specific symptomatology and complaints (e.g. benzodiazepines for catatonia, antidepressants for anxiety or disturbances of mood, or mood stabilisers for aggression; Lehman et al., 2004). For aggressive patients who present a risk to themselves or others, antipsychotic/ benzodiazepine combinations (e.g. haloperidol 5 mg with lorazepam 2 mg or risperidone 2 mg with lorazepam 2 mg) have generally been preferred over antipsychotics or benzodiazepines alone for patients whose aggression is due to schizophrenia or psychosis (Allen et al., 2003; Currier et al., 2004b; Hughes & Kleespies, 2003). However, some recommendations include intramuscular olanzapine or ziprasidone alone as alternative first-line agents (Battaglia, 2005; Currier et al., 2004b). Choice of antipsychotic can be based on a number of factors, including efficacy, available methods of dosage forms and side-effect profile (Hughes & Kleespies, 2003). Side-effect profile is important both in the short-term and long-term as adherence might be significantly hindered by an undesirable experience in the acute setting (Hughes & Kleespies, 2003).
 
 Lorazepam has become the preferred benzodiazepine because of its short half-life, parenteral formulations and efficacy for sedative or alcohol withdrawal (Currier et al., 2004a).
 
 The first episode It has been suggested that untreated psychosis has far-reaching detrimental consequences on patients and their families and that lessening the duration of untreated psychosis should be considered a high priority (Lieberman & Fenton, 2000). Recent clinical trials have also suggested that shorter durations of untreated psychosis are associated with better outcomes (Melle et al., 2004; Perkins et al., 2004). Consequently, it is widely considered to be the standard of care to treat psychosis when it first becomes evident (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). Atypical antipsychotics are usually recommended as the first-line agents for treating first-episode psychosis (Bradford et al., 2003; Kane et al., 2003), and a recent expert consensus guideline particularly recommended risperidone as a first-choice agent (Kane et al., 2003). The use of atypicals is supported by several randomised controlled trials supporting the equal or greater efficacy of some of these agents over conventional antipsychotics (Keefe et al., 2004; Lieberman et al., 2003a; Lieberman et al., 2003b; Schooler et al., 2005). In addition, individuals with first-episode psychosis are generally considered to be more sensitive to antipsychotics, showing both efficacy and side effects with relatively lower doses (Bradford et al., 2003; Canadian Psychiatric Association, 1998; Lehman et al., 2004; Zhang-Wong et al., 1999). The majority of patients with first-episode psychosis remit, and treatment with antipsychotic medications significantly decreases rates of relapse thereafter (Bradford et al., 2003; Lehman et al., 2004). However, more randomised controlled trials are necessary before clearer recommendations can be made regarding treatment regimens in the first episode.
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 Relapse prevention and the maintenance phase After an acute psychotic event remits, a patient should be continued on the same antipsychotic medication for at least 12 months, assuming the medication is both effective and tolerated (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). Maintenance antipsychotic medications greatly reduce the risk of relapse in individuals with psychosis from approximately 70% to 30% (Miyamoto et al., 2003). Recent recommendations for maintenance treatment include 1 to 2 years for first-episode patients, with close follow-up, and up to 5 years or indefinite treatment for patients with multiple episodes or two episodes in 5 years (Canadian Psychiatric Association, 1998; Lehman et al., 2004; Miyamoto et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2005). For conventional antipsychotics, maintenance dosages can be safely reduced to approximately 20% of acute treatment doses, although further dosage reductions will likely cause unacceptable rates of relapse (Marder, 1999; Miyamoto et al., 2003). Rapid and premature dose reductions should also be avoided (Lehman et al., 2004; Miyamoto et al., 2003). In addition, continuous, as opposed to intermittent, therapy is recommended and more effective in preventing relapse (Canadian Psychiatric Association, 1998; Schooler et al., 1997; Taylor et al., 2005). Both conventional and atypical antipsychotics have shown efficacy for the maintenance treatment of schizophrenia (Arato et al., 2002; Beasley et al., 2003; Cooper et al., 2000; Marder, 1999; Pigott et al., 2003). Several randomised trials have reported that atypical antipsychotics are more effective than conventional agents in response rates or for relapse prevention (e.g. rates of rehospitalisation) in general (Csernansky et al., 2002; Essock et al., 1996; Kasper et al., 2003; Leucht, Barnes, et al., 2003), and some guidelines suggest that the advent of depot risperidone might bring further benefits (Taylor et al., 2005). The recently published Clinical Antipsychotic Trials of Intervention Effectiveness (CATIE) study
 
 has shed some light on the clinical differences between conventional and atypical antipsychotic agents (Lieberman et al., 2005). In the CATIE trial, 1,493 patients with schizophrenia were randomly assigned to treatment with perphenazine (i.e. a conventional antipsychotic), olanzapine, risperidone, quetiapine or, later, ziprasidone (Lieberman et al., 2005). The study showed that 74% of all patients discontinued their antipsychotic medications before 18 months, indicating that although these medications are effective, they have limitations in chronic schizophrenia (Lieberman et al., 2005). Olanzapine was associated with the lowest rates of discontinuation, whereas perphenazine and the other atypical antipsychotics were similar in most regards (Lieberman et al., 2005). These results indicate that drug selection in this population will be multifactorial, taking into account economics, efficacy and side effects (Lieberman et al., 2005).
 
 Treatment-resistant illness Treatment-resistant schizophrenia has been defined as at least two full (i.e. 4–6 week long at doses of 400–600 mg chlorpromazine equivalents) trials of antipsychotic medications with no improvement, persistent symptoms and greater than 5 years without a period of good social or occupational functioning (see Box 26.2; Conley & Kelly, 2001). The proportion of individuals with treatment-resistant schizophrenia varies, but it has been estimated that approximately 200,000 to 500,000 such patients live in the United States alone (Conley & Kelly, 2001). Treatment for schizophrenia may not be successful for a number of reasons, including inadequate dosing, nonadherence, substance use and poor psychosocial rehabilitation (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). Similarly, an important part of the management of individuals with suspected treatment resistant schizophrenia is a careful evaluation of whether adequate trials of antipsychotic medications have actually been attempted (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005).
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 Box 26.2 Proposed guidelines for determining treatment resistance in schizophrenia 1. Drug-refractory condition: at least two prior drug trials of 4- to 6-week duration at 400 to 600 mg of chlorpromazine (or equivalent) with no clinical improvement 2. Persistence of illness: >5 years with no period of good social or occupational functioning 3. Persistent psychotic symptoms: BPRS total score >45 (on 18-item scale) and item score >4 (moderate) on at least two of four positive symptom items BPRS, Brief Psychiatric Rating Scale. Reprinted from Conley, R. R., & Kelly, D. L. (2001). Management of treatment resistance in schizophrenia. Biol Psychiatry 50:898–911, with permission from the Society of Biological Psychiatry.
 
 After treatment resistance has been confirmed, consideration should be given to the use of clozapine (Canadian Psychiatric Association, 1998; Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). This is supported by several clinical trials demonstrating greater efficacy for clozapine over conventional antipsychotics in this population (Chakos et al., 2001; Kane et al., 1988). There is also preliminary data regarding the effects of other atypical antipsychotics, several atypical antipsychotic combinations and other augmentation strategies (e.g. lithium, cognition enhancers, anticonvulsants, agents with glutamatergic effects, fatty acids, ECT) for treatment-resistant schizophrenia, although the evidence base remains limited or mixed (Buchanan et al., 2003, 2005; Chakos et al., 2001; Conley & Kelly, 2001; Emsley et al., 2002; Heresco-Levy et al., 2002; Josiassen et al., 2005; Lerner et al., 2004; Lindenmayer et al., 2004; Miyamoto et al., 2003; Miyamoto et al., 2005; Tiihonen et al., 2005; Tollefson et al., 2001; Tsai et al., 2004). Given the burdens associated with clozapine therapy, other atypical antipsychotics should be considered before instituting it (Conley & Kelly, 2001; Miyamoto et al., 2003). Further study is warranted to examine these issues fully.
 
 Additional considerations for the treatment of primary psychotic disorders Depressive symptoms occur frequently in individuals with schizophrenia and are associated with several negative consequences, including worse outcome and suicide (Siris, 2000). Post-psychotic depression covers depressive episodes that occur during the residual phase of schizophrenia or after a psychotic episode at any time (Gruenberg and Goldstein, 2003; Siris, 2000). However, it might be difficult to differentiate between post-psychotic depression, or depressive symptoms which occur otherwise in individuals with schizophrenia, and the negative symptoms of the illness or drug-induced side effects or dysphoria (Gruenberg & Goldstein, 2003; Siris, 2000). Evidence suggests that post-psychotic depression responds to antidepressant augmentation (Siris et al., 1987, 2000). Recent preliminary evidence also suggests that monotherapy with atypical antipsychotics may be efficacious in this population (Dollfus et al., 2005). Other general treatment options for depression occurring in the context of schizophrenia include switching to an atypical antipsychotic, decreasing the antipsychotic dosage and optimizing medications used to treat side effects (Siris, 2000). If the depression persists, meets criteria for a major depressive episode, is severe or significantly affects function, the addition of an antidepressant might also be considered (Lehman et al., 2004; Siris, 2000). Obsessive-compulsive symptoms, anxiety, hostility, aggression and mood instability are other comorbid conditions which can occur during the maintenance phase (Lehman et al., 2004). Evidence suggests that fluvoxamine (for obsessivecompulsive symptoms) and benzodiazepines (for anxiety), along with valproate (for hostility) and pindolol (for aggression), may be helpful in these and similar instances (Caspi et al., 2001; Citrome et al., 2004; Reznik & Sirota, 2000; Wolkowitz & Pickar, 1991). Substance use disorders occur in anywhere from 40% to 70% of individuals with schizophrenia (Green, 2005). Evidence is emerging to suggest that
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 treatment with atypical antipsychotics (e.g. clozapine, risperidone), but not conventionals, might have beneficial effects on substance use in these individuals (Green, 2005). The treatment of elderly people with schizophrenia is often complicated by medical illness, altered pharmacokinetic parameters and polypharmacy (Lehman et al., 2004). In addition, rates of tardive dyskinesia are greater in elderly individuals treated with conventional antipsychotics, and this risk may be lower with atypical antipsychotics (Jeste, 2004). Lower starting and maintenance dosages, along with slower titrations, should be used in the elderly, and atypical agents have advantages in this population given their lesser risks of EPS and tardive dyskinesia (Howard et al., 2000; Jeste, 2004; Jeste et al., 1999; Kane et al., 2003). Similarly, a recent expert consensus guideline recommended risperidone as the first-line antipsychotic in this population, followed by olanzapine, quetiapine and aripiprazole (Alexopoulos et al., 2004). Several additional considerations accompany the treatment of pregnant women with psychotic disorders (American Academy of Pediatrics Committee on Drugs, 2000; Seeman, 2004; Trixler et al., 2005). Although the data regarding the use of antipsychotics during pregnancy are encouraging, the evidence base remains limited (Trixler et al., 2005). When considering treatment with antipsychotic agents, clinicians must consider the risk to the foetus of the medication with the risk of untreated psychosis in the mother (Patton et al., 2002; Trixler et al., 2005). It has been recommended, however, that antipsychotic exposure be avoided if possible in the first trimester and, if antipsychotic treatment is necessary, that high-potency agents be used at the lowest possible doses (American Academy of Pediatrics Committee on Drugs, 2000; Seeman, 2004; Trixler et al., 2005). In addition, consideration should be given to close monitoring for neural tube defects and possible supplementation with high (i.e. 4 mg/day) dosages of folate in some at-risk subgroups (Trixler et al., 2005). Attention should be paid to, and counselling and education provided for, pre-pregnancy- and pregnancy-related
 
 issues for all women of reproductive age who also have psychotic illnesses (Trixler et al., 2005). Similar to the situation with pregnancy, the evidence base is limited regarding the use of antipsychotic medications during lactation (Patton et al., 2002). However, it has been reported that nursing infants will be exposed to psychotropic medications if being taken by the mother (American Academy of Pediatrics Committee on Drugs, 2001). If pharmacological treatment is deemed necessary, consideration should be given to using the safest possible drug, establishing communication between the pediatrician and the mother’s physician, monitoring the concentration of the drug in the infant’s blood if adverse effects are possible, and encouraging the nursing mother to take her medication before a prolonged sleep period of the infant or just after feeding the infant (American Academy of Pediatrics Committee on Drugs, 2001).
 
 Other treatment modalities Electroconvulsive therapy As described in detail in Chapter 27, ECT is a procedure in which an electrical stimulus is applied to a patient’s brain to produce a therapeutic seizure (Tharyan & Adams, 2005). The electrical stimulus is delivered through electrodes placed on the patient’s scalp (Tharyan & Adams, 2005). The seizure activity is normally attenuated with the short-acting muscular relaxant succinylcholine, and the patient is provided anesthesia with methohexital, a short-acting barbiturate (Sadock & Sadock, 2003). The mechanism of action is unknown but may be related to the effects of ECT on neurotransmitter and secondmessenger systems (Sadock & Sadock, 2003). The treatment protocol for schizophrenia may involve longer courses than those used for depression, up to 12 and sometimes even 20 treatments, given at variable frequencies (Tharyan & Adams, 2005). Continuous or “maintenance” ECT is also occasionally pursued at less frequent intervals (Tharyan & Adams, 2005).
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 Although some of the earliest applications of ECT were for schizophrenic symptoms, the most common indication at the present time is for major depressive disorder (Sadock & Sadock, 2003). Medications remain the first-line and preferred treatment for schizophrenia (Tharyan & Adams, 2005). However, ECT has shown some efficacy for certain clinical scenarios (Braga & Petrides, 2005; Tharyan & Adams, 2005). In particular, ECT, when added to antipsychotics, has shown greater efficacy than antipsychotics alone in the short-term in individuals who display limited response to antipsychotic medications (Braga & Petrides, 2005; Tharyan & Adams, 2005). In addition, evidence suggests that continuation ECT in addition to antipsychotics may be more effective than either therapy alone in treatment-resistant patients who responded to combination therapy during an acute phase of their illness (Chanpattana et al., 1999). Studies have also reported that ECT plus clozapine is an effective regimen for treatment resistant patients (Braga & Petrides, 2005; Kupchik et al., 2000) and that ECT is effective in, and should be considered for, individuals with catatonic features (McCall, 2001; Suzuki et al., 2005). Further, ECT has been shown to be relatively safe, and the side effects of ECT in these populations are consistent with the general side effects of ECT, including memory impairment (Braga & Petrides, 2005; Tharyan & Adams, 2005). Individuals with schizophrenia and affective symptoms, catatonia or significant positive symptoms are considered to be more likely to benefit from ECT (Sadock & Sadock, 2003). Several organisations have published recommendations regarding the use of ECT for schizophrenia (Lehman et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2005). Given the encouraging results from clinical investigation, further randomised controlled trials are warranted better to define optimal regimens, techniques and indications for ECT in psychosis.
 
 Transcranial magnetic stimulation Transcranial magnetic stimulation (TMS) was introduced in the mid-1980s as a noninvasive method of
 
 stimulating the brain (Haraldsson et al., 2004). As described in Chapter 27, TMS involves an electrical current being passed through a coil placed against the scalp, which induces a magnetic field (Haraldsson et al., 2004). This magnetic field in turn induces electrical activity in the cerebral cortex (Haraldsson et al., 2004). TMS is considered to be a relatively safe procedure with headache, scalp facial muscle twitching and tinnitus as possible side effects (Burt et al., 2002; Daskalakis et al., 2002). Seizure and manic symptomatology have also been reported, although these side effects are generally associated with high-frequency, repetitive TMS (Burt et al., 2002). Although most of the work investigating the clinical utility of TMS has been performed for depression, several studies have examined a potential role in schizophrenia (Lisanby et al., 2002). Those that do exist provide encouraging, but as yet inconclusive, results. In particular, studies investigating TMS directed at the prefrontal cortex have suggested efficacy in treating certain psychotic symptoms, such as negative symptoms and catatonia (Hajak et al., 2004; Haraldsson et al., 2004). In addition, several reports have shown that TMS improves auditory hallucinations when applied to the temporoparietal cortex, although other investigations report no differences between active and sham treatments (Haraldsson et al., 2004; Hoffman et al., 2005; Saba et al., 2006). Clinical investigations into the efficacy of TMS are limited by the lack of a reliable placebo condition and the variation in stimulation parameters (Lisanby et al., 2002). Encouraging preliminary evidence exists for efficacy in treating certain psychotic symptoms. However, further randomised controlled trials which address the limitations just discussed are required before more robust conclusions can be drawn.
 
 Additional considerations for the treatment of schizoaffective disorder As outlined in Chapter 13, the nosological status of schizoaffective disorder remains controversial, but it is clear that treatment modalities for
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 schizoaffective disorder should target both psychotic and mood symptoms (McElroy et al., 1999). Thus antipsychotics, mood stabilisers, antidepressants and ECT are all part of the treatment armamentarium (McElroy et al., 1999; Patel et al., 2003). Antipsychotic medications, particularly atypicals, possess thymoleptic properties in addition to their antipsychotic actions (Keck et al., 2001; Masan, 2004; McElroy et al., 1999; Mensink & Slooff, 2004; Sajatovic et al., 2002; Tohen et al., 2001). Therefore, atypical antipsychotic medications may be included as first-line agents for individuals with schizoaffective disorder (McElroy et al., 1999). It has also been suggested that, in general, optimisation of antipsychotic treatment may be more effective in treating schizoaffective disorder than routine addition of antidepressants or mood stabilisers (Levinson et al., 1999). In addition, mood stabilisers, antidepressants and antipsychotic combinations may be effective in individuals with schizoaffective disorder (Lerner et al., 2004; Leucht et al., 2004; Patel et al., 2003; Small et al., 2003). Furthermore, proper subtyping may be advantageous when developing a psychopharmacological treatment plan (Baethge, 2003). Maintenance ECT has also been suggested to have some benefit as an adjunctive treatment for certain individuals (Swoboda et al., 2001). However, the evidence base remains mixed and awaits a robust set of studies from which to draw conclusions. Randomised controlled trials that investigate therapeutic regimens specifically in individuals with schizoaffective disorder are warranted.
 
 Additional considerations for the treatment of delusional disorder Conventional antipsychotic medications have been the traditional treatment for delusional disorder (Patel et al., 2003; Wenning et al., 2003). In particular, pimozide is often considered to be the traditional drug of choice for delusional parasitosis (Aw et al., 2004; Wenning et al., 2003). Evidence is also emerging that suggests a role for atypical
 
 antipsychotics, and possibly concomitant serotonergic antidepressants, in the treatment of delusional parasitosis (Freudenmann & Schonfeldt-Lecuona, 2005; Wenning et al., 2003). However, the evidence supporting these treatments stems mostly from case reports and uncontrolled studies rather than randomised controlled trials (Sultana & McMonagle, 2000; Wenning et al., 2003).
 
 Affective psychosis The acute phase of manic and mixed episodes A major goal of treatment in the acute phase of manic and mixed episodes is to achieve a baseline level of functioning (American Psychiatric Association, 2002). Current recommendations, which depend on the severity of the episode, include lithium, valproate, antipsychotics such as olanzapine or, less frequently, carbamazepine as firstline treatments, with or without the addition of atypical antipsychotics (preferred over conventional antipsychotics because of their side-effect profiles), if not already taking an antipsychotic or benzodiazepines for short-term relief until the primary medication takes effect (American Psychiatric Association, 2002; Bauer et al., 1999; Goodwin et al., 2003; Licht et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Because psychotic symptoms are relatively common in mania, antipsychotic medications are often recommended but not vital (American Psychiatric Association, 2002; Bauer et al., 1999; Gelenberg & Pies, 2003; Licht et al., 2003). In addition, antipsychotic medications have been reported to have antimanic properties (Bowden, 2005; Goodwin et al., 2003). An alternative antiepileptic is oxcarbazepine, and other choices for antipsychotics include quetiapine and ziprasidone, although evidence is emerging for the efficacy of several other antipsychotics in acute mania, either as monotherapy or as adjunctive therapy (American Psychiatric Association, 2002; Goodwin et al., 2003). If possible, antidepressant medications should be discontinued, expressly in individuals with rapid-cycling illness, given the
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 Table 26.3 Treatments for rapid-cycling bipolar disorder Medication
 
 Efficacy
 
 Lithium Carbamazepine
 
 Less effective in rapid-cycling patients Better response when combined with lithium than either drug alone Possibly effective alone in some population groups Possibly effective alone or combined with lithium Possibly effective in treatment-resistant patients
 
 Lamotrigine Valproate Clozapine
 
 Reproduced and adapted with permission from Moseman, S. E., et al. Mood Stabilizers. In A. Tasman, J. Kay, & J. A. Lieberman, eds. Psychiatry, 2nd edn. Copyright John Wiley & Sons, Ltd: Chichester, pp. 1965–1989.
 
 Box 26.3 Predictors of poor response to lithium prophylaxis 1. Rapid or continuous cycling 2. Mixed states or dysphoric mania 3. Alcohol or drug abuse 4. Noncompliance with treatment 5. Cycle pattern of depression-mania-euthymia 6. Personality disturbance 7. History of poor interepisode functioning 8. Poor social support system 9. Three or more prior episodes Reproduced and adapted with permission from Moseman, S. E., et al. Mood Stabilizers. In A. Tasman, J. Kay, & J. A. Lieberman, eds. Psychiatry, 2nd edn. Copyright John Wiley & Sons, Ltd: Chichester, pp. 1965–1989.
 
 possible risks of mania induction or cycle quickening (American Psychiatric Association, 2002; Bauer et al., 1999; Goodwin et al., 2003; Mackin & Young, 2004). Individuals with rapid-cycling illness often require combination therapy, including combinations of lamotrigine, valproate, lithium and atypical antispychotics, although lithium is relatively ineffective for rapid-cycling illness (see Table 26.3 and Box 26.3; American Psychiatric Association, 2002; Bauer et al., 1999; Moseman et al., 2003).
 
 Choice of treatment may also be guided by factors such as severity of episode (e.g. valproate or antipsychotics for quicker action in severely affected patients), route of administration, mixed versus manic episode (e.g. valproate and olanzapine might have advantages over lithium for mixed states), presence of suicidality (e.g. lithium may decrease risk), presence of catatonia (e.g. benzodiazepines or ECT) and side effects (American Psychiatric Association, 2002; Bauer et al., 1999; Gelenberg and Pies, 2003; Goodwin et al., 2003; Licht et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004; Taylor & Fink, 2003; Tondo et al., 2001). If a patient remains significantly symptomatic after approximately 2 weeks of an intervention or relapses while on treatment, the current regimen should be optimised and combination first-line treatment can be considered, as well as addition of an antipsychotic (e.g. risperidone, olanzapine, haloperidol), if not already part of the regimen, or other alternative or adjunctive medication (e.g. benzodiazepine or oxcarbazepine; American Psychiatric Association, 2002; Goodwin et al., 2003; Licht et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Clozapine and ECT may also be considered for treatment refractory illness (American Psychiatric Association, 2002; Goodwin et al., 2003; Kusumakar et al., 1997; Licht et al., 2003). Further consideration can be given to ECT for catatonia, severe mixed episodes or episodes occurring in the context of pregnancy (American Psychiatric Association, 2002; Goodwin et al., 2003; Kusumakar et al., 1997; Licht et al., 2003).
 
 The acute phase of depressive episodes associated with bipolar disorder The goals of treatment for bipolar-associated depressive episodes include remission of symptoms and prevention of resultant mania or mixed episodes (American Psychiatric Association, 2002). Thus the distinction between bipolar and unipolar depression is important (Licht et al., 2003). First-line treatments include lithium or lamotrigine,
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 with olanzapine, quetiapine and the combination of olanzapine and fluoxetine as alternatives (American Psychiatric Association, 2002; Calabrese et al., 2004; Goodwin et al., 2003; Licht et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Antipsychotic medications may be indicated for the treatment of concomitant psychotic symptoms (Calabrese et al., 2004; Goodwin et al., 2003; Licht et al., 2003). Rapid-cycling individuals in particular may benefit from combination treatment or the addition of valproate or olanzapine, especially if symptoms persist (Calabrese et al., 2004). ECT can also be used for depressive episodes if they are severe, treatment resistant, or associated with marked suicidality, catatonia, psychosis or pregnancy (American Psychiatric Association, 2002; Calabrese et al., 2004; Goodwin et al., 2003; Ketter & Calabrese, 2002). Ultimately, treatment should be tailored to the individual (Calabrese et al., 2004). The use of antidepressants in bipolar disorder remains a controversy (Grunze, 2005). Given the possibility of inducing manic episodes, the use of antidepressant medications as monotherapy is not generally recommended, although they can be used as adjunctive medications for more severe episodes and are sometimes recommended as part of a firstline treatment combination (American Psychiatric Association, 2002; Goodwin et al., 2003; Grunze, 2005; Licht et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004; Suppes et al., 2005). If used, it has been suggested that antidepressants should be administered with a mood stabiliser and tapered if at all possible after a relatively short time period, although recent evidence suggests that, in a certain subgroup, discontinuation of antidepressants may increase risk of depressive relapse without necessarily decreasing the risk of switching (Altshuler et al., 2001; Bauer et al., 1999; Goodwin et al., 2003; Keck & McElroy, 2003; Licht et al., 2003; Post et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004; Suppes et al., 2005). Some reports also identify a risk of antidepressantwithdrawal mania, although the incidence is currently unknown (Andrade, 2004).
 
 Tricyclic antidepressants have been associated with slightly increased risks of precipitating mania or hypomania and should thus be avoided if possible, whereas selective serotonin reuptake inhibitors (SSRIs) have been associated with lower switch rates (American Psychiatric Association, 2002; Calabrese et al., 2004; Gijsman et al., 2004; Goodwin et al., 2003; Licht et al., 2003; Parker & Parker, 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Monoamine oxidase inhibitors (MAOIs) are also efficacious for the treatment of bipolar depression, but their use is limited by side effects and the risk of switching (American Psychiatric Association, 2002; Calabrese et al., 2004; Royal Australian and New Zealand College of Psychiatrists, 2004). If relapse or persistent symptoms occur in a patient who is already receiving first-line treatment, the first intervention should be to optimise that treatment. Thereafter, combinations of two first-line treatments can be considered, as can alternatives such as paroxetine, bupropion, MAOIs, and other, newer antidepressants (American Psychiatric Association, 2002; Bauer et al., 1999; Calabrese et al., 2004; Goodwin et al., 2003; Licht et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Breakthrough manic episodes may be treated by first optimizing the current first-line medication and then considering augmentation with lithium, valproate, or antipsychotics (e.g. olanzapine, quetiapine, aripiprazole, risperidone, ziprasidone, clozapine; Calabrese et al., 2004).
 
 Maintenance treatment and relapse prevention for bipolar disorder Some goals of maintenance treatment include a reduction of relapses and improvement in baseline functioning and symptoms (American Psychiatric Association, 2002) and should be considered following a single manic episode for at least 6 months and also for long-term prophylaxis in many cases, particularly with severe, suicidal, recurrent or frequent episodes or with a family history of bipolar disorder (American Psychiatric Association, 2002;
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 Bowden et al., 2000; Goodwin et al., 2003; Licht et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Lithium and valproate are considered first-line agents, with lamotrigine, oxcarbazepine, carbamazepine and possibly olanzapine as alternatives (American Psychiatric Association, 2002; Goodwin et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Lithium has been associated with affective morbidity and suicidal behaviour upon abrupt discontinuation and so should be used cautiously, or not at all, in patients with a history of poor compliance (see Box 26.3; Baldessarini et al., 1999; Bowden et al., 2000; Goodwin et al., 2003). Lamotrigine may be more effective against depressive episodes, whereas lithium may be more effective against mania (Calabrese et al., 2003; Geddes et al., 2004; Goodwin et al., 2003, 2004). As stated previously, valproate and lamotrigine should be given consideration in rapid-cycling illness (Royal Australian and New Zealand College of Psychiatrists, 2004). However, whichever medication was effective in treating a recent depressive or manic episode should be continued (American Psychiatric Association, 2002; Goodwin et al., 2003; Swann, 2005). Similarly, maintenance ECT may be considered if ECT was part of an effective acute treatment protocol (American Psychiatric Association, 2002; Goodwin et al., 2003). Less evidence is available to support the use of antipsychotics in the maintenance phase, and treatment with antipsychotic medications should be continually reassessed and discontinued unless required for persistent symptoms or to prevent recurrence (American Psychiatric Association, 2002; Bauer et al., 1999; Licht et al., 2003). In fact, one recent clinical trial reported that continued treatment with a conventional antipsychotic after remission from an episode of acute mania may be detrimental to a subgroup of patients (Zarate & Tohen, 2004). Other investigations suggest that individuals who respond to combination therapy with an antipsychotic in the acute phase might benefit from continued combination therapy (Keck, 2004).
 
 Combination treatments with other mood stabilisers, antidepressants or other medications may also be necessary to control persistent or otherwise refractory symptoms, and such regimens can be effective (American Psychiatric Association, 2002; Goodwin et al., 2003; Keck & McElroy, 2003; Royal Australian and New Zealand College of Psychiatrists, 2004). Hypothyroidism should also be ruled out in treatment-refractory individuals, including those with rapid-cycling illness, and treated if present (American Psychiatric Association, 2002; Bauer et al., 2003; Goodwin et al., 2003; Kupka et al., 2003; Royal Australian and New Zealand College of Psychiatrists, 2004).
 
 Additional considerations for the treatment of bipolar disorder Medication options for children and adolescents with bipolar disorder include lithium or valproate, carbamazepine, atypical antipsychotics and antidepressants; combinations thereof may also be used (American Psychiatric Association, 2002; Dunner, 2005; Licht et al., 2003; Wozniak, 2005). A minimum of 18 months of maintenance treatment is recommended for this population, and, if indicated, medication should be tapered gradually during a time of minimal stressors (American Psychiatric Association, 2002). Elderly patients are treated similarly to younger adults with the caveats that they may be more responsive to lower doses but may also be more sensitive to side effects (American Psychiatric Association, 2002; Dunner, 2005; Goodwin et al., 2003; Licht et al., 2003). A recent expert consensus guideline recommended risperidone or olanzapine, in addition to a mood stabiliser, as first-line antipsychotics for psychotic mania in older patients, with quetiapine as a high second-line option (Alexopoulos et al., 2004). Comorbidity also frequently complicates the treatment of children, adolescents and elderly individuals (Dunner, 2005; Wozniak, 2005). Evidence is also emerging regarding the efficacy of a number of other biological treatments (e.g. other
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 anticonvulsants such as gabapentin and phenytoin, fatty acids, calcium channel blockers, vagus nerve stimulation, transcranial magnetic stimulation, pramipexole, light therapy) in various phases of bipolar disorder (Benedetti et al., 2003; Frye et al., 2000; Goldberg et al., 2004; Mishory et al., 2003; Nahas et al., 2003; Pazzaglia et al., 1998; Rush et al., 2005; Stoll et al., 1999). Further study will elucidate the roles of these treatment modalities. The reader is also referred to Chapter 27. Finally, the treatment of bipolar disorder in women who are pregnant or lactating incurs a number of additional considerations. These include potential teratogenicity of medications, increased rate of relapse in the immediate postpartum period, potential adverse effects of discontinuing medications, altered pharmacokinetic parameters and the transmission of medication metabolites through breast-feeding, among others (American Psychiatric Association, 2002; Burt & Rasgon, 2004; Yonkers et al., 2004). Examples of teratogenic associations include Ebstein’s anomaly and other cardiovascular malformations (e.g. lithium, valproate); neural tube defects (e.g. rates of approximately 1% with carbamazepine and slightly higher rates with valproate) for which folic acid supplementation has been recommended; and various other structural and developmental alterations (e.g. carbamazepine, valproate; American Academy of Pediatrics, 2000; Burt and Rasgon, 2004; Yonkers et al., 2004). Therefore it is vital for clinicians to discuss pregnancyrelated issues with all of their patients of childbearing capability (Yonkers et al., 2004). A further discussion of some of these issues can be found in Chapter 19.
 
 Psychotic depression Major depressive disorder with psychotic features is associated with both increased recurrence and suicide risk relative to major depressive disorder without psychotic features (Rothschild, 2003; see Chapters 12 and 27). Recommended first-line
 
 treatments include the combination of an antidepressant and an antipsychotic (American Psychiatric Association, 2000; Canadian Psychiatric Association, 2001; Ellis et al., 2004). These recommendations are supported by several recent trials (Rothschild et al., 2004). The initial choice of antidepressant depends on a number of factors, including side effects, cost and comorbidity, among others (American Psychiatric Association, 2000). Tricyclic antidepressants, SSRIs and venlafaxine have been suggested as the first-line antidepressant, and amoxapine alone has also been recommended as a first-line option (Crismon et al., 1999; Ellis et al., 2004). ECT has variably been included as another first-line treatment option, especially in the context of severe suicidality or history of previous response (American Psychiatric Association, 2000; Canadian Psychiatric Association, 2001; Crismon et al., 1999). Olanzapine, in combination with an antidepressant, was recommended as a second-line treatment, and monotherapy with SSRIs was not recommended (Canadian Psychiatric Association, 2001). Options for patients who demonstrate refractoriness to, or do not tolerate, the first-line treatments include attempting an alternate first-line treatment or using ECT (Crismon et al., 1999). Right unilateral ECT may also be a treatment option for unresponsive patients and for those who are suicidal or at risk (Ellis et al., 2004). Lithium is recommended as an augmentation strategy if prior regimens have been found to be ineffective (American Psychiatric Association, 2000; Crismon et al., 1999; Ellis et al., 2004). The antidepressant should be continued at least through the continuation phase and possibly also into the maintenance phase (American Psychiatric Association, 2000; Canadian Psychiatric Association, 2001; Crismon et al., 1999; Ellis et al., 2004). It is unclear for how long to continue the antipsychotic, although one guideline suggests continuing the acute dose for 1 or 2 months, and then, as the clinical situation permits, gradually tapering it during the continuation phase to decrease the risk of side effects (Crismon et al., 1999).
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 Evidence is emerging that suggests efficacy for monotherapy with antidepressants or antipsychotics (Schatzberg, 2003; Zanardi et al., 2000). Mifepristone, a glucocorticoid receptor antagonist, has also been suggested as a potential treatment for psychotic depression (Belanoff et al., 2002; Rothschild, 2003; Schatzberg, 2003). More data are required before robust recommendations regarding these treatment options can be made.
 
 Conclusions The treatment of psychotic disorders was revolutionised with the discovery of chlorpromazine in the 1950s. Although the newer atypical antipsychotics carry a lower side effect burden (at least in terms of extrapyramidal effects), clinicians need to be aware of the potential for the atypical agents to produce other side effects (notably metabolic effects), should monitor patients for such effects and should treat them appropriately. Finally, the treatment of psychotic disorders requires medications to be used in consort with a range of psychosocial measures aimed at assisting patients to reintegrate as fully as possible into society.
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 Depressive and anxiety symptoms frequently cooccur and represent the commonest form of psychopathology seen in the general population or by primary care physicians (see Chapter 21). Anxiety symptoms are also common in the context of depressive disorders among patients referred to psychiatric clinics, with one large recent series of patients with recurrent depression reporting prominent anxiety in more than 55% of cases (Korszun et al., 2004). Although some drug treatments are effective for both anxious and depressive problems, this is not universally the case, and so it is essential to commence with a thorough diagnostic assessment. In practice a hierarchical approach is recommended in which, when they co-occur, depressive symptoms take precedence over anxiety symptoms and the treatment is directed at the depression (National Institute of Clinical Excellence, 2004b). Deciding whether symptoms are understandable in the context of the patient’s recent life happenings is not generally useful in deciding whether to instigate treatment with medication. Thus depressive symptoms following recent loss or trauma warrants intervention no less than depressive disorder arising “out of the blue”. Symptom severity is the main yardstick with which to determine type of treatment (psychotherapy, medication or both; National Institute for Clinical Excellence 2004b). The 10th revision of the International Classification of Diseases (ICD-10) classification of depression (see Chapter 12) explicitly stratifies the diagnosis of depressive
 
 disorder into mild, moderate and severe on the basis of symptom count, with five to seven symptoms being classified as moderate depression and more than seven symptoms as severe depression. The 4th edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) classification uses the same terminology but is not so explicit. In addition to symptom count, it is worth considering the degree of impairment and taking this into account when deciding whether to start drug treatment. In general, the majority of cases of mild depression resolve spontaneously and those that do not should first receive a psychological intervention. Prescribing medication as a mainstay of treatment is best reserved for moderate to severe levels of disorder in terms of symptom count, degree of impairment or both (National Institute for Clinical Excellence, 2004b). Except for those antidepressants that have a sedative effect (which can provide early relief of initial insomnia), all classes of antidepressants show a delay before noticeable improvement in depressive symptoms occurs. This is usually about 2 to 3 weeks but may take longer and the decision to stop an antidepressant and switch to another treatment should not be taken until the patient has been on an adequate dosage of the drug for up to 6 to 8 weeks. Here we provide an overview of the range of options for drug and other physical treatments for depressive disorders, with an emphasis on unipolar depression (the treatment of bipolar disorder is
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Box 27.1 What to tell patients r Antidepressants relieve the symptoms but do not necessarily shorten the duration of the episode
 
 r Stopping too soon risks relapse r Advisable to take the same dose regularly for up to 9 months
 
 r Do not stop suddenly – a gradual phased withdrawal with medical guidance and supervision is necessary Antidepressants:
 
 r Are not addictive r Need to be taken everyday as prescribed r Do not work when taken intermittently or only on “as required” basis
 
 r Do not lose their efficacy over time r Are not associated with new side effects with long-term use
 
 Box 27.2 Clinical notes: selective serotonin reuptake inhibitors r Citalopram: pure CIS isomer (escitalopram) may have greater efficacy and fewer side effects than citalopram; switching between preparations may be helpful
 
 r Fluoxetine: 50 mg augmented with up to 12.5 mg olanzapine can improve otherwise refractory chronic depression
 
 covered in Chapter 26). We then discuss drug treatments used in anxiety disorders. The reader is also referred to Chapter 25 for a general discussion on biological treatments in psychiatry.
 
 Depressive disorders Boxes 27.1 and 27.2 provides clinical tips to guide prescribing in people with depression. We now consider each of the main classes of antidepressant in turn. Note that although we sort antidepressants into groups, each member of each group differs from others in terms of pharmacokinetics and pharmacodynamics, and individuals respond to or experience side effects from different drugs in a unique manner (see Chapter 25).
 
 Selective serotonin reuptake inhibitors Compared with the earlier generation of antidepressant exemplified by the tricyclics, the selective serotonin reuptake inhibitors (SSRIs) have comparatively few side effects and lower cardiotoxicity so that they are safer in overdose. They are as effective as the tricyclics in randomised controlled trials (Song et al., 1993). The combination of safety, tolerability because of low side effects and efficacy has undoubtedly contributed to a steadily rising number of prescriptions for SSRIs in recent years in industrialised societies (Ebmeier et al., 2006) where they have now replaced the tricyclics as the first line of treatment in depression. Another feature of the SSRIs that makes them more “user-friendly” for the prescribing doctor in primary care (and this has also probably contributed to their popularity) is that they have been marketed as having a single, standard daily dosage. However, in practice, and particularly in secondary care, it often is necessary to titrate upwards from the initial standard dosage. The SSRIs include fluoxetine, fluvoxamine, paroxetine, sertraline, citalopram and escitalopram (the active enantiomer of citalopram). As a class, they are nonsedative (apart from fluvoxamine) and are not associated with increased appetite or weight gain. Indeed, they can have an appetite-suppressing effect, and nausea and vomiting may be provoked, particularly at high doses. This unwanted effect is probably most common with fluvoxamine and usually improves after lowering the dosage. Headaches may also be a problem and most commonly occur in patients with a history of migraine. An activating effect with restlessness in the first week or two and an increase in anxiety may be reported, but this does not usually persist. More controversially, the SSRIs in general and fluoxetine and paroxetine in particular have been associated with increased suicidal ideation and an increased risk of suicide. As with restlessness and anxiety, suicidal ideation and behaviour is said to occur most commonly in the early stages of treatment. However, a recent review concluded that this was not specific to SSRIs or
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 Box 27.3 Discontinuation syndrome r r r r r r
 
 Increased anxiety Relapse of depressive symptoms Sweating Palpitations Tremor “Electric shock” sensations
 
 indeed to any particular class of antidepressants (Ebmeier et al., 2006). The relative risk of successfully committing suicide by self-poisoning actually appears to be lower in patients receiving SSRIs than those taking other antidepressants (Isacsson & Rich, 2005). Some patients taking SSRIs experience a discontinuation syndrome soon after stopping the drug (see Box 27.3). This is not strictly the same as the withdrawal syndrome which typically occurs in those taking drugs of dependence (e.g. alcohol) for which there is characteristically a development of tolerance – that is, an increasing need for higher doses. SSRIs do not cause dependence or tolerance, but if stopped abruptly, members of this class of drugs, particularly those having a short half-life (e.g. paroxetine), may result in increased anxiety, a rapid return of depressive symptoms and, less commonly, odd physical sensations such as “electric shocks” in the limbs. Although weight gain and sedation are infrequent, sexual dysfunction can be a major problem with SSRIs (see Chapter 17 for a discussion of mechanisms and clinical implications).
 
 Combined noradrenaline (norepinephrine) and serotonin reuptake inhibitors Drugs in this class include venlafaxine and duloxetine. They are presumed to work by blocking both serotonin and noradrenaline reuptake and hence increasing availability of both neurotransmitters at synapses. They are also thought to desensitise serotonin 1A and beta-adrenergic receptors and very weakly block dopamine reuptake. Venlafaxine has
 
 been available for much longer than duloxetine and has proved to be a versatile antidepressant with good antianxiety properties. It is available in a oncedaily (extended release) form but can be given in twice-daily doses of the immediate release preparation. The effective dose range is wide: many patients respond to 75 mg daily, but it can be safely prescribed in dosages up to 225 mg, and much higher dosages are sometimes given in cases of refractory depression (discussed later). Venlafaxine can be given in combination with mirtazapine for those who have only a partial response to venlafaxine alone. Venlafaxine can cause a dosage-related increase in blood pressure, and thus it is prudent to check the patient’s blood pressure before commencing treatment and to monitor blood pressure carefully, particularly in patients taking high dosages of the drug. For this reason venlafaxine is not generally recommended for initiation in primary care. It is also advisable to check the patient’s electrocardiogram before commencing the drug. Duloxetine can also cause an increase in blood pressure, but experience so far suggests that this is less of a problem than with venlafaxine. However, the recommended dosage range at 60 to 90 mg per day is much smaller. Both drugs can cause sweating, nausea, diarrhoea and decreased appetite. In addition, venlafaxine can cause visual perceptual abnormalities, mostly when patients are falling asleep or waking. These drugs can also cause sexual dysfunction in the form of delayed ejaculation or orgasm. Hyponatraemia and inappropriate secretion of antidiuretic hormone is a comparatively uncommon side effect of venlafaxine that has also been reported with a variety of other antidepressants. Withdrawal from venlafaxine can cause a fairly severe discontinuation syndrome. If this occurs, tapering over several months may be necessary. One method for doing this consists of crushing the tablet or opening the capsule into 100 mL of fruit juice and removing 1 mL of the mixture before drinking the rest. It is then possible to take out 2 mL then 3 mL, and so on, on succeeding days until the whole 100 mL is removed (Stahl, 2006). It is not clear
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 Box 27.4 Clinical notes: venlafaxine r Mainly serotonergic in action up to 150 mg then switches to become mainly noradrenergic at higher doses; raising dose above 150 may be beneficial when lower doses have been ineffective
 
 r Sweating and visual misperceptions (especially hypnogogic and hypnopompic phenomena) can occur
 
 r Check blood pressure regularly and perform electrocardiogram before starting
 
 r Can be used in combination with mirtazapine (start mirtazapine 15 mg at night at venlafaxine 150 mg; increase mirtazapine incrementally to maximum dose then raise venlafaxine to maximum)
 
 r Very slow withdrawal maybe necessary over several weeks or months.
 
 whether duloxetine has the same withdrawal problems as venlafaxine.
 
 Other classes of newer antidepressants Mirtazapine is an alpha-2 antagonist. By blocking alpha-2 adrenergic presynaptic receptors it causes an increase in both serotonin and noradrenaline/norepinephrine neurotransmission. Mirtazapine also blocks serotonin 5-HT2A, 5-HT2C and 5-HT3 receptors as well as histamine H1 receptors. It has good anxiety-relieving properties and is somewhat sedative, so it is a particularly useful drug given as a once-daily dose at night for patients in whom insomnia is a prominent symptom. However, oversedation can be a problem, and some patients report dizziness. It also stimulates appetite and promotes weight gain, which again is useful in depressed patients for whom loss of appetite is prominent but presents a relative contraindication in patients who are already overweight. Unlike many antidepressants, mirtazapine does not appear to interfere with sexual function. However, other unwanted effects can include dry mouth, constipation and hypotension, and uncommonly mirtazapine can lower the white blood cell count and cause flulike symptoms.
 
 Trazodone is a serotonin 5-HT2 antagonist and also has some serotonin reuptake inhibiting properties. Like mirtazapine it is sedative and therefore may be a useful choice of drug in patients with mixed depressive and anxiety symptoms or in those who suffer from insomnia. Conversely, unwanted effects may include oversedation or dizziness. Unlike mirtazapine it is not usually associated with weight gain but can cause nausea, constipation and dry mouth. Hypertension may also be a problem or, rarely, sinus bradycardia may occur. Trazodone is another antidepressant that does not cause sexual dysfunction; in fact some male patients report improved erections, and, rarely, it can cause priapism. Reboxetine is a selective noradrenergic reuptake inhibitor (NARI). Although weight gain and sedation are unusual with reboxetine, insomnia, anxiety, agitation, sexual dysfunction and side effects similar to tricyclics such as urinary retention, dry mouth, hypotension and constipation can occur. Also like the tricyclics, reboxetine is contraindicated in those with closed-angle glaucoma. Because its mode of action is complementary to SSRIs, it is possible to use reboxetine in combination with one of these drugs in chronic depression or where there is partial response to a serotonergic agent.
 
 Tricyclic antidepressants Although for many years they were the first-line treatment for moderate to severe depression, tricyclic antidepressants (TCAs) are now generally reserved for cases in which treatment with more recently introduced drugs has failed. For clinical purposes the TCAs can be broadly divided into two groups, those with sedative properties such as amitriptyline, dothiepin and clomipramine, and those that are less sedative such as imipramine, nortriptyline and lofepramine. Some tricyclic compounds such as protriptyline actually have mildly stimulating properties. The choice of drug is therefore influenced by whether sedation is desirable in a particular patient. Anxious or agitated patients may benefit from sedation, as may those in whom sleep
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 Box 27.5 Clinical notes: tricyclic antidepressants r Although no longer the first-line treatment for depression, still useful in some patients who fail to respond to selective serotonin reuptake inhibitors or other newer drugs
 
 r Advise patient to take before bedtime to capitalise on hypnotic properties in initial insomnia
 
 r Constipation maybe a major and intractable side effect
 
 Box 27.6 Drugs causing sexual dysfunction (rank order of worst to most evidence to least worst to less evidence) r r r r r r r
 
 Venlafaxine Selective serotonin reuptake inhibitors Monoamine oxidase inhibitor Tricyclic antidepressants Mirtazapine Reboxetine Trazodone (small risk of priapism; has been used to treat erectile dysfunction)
 
 r Bupropion
 
 disturbance is a prominent symptom. Here it is useful to prescribe a sedative drug such as amitriptyline in a once-daily evening dose taken approximately 3 hours before bedtime. This maximises the sedative benefits for those with initial insomnia. One of the key components of using TCAs effectively is making sure that the patient is receiving an adequate dosage. In most patients this will mean at least 100 mg daily, but requirements may go as high as 300 mg per day. As a class, the TCAs have a sufficiently long half-life that a once daily dose can be given. The best way to ensure that the patient is receiving an adequate dose of antidepressants is to measure blood levels, but as a routine practice this is no longer standard in most centres. Part of the rationale for measuring blood levels is that some TCAs such as nortriptyline have been shown to have a curvilinear dose response, so that for maximum response, blood levels appear to be best kept within a “therapeutic window” with neither very low nor very high levels proving as effective (Asberg, 1976). In practice, for the majority of patients, it is simply sufficient to titrate the dosage of TCAs against symptoms, balancing improvement against emerging side effects. Box 27.5 provides some clinical tips regarding the use of TCAs. The commonest problems associated with the TCAs are those resulting from antimuscarinic, anticholinergic properties such as a dry mouth, blurring of vision, constipation or hesitancy in micturition. Tolerance to the symptoms usually develops, and it is useful to warn the patient in advance
 
 both that such symptoms can occur and that they will improve over time. However, it is necessary to avoid TCAs altogether in patients with glaucoma, in whom an acute attack can be precipitated, or in men with prostatism who may develop urinary retention. Potentially more serious side effects are those in the cardiovascular system. Postural hypotension is common, particularly in older patients, and can nearly always be abolished by simply lowering the dosage. Cardiac arrhythmia and conduction defects can occur, and prolongation of the QTc interval occurs with all the TCAs. They are therefore contraindicated in patients who have had a recent myocardial infarction or a history of heart block. They are also potentially fatal in overdose even in younger subjects and those who have not had any previous history of heart disease. Other side effects, including weight gain, increased sweating and sexual difficulties (typically delayed ejaculation in men), are fairly common. Box 27.6 outlines the sexual problems associated with antidepressants; see also Chapter 17.
 
 Monoamine oxidase inhibitors Monoamine oxidase inhibitors (MAOIs) were the first effective antidepressants and were discovered by accident when isoniazid used in the treatment of tuberculosis was shown to inhibit monoamine oxidase and was observed to elevate mood. The only
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 old “nonreversible” MAOI that is still fairly commonly used is phenelzine. This is partly because of long-standing doubts about efficacy (Thiery, 1965) but also because of interactions with other drugs and the “cheese reaction” or tyramine response. Tyramine is found in many foods such as mature cheese, pickled herring and game, and the consumption of such foods by someone taking MAOIs can result in a rapid and dangerous rise in blood pressure. MAOIs also interact with opioids and potentiate the effects of central nervous system depressants such as the benzodiazepines, barbiturates and alcohol. Consequently patients who are prescribed MAOIs need to be warned of these effects and issued a card listing the food and drugs to be avoided. As a result of these problems “reversible” MAOIs have been developed, exemplified by moclobemide, that are said to inhibit monoamine oxidase type A specifically. Although it is much less likely than older MAOIs to potentiate the pressor effects of tyramine, it has been recommended that patients taking the drug avoid large amounts of tyramine-rich foods. The manufacturers also advise the avoidance of sympathomimetics such as ephedrine. Because of its reversibility, switching between moclobemide and other antidepressants is less problematic than was the case for older MAOIs. Nevertheless it is not advisable to start moclobemide for at least 5 weeks after stopping a longer-acting SSRI such as fluoxetine.
 
 Antipsychotics The main role for antipsychotics in treating depression is in patients who have delusions or hallucinations. Although this is a minority of patients, even among those with recurrent disorder (see Chapter 12), it is important to detect such symptoms because they are frequently a marker of poor response to antidepressants alone. For example, an early meta-analysis found that only 35% of patients suffering from depression with psychotic symptoms responded to tricyclics compared with 67%
 
 of nonpsychotically depressed patients (Chan et al., 1987). Clinical experience suggests that in this context, a combination of an antipsychotic and antidepressant has greater efficacy than either type of compound alone. The balance of randomised controlled trial evidence supports this, although not all studies of combined antipsychotic and antidepressant have been positive (Taylor et al., 2005). Amoxapine is a tricyclic compound that has a pharmacological profile similar to the antipsychotic loxapine, and it has been marketed as a single drug solution to the problem of treating psychotic depression. However, convincing trial evidence is not available (Taylor et al., 2005). Low doses of antipsychotics are also used to treat anxiety symptoms or irritability occurring in the context of a depressive disorder. Again, trial evidence for efficacy is lacking. However, a low dosage of the phenothiazine, flupenthixol, has been shown to be as effective as TCAs in the treatment of moderately severe depression (Young et al., 1976). There is also some evidence that olanzapine is useful not only for the treatment of psychotic symptoms in depression but that it may also be effective in combination with fluoxetine in treating nonpsychotic depression that does not respond to fluoxetine alone (Corya et al., 2003).
 
 Physical treatments Although it has at times attracted considerable criticism in the popular media, there is overwhelming evidence that electroconvulsive therapy (ECT) is efficacious in the treatment of severe depressive disorder. A classic study from more than 40 years ago showed that ECT was more effective than tricyclics, MAOIs or placebo (Thiery, 1965), and there have been six controlled trials carried out in the United Kingdom (Royal College of Psychiatrists, 1990) comparing the ECT with “sham” ECT in which anaesthetic alone was given. Five of these six studies showed clear superiority of ECT over sham treatment. The negative study was one in which the active treatment consisted of unilateral brief pulse
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 Box 27.7 Predictors of good response to electroconvulsive therapy r r r r
 
 Presence of delusions Psychomotor retardation Severe disorder “Endogenous” pattern of symptoms (i.e. appetite and weight loss, early morning waking, diurnal mood variation with morning worsening)
 
 stimulus, which is now agreed to be less effective than bilateral ECT. The most common indication for ECT is persisting severe or moderately severe depressive symptoms despite an adequate course of antidepressant drugs for at least 6 weeks, or the onset of severe depression in which rapid treatment is needed. This is either because the patient presents as a serious suicidal risk or is failing to eat or drink. The latter can also occur in depressive stupor and when this occurs ECT should be considered as a first line of treatment. As noted earlier, psychotic features such as delusions or hallucinations are usually associated with a poor response to antidepressants. Once again, it may be justifiable to consider ECT as the first line of treatment. According to a study by Johnstone and colleagues (1980), the presence of delusions is the main predictor of a favourable response to ECT. A previous history of a good response to ECT, especially if there is a poor initial response to antidepressant drugs, can also be considered an indication for progressing to ECT earlier rather than later. Box 27.7 shows factors associated with a likely favourable response to ECT. ECT is always given under general anaesthetic with a muscle relaxant. There is now a consensus, as a result of recent trials, that bilateral ECT (in which the electrodes are placed on both temples) is superior to unilateral ECT (in which both electrodes are placed over the nondominant temple; Royal College of Psychiatrists, 1990). Modern machines deliver a series of very brief (1 to 2 milliseconds) of direct current pulses at a rate of around 67 pulses per second, which is sufficient to induce an epileptic seizure
 
 in most patients. Fits lasting more than 2 minutes are associated with an increased likelihood of short-term memory loss. Although such an occurrence is uncommon, fits as long as this should be terminated by the anaesthetist with intravenous diazepam. A “standard” course of ECT is 6 to 8 applications given at a rate of two or three treatments per week. Some patients may require as many as 12 to 14 treatments, but it is rare to see improvement beyond this stage if it has not already occurred. The most important risks associated with ECT are those resulting from repeated short general anaesthetics. Therefore the usual precautions such as checking that the patient has no cardiac or respiratory disorder or any other contraindications to a short general anaesthetic needs to be taken prior to each application. In addition, it is common practice to measure pseudo-cholinesterase to guard against the possibility of prolonged apnoea after muscle relaxant use. Severe complications of anaesthesia given for ECT are in fact rare, and the rate is lower than that following surgical procedures. The death rate (usually due to cardiovascular collapse) has been estimated at 1 in 10,000 treatments (Scott, 1986). Although there are no absolute contraindications to ECT, it is probably best avoided within the first 4 to 6 weeks following myocardial infarction. Caution should also be exercised in patients who have a recent history of cardiac arrhythmias due to either coronary heart disease or other causes. Having said this, ECT is almost certainly safer than TCAs in patients with coronary heart disease. Dramatic injuries such as fractures and dislocations that were hazards in the early days of unmodified ECT (i.e. treatment given without anaesthesia) are no longer a problem provided that adequate muscle relaxation is given. It is worth emphasising, however, that providing muscle relaxation is the prime purpose of giving a general anaesthetic for ECT. The side effect of ECT that is most often complained of by patients is memory impairment. This is greater with bilateral than unilateral ECT,
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 because the latter is only applied to the nondominant hemisphere. Although some patients have a patchy memory loss for events that occurred even years before treatment, the most common finding is a reversible and short-lived memory loss for events around the period when the treatment was being given (i.e. 3–4 weeks; Squire, 1986). In most patients, personal or autobiographical memory is relatively spared but anterograde amnesic effects on impersonal memory such as events in the news are more commonly affected (Lisanby et al., 2000). Some patients have continuing longer-term memory problems, but these are usually associated with continuing affective symptoms or drug or alcohol abuse (Freeman et al., 1980). Transcranial magnetic stimulation (TMS) offers a means of perturbing neuronal activity and can be used both to study brain function and potentially as a noninvasive form of physical treatment for depression. There have now been more than 20 controlled trials of TMS in depression, and overall these tend to show beneficial effects. In reviewing these studies, Ebmeir and colleagues (2006) concluded that there is too much heterogeneity across published studies to estimate confidently the size of the effect or to conclude that TMS is clinically efficacious. Many of the studies have been small, and the trend has been for more recent studies to show smaller effects, suggesting that there may have been biases resulting from initial enthusiasm. A rare side effect of TMS at higher frequencies and intensities is an epileptic seizure. It has been suggested that this may be turned to advantage in that TMS induced seizures can be more finely focused than is the case with ECT, and it may be possible to reduce or avoid memory impairment (Lisanby et al., 2003). However, the use of so-called magnetic seizure therapy currently remains experimental. Vagal nerve stimulation has been shown to be an effective treatment in patients with epilepsy who are refractory to other therapies. Although there are anecdotal accounts of dramatic improvements in some patients with recurrent depression treated by vagal nerve stimulation, there is limited evidence
 
 for its efficacy (Corcoran et al., 2006; Groves et al., 2005). Recent studies have begun to explore deep brain stimulation (DBS) as an alternative to more traditional forms of neurosurgery for mental illnesses that involve making permanent lesions. DBS has been shown to be effective treatment for advanced Parkinsonism such that stimulation of the ventral intermediate nucleus of the thalamus can dramatically relieve tremor and stimulation of the subthalamic nucleus can improve bradykinesia and rigidity (Perlmutter & Mink, 2006). Although the precise mechanism of action is uncertain, it is thought that DBS reduces activity in the stimulated regions through the gating of ion channels. Based on the observation from brain imaging studies that some depressed patients show overactivity in the subgenual anterior cingulate gyrus, Mayberg and colleagues (2005) studied the effect of DBS in this region on six patients who had failed to respond to other treatments, including ECT. Four of the six showed marked and sustained improvement. Although truly double-blind trials of procedures involving neurosurgical intervention are impossible, within-subject comparisons of stimulation/no stimulation on a double-blind basis is feasible with DBS and has been carried out both in Parkinson’s disease and in a single patient who had DBS for obsessive-compulsive disorder (OCD; Nuttin et al., 1999). Similar studies of depression will be of great interest.
 
 Seasonal affective disorder and light therapy As discussed in Chapter 12, seasonal variation in mood can be marked, with some individuals having severe depressive symptoms each winter and improvement associated with the coming of spring. The mood changes seem to be related to shortened day length and three or more episodes of depression commencing between October and December and continuing until March to May (Northern Hemisphere) is often labelled seasonal affective disorder (SAD). Some SAD sufferers have depressive episodes during other times of the year as well, so that a
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 preferred nomenclature is depressive disorder “with a seasonal pattern” (American Psychiatric Association, 1994). There is now consistent evidence that exposure to light during the winter months can alleviate the symptoms of SAD (Rosenthal et al., 1984). Some studies also suggest that light therapy is effective even in depressed patients who do not show a seasonal pattern of illness (Tuunainen et al., 2004). Bright white light of around 10,000 lux (about the same intensity as a clear spring morning) seems to provide the optimum treatment for most sufferers. This can be delivered with light boxes plugged into the main electricity supply. The boxes are slightly larger than a sheet of A4 paper, about 10 cm deep, and can be placed on a table. The patient sits in front of the box for at least 30 minutes in the morning, preferably before it gets light in winter. It is important to follow the manufacturers’ instructions about how close to sit by the box (usually around 30 cm). Although it is not necessary to stare directly at the light, it is important not to keep getting up and moving away from it during the exposure time. Some individuals need to use the box for longer than 30 minutes, and others find it more convenient to use their box at other times (e.g. in the evenings). However, light treatment can be alerting and cause insomnia if used too near to bedtime. There are few side effects from using light treatment. A slight irritation or reddening of the eyes may occur when the treatment is first started but usually remits within a few days of continuing use. Individuals who have existing eye disease should consult their ophthalmologist before commencing light treatment. Light treatment of SAD needs to be started in early autumn (i.e. September to October in the Northern Hemisphere) and continued everyday throughout the winter months until symptoms remit in spring. This is quite a commitment in time and effort but many SAD patients consider that it is well worth it. Some patients are unable to get through the whole winter with light treatment alone and may need antidepressant supplementation. Fluoxetine has a product licence for the treatment of SAD but is not
 
 necessarily more efficacious than other antidepressants in this context. Light has a direct effect on the hormone melatonin. Waking in the morning is associated with a drop in melatonin levels in the blood, and evenings with the onset of sleepiness with rising levels. It is thought that this diurnal variation in melatonin is also linked to similar diurnal patterns for cortisol and serotonin. Improved mood may be associated with the drop in melatonin caused by the light exposure.
 
 Refractory depression Refractory depression, sometimes called treatmentresistant depression, is not uncommon. Although the majority of patients (60%–70%) improve after treatment with antidepressants and 70% to 80% improve following ECT, a minority remain who show only slight or transient improvement, or no apparent response at all. Such individuals, although all grouped together under the broad heading of refractory depression, form a heterogenous population. In assessing such cases it is always worth returning to first principles and asking, “Is the diagnosis correct?” For example, in younger and middleaged patients, it is important to remember that schizophrenia can initially present with depressive symptoms, and up to a third of individuals with a subsequent diagnosis of schizophrenia may receive an initial diagnosis of depression on first contact with psychiatric services (Gottesman, 1991). It is essential to ensure that the patient with refractory depression really has received adequate doses of standard antidepressant treatment for an adequate length of time. A careful history is required of all drugs tried, including the following: how long taken, the maximum dose achieved, as well as the reason for stopping the drug (i.e. ineffective or too many or intolerable side effects). Frequent problems are an inadequate dosage, failure to adhere to treatment, or rapid switching to another antidepressant within a short period of beginning treatment.
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 This occurs because neither patients nor their doctors are willing to wait long enough for side effects to subside, which will happen in most cases. Also, there are now many antidepressants to choose from, and thus switching has become relatively easy. Polypharmacy is also a hazard, and it is not uncommon to come across patients who are “unresponsive” to drug treatment but who are taking several medications, each of which has been added on an ad hoc basis. In such circumstances it is worth withdrawing all medication and starting again with a single antidepressant at an adequate dosage for 6 weeks. If this still fails a range of options needs to be discussed with the patient (Taylor et al., 2005). If the patient has severe depression with prominent biological symptoms, ECT should be considered. Another option is high-dose venlafaxine (200 mg or more per day). As mentioned earlier, this requires blood pressure to be monitored, and an electrocardiogram is advisable. Alternatively, augmentation with lithium can be instigated, aiming for a plasma level of 0.4 to 1.0 mmol/L. This should be preceded by a check on renal and thyroid function and an ECG. There is also increasing support for the use of lamotrigine as an effective augmenter of antidepressants (Barbosa et al., 2003; Normann et al., 2002). There is a low risk of a rash and possible development of Stevens-Johnson syndrome so that it is advisable to titrate the lamotrigine dosage slowly starting at 25 mg daily for 2 weeks and then increasing by 25 mg weekly until a daily dosage of 150 to 200 mg is achieved. It is then advisable to check the blood level and do a full blood count and liver function tests. For patients in whom anxiety, insomnia or weight loss is prominent, an SSRI and mirtazapine in combination may prove effective. Box 27.8 outlines some strategies for augmentation of antidepressants in patients who fail to respond adequately to a single agent. It should be noted that most clinicians aim for monotherapy if possible, but that combinations of antidepressants and the use of other augmenting strategies are common in real-life clinical practice. Combinations should always be introduced
 
 Box 27.8 Strategies in patients not responding conventional doses of a single antidepressant r Try drug of a different class r Give venlafaxine in high doses (with blood pressure monitoring)
 
 r Add lithium r Add lamotrigine r Combine selective serotonin reuptake inhibitors and mirtazapine
 
 r Combine fluoxetine with olanzapine r Give electroconvulsive therapy
 
 with care and with the knowledge of drug-drug interactions that may occur. Other possible strategies and combinations of drugs are discussed by Taylor et al. (2005) and by Stahl (2006).
 
 Continuation treatment There is good evidence that continuation treatment with antidepressants for a period after recovery lowers the risk of relapse. Early studies (e.g. Klerman et al., 1974; Mindham et al., 1972) suggested that about 6 months of treatment is optimal after a single episode of depression, and more recent studies confirm this (Reimherr et al., 1998). The risk of recurrence of depression is high, and around two thirds of patients in unselected series of cases of clinically significant depression have had two or more episodes (Marusic & Farmer, 2000). In patients who have had multiple episodes the evidence favours longer periods of continuation treatment and, whereas early studies often used lower doses of antidepressants than during the active phase of treatment, subsequent studies (Frank et al., 1990) showed that higher dosages of continuation therapy were more effective and indeed that there continues to be a benefit of active treatment and placebo in preventing relapse for a period of at least 5 years (Kupfer et al., 1992). A metaanalysis of continuation studies (Geddes et al., 2003) showed that antidepressants could reduce the risk of depressive relapse by about two thirds and concluded that there may be benefit in persisting with
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 treatment up to 36 months, even for first-onset cases. However, persisting with treatment for this length of time in patients who have had only a single episode obviously needs careful discussion and in many cases is likely to be unacceptable to the patient.
 
 Anxiety disorders As outlined in Chapter 8, anxiety disorders are common and disabling. Treatment guidelines (National Institute of Clinical Excellence, 2004a) now usually suggest that psychological treatments such as cognitive-behavioural therapy (see Chapter 28) should be used as a first-line measure when possible. However, most clinicians, even those specialising in psychological treatments, agree that drug treatments often have a place. Broadly speaking, two groups of drugs may be used, benzodiazepines and antidepressants (mostly SSRIs).
 
 Benzodiazepines This class of drugs is extremely effective in providing rapid reduction of anxiety symptoms, but because of the high potential for the development of tolerance and both psychological and physical dependence, it is usually recommended that their use be confined to patients who have clear impairment as a result of anxiety symptoms. Benzodiazepines are useful in generalised anxiety disorder for periods of not more than 4 weeks (National Institute of Clinical Excellence, 2004a). Having said this, one set of official guidelines suggests that a small minority of patients suffering from severely disabling and chronic generalised anxiety disorder may benefit from longer-term treatment (Royal College of Psychiatrists, 1997). Benzodiazepines are not generally recommended in panic disorder (National Institute of Clinical Excellence, 2004a), and there is some evidence that in patients suffering from specific phobias or OCD, taking benzodiazepines reduces the effectiveness of psychological treatment.
 
 Selective serotonin reuptake inhibitors and other antidepressants SSRIs are preferred to benzodiazepines as the first line of drug treatment for generalised anxiety disorder (GAD). There is reasonable evidence in favour of starting at a lower dose than is commonly used in treating depression and titrating this upward, because some patients experience a worsening of anxiety symptoms when SSRIs are first introduced (Davidson, 2001). As with their antidepressant effect, there is a delay in onset of beneficial antianxiety effects, and a full response may take up to 6 weeks. A similar strategy of starting with a low dose and titrating upward is also to be recommended for the treatment of panic disorder, and again it may be 6 weeks before the full benefit is noticeable (Taylor et al., 2005). In those failing to respond to an SSRI, it is worth trying imipramine or clomipramine. The issue of how long to continue treatment in panic disorder or GAD is much less well researched than is the case for depression, but there is some evidence that this should be at least 8 months (Ballenger, 2004). In contrast to GAD and panic disorder, the dose of SSRI necessary to treat OCD effectively is usually higher than that required for the treatment of depression, for example, 60 mg of fluoxetine daily or 40 to 60 mg of paroxetine. Before the introduction of SSRIs, clomipramine, a TCA that acts mainly by inhibiting serotonin reuptake, was a mainstay of drug treatment for OCD, and there has been some controversy as to whether clomipramine is actually more effective than SSRIs. A metaanalysis (Piccinelli et al., 1995) found that SSRIs and clomipramine were both superior to placebo in reducing the symptoms of OCD but found no evidence of greater efficacy of clomipramine over the SSRIs. However, there was evidence that both clomipramine and SSRIs were more effective than antidepressant drugs that have no selective serotonergic properties. The main argument for now favouring SSRIs over clomipramine is their superior side-effect profile (Pigott & Seay, 1999). Interestingly, the time taken to respond to serotonergic
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 antidepressants in OCD is often much longer than in depression, with some patients taking up to 12 weeks to show improvement. There have been several case reports and small case series suggesting that augmenting SSRIs with an atypical antipsychotic might be of additional benefit for some patients with OCD that is resistant to an SSRI alone; those with motor tics and/or schizotypal personality disorder might particularly benefit from this approach (see Keuneman et al., 2005, for a review). SSRIs are also effective in social phobia in similar doses to those used in depression. A good response takes up to 8 weeks, and it is usually recommended that treatment continue for a least a year (Taylor et al., 2005). In social phobia, as with all the anxiety disorders, SSRIs should not be stopped suddenly but rather tapered off gradually to avoid the possibility of the discontinuation syndrome.
 
 Conclusion Although the subject of this chapter has been the biological treatment of depression and anxiety disorders, it is in practice impossible to separate the process of management from the art of careful clinical assessment. Depression and anxiety are ubiquitous symptoms that are experienced by many patients in medical, surgical and primary care settings as well as in psychiatric practice. Accurate diagnosis is therefore a prime consideration, and it is often a matter of fine clinical judgement as to when someone presenting with symptoms of anxiety or depression becomes a “case” requiring active treatment. Such judgements are usually based on the number and severity of symptoms as well as on the degree of impairment the patient describes. It is also important to remember that being depressed or anxious frequently occurs in the context of other psychiatric disorders, as well as against a background of substance misuse, most commonly alcohol abuse or dependence. The clinician should therefore strive to detect such conditions and, where they are primary, treat these
 
 before prescribing medication primarily targeted at depressive or anxiety symptoms. It is also important to remember the old adages of “first, do no harm” and “comfort always”. There are no biological treatments of anxiety or depression that are completely free of unwanted effects, and there is always an argument for carefully weighing improvement in symptoms against drug-related side effects. When it comes to comfort, simple reassurance is probably the easiest form to administer. The great majority of episodes of depression or attacks of anxiety will eventually remit even without any treatment, and it is worthwhile to ensure the patient knows this and not to stint on reassurance that this is the case.
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 28 Cognitive behavioural therapy Jan Scott and Aaron T. Beck
 
 This chapter explores the use of cognitive and behavioural therapies in the treatment of mental disorders. The introduction of behavioural therapies preceded the development of cognitive theory and therapy, but since the introduction of the cognitive model of depression in the 1960s and the publication of the first randomized controlled treatment trials in the 1970s, there has been an exponential increase in research into cognitive models and studies exploring therapy process and outcome. In recent times, some therapists have further distinguished their approach from cognitive-behavioural therapists, regarding themselves as cognitive therapists. Rather than confuse readers with the terminology used, we use the term CBT to identify the spectrum of these behavioural, cognitivebehavioural and cognitive models. It is not realistic to try to cover all aspects of the various cognitive and behavioural models and the application of these therapies to all the problems and disorders in which the treatments have been applied, but as noted by Enright (1997), although there are many variants of CBT, they share a similar underlying model suggesting that psychological problems and mental disorders can be a consequence of cognitively distorted views of events or experiences or can be maintained by faulty patterns of thinking and behaviour. It is proposed that a vicious cycle develops in which misinterpretations of situations or symptoms further undermine a patient’s coping and that further shifts
 
 in mood state and abnormal behavioural patterns exacerbate their problems (Beck, 1976). This chapter focuses on four main areas: (1) a brief overview of the origins and evolution of CBTs and their relationship to other key therapies, (2) the general principles of CBT and comments on the most common misconceptions, (3) the application of these therapies to selected specific disorders and (4) an overview of key outcome data and some comments on training issues. The chapter ends with comments on future directions for research and practice in this field.
 
 The evolution of cognitive-behavioural therapies The history of cognitive theory and therapy demonstrates that their evolution cannot be viewed in isolation from psychoanalysis or behaviourism (Scott, 1998). The focus of cognitive theory on intrapsychic processes that mediate actions and reactions has parallels with psychoanalytic theory. However, the clear definition and selection of targets for therapeutic intervention, the routine inclusion of specific measures of change and the use of structured therapy sessions demonstrate the influence of behavioural therapy on cognitive therapy (Weishaar, 1993).
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 In the early part of the twentieth century, psychodynamic psychotherapists created a sophisticated topography of the mind, comprising conscious, preconscious and unconscious domains and later incorporating important concepts such as the id, ego and superego. A core element of these models was the notion that the thoughts, feelings and behaviours that shaped relationships and experiences were the result of unconscious drives (Weishaar, 1993). In contrast, the behaviourists viewed such models as atheoretical and lacking empirical support and developed therapies derived from their scientific observations of animal and human behaviour (Clark & Beck, 1999). Learning theory gave rise to interventions such as systematic desensitisation and response prevention that continue to be used in the behavioural therapies practised today. However, the early stimulus-response model produced a therapeutic approach devoid of any acknowledgement of the role of cognitions and emotions in shaping human reactions. This did not mean that all behaviourists rejected that such elements had any part to play and later publications on behaviourism demonstrated their increasing acceptance of the importance of thoughts and feelings in dictating human responses. Nevertheless, there was still reluctance to incorporate these components into traditional behavioural therapy for fear of rendering it less systematic (Weishaar, 1993). As such, by the midpoint of the twentieth century the two dominant models of therapy viewed cognitions that may determine feelings and behaviours as either inaccessible to the client (thus requiring a longterm therapeutic relationship to expose these mental events) or as unimportant to the therapeutic process (which modified overt behavioural responses to stressors). The cognitive revolution in psychology in the 1950s and 1960s produced influential writings on personal construct theory (Kelly, 1955) and rational emotive therapy (Ellis, 1962). Around this time, Aaron Beck was training in psychoanalysis and began to research the psychological processes observed in depression (Beck, 1963). This research led to a critical conceptual shift that
 
 distinguishes cognitive therapies from psychoanalytic and behaviourist schools. Beck (1967) hypothesized that feelings and behaviours are influenced by cognitions operating at a conscious level (although individuals may need to be made aware of these thoughts). By the late 1960s, a cognitive model of psychopathology was developed that still provides the theoretical structure underpinning most models of cognitive therapy practised today (for a detailed review, see Beck, 2005). The core elements of the cognitive model are as follows: r It is a normalising model: cognitive processing is viewed as being on a continuum from normal to abnormal. r It is a stress-vulnerability model: the individual’s interpretations (automatic thoughts) of events or experiences are attributed to the activation of underlying cognitive structures (dysfunctional beliefs, cognitive schemas). r The processing of external events or internal stimuli is biased and therefore systematically distorts the individual’s construction of his or her experiences, leading to a variety of cognitive errors (e.g. overgeneralisation, selective abstraction). r There are distinct cognitive profiles for different mental disorders, referred to as the cognitive content specificity hypothesis (Greenberg & Beck, 1989), with different underlying themes, for example, in depression (loss and self-devaluation) compared with anxiety (threat and vulnerability). A recent overview (Beck, 2005) highlighted the breadth of research on various cognitive models of psychopathology and noted a substantial body of supportive evidence for the model of depression with somewhat less evidence for the various anxiety disorders. Although empirical support for the different theoretical formulations may vary, it is clear that research by advocates of these models follows a well-established systematic process: namely, the development of a coherent conceptual framework always precedes the introduction of therapeutic strategies. This is noteworthy and may differentiate effective from ineffective therapies. Interventions such as technique-driven approaches, some forms of “cognitive-behavioural counselling” and many
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 other brief (noncognitive) psychotherapies that do not follow this template have inconsistent evidence of clinical efficacy (Salkovskis, 1996). In general, counselling and therapy approaches that begin and end with interventions targeted at change in symptoms or nonspecific support without any consideration of underlying mechanisms can produce temporary improvements but usually fail to deliver any durable posttherapy change in vulnerability to relapse (Hollon et al., 1993; Scott, 2001). There are now a number of models of CBT that follow the “theoretical conceptualisation-therapy development” framework, including those predominantly focussed on learning theory or behavioural activation (behavioural therapy; BT), rational emotive therapy (RET) or rational emotive behavioural therapy (REBT); predominantly cognitive models such as cognitive therapy (CT), schema-focused therapy, dialectical behavioural therapy (DBT); and models incorporating cognitive and behavioural elements such as cognitive behavioural analysis system psychotherapy (CBASP) and cognitivebehavioural therapy (CBT); as well as a hybrid of brief dynamic and cognitive therapy called cognitive analytic therapy (CAT). Space limitations mean these variations on the primary models cannot be explored in this chapter. The range and popularity of CBT is, in part, because they are applicable to a wide spectrum of common psychological problems as well as severe mental disorders (Beck, 2005). For example, exposure therapy (BT) is useful for treating phobias (Pretzer et al., 1989), schema-focused models are used in the treatment of personality disorders (Beck et al., 2004), DBT has proved to be particularly useful in the treatment of borderline personality disorder (Koerner & Linehan, 2000), and CBASP alone or in combination with antidepressants may be beneficial in the treatment of chronic depression (Keller et al., 2000). The majority of the therapies just noted fulfill the criteria for “well-established” empirically supported treatments (Chambless & Hollon, 1998). Recognition as an empirically supported treatment (EST) means that the efficacy of the therapy has been established in two or more carefully designed
 
 Table 28.1 Empirically supported treatments: requirements for a well-established treatment Criteria for a “well-established” therapy I. At least two good between-group design experiments demonstrating efficacy in one or more of the following ways: A. superiority to pill or psychological placebo or alternative treatment and B. equivalence to an already established treatment in experiments with adequate statistical power. II. Experiments must be conducted with treatment manuals. III. Characteristics of the client samples must be clearly specified. IV. Effects must have been demonstrated by at least two investigators or investigatory teams.
 
 methodologically reliable randomized controlled trials that evaluate the treatment of a specific disorder (Task Force on Promotion and Dissemination of Psychological Procedures, 1995). The criteria require that trial samples should be well defined, of adequate size to establish statistical significance of the findings and use reliable and valid outcome measures. The therapists involved in the trial should use treatment manuals and the therapist’s adherence to the therapy protocol and their competency in delivering the interventions should be monitored (see Table 28.1). There are concerns among some psychotherapy researchers about employing criteria that are usually used to judge the value of pharmacotherapies, and indeed opponents of EST argue that such approaches to the assessment of the benefits of psychotherapy are fundamentally flawed. However, this evidencebased approach is invariably employed in the development of clinical practice treatment guidelines; those psychological therapies that have been evaluated through randomized trials and been the subject of meta-analytic review are more likely to be considered as either an alternative or an adjunct to pharmacotherapy (Roth & Fonagy, 1996). There may be some issues in trying to evaluate therapies using approaches primarily targeted at
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 assessing the added value of new medications, but the reality is that the adoption of this research framework has clearly raised the profile and increased the acceptability of CBT to nonpsychotherapists working in general psychiatry and general medical settings. As such, in England and Wales, the National Institute of Clinical Excellence (NICE) has incorporated CBT into several of its key guidelines (e.g. it is a recommended treatment of depression, schizophrenia and anxiety disorders).
 
 Box 28.1 Guided discovery (adapted from Padesky, 1993) Socratic questioning This involves asking questions which:
 
 r the client has the knowledge to answer r draw the client’s attention to information which is relevant to the issue being discussed but which may be outside the client’s current focus
 
 r generally move from the concrete to the more abstract so that the client can, in the end, apply the new information to either re-evaluate a previous conclusion or construct a new idea. For example, to help a client identify useful information
 
 General principles of therapy
 
 about a topic being discussed in therapy, the therapist might ask:
 
 As noted, there are several variants of cognitive therapy, but the shared features of CBT are that these are action-orientated, pragmatic, manualised approaches that can be used to understand and treat mental disorders (Grant et al., 2005). Although the therapies vary in the emphasis placed on certain types of intervention, there are several common aspects: 1. The therapy interventions are designed to treat specific disorders or problems, and the techniques employed are derived empirically from experimental and applied theory research. Importantly, the initial case formulation also attempts to identify unique factors in the client’s history that ensure the therapist and patient tailor the therapy to that individuals’ particular needs. 2. The therapy uses a collaborative “hypothesistesting” approach employing guided discovery (Socratic questioning) to identify and re-evaluate distorted cognitions and dysfunctional beliefs (see Box 28.1). Cognitive change is viewed as a key mediator of behavioural change. 3. Therapy pursues symptomatic relief through adaptive learning. The rationale for the use of different techniques is shared with the patient and interventions are introduced in a logical sequence. Behavioural techniques focus on how to act or cope but also provide important information about underlying cognitive processes.
 
 Have you ever been in similar circumstances before? What did you do? How did that turn out? What do you know now that you didn’t know then? What would you advise a friend who told you something similar? The Four stages of guided discovery: Stage 1: Asking informational questions Socratic questions are used to delineate the client’s concerns in a concrete (e.g. specific example) and understandable way for the client and therapist Stage 2: Listening To be clear about exactly what the issues are but also listening for idiosyncratic words and emotional reactions Stage 3: Summarizing Therapists should summarize the discussion or ask the client to provide a brief summary every few minutes Stage 4: Synthesizing or analytical questions The therapist completes the guided discovery process by asking a synthesizing or analytical question which applies to the client’s original concern new information that has been discussed and summarized along with the idiosyncratic meanings that have been explored, e.g. “How does all this information and data we have reviewed fit with your idea that you are unlovable?”
 
 4. Therapy is goal-orientated but sets realistic limits to the range and nature of problems that can be tackled within the time frame of the course of therapy. The aim is to focus on the present and to
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 tackle current symptoms and concerns through the development of problem-solving and coping strategies. Learning these strategies will equip the patient to anticipate and tackle future problems or stressors that arise post-treatment. 5. The therapy is characterized by an educational approach, initially enabling individuals to understand the evolution and maintenance of their problems and symptoms, to recognise their underlying thinking styles and learn how to respond to them in different ways. The approach also encourages independent use of skills through between-session homework tasks. 6. A course of therapy is brief, ranging from about 8 sessions in panic disorder to 20 to 25 sessions in chronic depressive disorders. This requires a high degree of therapeutic skill because CBT is not done to a patient, it is done with a patient, and the pace of the programme must be adapted to individual needs. Any change achieved is attributed to the patient. These are key elements of CBT. Unfortunately there are also many misunderstandings about these methods. The three most unhelpful myths are as follows: Myth 1: It sounds simple so it must be simple. The CBT model is an accessible theory and with training can easily be communicated to patients. This makes the therapy accessible to individuals who may not be regarded as good candidates for other verbal therapies. However, a CBT manual cannot simply be followed like a recipe in a cookbook. The fact that the model is understandable and the interventions appear rational does not mean anyone can practice CBT. The ability to formulate cases, engage in collaborative guided discovery and apply the right technique at the right time requires considerable skill on the part of the therapist and a commitment to ongoing supervision. There is clear evidence that expertise and adherence to the CBT model are predictors of outcome from therapy (Moorhead & Scott, 1999). Perhaps the most misunderstood aspect of CBT is the concept of guided discovery. Therapy is not about telling individuals they have
 
 distorted thoughts or suggesting “correct” interpretations of the patient’s experiences. The critical skill for a therapist to understand and master is the staged approach to guided discovery and the use of Socratic questioning (see Box 28.1). If used appropriately, this therapeutic style enables clients to uncover for themselves their cognitive distortions, automatic thoughts and underlying beliefs and to draw their own conclusions about their accuracy or functionality and to then explore how to modify their cognitions for themselves. Padesky (1993) provided one of the best overviews of these concepts; her descriptions are adapted and summarised in Box 28.1. Myth 2: CBT does not attend to interpersonal issues or the therapeutic relationship. It is true that improvement is not always contingent on the therapist-patient dynamics (Grant et al., 2005). The therapeutic relationship is not the main vehicle for producing change, but CBT cannot and does not ignore this essential element of therapy or the patient’s life. For example, brief problem-orientated CBT can only be beneficial if an effective working alliance has been established quickly between the patient and therapist (within about 2–4 sessions), so that they may attend to the core issues to be tackled. If the formulation of the patient’s problems establishes that there are interpersonal issues to be tackled, these will be identified and worked on within therapy sessions and through homework assignments. Also, CBT focused on personality disorders is heavily orientated towards schema change and inevitably focuses on interpersonal issues, including interactions between the therapist and patient (analogous to the exploration of transference). A difference in CBT is that difficulties in the therapeutic relationship are usually put on the agenda for discussion in therapy, allowing an open exploration of any concerns, and whether the interaction with the therapist mirrors problems in relationships outside of therapy. Although a CBT therapist may need to guide the client into such sensitive discussions, the process of CBT does not incorporate therapist’s interpretations because the latter would be counter
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 to the philosophy of the therapy in that it does not represent self-discovery. Myth 3: Because CBT is brief and present-orientated, it must “just cover over the cracks”, it does not “cure” a person. Although therapy is brief, it is highly focused and the sessions follow a clear structure. The content of CBT sessions changes over time, but the structure of sessions remains constant. Each session begins with collaborative agenda setting, a review of what can be concluded and learned from the previous homework experiments, and an agreed set of topics for consideration; the session ends with a joint discussion of what has been learnt that day and an agreed set of homework tasks that build a bridge to the next session. The ultimate aim is to give individuals the skills to overcome future problems independently. Although CBT targets contemporary problems, the past is not ignored; on the contrary, selected use of past events and experiences is essential to conceptualizing and understanding how and why individuals presented with their particular problems at this particular time. The final stages of even the briefest forms of CBT are focused on relapse prevention, which requires an understanding of the origins of dysfunctional beliefs and how they have influenced individuals’ actions and reactions. A critical component of CBT is modifying underlying beliefs or, at the very least, changing the individual’s response pattern when dysfunctional beliefs are activated. Clinicians who use an ad hoc selection of CBT techniques without employing a formulation or including this relapse prevention component will find that patients often struggle to maintain any of the apparent gains that they made during therapy.
 
 Applications of cognitive-behavioural therapy Rather than attempt to describe all the variations or adaptations of Beck’s original cognitive model, this section gives examples of some of the key areas in which cognitive models have been developed and
 
 CBT has subsequently been applied. The section begins with a brief overview of the cognitive model of depression and then anxiety disorders; finally the use of CBT as an adjunct to medication in psychotic disorders is considered.
 
 Cognitive models of depression Beck’s (1967) cognitive theory of depression postulates that some individuals may be vulnerable to depression because they develop dysfunctional beliefs as a result of early learning experiences. These beliefs may be latent for long periods but become primed by events that carry a specific meaning for that individual. Beck suggests that the underlying beliefs that render an individual vulnerable to depression may be broadly categorized into beliefs about being helpless or unlovable (J. Beck, 1995). Thus events that are deemed uncontrollable or that involve relationship difficulties may reactivate these beliefs and be important in the genesis of depressive symptoms (Scott, 2001). Negative cognitions about the self, world and future are concomitants of depression but serve to re-enforce the core underlying dysfunctional beliefs. The negative automatic thoughts that dominate the thinking of many depressed patients are sustained through systematic distortions of information processing (e.g. focusing only on negative aspects of an interpersonal interaction) and contribute to further depression of affect (Hollon et al., 1986). Beliefs about self seem especially important in the onset or maintenance of depression, and these beliefs, particularly low or variable self-esteem, are frequent targets for change in CBT (Hagaa et al., 1991). Beck clearly states that although the vicious cycle of low mood contributing to negative thinking and leading to further lowering in mood may represent a causal theory in some cases, it represents a maintenance model for other depressions. However, he proposes that intervention in the cycle can be effective in alleviating depressive symptoms in the latter group (Beck et al., 1979). The CBT interventions are selected on the basis of a cognitive conceptualization that has identified
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 the individuals’ likely core negative beliefs and critical incidents that have occurred in their life; it also explains the onset and maintenance of their disorder. If the patient shows a low level of functioning, behavioural techniques may be used to improve activity levels and mood, but the ultimate goal is still to identify and modify negative cognitions and maladaptive underlying beliefs. Verbal interventions are initially employed to re-evaluate negative cognitions. Between-session experiments, frequently focused on interpersonal functioning, are used to re-evaluate ideas. Negative automatic thoughts are characteristically situation-specific interpretations, but in addition to reviewing these cognitions and the processing errors that may be manifest, the patient and therapist analyse the patterns or recurring themes in the automatic thoughts recorded as this helps identify the probable underlying beliefs (Beck et al., 1979). Later, when the patient has developed his or her cognitive and behavioural skills and is using the techniques to reduce depressive symptoms, the therapist and patient use similar cognitive interventions and behavioural experiments to try to modify underlying dysfunctional beliefs (which operate across situations).
 
 Cognitive models of anxiety The cognitive theory of anxiety disorders suggests that underlying danger-orientated beliefs predispose the individual to restrict attention to perceived threats in the environment, making catastrophic interpretations of ambiguous stimuli, underestimating their own coping resources (or the likelihood that others can help if a dangerous situation arises) and engaging in dysfunctional “safety behaviours” such as avoidance (Beck, 2005). There are some variations depending on the perceived nature of the threat or danger. For example, in panic disorder, ambiguous stimuli or subjective experiences are given catastrophic interpretations that are often focused on the presumed pathological significance of what is happening. Normal or quite benign experiences, such as a brief period of tachycardia, may be interpreted as a potentially fatal event such as
 
 a heart attack (Beck et al., 1985; Clark et al., 1997). Cognitive theory and therapy have been important in helping clinicians understand that examination of the evidence that supports or refutes the individual’s catastrophic automatic thoughts are important elements in the psychological treatment of anxiety rather than the repeated use of reassurance (which leads to rebound anxiety) and that behavioural experiments can help challenge and overcome safety behaviours. Social anxiety and social anxiety disorder (see Chapter 8) are characterized by maladaptive beliefs about social performance, and individuals conclude that others will make negative evaluations and reject them (Clark & Wells, 1995). This assumption is often associated with a failure to register objective social clues and exaggerated negatively biased misinterpretations of the situation. Clark and Ehlers (2004) noted that the cognitive model of posttraumatic stress disorder (PTSD) has two core components. First, negative appraisal of actual events and exaggerated negative appraisal of the symptoms produced by the trauma; second, inadequate integration of the traumatic experience into the individual’s autobiographical memory. Common cognitions that maintain the symptoms and distress which can be tackled though sensitive intervention are the following: ‘The world is a dangerous place’, ‘I am not in control’, and ‘Things will never be the same again’. Cognitive therapy for PTSD has been important in demonstrating that the consequences of real-life traumatic events can be understood and treated (Gillespie et al., 2002).
 
 Cognitive models of psychosis The first case description of the use of reasoning techniques with an individual with systematised paranoid delusion (probably schizophrenia in Diagnostic and Statistical Manual of Mental Disorders terms) was published by Beck (1952), before the advent of antipsychotics. Beck described some of the key elements of a new structured psychotherapy of schizophrenia, which at least in this case was extremely successful. He engaged with the patient
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 and established a working therapeutic alliance in which trust developed. Together they worked on the sequence of events that had preceded the emergence of the systematised paranoid delusion from which the patient suffered. A phase of systematic, graded reality testing followed in which the patient was guided to examine the evidence in relation to the behaviour of his presumed persecutors. Having done this with the help of the therapist in session, he reviewed all the evidence at his disposal from his homework exercises and gradually started to eliminate false beliefs about his presumed persecutors. In this case there was no emergence of depression or anxiety as the delusion receded, and the effect appeared to be durable with the patient remaining well at follow-up. Beck’s study did not lead to further investigations of CBT for many years, but then a number of researchers began to explore this area (Birchwood & Iqbal, 1998; Sensky et al., 2000; Tarrier et al., 1998). The model of CBT followed has many parallels to Beck’s original description. Fowler and Morley (1989) and later Fowler et al. (1995) described the cognitive-behavioural intervention as involving the following: r instructions in coping strategies, r attempts to modify patients’ beliefs about their voices by cognitive restructuring, r bringing on and dismissing hallucinations within therapy sessions, and r education about the use of coping strategies (basically focusing the individuals’ attention on external stimuli which seemed to cause the onset of symptoms). In their CBT manual, Kingdon and Turkington (1994) also highlighted that differences in using CBT with patients with psychosis are generally a matter of emphasis, in addition to some specific techniques to supplement those used for anxiety and depression. For example, agenda setting may need to be more flexible, simple, and sometimes less explicit, and the length and frequency of sessions may also need to vary. The underlying cognitive process that may explain the development of delusions is that some
 
 individuals jump to conclusions on the basis of minimal evidence, forming fixed ideas with a high level of conviction. Furthermore, the origin of their problems is attributed externally (e.g. at other people) rather than being seen as internally driven (by an illness process). Kingdon and Turkington (1994) described a CBT method for exploring delusions: initially this involves engagement, building trust, assessment and formulation. From this, the links between events and circumstances and the feelings, behaviour and beliefs that emerged are examined. A range of explanations, including the delusional ones chosen by the patient, are discussed and reality testing, involving examination of evidence, logical inquiry and reasoning, is used – as far as possible led by or elicited from the patient. This process may allow the patient to reconsider beliefs but, more commonly, assists in developing a therapeutic relationship, improving adherence with services and medication and allowing behaviour to change (e.g. often patients begin to socialise more). At this stage, underlying concerns may emerge (e.g. they begin to talk about past traumatic events). Beliefs about themselves may also come to the surface or be specifically elicited by the use of a variety of CBT techniques. However, as noted by Scott and colleagues (2004), this is an area where caution is needed – emotional arousal is well recognised as a precipitant of psychotic symptoms and so can worsen rather than assist progress and can lead to disengagement from therapy. Techniques that may be helpful when targeting hallucinations include reattribution (improving patients’ insight to enable them to understand that hallucinations are internally generated), development of specific coping strategies and modification of beliefs about the omnipotence of voices and their content. Overall, therapy with individuals with psychotic symptoms is recommended as an adjunct rather than an alternative to medication, and the skill of the therapist and expertise in the treatment of severe mental disorders is a vital consideration before embarking on such an application of CBT. The outline of CBT for psychosis
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 Initial contact
 
 Assessment/engagement
 
 Formulation
 
 Symptom work
 
 Delusions ‘troublesome beliefs’
 
 Hallucinations e.g. ‘voices’, visions’
 
 Negative symptoms
 
 ‘Guided discovery & rational responding’
 
 Work on reattribution & coping strategies
 
 Assess precipitants Reduce perceived pressures
 
 Work with relevant underlying concerns/ behavior change
 
 Work with content of voices/visions, relevant beliefs & events
 
 Set long-term goals – following ‘recuperation’ – with carers Develop management of stress & positive symptoms
 
 Figure 28.1 Outline of CBT for psychosis.
 
 (as described by Beck & Rector, 2002) is shown in Figure 28.1.
 
 Outcome research In their recent review, Butler and colleagues (2006) identified more than 300 published outcome studies on CBT and 16 meta-analyses. The authors used these data on mean effect sizes (ES) to try to answer key questions about the utility of CBT, namely: (1) how effective are CBTs and which disorders they are most effective for and (ii) how durable are the therapy gains. These findings are summarized in Table 28.2. This meta-analysis and other reviews suggest that compared with waiting-list or placebo treatments, CBTs are highly effective (CBT vs control condition: grand mean ES 0.95; SD 0.08) for unipolar
 
 depression, childhood anxiety and depressive disorders and a number of anxiety disorders. Although the heterogeneity of studies incorporated in other meta-analyses made the findings less robust, the CBTs were associated with large improvements (mean ES 1.27; SD 0.11) in symptoms of bulimia nervosa that exceeded the gains from medication alone, and CBT showed additional benefits over usual treatment for schizophrenia (ES for CBT varied from 0.54 to 1.2 compared with an ES of 0.17 for treatment as usual). However, when compared with an active treatment condition, CBTs for depressive disorders show equivalent or only marginal superiority. In other disorders, such as OCD, when CBT, CT and BT were compared with each other they appeared to be equally effective. Moderate ES (0.5– 0.8) were noted for CBT compared with control conditions for marital distress, pain syndromes, anger management and childhood somatic disorders.
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 Table 28.2 Summary of ﬁndings from meta-analyses of acute and longer term (6 months to 8 years) beneﬁts of cognitive-behavioural therapy (CBT)
 
 Box 28.2 Factors impeding patient engagement in cognitive-behavioural therapy (CBT) Patients may:
 
 Evidence from one or more meta-analyses of: CBT > control condition and/or CBT = active treatment (no. studies in analysis)
 
 Evidence of durable benefit from CBT
 
 Adult unipolar depression (n = 75) Bulimia nervosa (n = 24) Childhood depressive and anxiety disorders (n = 22) Panic disorder with agoraphobia or without agoraphobia (n = 20) PTSD (n = 14) Adolescent depression (n = 13) Generalised anxiety disorder (n = 8) Social phobia (n = 7) Schizophrenia (n = 7) OCD (n = 4)
 
 Adult unipolar depression (acute and chronic disorders) Generalised anxiety disorder Social phobia Panic disorder OCD
 
 r feel unable to commit to the therapy (e.g. may be convinced that their disorder is biological and can only be treated with medication)
 
 r not be able to understand or relate to the rationale for the interventions used
 
 r prefer to use therapy for catharsis and reject the problem-focus or action-orientated approach of CBT
 
 Adapted from Butler et al. (2006). OCD = obsessivecompulsive disorder; PTSD = posttraumatic stress disorder.
 
 The review also explored whether the benefits of CBT extended after completion of therapy. A major methodological problem is that few therapy trials have adequate statistical power to access reliably the durability of the treatment benefits, and many follow-ups involved selective subsamples of the original trial population (Paykel et al., 1999). However, bearing these limitations in mind, Butler et al. (2006) concluded there was evidence of persistent benefit and reduced relapse rates in unipolar depression and a range of adult anxiety disorders. There was also emerging evidence of reduced relapse rates in schizophrenia, sexual offenders and childhood internalizing disorders.
 
 r be reluctant to let go of some personal gains they attain from aspects of their problems (e.g. hypomanic overactivity)
 
 r be unable to employ the techniques (e.g. some individuals with learning difficulties)
 
 r lack judgement about the impact of their actions and lack the ability or desire to control some of their actions (e.g. antisocial personality disorder).
 
 Limitations Grant and colleagues (2005) noted that CBTs are quite versatile and that the absolute limits have yet to be empirically defined. Like any treatment, however, there are a number of factors that may impede engagement with CBT. These are shown in Box 28.2. Other factors might also pertain. For example, there may be issues about the timing of therapy introduction. For example, there is no evidence that CBT adds value to the acute treatment of psychotic depression. It can be postulated that this is because the symptoms respond better to biological approaches, because the patient and therapist cannot form a working alliance or because the patient lacks the concentration to engage with the therapy process. However, if the introduction of CBT is delayed, there is evidence for the benefits of CBT as part of an inpatient treatment programme or the use of individual CBT for severe depression (Wright et al., 1993). In the latter disorder, combining CBT with medication may improve the trajectory of change compared with medication alone. It is also clear that cultural considerations and patient
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 or clinician preference will be important determinants of the acceptability of CBT. Although all these issues could impede response or engagement with any treatment, it is also important to state that CBT is not a panacea. Overstating the case for CBT may lose rather than win support for increasing its availability in general psychiatry (Parker et al., 2003). In clinical settings, CBT therapists point out that although they may receive referrals of individuals who would be predicted from randomized controlled trials to respond well to CBT, the therapist is just as likely to be referred those individuals with persistent treatment-refractory problems who have tried many other treatment approaches and are therefore offered the chance to try CBT as well. This difference between research and clinical practice is a major contributor to the efficacy-effectiveness gap and is important to acknowledge. An EST is largely recognised on the basis of its efficacy in well-defined clinical populations in which therapy is delivered by highly skilled therapists with appropriate training and supervision. The CBTs are less likely to be clinically effective in those clients who have complex mixtures of problems such as comorbidity or medication-refractory symptoms, who have already demonstrated a poor outcome to many other treatment approaches and in individuals who are sceptical about the benefits of any treatment at all. Problems may also arise when the therapist has inadequate training or lacks access to supervision in the use of the particular CBT approach that has been applied to the constellation of problems now being treated (Crits-Cristoph et al., 1991). Therapist expertise (comprising skill level, competent delivery and adherence to the treatment protocol) rather than length of experience is especially important. In the same way that a medication would not be deemed ineffective if it were not the appropriate drug for the problem being treated and had not been given at an adequate dosage for an adequate period of time, patients should not be viewed as “CBT failures” unless similar circumstances apply. For example, in a study delivering a brief CBT intervention for individuals who engaged in repeated self-harm, Davidson
 
 and colleagues (2004) demonstrated a statistically significant relationship between patient outcome and therapist level of training and competency in CBT. Likewise, Persons (an expert CBT therapist) showed that patient outcomes at her CBT centre closely paralleled those reported in the research trials for depression, anxiety and personality disorders (Persons et al., 1999). Although the utility of CBT can be limited by characteristics of the disorder, the patient, the therapist or the therapeutic relationship, it is clear that a major impediment to the use of CBT with disorders or problems in which there is evidence for efficacy is the lack of adequately trained therapists.
 
 Training A number of official bodies now regulate the registration of therapists across Britain and Europe that set criteria for accreditation as a CBT therapist. In addition, a worldwide organization, the Academy of Cognitive Therapy (ACT), supports high-quality research in and clinical delivery of CBT by offering training courses, workshops and supervision (www.academyofct.org). In Britain, the British Association of Behavioural and Cognitive Psychotherapists (BABCP) is the main body accrediting CBT therapists, and its minimum training standards are worth noting because they begin to dispel the myth that “everyone is a cognitive therapist”. A mental health professional who wishes to be recognized as a CBT practitioner requires at least 200 hours of supervised therapy working with a minimum of eight patients covering at least three types of problems. As well as close supervision, it is expected that cases will have been written up and assessed. The practitioner also needs to complete a minimum of 30 hours of continuing professional development activities related to CBT such as attending training workshops and journal clubs. The message from these criteria is clear: attaining the skills to practise formulation-driven CBT cannot be achieved by attending a few workshop and then employing diary keeping or activity scheduling in clinical settings. A common problem
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 is that novice therapists underestimate how complex it is to establish a collaborative therapeutic alliance and to integrate the technical cognitive and behavioural interventions within therapy sessions. Training in the application of CBT to new areas of practise also requires additional training because the cognitive model for personality disorders will call on additional expertise over and above that needed to treat common mental disorders effectively. Finally, the CBTs are continuing to evolve and demonstrate efficacy in many new areas. To remain on the register of accredited CBT practitioners, it is necessary to demonstrate a long-term commitment to ongoing supervised clinical practise and to continuing professional development (www.babcp.com).
 
 Future directions Cognitive and behavioural therapies have been applied successfully to a number of problems and disorders over the last 30 years. The philosophy of CBT entirely reflects the scientist-practitioner approach that is widely advocated as a model for clinical practice for mental health professionals. In Europe, it is the most frequently applied approach in research and in clinical settings. Ongoing research continues to explore the efficacy of CBT and to look at adaptations that allow it to be applied across a range of clinical settings and disorders. Examples include the introduction of computerized and guided self-help versions of CBT that may be used for common mental disorders or in primary care (Bara-Carril et al., 2004; Wright et al., 2002), as well as extended models that encompass maintenance treatment sessions to reduce relapse rates in highly recurrent depressive disorders (Jarrett et al., 2001). To enhance further the clinical utility of CBT, attempts are being made to modify the approach for use with comorbid disorders and the complex problems seen in general clinical practice (Grant et al., 2005; Stirman et al., 2003). Another key area of developing research is focused on the process of change in CBT and
 
 the mediators of its effect (DeRubeis & Feeley, 1990). This is important when trying to differentiate between the general characteristics of effective therapies such as the strength of the therapeutic alliance compared with any unique effects. Work on mediators of change in depression is of great interest because, despite evidence clearly demonstrating that CBTs can be an effective treatment of acute or chronic depressive disorders and have a prophylactic effect, how they achieve these effects is not well understood. For example, Persons (1993) noted that the changes in depressogenic attributional style (a tendency to attribute negative events to internal, stable, global causes) produced by CBT are equivocal. This led her to propose that a key therapeutic process may not simply be modification of underlying beliefs but the acquisition of compensatory skills that allow the individual to cope with isolated depressive symptoms and prevent the symptoms evolving into a depressive episode. In a study of individuals with chronic depression who received medication or medication plus CBT, Teasdale et al. (2000) demonstrated that CBT reduced relapse through changes in the style rather than the content of thinking. A good outcome from CBT was achieved through reductions in absolutist, dichotomous thinking. Individuals with persistent extreme response styles to depression-related material were more than 2.5 times as likely to experience early relapse compared with individuals without this extreme style (relapse rate = 44% vs 17%). This study suggested that training individuals to change the ways they process depression-related material, rather than changing their belief in depressive thought content, may be a critical component of CBT. Lastly, an exciting field of research is the exploration of the mind-brain interface by using scanning technology (such as functional magnetic resonance imaging [fMRI] and positron emission tomography [PET] scans) and looking at changes before and after CBT and comparing these with changes observed with pharmacological treatments such as antidepressants. Two recent publications on response to CBT provide examples of this evolving area of
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 research. First, Goldapple et al. (2004) undertook before and after PET scans on 17 unmedicated, unipolar depressed outpatients, 14 of whom responded to 15 to 20 sessions of CBT. Scan results were compared with an independent group of 13 paroxetine-treated responders. Treatment response with CBT was associated with significant metabolic changes, notably increases in hippocampus and dorsal cingulate cortex and decreases in dorsal ventral and medial frontal cortex. Furthermore, this pattern was distinct from that with paroxetinefacilitated clinical recovery, in which prefrontal increases and hippocampal and subgenual cingulate decreases were found. The researchers concluded that, as with antidepressants, clinical recovery with CBT was associated with modulation in the functioning of specific sites in limbic and cortical regions. However, the differences in the directional changes in frontal cortex, cingulate, and hippocampus with CBT relative to paroxetine may reflect modality-specific effects. These findings have yet to be confirmed but open an important window into the functioning of the brain. In a separate study, Siegle and colleagues (2006) used fMRI scans to monitor areas of the brain that are activated or deactivated in response to emotional stimuli. Fourteen unmedicated depressed patients and 21 never depressed control subjects were asked to rate as quickly and accurately as possible the relevance to them of positive, negative and neutral emotionally valenced cue words. Following the scans, the depressed participants received 16 sessions of CBT. It was reported that seven of nine depressed patients who pre-therapy showed low sustained reactivity in the subgenual cingulate cortex after they read and rated negative words responded to CBT. Furthermore, increased activity in a region of the right amygdala was associated with improved response to CBT even when taking into account initial severity of symptoms. However, amygdala activity was only marginally predictive of recovery status. The researchers concluded that CBT was most useful to those who demonstrate increased emotional reactivity and who cannot engage regulatory structures.
 
 Box 28.3 Recommended reading – some key manuals and review articles Two key manuals Beck, A. T., Rush, A. J., Shaw, B. F., & Emery, G. (1979). Cognitive Therapy of Depression. New York: Guilford Press. Hawton, K., Salkovskis, P., Kirk, J., & Clark, D. (1989). Cognitive Behaviour Therapy for Psychiatric Problems: A Practical Guide. Oxford: Oxford Medical Publications. Two key books for clients (also useful as basic introductions for clinicians) Greenberger, D., & Padesky, C. (1995). Mind over Mood. New York: Guilford Press. Scott, J. (2002). Overcoming Mood Swings. London: Constable Robinson Two key review articles Beck, A. T. (2005). The current status of cognitive therapy: a 40-year retrospective. Arch Gen Psychiatry 62:953–959. Butler, A. C., Chapman, J. E., Foreman, E. M., & Beck, A. T. (2006). The empirical status of cognitive behavioural therapy: a review of meta-analyses. Clin Psychol Rev 26:17–31.
 
 These studies represent an important area of research in psychotherapy, but it should be noted that they are but early attempts to use these approaches with small samples of selected patients and many methodological hurdles to overcome. The fact that more such studies are underway does point to some degree of confidence that we may be able to predict more accurately who should be offered CBT or medication or begin to demonstrate the effects of different treatments on brain functioning. Although this research may seem to have a long way to go, sceptics may wish to reflect on how far the CBTs have progressed in the relatively short time since their introduction.
 
 Conclusions It is clear that CBT is a popular form of therapy with both patients and clinicians. However, we must always temper such enthusiasm with recognition
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 that CBT does not work for everyone, and, importantly, there are gaps in our knowledge about how it works in some disorders, about whom it works for best in certain treatment settings and when is the best time to introduce CBT as part of treatment. Demonstrating benefits from CBT in certain disorders has also led for demand for abbreviated versions of CBT, but before we rush into such developments, we need to establish evidence that briefer forms of electronic or computerized forms of CBT are efficacious. The presence of a therapist is a critical component for some patients and the critical component for many. In the future there will also be much to discuss about the shared components of treatments such as CBT and IPT, and research may allow us to understand more fully how therapy for the mind affects the neural networks of the brain.
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 29 Interpersonal psychotherapy Myrna M. Weissman and Marc B. J. Blom
 
 Interpersonal psychotherapy (IPT) is a time-limited diagnosis-based treatment developed by the late Gerald Klerman and his wife, Myrna Weissman, and colleagues for a clinical trial for the treatment of major depression. It was defined in a manual in 1984 (Klerman et al., 1984), which was updated in 2000 (Weissman et al., 2007). IPT has been tested in numerous clinical trials and used in clinical practice. Its success in research trials led to its modification for subtypes of mood disorders as well as non– mood disorders (Klerman & Weissman, 1993). IPT has also been adapted for use in the long-term treatment of depression (Frank et al., 1990); for couples treatment; in a group format (Bolton et al., 2003; Levkovitz et al., 2000; Wilfley et al., 2000); as a telephone intervention (Miller & Weissman, 2003); for depressed adolescents (Mufson et al., 2004); for geriatric patients (Reynolds et al., 1999); for depressed pregnant and postpartum women (Stuart et al., 1995); for primary care patients (Browne et al., 2002; Schulberg et al., 1996); and for depressed patients in developing countries (Clougherty et al., 2002; Verdeli et al., 2003). It has been used as monotherapy and in combination with medication. A number of new applications are under study. Begun as a research intervention, IPT has only lately been disseminated among clinicians and in residency training programs in the United States, Canada, the United Kingdom, Europe, Australia and New Zealand. There have been increasing requests for training in IPT following the publication of
 
 efficacy data. IPT has been translated into several languages, including Italian, German, and Japanese, and Chinese from Taiwan. Descriptions of IPT have appeared in Spanish (Puig, 1995) and Dutch (Blom et al., 1996). Translations are being planned in Greek and Romanian. In the United States both the American Psychiatric Association and the Primary Care Practice Guidelines in 1993 cited IPT as one of the recommended treatments for adult depressed patients. However, it is optional and not required as part of psychiatry residency training. IPT has been endorsed by the Royal College of Psychiatrists for residency training and by the National Institute of Clinical Excellence (NICE) in the United Kingdom as part of evidenced-based practice and is also named in the guidelines for the treatment of depression in the Netherlands. This chapter describes the concepts and techniques of IPT and provides a brief review of current status of adaptation, efficacy data and training. For a full description of the conduct of IPT, see Weissman et al. (2000).
 
 Background: theoretical and empirical sources IPT is based on interpersonal theory stemming from the post–Second World War work of Adolph Meyer and Harry Stack Sullivan (Sullivan, 1955). The general principle derived from these theories is that
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 Box 29.1
 
 Box 29.2
 
 The most up-to-date manual describing the procedures of
 
 An international society of interpersonal therapy dissemi-
 
 interpersonal therapy is Weissman, M. M., Markowitz, J. C.,
 
 nates information worldwide
 
 & Klerman, G. L. (2007). A Clinican’s Quick Guide to Inter-
 
 (www.interpersonalpsychotherapy.org)
 
 personal Psychotherapy. Oxford Press.
 
 life events occurring after the early formative years influence psychopathology. IPT uses this principle in a non-aetiological fashion: it does not pretend to discern the cause of a depressive episode but uses the connection between current life events in four problem areas and mood disorder to help the patient understand and deal with the current episode of illness. Adaptations of IPT for other disorders have used the onset of the new disorder as a starting point with variable success. Chronic conditions such as dysthymia or social phobia require far more adaptation (Markowitz et al., 1998). IPT is further based on psychosocial and life events research of depression that has bolstered these theories by demonstrating the relationships between depression and grief (complicated bereavement); role disputes (e.g. hostile marriages); role transitions (meaningful life changes); and interpersonal deficits (loneliness and boredom). Recently research integrating life events and modern genetics has strikingly shown the influence of life stress on the onset of depression in patients who are genetically vulnerable (Caspi et al., 2003). This new research has begun to answer the question of why life events lead to depression in some people but not in others. A functional polymorphism in the promoter region of the serotonin transporter gene was found to moderate the effect of life events on depression. Patients who came for treatment for depression could be the 60% (according to Caspi et al., 2003) who have the genetic vulnerability, which includes one or two copies of the short allele of the 5-HTT promoter polymorphism, as well as a life event. The genetic findings highlight the potential importance of a treatment that focuses on current life stress in genetically susceptible individuals.
 
 The relationship between life events and depression has been well documented (Brown et al., 1986; Brown & Harris, 1989). More recently this relationship has been criticised as too simplistic. Hammen (2003) and others have differentiated between events that happen by sheer coincidence (death, natural disaster) and events that carry a relationship with the person afflicted (divorce, job loss) (Brennan et al., 2003; Daley et al., 1997; Hammen, 2003). Prospective studies have shown that the former are not increased in persons who become depressed. The latter form does have a relationship with future depressions (see also Chapter 12). Kendler and colleagues (1999, 2003, 2004) have shown similar interaction between life events and depression. However, the type of life event seemed to matter. Thus events that are humiliating compared with other types are more strongly linked to the onset of depression (Kendler et al., 2003). Personality factors such as neuroticism interact meaningfully with the impact that a life event has and thus on the onset of depression (Blatt et al., 1985; Shahar et al., 2003). Some have shown that the relationship between a life event and depression becomes almost nonexistent in recurrent depression after two or more recurrences (Ormel et al., 2001). However, the studies of Frank et al. (1990) have been able to adapt IPT successfully for patients with recurrent depression. We can conclude that life events have a substantial causal relationship with the onset of an episode of depression (Kendler et al., 1999) and that this relationship may be strongly influenced by personality factors, type of life events and prior episodes of depression and likely genetic vulnerability. This connection will be reduced in recurrent depression. It is not clear how these findings affect the performance of IPT.
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 A second theoretical background for IPT comes from the attachment theory of Bowlby (1969, 1973, 1980). This theory states that the need for attachment is an intrinsic human drive that is biologically grounded. It cannot be reduced to any other drive. It follows from this that disruption in attachment in one’s youth leads to psychiatric problems in later years. Bowlby implied that patients project their expectations of another person on every newly formed relationship. These expectations are based on the individual’s experiences in earlier relationships, mainly early childhood relationships with caregivers. As Stuart and Robinson (2003) state: “individuals experience interpersonal difficulties not because their working models are inaccurate reflections of their past experiences, but because the models are imposed inappropriately onto new relationships.” In this sense it is reminiscent of what Sullivan called “parataxic distortions” but also resembles the theory of Young and co-workers (2003) on “schema focussed” psychotherapy. Ainsworth et al. (1978) and others (Egeland & Sroufe, 1981; Sroufe, 2003), based on experimental situations with children (“strange situation”), discerned three styles of attachment behaviour: securely attached individuals, anxious ambivalent and anxious avoidant attachment style. Later researchers have used different classifications. For instance, using the Adult Attachment Interview (George et al., 1985), three insecure patterns can be discerned: dismissing (resembling avoidant style), preoccupied (resembling ambivalent style) and unresolved. Of course, it was hoped that early attachment style and the quality of parenting can reliably predict the attachment style in adulthood. Unfortunately, this has not been demonstrated (Fonagy, 2001). Although prospective research is almost nonexistent, in the studies that have been carried out it becomes clear that a simplistic relationship between, for instance, parenting style and the development of an Axis I disorder later in life is not found. Many factors, such as child characteristics, parental style and social circumstances may
 
 influence later outcome. There is general consensus that disruption of early attachment will influence clinical outcome in later years. Some investigators stress the point that the clinician should have a clear view of the patient’s attachment patterns before starting treatment. They infer that brief treatment should be aimed at securely attached individuals with whom one can readily form a working alliance. Patients with insecure forms of attachment behaviour may need more time to form an alliance with the therapist. The therapist should consider this in planning the therapy. Although interesting, this notion has never been formally tested. The focus of IPT is on current relationships and not on the patient’s personality or childhood history, which makes these theories less salient in the immediate treatment although perhaps they affect long-term outcome.
 
 Techniques Concept of depression In IPT, depression is defined as a medical illness, a treatable condition that is not the patient’s fault. This definition of depression tends to displace the guilt of the depressed patient from the patient to the illness, making the symptoms ego dystonic and discrete. It also provides the hope of response to treatment. The therapist uses Diagnostic and Statistical Manual of Mental Disorders (4th edition) or International Classification of Impairments, Disabilities and Handicaps (10th revision) to diagnose depression and rating scales such as the Hamilton Depression Rating Scale or Beck Depression Inventory or any other validated depression scale to monitor symptoms. The patient is educated about depression, its symptom course and various treatment options and helped to understand that depression is a common malady, not a personal failing or weakness. To implement this approach, IPT therapists formally give depressed patients the “sick role,” excusing them from what their illness prevents them from doing, but also obliging them to work as a
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 patient to recover, one hopes rapidly, the healthy role they have lost.
 
 Strategies and techniques The overall strategy of IPT is that by identifying and resolving an interpersonal problem(s) associated with the onset of symptoms – (e.g. dealing with complicated bereavement, a role dispute or transition or an interpersonal deficit) – the patient will both improve the life situation associated with the onset of the symptoms and simultaneously relieve the symptoms of the depressive episode. This coupled formula has been validated by the randomised controlled trials in which IPT has been tested and hence can be offered with confidence and optimism. This optimistic approach, although hardly specific to IPT, likely provides part of its power in remoralising the patient. IPT is an eclectic therapy, using techniques developed in various psychotherapies. It is not its specific techniques but rather its overall strategies that make it a unique and coherent approach. Although IPT overlaps to some degree with psychodynamic psychotherapies (see Chapter 30), it also differs in significant ways: in its focus on the present, not the past, and on real-life change; its medical model; and minimising of transference, patients’ early history or dream interpretations. IPT shares with cognitive-behavioural therapy (CBT; see Chapter 28) a focus on a syndromal constellation, attention to the “here and now”, and techniques such as role-play, but IPT is considerably less structured and requires no explicit homework or review of cognitions. IPT emphasises relationships, and affect around relationships rather than cognitions. Each of the four IPT interpersonal problem areas – grief (complicated bereavement), role disputes, role transitions and interpersonal deficits – has discrete, if to some degree overlapping, goals for therapist and patient to pursue (see Cutler et al., 2004, for a clinical illustration of the differences between psychodynamic psychotherapy, CBT and IPT).
 
 The IPT techniques are designed to aid the patient’s pursuit of these interpersonal goals. The therapist helps the patient to link life events to mood and symptoms. These techniques including the following: r an opening question – “How have things been since we last met?” – that leads the patient to provide an interval history of mood and events; r a communication analysis, a recreation of recent, affectively charged life circumstances within the problem areas; r an exploration of the patient’s wishes and options and how to achieve those wishes in particular interpersonal situations; r decision analysis, to help the patient decide which options to employ; and r role-play, to help the patient rehearse tactics for real life.
 
 Indications The indications for IPT have been established in sequential treatment studies. Empirical trials have validated the utility of IPT as both an acute and a maintenance treatment for nonpsychotic major depression. IPT also has demonstrated efficacy as a treatment for depressed adolescents, geriatric patients, depressed patients in primary care, depressed HIV-positive patients, depressed women in marital disputes and for pregnant and postpartum women, as well as for nondepressed bulimic patients. Studies are underway to assess the utility of IPT for other patient populations: for dysthymic disorder; as an adjunctive treatment for patients with bipolar disorders; for a variety of anxiety disorders including panic, social phobia, and posttraumatic stress disorders; and for borderline personality disorder. Building on the IPT study with depressed HIV-positive patients, treating patients suffering from a medical illness and depression seems like a promising line. Studies looking at the treatment of depressed patients after a myocardial infarction and depressed patients with brittle diabetes are under way.
 
 655
 
 656
 
 Section 5: Treatments in Psychiatry
 
 Contraindications IPT was never intended as a monotherapy for patients with psychotic depression or bipolar disorder. One early study found no efficacy for IPT alone for ambulatory depressed patients with psychotic depression unless used in combination with medication. Three controlled trials have found no benefit for IPT as a treatment of psychopathology among methadone-maintained patients or for cocaine abstinence (Rounsaville et al., 1986). Patients with primary alcohol abuse are generally excluded from treatment with IPT in most studies. It is recommended that the abuse be treated first before a successful attempt at treating the depression can be made. Communication problems can occur when therapist and patient do not share the same language. In the Netherlands there is some experience in treating patients with use of an interpreter. When language is not a problem, bringing IPT to nonWestern patients has been moderately successful in the Netherlands. Dropout tended to be high, but patients who did stay in treatment profited from therapy in the same way as Western patients. Moreover, a clinical trial of IPT in Uganda conducted by trained native-language-speaking therapists showed strong efficacy (Bolton et al., 2003; discussed later).
 
 Managing treatment Making no aetiological assumptions, IPT uses the connection between the onset of depressive symptoms and current interpersonal problems as a pragmatic treatment focus. IPT deals with current rather than past interpersonal relationships, focusing on the patient’s immediate social context. The IPT therapist attempts to intervene in symptom formation and social dysfunction associated with depression rather than addressing enduring aspects of personality. Personality is difficult to assess accurately during an episode of an Axis I disorder such as depression. The illustrations that follow are for
 
 Box 29.3 Managing the initial phase r r r r r r
 
 Make a diagnosis Explain the illness Educate the patient about the illness Allow the patient to take the sick role Conduct interpersonal inventory Define problem area for the middle phase
 
 depression. Various adaptations as noted earlier have been developed for other disorders. Usually the focused disorder is substituted in the initial diagnosis and explanations, the content is modified as appropriate for the particular developmental phase, situation or culture.
 
 Phases of treatment As an acute treatment, IPT has three phases. The first phase, usually one to three sessions, includes diagnostic evaluation and psychiatric history and sets the framework for the treatment. The therapist reviews symptoms, diagnoses the patient as depressed by standard criteria and gives the patient the sick role. The sick role may excuse the patient from overwhelming social obligations but requires the patient to work in treatment to recover full function. The psychiatric history includes the “interpersonal inventory”, a review of the patient’s current social functioning and close relationships, their patterns and the mutual expectations of patient and therapist. The interpersonal inventory is a careful, interpersonally focused anamnesis, not a semistructured interview. Changes in relationships proximal to the onset of symptoms are elucidated (e.g., death of a loved one, children leaving home, worsening marital strife, or isolation from a confidant). The therapist listens closely to themes that are emotionally charged. This review provides a framework for understanding the social and interpersonal context of the onset of depressive symptoms and defines the focus of treatment.
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 Box 29.4 Deﬁning speciﬁc problem areas Grief: Complicated bereavement following a death Role disputes: Conflicts with significant other in renegotiation, dissolution or impasse Role transitions: Change in life status (e.g. divorce, moving, retirement, graduation) Interpersonal deficits: lack of relationship skills, social skills, boredom, loneliness
 
 Having assessed the need for medication based on symptom severity, past history and response to treatment, as well as patient preference, the therapist educates the patient about the disorder under treatment by explicitly discussing the diagnosis, including the constellation of symptoms that define the disorder and what the patient might expect from treatment. The therapist next links the disorder to the patient’s interpersonal situation in a formulation that uses as a framework one of four interpersonal problem areas: 1. grief, 2. interpersonal role disputes, 3. role transitions and 4. interpersonal deficits. For most patients, a choice between several problem areas is made. The therapist and patient must make a choice by weighing which problem area is most closely linked by time and affect to the onset of depression. In the middle phase, the therapist pursues strategies specific to the chosen interpersonal problem area. These problem areas may change in the course of treatment as new information is obtained, but the switch should be explicit. For grief, defined as complicated bereavement following the death of a loved one, the therapist facilitates the catharsis of mourning and gradually helps the patient to find new activities and relationships to compensate for the loss. Role disputes are conflicts with a significant other: a spouse or other family members, co-worker or close friend.
 
 The therapist helps the patient explore the relationship, the nature of the dispute, the phase it is in and available options to resolve it. If these fail, therapist and patient may conclude that the relationship has reached an impasse and consider ways to change this (renegotiation) or to end the relationship (dissolution). Role transition includes change in life status – for example, beginning or ending a relationship or career, moving, promotion, retirement, graduation or diagnosis of a medical illness. The patient learns to deal with the change by mourning the loss of the old role while recognizing positive and negative aspects of the new role he or she is assuming, and taking steps to gain mastery over the new role. Interpersonal deficits, the residual fourth IPT problem area, defines the patient as lacking social skills, including having problems in initiating or sustaining relationships, and helps the patient develop new relationships and skills. IPT sessions address present “here-and-now” problems rather than childhood or developmental issues. Sessions open with the question, “How have things been since we last met?” This focuses the patient on recent interpersonal events and recent mood, which the therapist helps the patient to link. The therapist takes an active, nonneutral, supportive and hopeful stance to counter the depressed patient’s pessimism. The options that exist for change in the patient’s life, options that the depression may have kept the patient from seeing or considering fully are explored. The therapist stresses the need for the patient to test these options to improve his or her life and simultaneously treat the depressive episode. The therapist is nonjudgmental in the sense that any option the patient suggests is greeted with enthusiasm. In trying options in real life with important others, the patient will learn what works in fostering a mood change and what does not. The final phase of IPT, occupying the last few weeks of treatment (or last months, in case of maintenance treatment), supports the patient’s newly regained sense of independence and competence by recognizing and consolidating therapeutic gains.
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 The therapist also helps the patient anticipate and develop ways to identify and counter depressive symptoms should they arise in the future. Compared with psychodynamic psychotherapy, IPT deemphasises termination and defines it as a graduation from successful treatment. The sadness of parting is distinguished from depressive feelings. If the patient has not improved, the therapist emphasises that it is the treatment that has failed, not the patient, and stresses the existence of alternative effective treatment options. IPT was developed for various types of clinical trials. For acute treatment trials, the length has ranged from 12 to 16 weeks; for continuation trials, weekly for 8 months; and for 3-year maintenance trials, it has been administered monthly. There is no absolute time frame for clinical practice. However, the principle of establishing a time frame at the beginning of treatment is critical for focusing the goals of treatment and assessing the progress towards the goals within a time frame. Further, it is recommended that sessions be held weekly especially at the beginning of treatment. The frequency can be reduced to every fortnight once symptom changes occur.
 
 Efﬁcacy The review of adaptations and efficacy studies that follow is selected and not comprehensive. All of the negative studies that have been reported are included, but the number of pilot studies and ongoing larger studies or adaptations that are not yet published are not included. A full review of efficacy studies up to 2007 and the studies referred there (unless otherwise indicated) can be found in Weissman et al. (2000, 2007).
 
 Acute treatment of major depression IPT for acute depression was first demonstrated in a 16-week randomised trial of IPT and amitriptyline, alone and in combination, and a nonscheduled control treatment for 81 outpatients with major
 
 depressive disorder (Weissman et al., 2007). There were no significant differences between IPT and amitriptyline in symptom reduction by the end of treatment. Each active treatment more effectively reduced symptoms than did the nonscheduled control group. Combined amitriptyline-IPT was more effective than either of the active monotherapies. A 1-year naturalistic follow-up found that many patients sustained benefits from the IPT, as shown in significantly better psychosocial functioning, which did not occur with amitriptyline alone and had not been evident at the end of the 16-week trial. Many patients required additional treatment over the follow-up year, a fact now recognised by the use of maintenance treatment. The most ambitious short-treatment study to date, the multisite National Institute of Mental Health Treatment of Depression Collaborative Research Program (NIMH TDCRP; Frank et al., 1990), randomly assigned 250 depressed outpatients to 16 weeks of imipramine, IPT, CBT or placebo plus clinical management. Lesssymptomatic patients improved in all treatments, including placebo. Imipramine induced the most rapid response and was most consistently superior to placebo. For more severely depressed patients, defined by a Hamilton Depression Score at intake, medication and IPT were the most efficacious treatments compared with CBT or placebo/clinical management. Among patients who had remitted by 16 weeks, relapse over the 18-month follow-up was 36% for CBT, 33% for IPT, 50% for imipramine and 33% for placebo. The authors concluded that 16 weeks of specific treatments were insufficient to achieve full and lasting recovery for many patients.
 
 Continuation and maintenance treatment IPT was first developed and tested in an 8-month trial in 150 depressed women treated acutely with amitriptyline and then randomly assigned to IPT with or without medication or placebo. Medication was the most effective for prevention of recurrence, whereas IPT improved social functioning. These effects were not apparent until 6 to 8 months.
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 Patients in the combined treatment had the best outcome. In the longest maintenance trial, Frank and colleagues (1990) studied 128 outpatients with recurrent depression (that is, they had at least three previous acute major depressive episodes). These patients were treated for 3 years and were randomly assigned to monthly maintenance IPT, either alone or combined with imipramine, placebo or medication clinic visits. They also received high-dosage (200 mg) imipramine. There was a highly significant effect for maintenance imipramine in preventing recurrence and a modest but significant effect for IPT at 1 year and also at the end of the 3 years. The authors concluded that imipramine maintenance treatment at a dose of 200 mg per day effectively prevents recurrence of major depression in patients with a history of recurrent episodes and that monthly IPT lengthens the time between episodes in patients not receiving medication. Questions about the effectiveness of more frequent than monthly IPT was addressed in a separate study but was not found to change the basic outcome.
 
 Geriatric depressed patients There have been several small studies comparing IPT with medication for geriatric patients. The largest and most important was study was by Reynolds and colleagues (1999) in Pittsburgh. This was a 3-year maintenance study for geriatric patients with recurrent depression using a design similar to that reported previously by Frank and colleagues (discussed earlier). The manual was modified to allow more flexible sessions length because elderly patients may not tolerate 50-minute sessions. The authors found that older patients need to address early-life relationships, which was added to the typical “here-and-now” focus of IPT. They also found that therapists needed to help patients solve practical problems and share awareness that some problems may not be amenable to resolutions (e.g. existential late-life issues or lifelong psychopathology). They found that elderly depressed patients
 
 whose sleep quality normalised early in treatment had an 80% chance of remaining well during the first year. The response rates were similar in patients who were receiving medication, in this case nortriptyline or IPT. They noted that combined treatment using both medication and IPT was the optimal strategy in preventing relapse.
 
 Bereavement-related depression Shear and colleagues (2005) have modified IPT to deal with bereavement-related illnesses, including traumatic grief. They differentiate between bereavement, the state of having lost a close friend or relative and grief, the behavioural manifestations of bereavement. In this adaptation, standard IPT techniques are used including interpersonal history; looking for idealisation of the person who died; eliciting feelings about the death; nonjudgmental exploration of the relationship; discussion of the sequence of events before, during and after the death; and the reactions to the loss. Traumatic grief treatment became of considerable interest in the United States following the September 11 terrorist attacks. Shear incorporated into IPT the techniques found to be useful for posttraumatic stress disorder, using images revisiting the actual circumstances of the death and the conversations with the deceased. Patients audiotape their description so that they can listen to it at home. The presence of symptoms and the intrusive images of avoidance, yearning and longing are explored, and the patient relates stories of the death and his or her relationship with the lost person. The work involves the IPT augmentation techniques and includes meeting with significant others, revisiting places and activities, revisiting and looking at pictures and focusing on memories and having conversations with the deceased. The work is being tested.
 
 Depressed adolescents Mufson et al. (2004) have conducted a series of studies testing the efficacy of IPT modified for depressed adolescents (IPT-A). The modification includes
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 involvement of parents and also schools, as needed, as well as incorporating the developmental issues of adolescents, such as separation from parents, peer pressure and romantic relationships. Students are given “work at home” rather than homework, on the reasoning that adolescents may be adverse to doing homework. Work at home means practicing some of the skills and communication learned during the sessions. Recent findings are those based on 63 adolescents randomly assigned to receive IPT weekly for 12 weekly or treatment as usual (TAU) in school-based clinics in impoverished neighborhoods of New York City. Therapists are community social workers with no prior IPT training and little training in psychotherapy, trained to deliver IPT with 1-day didactic and hourly weekly supervision. Adolescents who received IPT reported greater decrease in depressive symptoms, significantly greater improvement in overall social functioning and better skills and positive problem solving. The effects of IPT versus TAU were significant at 8 and at 12 weeks, both on social functioning and symptoms.
 
 Depressed HIV-positive patients Markowitz and coworkers (1998) modified IPT for depressed HIV patients (IPT-HIV), emphasizing common issues in this population including concern about illness and death, grief and role transitions. A 16-week randomised clinical trial compared IPT with a modified CBT, supportive psychotherapy (SP) and imipramine plus supportive psychotherapy in 101 patients. Although symptoms decreased across therapies, IPT or imipramine were more efficacious in reducing depressive symptoms compared with SP or CBT. The authors concluded that the efficacy of IPT compared with the other psychotherapies for HIV patients was due to the focus on patient distress at this painful life event and ways to find solutions.
 
 no modifications of IPT, but nurses continued to take vital signs before each session. IPT was continued even if the patient was medically hospitalised. Two hundred and seventy-six patients with major depression were assigned to IPT, nortriptyline or primary care physicians’ usual care weekly for 16 weeks and monthly thereafter for 4 months. Depression severity declined more rapidly with either nortriptyline or IPT than usual care. At the end of treatment, 75% of the IPT patients compared with 46% of those receiving clinical management met recovery criteria. Although the results of the Schulberg study were promising, they presented problems in actual application in the United States, because treatment by a psychiatrist in a primary care setting is considered cost-prohibitive. Others outside the United States have trained physicians and nurses in IPT in primary care, including for depressed elderly patients (van Schaik et al., 2003).
 
 Antepartum and postpartum depression Several studies of IPT for depression during both the ante- and postpartum periods have been undertaken. Psychotherapy is an important alternative to medication for depressed women during pregnancy and whilst nursing, because of the possible adverse effect of medication on the developing foetus or nursing infant (see Chapter 19). Spinelli and Endicott (2003) assessed the efficacy of IPT in depressed pregnant women. Role transitions were the most prevalent problem area, and therapy thus focussed on the pregnant woman’s self-evaluation as a parent, physiologic changes of pregnancy and altered relationships with the spouse, significant others and other children. The timing and duration of sessions required flexibility because of bed rest, delivery, obstetrical complications and child care. Young children could be brought to sessions in which postpartum mothers could breast-feed, and telephone sessions and hospital visits were necessary.
 
 Depressed primary care patients Schulberg and colleagues (1996) compared IPT with pharmacotherapy for depressed ambulatory medical patients in a primary care setting. There were
 
 Bipolar disorder There have been modifications of IPT for patients with bipolar disorder as an adjunct treatment
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 to medication. Frank et al. (2000) modified IPT for bipolar patients by adding a Social Rhythm Index (SRI) to help patients monitor their daily social rhythms including sleep patterns. Reasons for changes related to unstable rhythms are identified, and efforts to regulate the rhythm are made. The idea guiding this adaptation is that mania occurs during periods of social rhythm dysregulation, and these changes may be an indication of an incipient episode (Malkoff-Schwartz et al., 2000). SRI has been added to IPT maintenance treatment for bipolar disorder. It provides a simple way for patients to monitor daily routines such as getting out of bed in the morning; first contact; time starting work, school, housework, volunteer, child or family care; and eating and sleeping times. The record of these activities is discussed in treatment. The patient is encouraged to find a balance between rest and activities or stimulation. This IPT adaptation is well accepted by individuals with bipolar disorder and clinicians, and it improves treatment adherence. However, it remains to be seen whether and under what circumstances it adds to the efficacy of pharmacotherapy. Other adaptations of IPT for bipolar disorder include using it as an adjunct to family therapy and in group format.
 
 Substance abuse and dependence It is important to note that IPT is not a panacea for all conditions. There have been at least three clinical trials which have shown the lack of efficacy of IPT for drug abuse or its accompanying depression when used as an adjunctive treatment in patients with drug dependency, including methadone-maintenance patients and cocaine abusers. IPT has been shown not to have additional efficacy over standard methadonemaintenance programs and was marginally worse than behavioural treatment for cocaine abusers. IPT may be useful for recovering alcohol-dependent patients who face numerous psychosocial stressors that precipitate relapse, but it has never been adapted or tested for these patients.
 
 IPT in developing countries An exciting adaptation and successful testing of IPT occurred for depressed patients living in rural Uganda (Bolton et al., 2003; Clougherty et al., 2002; Verdeli et al., 2003), where rates of depression among adults are high (>20%) and where traditional healers reported that they were unable to treat these symptoms effectively. Medication for depression is often not feasible in this country because there are so few doctors. Health workers selected IPT because it seemed compatible with a culture which places high value on being part of a community and family. One hundred seventy-seven patients in 30 villages were randomised to IPT or TAU, which meant no treatment except for hospitalisation for the management of suicidal risk or psychoses. Training occurred over 2 weeks. The manual was modified to include 18 weekly 90-minute sessions. This included two pre-group individual sessions to get to know the patient and explain the treatment, and 16 group sessions. The manual was simplified and more structured with extensive scripting and the use of the local definition of depression (Bolton et al., 2003; Clougherty et al., 2002; Verdeli et al., 2004). The effects of IPT versus TAU was highly significant for both symptoms and social functioning. These results were sustained at 6-month follow-up. With the availability of the IPT adaptation for Uganda, there have been numerous requests for the manual from international health workers. Training in IPT has been carried out in Romania and mainland China, and a Chinese translation is underway in Taiwan.
 
 Training and accreditation in IPT Developed as a form of psychotherapy used mainly in clinical trials, IPT is being used in clinical practice in many countries. In clinical trials, therapists have to be rigorously trained and supervised. When bringing IPT to the general community, these high standards cannot be maintained. This carries the danger of creating watered-down versions of IPT. Increasingly only evidence-based psychotherapies
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 have been reimbursed by insurance companies. IPT has been named in several international guidelines for the treatment of depression (de Groot, 1995). This has greatly enhanced the interest in IPT. Training programs, albeit small, have been set up in several countries in Europe. With a growing number of practicing psychotherapists, the need for accreditation has also increased. A system of training and accreditation has been created. It has been implemented in the United Kingdom and the Netherlands and has been actively discussed but not resolved by the International Society of IPT. Most programs in the countries already mentioned comprise a 3-day workshop and supervision of at least two cases. When therapists successfully complete this in the United Kingdom or the Netherlands, they are acknowledged as IPT therapists by the local societies for IPT. It is our experience that highly experienced therapists can learn IPT for their practice by reading an IPT manual, attending a didactic course and watching videotapes (available through [email protected]). However, for credentialing and research protocols, supervision with several cases is recommended. Long-distance telephone supervision has now been successfully used for training therapists. Although there is accumulating evidence for the efficacy of IPT and other psychotherapies, there is a large gap among research evidence, clinical training and practice (Weissman & Sanderson, 2002).
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 30 Psychodynamic psychotherapy Glen O. Gabbard and Jessica R. Nittler
 
 The focus of psychodynamic psychotherapy is understanding how past experiences influence present behaviours. It is a form of treatment that examines defence mechanisms, transference, countertransference, the internal world of fantasy and object relations and how unconscious mental functioning influences one’s thoughts, feelings and behaviour. A succinct definition of psychodynamic psychotherapy is the following: “A therapy that involves careful attention to the therapistpatient interaction, with thoughtfully timed interpretation of transference and resistance embedded in a sophisticated appreciation of the therapist’s contribution to the two-person field” (Gunderson & Gabbard, 1999, p. 685). Psychodynamic psychotherapy can be divided into two subtypes. One is brief or time-limited therapy of up to 6 months or 24 sessions in duration. The number of sessions is usually predetermined. Long-term or open-ended therapy can be thought of as greater than 24 sessions or 6 months and is designed to end more naturalistically. Therapy sessions are usually held one to three times a week, although once a week is most common. The core concepts of psychodynamic psychotherapy include (see Box 30.1) the unconscious, transference, countertransference, resistance, multiple function, authenticity and a developmental perspective. These principles are explained in more detail later.
 
 Theoretical models Long-term psychodynamic psychotherapy is derived from psychoanalysis and the work of Sigmund Freud. The major contemporary models of psychodynamic psychotherapy have moved the field well beyond Freud, however, and these include ego psychology, object relations theory, self psychology and attachment theory. Freud’s original focus was on the topographic model,
 
 Box 30.1 Basic principles of psychodynamic psychotherapy Much of mental life is unconscious. Childhood experiences in concert with genetic factors shape the adult. The patient’s transference to the therapist is a primary source of understanding. The therapist’s countertransference provides valuable understanding about what the patient induces in others. The patient’s resistance to the therapy process is a major focus of the therapy. Symptoms and behaviours serve multiple functions and are determined by complex and often unconscious forces. A psychodynamic therapist assists the patient in achieving a sense of authenticity and uniqueness. Reprinted with permission from Gabbard, G. O. (2004). Long-Term Psychodynamic Psychotherapy: A Basic Text. Arlington, VA: American Psychiatric Press, p. 3.
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 which involved a three-level hierarchy of conscious, preconscious and unconscious domains. The preconscious could easily be brought into awareness, but the unconscious was “a reservoir that contained dynamically repressed contents that were kept out of awareness because they created conflict” (Gabbard, 2004, p. 3). Freud’s model evolved, and in 1923 he introduced the structural model of the id, ego and superego. The id consists of powerful drives – specifically sexuality and aggression. The ego is divided into two parts, conscious and unconscious. The conscious aspect includes executive functions such as decision making, integration of perceptual data and mental calculations. The unconscious aspects of the ego involve defence mechanisms designed to counter the basic drives of the id. The superego also has both conscious and unconscious elements. The superego primarily represents moral values from parents and others. The fundamental premise of ego psychology is that the drives seeking gratification are in conflict with the ego and superego, leading to a compromise that expresses both the underlying drive or wish and the defence against it. Object relations theory was developed in the United Kingdom by Melanie Klein, D. W. Winnicott, W. R. D. Fairbairn and others. Its basic premise is that early experiences with others and their associated affect states become internalised. These internal representations of self and others are then repeated throughout life as recurrent maladaptive relationships based on these early experiences. Although ego psychology regards drive gratification as the major motivational force in development, object relations theory views the seeking of relationships as more fundamental. Self psychology, developed by Heinz Kohut, is based on a deficit model of development. His theory suggests that secondary to empathic failure from caregivers, the individual fails to develop a fully cohesive self and thus has a sense of something missing. This leads the person to seek out specific responses from others, known as selfobject functions. The common selfobject functions are affirmation, validation, idealisation and twinship, each of
 
 which is designed to fulfil missing internal needs. Without those functions, a person has a narcissistic vulnerability that can lead to fragmentation of the self. Selfobject responses from caregivers are needed to make a fragmented self more cohesive. Attachment theory, developed by John Bowlby, emphasises that the main motivation of the child is to achieve a physical sense of safety that only comes from physical closeness to the mother or caregiver. It emphasises reality instead of fantasies. Modern attachment research (Ainsworth, 1978) has led to classifications derived from a child’s reaction when placed in the strange situation. When a child is briefly separated from its mother, the child may react in one of four general categories. These categories are (1) secure attachment, (2) anxiousavoidant attachment, (3) anxious-ambivalent or resistant attachment and (4) disorganised/ disoriented attachment. These childhood attachment categories correspond to adult attachment categories, which are (1) secure/autonomous; (2) insecure/dismissing, characterised by idealising, denigrating/denying and devaluing both past and current relationships; (3) preoccupied, presenting as adults who are confused or overwhelmed by close relationships; and (4) unresolved or disorganised, related to being victims of trauma or neglect. All of these theoretical models are relevant in certain clinical situations, and the psychodynamic therapist may use more than one of the models to understand a patient.
 
 Technique of long-term psychodynamic psychotherapy The technique of dynamic therapy has evolved from a largely silent and nondirective role for the therapist to one in which the therapist is lively and interactive. Dynamic therapists do not hesitate to redirect the patient’s attention to avoided material when appropriate. They also focus as much on what is happening in the here and now as they do on childhood traumas. They collaborate with the patient in the setting of goals, knowing that the objectives may
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 Interpretation
 
 Confrontation
 
 Observation
 
 Encouragement to elaborate
 
 Clarification
 
 Psychoeducational interventions
 
 Empathic validation
 
 Advice and praise
 
 Expressive
 
 Supportive
 
 Figure 30.1 An expressive-supportive continuum of interventions. Source: Reprinted with permission from Gabbard, G. O.: Long-Term Psychotherapy: A Basic Text, VA: APPI, 2004, p. 63.
 
 change as the therapy proceeds, and they are likely to offer suggestions freely without being concerned that they are departing from a rigid form of neutrality. Nevertheless, long-term psychodynamic therapy still operates within a frame.
 
 The therapeutic frame The therapeutic frame is best thought of as an envelope that is more flexible than a picture frame. It is composed of a set of professional boundaries that are designed to be asymmetrical so that the primary focus is on helping the patient towards enhanced understanding rather than gratifying the therapist’s needs. Several key components of the frame are commonly listed as professional boundaries in psychotherapy (Gutheil & Gabbard, 1993, 1998; Gabbard & Lester, 2003). The setting of the therapy itself, usually the therapist’s office or a room in a clinic or hospital, is a boundary. So is the length of the session, which is usually 45 or 50 minutes. The asymmetry of the setting is especially emphasised by the fact that the therapist is paid to deliver a service to the patient and therefore has a fiduciary responsibility to put the patient’s needs first. Another core boundary is the absence of dual relationships outside the therapy. In other words, the therapist does not enter into financial or business relationships (other than an agreement on the fee), social contact
 
 with the patient and certainly not romantic or sexual involvement. Indeed, the limit of physical contact in long-term dynamic therapy is generally a handshake. Confidentiality is also a cornerstone of the psychotherapy frame. Finally, although self-disclosure of the therapist’s feelings in a limited way is occasionally helpful, for the most part the emphasis is on the patient’s disclosure to the therapist.
 
 Therapeutic interventions Contemporary psychodynamic therapists tend to be spontaneous in their interactions with the patient, but a set of time-honoured therapeutic interventions are particularly useful in characterizing the therapeutic strategies involved in longterm dynamic therapy. Despite the images evoked by the use of names such as insight-oriented, intensive, or exploratory, when characterizing dynamic therapy, much of this treatment provides support to the patient as well as insight. In fact, the therapeutic interventions can best be conceptualised as occurring on an expressive-supportive continuum (Gabbard, 2004). Figure 30.1 reflects how this continuum might appear, with the most exploratory or insight-delivering comments on the left end of the continuum and the most supportive interventions on the right.
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 Good dynamic therapy is expressive or exploratory at some times and supportive at others. The therapist must shift flexibly along this continuum based on the patient’s emotional state and readiness to accept interpretations and observations about unconscious material. Interpretation delivers insight and understanding and is thus the most expressive of all interventions. It usually involves making fantasies or feelings conscious that were previously unconscious, but it is always designed to explain something to the patient. Interpretations may link current relationships in the patient’s life with the transference experience in the therapeutic relationship and with childhood experiences of others. At times, however, interpretations do not touch on the therapeutic relationship and are purely focused on experiences outside the therapy. At other times they address the patient’s defences or resistances. One rule of thumb is not to interpret transference issues unless they are serving as a resistance to the therapy. Observation stops short of interpretation in that it does not include an attempt to explain or link. The therapist merely notes the behaviour, the sequence of a comment, a flash of affect or a pattern within the therapy. The motive or explanation is left untouched with the hope that the patient will reflect on the therapist’s observation. Confrontation generally involves an attempt to draw a patient’s attention to something that is being avoided. Unlike observation, which usually targets something outside the patient’s awareness, confrontation usually points out the avoidance of conscious material. Clarification is the next intervention along the continuum. This type of comment is a way of bringing clarity to issues that are vague, diffuse or disconnected. It can be a way of helping a patient recognise a pattern or of checking the correctness of a therapist’s understanding with the patient. Further along the continuum one finds interventions such as encouragement to elaborate or empathic validation. Both may be used extensively as a way to gather information and promote a solid therapeutic alliance. Encouragement to elaborate
 
 can be as simple as asking the patient, “Can you tell me more about that?” Empathic validation is a way to let the patient know that the therapist understands and empathises with the patient’s experience. A validating comment might include, “I can certainly appreciate why you would feel that way.” At the supportive end of the continuum, one finds psychoeducational interventions and the offering of praise and advice. These interventions are much more common in supportive psychotherapy, but some patients require them during more exploratory or expressive modes of therapy. Patients may require some psychoeducation about aspects of their illness, and they may need direct advice about matters when they are about to do something self-destructive. Praise may be important to reinforce positive therapeutic behaviours or attitudes.
 
 Transference The therapeutic interventions just described may be addressed within the context of the therapeutic relationship or geared towards outside events and relationships that have nothing to do with the therapy. Another dimension of expressiveness or supportiveness involves the extent to which the interventions are focused on the transference, that is, the therapeutic relationship. This core psychodynamic concept of transference refers to the patient’s tendency to repeat childhood patterns of relatedness in the present with the therapist. Feelings associated with a figure from the patient’s past, and the specific qualities of that figure, may be attributed to the therapist in the psychotherapy process. Transference is related to internal representations of self/other relationships that are embedded in neural networks from childhood. These representations exist as potentials waiting to be activated by real characteristics of the therapist that remind the patient of a figure from the past that served as a basis for that internal representation (Westen & Gabbard, 2002). The contemporary view of transference is that it always involves the interaction of the real characteristics of the therapist and internal representations of
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 past figures in the patient’s mind. A common error of beginning therapists is to equate transference with what patients say they feel towards the therapist (Gabbard, 2004). By definition, however, transference generally refers to unconscious feelings and attributions that are outside the patient’s awareness until they are made more conscious by interventions in the therapy. Hence the astute psychotherapist infers transference themes through the patient’s nonverbal communications and actions long before they are ever verbalised. A patient who enters the office in a deferential manner and refuses to make eye contact with the therapist is imparting a good deal of transference material just from the nonverbal information conveyed in the act of entering the office. Patients who look terrified when entering the office 5 minutes late, expecting the therapist’s wrath, are also communicating transference fantasies about the therapist’s potential to be punitive or harsh. Patients who question all the therapist’s observations may be reflecting a tendency to oppose or defy authority figures that emerge in the transference relationship to the therapist. Most beginning therapists may feel some pressure to make interpretations that involve the transference relationship in order to be more expressive or psychodynamic in their therapy. However, it is best to wait until information is close to consciousness before interpreting it, especially when it relates to the therapeutic relationship. Premature interpretations of transference may make the patient feel misunderstood and lead to the assumption that the therapist is self-absorbed and self-referential. Another useful guideline is to avoid interpreting transference until it becomes a resistance to the process. Psychodynamic therapy involves a way of thinking, and transference is central to that mode of thought. Much of the time the patient uses transference issues to inform a psychodynamic understanding of the patient without making interpretations or observations about what is transpiring in the therapy. Transference is often contrasted with the therapeutic alliance, another fundamental concept which refers to how the patient is collaborating
 
 with the therapist in pursuit of common therapeutic goals and whether the patient feels helped by the therapist (Gabbard, 2004). A positive therapeutic alliance is an important predictor of good outcome in psychotherapy and a necessary condition for effective interpretation (Horvath & Symonds, 1991; Luborsky, 1984; Martin et al., 2000). When patients are seeing their therapists as helpful collaborators and working well in the psychotherapeutic process, transference themes do not need to be addressed.
 
 Countertransference Just as the patient experiences the therapist as someone from the patient’s past, therapists may also experience patients as though they are figures from the therapist’s past. Hence countertransference is somewhat analogous to the patient’s transference. A young man treating an elderly woman may begin to relate to the woman as though she is his mother and be excessively deferential and polite even if the patient requires confrontation. Like transference, countertransference is initially unconscious and may only be discovered when a countertransference theme is enacted in the psychotherapy process. Countertransference may also be induced by the patient’s behaviour. In other words, a difficult patient with a personality disorder who infuriates his family and all of his friends may also infuriate the therapist. This intense feeling generated by the patient says less about the therapist’s past relationships and more about what is happening in the present with the patient. Hence most theoretical perspectives today view countertransference as involving a jointly created reaction in the clinician. Part of the therapist’s reaction is induced by the patient’s behaviour, whereas another part of it is based on the therapist’s past relationships brought into the present, in an analogous way to transference. Faced with a provocative and angry patient, some therapists will react differently from others on the basis of their own past experiences encoded in their neural networks of representations that
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 occurred in their childhood. Some therapists may be thoroughly enraged, whereas others are only mildly irritated or amused. In terms of object relations theory, countertransference involves projective identification. The patient projects a self or object representation, along with an associated affect state, into the therapist and then exerts interpersonal pressure that nudges the therapist into taking on characteristics of what is projected. Hence a patient who has internalised an interaction with an abusive parent may recreate that abusive experience through projective identification by behaving in such a provocative fashion that the therapist actually feels emotionally abusive towards the patient. Obviously, the therapist will stop short of enacting the abuse but may have to exert self-control to avoid making abrasive comments in retaliation for the patient’s behaviour. In some instances, simply tolerating the countertransference and serving as a durable object for the patient may be therapeutic (Carpy, 1989). In other contexts, therapists may use their countertransference experience to formulate an interpretation about what is going on with the patient. Therapists who are themselves feeling sorry for the patient as a victim might help the patient understand how the characteristic pattern of relatedness developing in the therapy illuminates what happens in outside relationships, in which other people feel sorry for the patient, leading the patient to feel validated. In some cases, judicious use of self-disclosure about countertransference feelings may be therapeutic. A therapist who is feeling depreciated by an intensely narcissistic patient said, “I note that I am feeling that you are talking down to me, and I wonder if others feel that way when they interact with you.” Some countertransference feelings should not be shared with the patient because of their potential to harm the patient or the process. These include countertransference feelings of sexual arousal, boredom or hatred (Gabbard & Wilkinson, 1994).
 
 Resistance One of the defining principles of psychodynamic psychotherapy is the notion that the patient uncon-
 
 Box 30.2 Manifestations of resistance Keeping silent Forgetting appointments Acting out Challenging the therapist Devaluing the therapy Not paying the bill Arriving late
 
 sciously resists psychotherapy because of ambivalence about change. Defence mechanisms that have worked for many years are heightened when the psychic equilibrium is threatened by psychotherapy. Defence mechanisms are employed to avoid unpleasant affect states. Psychotherapy is likely to produce a variety of painful feelings, and the defences are transformed into resistances when the patient enters psychotherapy (Thom¨a & K¨achele, 1987). Resistance is the daily bread-and-butter work of the dynamic psychotherapist and comes in many forms (see Box 30.2). Patients fall silent and cannot think of anything to say. They may forget appointments. They may come late because they were distracted with other matters. They may challenge everything the therapist says. They may disparage the value of psychotherapy. All of these reactions have in common an unconscious resistance to learning more about themselves – the original reason they came to psychotherapy. Resistance is often related to transference fantasies about the therapist. These transference resistances are often the subject of exploration by the therapist. Patients may be terribly ashamed to reveal their secrets to the therapist because of the fantasy that the therapist will mock or criticise them. They may feel the therapist will give them the love they missed as a child and stop looking for understanding because the pursuit of love becomes more important. Astute dynamic therapists do not try to clear away resistances or bulldoze through them. Rather, they try to encourage a reflective attitude in the patient to be curious about the meaning of the resistances. In fact, resistance can be defined
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 as a preference for nonreflective action rather than a state of divided consciousness in which one part of the patient is feeling something in the here-andnow and another part is reflecting on the meaning of that feeling (Friedman, 1991). As this definition implies, a propensity for action might be one of the major modes of resisting therapy. If the acting occurs outside the therapy, it is often referred to as acting out, in which the patient channels feelings into actions that may be destructive to self or others instead of reflecting on the feelings with the therapist. The action may occur in the therapy itself, and it is then referred to as acting in. The patient may come late to the session and then spend time fumbling with a Palm Pilot or a cell phone instead of talking about issues relevant to the therapy.
 
 Working through and termination Dynamic therapy often requires a considerable length of time because many patients will tenaciously hold on to self-defeating patterns and problematic object relationships. Patients must repeat the old patterns again and again to understand them in different contexts. The working-through process involves the repetitive use of interventions such as interpretation, observation, confrontation and clarification, until the patient finally begins to understand maladaptive patterns and begins to give up the old and familiar ways of thinking. The therapist is attuned to consistent patterns of relatedness that Luborsky (1984) referred to as the core conflictual relationship theme (or CCRT). The theme usually involves three components: a wish or need, a fantasy of how others will respond to this wish or need, and a subsequent response from the self (Book, 1998). A young man, for example, may want to impress others with his knowledge, mastery, and wit, but he anticipates that others will think of him as a “show-off”. To resolve the conflict, he clams up and does not show his assets to others. A therapist might observe that the young man behaves this way with a girl he would like to date, with the therapist herself and with his own mother. The therapist would point out how there is
 
 a connection among a relationship from the past, the transference relationship and a current relationship outside the therapy. This triangle of insight (Menninger, 1958) is an anchoring conceptual model for the working-through process. Therapists would look for how the same relationship patterns repeat themselves in various contexts. Both fantasies and dreams may be central to the working-through process. Dreams often reveal unconscious content that lies behind the person’s difficulties during waking life. Dynamic psychotherapists often encourage the patient to say whatever comes to mind in reaction to a dream as a way of understanding the latent meaning of dreams. Similarly, dynamic therapists encourage patients to share their fantasies about the therapist and others as a way of decoding the fundamental relationship conflicts that stymie the patient. At some point in the working-through process, therapist and patient begin to agree that it is time to consider termination. Ordinarily, the patient initiates the request for termination, and such requests should be explored in therapy, particularly in terms of whether they are serving a resistance function. Therapists must assess whether the patient is attempting to take flight from a difficult issue in the therapy. Those therapists will initiate an exploration of whether goals set at the beginning of the treatment have truly been accomplished. They will also want to assess whether the patient has sufficiently internalised the psychotherapeutic dialogue so that the therapist’s way of thinking and processing feelings can be carried out independently. Outcomes research on long-term dynamic psychotherapy suggests that changes continue well beyond termination because of the patient’s capacity to continue the therapeutic dialogue without the presence of the therapist (Bateman & Fonagy, 2001; Svartberg et al., 2004). If there is a mutual assessment that goals have been accomplished and the treatment is moving towards termination, old themes from the therapy may re-emerge. Acting-out behaviours may also reappear as a way of dealing with the intense feelings brought about by the ultimate loss of the
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 therapist. Previous losses, and difficulties mourning those losses, will also be activated by termination. Many long-term dynamic therapies terminate in ways other than mutual agreement. Forced terminations are common because of running out of resources to pay for the therapy or because either the patient or the therapist relocates. Unilateral termination may occur when the patient feels there is no value in continuing. The therapist may also terminate unilaterally if the patient is not using the therapy and not complying with the therapeutic contract regarding such matters as excessive use of alcohol or drugs, calling the therapist before making suicidal gestures, or concealing important information from the therapist. On some occasions, the therapist may even use end-setting as a therapeutic strategy. Some patients may lack motivation to work towards goals, and they may simply come to therapy to ventilate without accomplishing much therapeutic work. At times therapists may set an arbitrary termination date as a way to attempt to motivate the patient to look at issues before time runs out. Still other patients can never really terminate and require ongoing therapy for indefinite periods. Wallerstein (1986), in his follow-up of patients from the Menninger Psychotherapy Research Project, found that some patients had impressive outcomes when it was made clear to them that they would never have to terminate therapy. Any attempt to force termination caused their condition to deteriorate. This “therapeutic lifer” strategy can be used with a small subgroup of patients who may need to have regular contacts with the therapist at intervals of every 3 or 6 months. As long as they know the therapist will be there for another appointment, they appear to function well. This subgroup of patients is usually determined by trial and error after determining that the patient is unable to handle termination.
 
 Technique of short-term psychodynamic psychotherapy Definitions of short-term psychodynamic psychotherapy (STPP) vary considerably. Some authors
 
 (Mann, 1973; Sifneos, 1972) write about brief therapy as a treatment in the range of 12 to 16 sessions. Davanloo (1980), on the other hand, said that 15 to 25 sessions is a more reasonable duration for brief therapy, and he did not set a specific termination point at the beginning of treatment, unlike most therapists. Today many practitioners view anywhere from a few meetings to approximately 24 sessions as comprising the scope of brief psychotherapy (Gabbard, 2004). If one assumes an average of about one session per week, then brief therapy is generally under 6 months in duration. The principles outlined regarding techniques of long-term psychodynamic psychotherapy generally apply to short-term psychodynamic psychotherapy, but the pace is markedly accelerated. In other words, constructs such as transference and resistance must be addressed early in the process rather than allowing them to develop so that a greater and more comprehensive understanding is possible. Moreover, the therapist needs to move quickly to a focus on a central hypothesis or formulation about the nature of the patient’s conflict. The central feature that distinguishes STPP from longer versions of psychodynamic psychotherapy is that STPP must be focal. One does not have time to look at the entire range of problems in the patient or the full extent of the patient’s psychopathology. Rather, the therapist and patient need to collaborate on a central focus from the first session and rapidly develop a formulation that allows them to pursue the treatment goal of dealing with the central issue or conflict in a timelimited setting. Another difference between STPP and long-term psychodynamic psychotherapy is a more judicious use of transference interpretation. Hoglend (2003) reviewed the research literature on brief therapies and found 11 studies that identify a negative association between frequent transference interpretations and immediate or long-term outcome. Patients do not have sufficient time to develop a strong enough therapeutic alliance to withstand a great many transference interpretations. They may feel ashamed or criticised by such an approach. Most therapists would look at patterns in relationships in the patient’s past and in the present
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 extra-transference settings and draw linkages between those patterns. Occasionally, a therapist might include a transference interpretation that links the patient’s patterns outside therapy to what is happening inside the therapeutic process. Book (1998) suggested that the use of the CCRT is a useful way to conceptualise the patient’s central problem so that therapist and patient can collaborate in looking for examples of it and understanding its origin. The fact that a limit on the number of sessions is often established from the beginning of the therapy allows the therapist and the patient to link the therapy to the finiteness of time and the recognition of limits (Mann, 1973). Many patients in brief therapy come to grips with the imperfections that are inherent in life and the need to use partial answers to solve many complex problems. They also must come to terms with fantasies about an everavailable therapist or parent figure and mourn the loss of unreasonable expectations about how much others can help them. Many therapists will reconsider the goals set at the outset of therapy when the patient reaches the last session, and if the patient wishes to transform the therapy into an extended or long-term process, most therapists will be open to discussion and explore the possibility with the patient.
 
 Research A common criticism of psychodynamic psychotherapy is that its efficacy is not persuasively demonstrated with randomised controlled trials. This criticism is much more valid when applied to long-term dynamic therapy than when compared with the short-term variant. Leichsenring and his colleagues (2004) published a meta-analysis of STPP studies between 1970 and 2004 demonstrating that it is an efficacious treatment for psychiatric disorders. This meta-analysis used rigorous inclusion criteria, including randomised controlled design, experienced therapists, treatment of patients with specific psychiatric disorders, reliable and valid diagnostic measures and the use of treatment manuals. Studies
 
 of interpersonal therapy (see Chapter 29) were excluded. Three previous meta-analyses were included. Svartberg and Stiles (1991) found STPP to be superior to no-treatment controls, but inferior to alternative psychotherapies. Crits-Cristoph (1992) and Anderson and Lambert (1995), however, found STPP to be equally as effective as other forms of treatment such as cognitive-behaviour therapy (CBT) or psychopharmacological treatment. The studies that were chosen for the metaanalysis of Leichsenring et al. included a wide variety of psychiatric disorders that were treated with STPP, including major depression, posttraumatic stress disorder, bulimia nervosa, anorexia nervosa, opiate dependence, cocaine dependence, Cluster C personality disorders, borderline personality disorder, somatoform pain disorder, chronic functional dyspepsia and social phobia. Although it would be preferable to perform a separate meta-analysis of STPP for each specific disorder, at present too few randomised controlled trials exist to allow for separate meta-analyses. Hence, Leichsenring et al. addressed a broader question: how efficacious is STPP in general for the treatment of psychiatric disorders? Their approach differed from previous reviews in that it used more rigorous inclusion criteria and excluded interpersonal therapy studies. Also, 76% of the studies included in this meta-analysis were not included in the others because they were more recently published. No difference was found between STPP and CBT in regards to changes in target problems, general psychiatric problems and social functioning. According to this and other meta-analysis, STPP is an effective treatment for a range of psychiatric disorders. Many more studies need to be performed, however, to substantiate this evidence further. Formidable obstacles exist to conducting research of longer-term psychodynamic psychotherapy. To say the least, the cost of conducting studies that last years, rather than weeks, may be prohibitive. Also, finding a suitable control group is problematic. Another obstacle is that the number of dropouts from either the treatment group or the control
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 group might significantly hamper meaningful statistical analysis (Gunderson & Gabbard, 1999). A final obstacle to conducting studies of psychodynamic treatments is that the patient must be highly motivated. If patients are randomised to one modality versus another, then the willingness to engage could be limited and thus skew the results. Despite these difficulties, randomised controlled trials of long-term therapy do exist and have demonstrated efficacy. Heinicke and Ramsey-Klee (1986) compared intensive (four times a week) psychodynamic therapy to once a week for children with learning difficulties. This randomised controlled trial involved treatments lasting more than a year. The children who were seen once a week showed a faster rate of improvement than those receiving four weekly sessions. At the time of followup, however, the children who had four sessions per week showed much greater improvement. Bateman and Fonagy (1999) randomly assigned 38 patients with borderline personality disorder to a psychoanalytically oriented partial hospital treatment or to standard psychiatric care as a control group. The primary treatments in the partial hospital group consisted of once-weekly individual psychoanalytic psychotherapy and three-timesweekly group psychoanalytic psychotherapy. The control subjects received no psychotherapy. At the end of treatment at 18 months, the patients who received the psychoanalytically oriented treatment showed significantly more improvements in depressive symptoms, social and interpersonal functioning, need for hospitalisation and suicidal and self-mutilating behaviour. These differences were maintained during an 18-month post-treatment follow-up with assessments every 6 months (Bateman & Fonagy, 2001). Moreover, the treatment group continued to improve during the 18-month follow-up period. Svartberg et al. (2004) randomly assigned 50 patients who met criteria for Cluster C personality disorders to 40 sessions of either dynamic psychotherapy or cognitive therapy. The therapists were all experienced in manual-guided supervision. The outcomes included symptom distress, interpersonal
 
 problems and core personality pathology. The full sample of patients showed statistically significant improvements on all measures during treatment and over the 2-year follow-up period. Patients who received cognitive therapy did not report significant change in symptom distress after treatment, whereas patients who underwent dynamic therapy did. Two years after the treatment, 54% of the dynamic therapy patients and 42% of the cognitive therapy patients had recovered symptomatically. The investigators concluded that there is reason to think improvement persists after treatment with dynamic psychotherapy. Other studies that did not involve randomised controlled design also suggest positive effects of psychoanalysis and psychoanalytic psychotherapy (Monsen et al., 1995a, 1995b; Sandell et al., 2000; Stevenson and Meares, 1992; Target & Fonagy, 1994a, 1994b). A research base in long-term psychodynamic psychotherapy has been slow to develop, but the findings of existing studies are encouraging. A positive finding that is recurrent in psychodynamic research is that follow-up measures indicate continued improvement, suggesting that patients have learned a particular way of thinking about their experience that they can apply on their own following termination.
 
 Indications and contraindications Establishing indications for long-term psychodynamic psychotherapy involves two dimensions: (1) assessing whether the personality structure of the patient is suited to this form of treatment and (2) determining whether the patient’s psychopathology is likely to respond to dynamic therapy (Gabbard, 2004). Characteristics of an individual that suggest good suitability for psychodynamic psychotherapy include strong motivation to understand oneself, psychological mindedness, significant suffering, good capacity to tolerate frustration and anxiety, a capacity to think about oneself in terms of metaphor and analogy, mature levels of object relations and at least average intelligence.
 
 Chapter 30: Psychodynamic psychotherapy
 
 During a period of evaluation, a clinician can also offer trial interpretations to see whether patients respond well to insight. Features that suggest a low likelihood that a patient will be able to use dynamic psychotherapy include excessive concreteness, low intelligence, poor frustration or anxiety tolerance, active and extensive substance abuse, a severe life crisis, little capacity for self-observation and a poor history of being able to form meaningful relationships. Turning to the types of psychopathology that are amenable to psychodynamic psychotherapy, we must first address the fact that few conditions have been studied through head-to-head comparisons of dynamic therapy versus other treatments. If brief therapeutic approaches and pharmacotherapy have both failed to address a patient’s suffering, an extended dynamic therapeutic approach may be indicted. In general, patients who have certain personality disorders, such as self-defeating, dependent, avoidant, obsessive-compulsive and hysterical or higher-level histrionic personality disorders, may benefit from extended psychodynamic psychotherapy or psychoanalysis (Gunderson & Gabbard, 1999). Some patients with generalised anxiety disorder and social phobia do quite well with psychodynamic psychotherapy in that it allows them to gain a greater grasp of the reasons for their anxiety and tolerate it so it does not interfere with their lives. Patients with certain eating disorders, including those with anorexia nervosa, may also need extended psychodynamic psychotherapy (Dare, 2001). In some discussions of long-term dynamic therapy, the term widening scope is used to connote more serious conditions that may require some supportive interventions along with more exploratory therapy. Three of the Cluster B personality disorders – borderline, narcissistic and histrionic – may respond well to long-term psychodynamic psychotherapy or psychoanalysis if one can flexibly use support to deal with deficits of the self structure and impaired reflective function (Gunderson & Gabbard, 1999). Moreover, some patients with major depressive disorder, depressive
 
 personality characteristics or dysthymia may require long-term dynamic therapy, often in conjunction with antidepressant medication, to reach maximum benefit (Blatt, 2004). Obsessive-compulsive disorder is generally a contraindication for extended dynamic therapy. The symptoms may be fascinating in terms of their potential meanings, but no dynamic treatments have reported success in eliminating the symptoms of obsessive-compulsive disorder. Generally, behaviour therapy and a selective serotonin reuptake inhibitor combine to offer the best treatment results (see Chapter 8). Patients who are actively using alcohol or extensively abusing drugs also represent a contraindication for extended dynamic therapy. Persons with antisocial personality disorder are generally unresponsive to any form of therapy. Finally, patients with specific phobias should be offered a chance at behavioural treatment, specifically in vivo exposure, before considering a dynamic therapy approach. Many of the same considerations that apply to long-term dynamic therapy also apply to STPP when considering indications and contraindications. The major difference would be the identification of a focal conflict that is likely to respond to brief therapy. In other words, patients who have pervasive comorbidity and complex psychopathology may be ill suited for brief therapy even if they are highly motivated and psychologically minded. Brief therapy might be particularly useful for persons who are functioning at a high level but going through developmental transitions such as having a child, getting married, changing jobs or moving to a new home (Gabbard, 2005).
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 31 Family therapy Edwin Harari and Sidney Bloch
 
 The family has long been viewed as the basic unit of social organisation in the lives of human beings. Regardless of the specific pattern of family life, all cultures highlight the power of the family to shape the character of its members and serve as an exemplar of the moral order of society. Academic disciplines, among them anthropology and sociology, have devoted much attention to the diverse forms of family structure and function encountered in different cultures. Constrained perhaps by medicine’s focus on the individual, psychiatry has been slow to formulate a view of the family other than as a source of genetically transmitted diseases, hence the conventional inquiry about prevalence of mental illness among relatives.
 
 families (especially mother) was impaired by the legacy of unresolved losses, trauma and other upheavals in the lives of parental and grandparental generations. Bowen also devised the genogram, a schematic depiction of family structure, with a particular notation for significant family events; this forms a standard part of contemporary family assessment in clinical practice. Boszormenyi-Nagy (1984) addressed a transgenerational theme by describing how family relationships between generations and between adults in a marriage were organised around a ledger of entitlements and obligations; this conferred on each person a sense of justice about their position. This, in turn, reflected the experience in childhood of neglect or sacrifices made on a person’s behalf for which redress was sought in adult life.
 
 “Schools” of family therapy Nathan Ackerman (1958) was the first psychiatrist to coin the term family therapy, in the 1950s, when he introduced the idea of working with the nuclear family of a disturbed child using psychodynamic methods. Treating the family, including two or more generations, took off in several psychiatric centres. Most of the pioneers of this “transgenerational” approach were analysts who used aspects of objectrelations theory. Thus Murray Bowen (1971/1981), in his work with psychotic children, found that their capacity to differentiate themselves emotionally from their
 
 Systems-oriented approaches Bowen had also introduced principles of systems theory into his work. A system may be defined as a set of interrelated elements which function as a unity in a particular context. General systems theory (GST) was propounded in the 1940s by the German biologist Ludwig von Bertalanffy (1968); he outlined the principles by which any system (inanimate, animate or ideational) can be described. Key concepts are hierarchy, the emergence of new properties in the transition from one level of organisation to another and formulations which describe
 
 Essential Psychiatry, ed. Robin M. Murray, Kenneth S. Kendler, Peter McGuffin, Simon Wessely, David J. Castle. C Cambridge University Press 2008. Published by Cambridge University Press. 
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 the exchange of energy between the system and its environment. A family may be considered a partially open system which interacts with its biological and sociocultural environments. Working with delinquent youth, Salvador Minuchin and his colleagues (1981) recognised the relevance of systems thinking to their interventions. The youngsters often came from impoverished, emotionally deprived families, headed by a demoralised single parent (most often mother) who alternated between undue discipline and helpless delegation of responsibilities to a child or to her own disapproving parent. Such families were beyond the reach of conventional “talking” therapies. Minuchin’s structural family therapy came to use action-oriented techniques and potent verbal metaphors to enable the therapist to “join” the family, and to re-establish an appropriate hierarchy and generational boundaries between subsystems (marital, parent-child, siblings). Jay Haley’s strategic therapy (1976) combined aspects of Minuchin’s model with Milton Erickson’s hypnotherapy techniques which exploited the notion that a covert message lurks behind overt communication and this defines the power relationship between people. Innovative theoretical developments took place in Palo Alto, California, where clinicians gathered around the anthropologist Gregory Bateson (1972) in the 1950s. They noted that implicit in communication were nonverbal “meta-communications” which defined the relationship between the participants. Contradiction or incongruence between these two levels when a message carried persuasive, moral or coercive force to the recipient formed part of what they called a “double-bind”. When combined with an injunction which forbade escape from the field of communication, this double-bind was proposed as a basis for schizophrenic thinking (Bateson et al., 1956).
 
 Systems-oriented approaches: further developments These aforementioned system-oriented approaches assume that the family is a system observed by
 
 the therapist. However, therapists are not valuefree. As described, they may take an active role in orchestrating specific changes in accordance with a preconceived model of family functioning. Yet these models ignore therapists’ biases as well as the relevance of their relationships with families. In response to these criticisms there was a move away from a here-and-now, problem-focused approach. The Milan school (Selvini-Plazzoli et al., 1980), whose founders were all analysts, developed circular questioning, a radically new method of interviewing families (see the Milan approach later in the chapter). Furthermore, observers behind a one-way screen formulated hypotheses about the familyplus-therapist system and its relevance to the clinical process. A Norwegian group (Andersen, 1991) developed the “reflecting team dialogue” in which, following a family session, they could observe therapists conferring about their problem, its possible causes and unresolved factors which might have led them to seek solutions they had persevered with despite obvious lack of success and neglecting alternative solutions.
 
 Post-modern developments Family therapists also began to consider that families might be constrained from examining new remedies for their difficulties because of the way they had interpreted past experiences. This led to a shift from viewing the family as a social system defined by roles and structures to a linguistic one. According to this view, the narrative that family members relate about their lives is a construction which organises past experience and relationships, and their significance, in particular ways. Other narratives are excluded from consideration. When a family with an ill member consults professionals, conversations are inevitably about pathology (a problem-saturated description). Participants ignore times when the problem was absent or minimal or when they succeeded in confining it to manageable proportions. A different story might be told if they were to examine the context and relationships
 
 679
 
 680
 
 Section 5: Treatments in Psychiatry
 
 that might have led (and could still lead) to better outcomes. A number of narrative approaches make use of these concepts (Anderson & Goolishian, 1988; De Shazer, 1985; White & Epston, 1990). Philosophically, they align themselves with post-modernism, a movement which challenges the idea that there is a basic truth or grand explanatory theory known only by experts.
 
 Other recent developments The psychoeducational approach and family crisis intervention have evolved in the context of the burden that schizophrenia places on the family and the potential for members to influence its course. This has paved the way for such interventions as the following: r educating the family about what is known regarding the nature, causes, course and treatment of schizophrenia; r providing the family with opportunities to discuss their difficulties in caring for the patient and to devise appropriate strategies; r clarifying conflict in the family not only about the illness but also about other issues; r regularly evaluating the impact of the illness on the family as individual members and collectively; and r helping to resolve other conflicts not specifically related to the illness but which may be aggravated by the demands of caring for a chronically ill person. This type of work may be carried out with several families meeting together. Although promising results have been achieved in reducing relapses and frequency of hospital admission (McFarlane et al., 1995), the relapse rate remains disconcertingly high (60% over 5 years), as does family caregivers’ perception of their own burden, particularly concerns about the patient’s potential for suicide (McDonnell et al., 2003). A sophisticated refinement of the psychoeducation model is the needs-adapted model, pioneered in Finland, which specified different individual,
 
 family and wider systemic interventions at different phases of a psychotic illness (Siekkula & Olsen, 2003). Family crisis intervention operates on the premise that deterioration in mental state or a request by the family to hospitalise a member may reflect a change in a previously stable pattern of interaction. Convening an urgent meeting with patient and key family members, even in a hospital emergency centre, is associated with a reduced rate of admission (Langsley et al., 1969).
 
 Indications Family therapy is a mode of psychological treatment, not a unitary approach with one central purpose. One only need note the diversity of theoretical models covered earlier, with their corresponding variegated techniques. On the other hand, attempts to link indications to specific models have contributed little overall. It has also emerged that conventional diagnoses do not serve well to map out indications for family work. The Diagnostic and Statistical Manual of Mental Disorders (4th edition; American Psychiatric Association, 1994) contains the socalled V codes, covering “relational problems”, but these are not elaborated. We are only informed that the problem can involve a couple, a parentchild dyad, siblings or “not otherwise specified”. The International Classification of Diseases (10th revision; World Health Organisation, 1992) ignores relational aspects entirely. In identifying indications, clinicians need to distinguish between assessment and therapy per se. A patient’s family may be recruited to gain more knowledge about his or her diagnosis and subsequent treatment. This does not necessarily lead to family therapy. Indeed, it may point to marital or to long-term supportive therapy. A typology of family psychopathology allowing the diagnostician to differentiate patterns of dysfunction and appropriate interventions is elusive. Here empirical evidence is inconclusive and clinical
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 consensus lacking. An inherent challenge is determining which aspects of family functioning are core in creating a family typology (Bloch et al., 1994). Communication, adaptability, boundaries between members, subgroups and conflict are but a few of the contenders. That clear associations between conventional diagnosis and family type are unavailable does not help. Efforts to establish links, such as an anorexia nervosa family (Minuchin et al., 1978) or a psychosomatic family (Stierlin, 1989) have not been fruitful. Similarly, work in the area of the family and schizophrenia (e.g. Bateson et al., 1956; Bowen, 1971/1981) have not yielded durable results. Instead, research supports the clinician’s view that certain kinds of family dysfunction tend not to differentiate between specific forms of mental illness. Instead a mentally ill family member acts as a general stressor on the family, which may lead to dysfunction in diverse family-related activities (Friedman et al., 1997). Consistent with the systemic view, such illness-induced dysfunction may aggravate the course of the illness or complicate its management. What follows is an attempt to distil clinical and theoretical contributions. There are many ways to cut the pie; resultant categories are not mutually exclusive given the overlap in clinical practice, and a family may require family therapy based on more than one indication. We also stress that dysfunction is clear in certain situations but covert in others, often concealed by a specific member’s presentation. Six categories emerge: 1. The clinical problem manifests in explicitly family terms; the therapist notes family dysfunction. For example, a marital conflict dominates, with repercussions for the rest of the family or tension between parents and an adolescent child dislocates family life with everyone ensnared. In these situations, the family is the target of intervention by dint of its dysfunctional pattern and family therapy the treatment of choice. 2. The family, nuclear or extended, has experienced a life event, stressful or disruptive, which has led to dysfunction or is on the verge of doing so. These events, either predictable or accidental,
 
 3.
 
 4.
 
 5.
 
 6.
 
 include, for instance, suicidal death, financial embarrassment, serious physical illness and the unexpected departure of a child from the home. In these circumstances, any equilibrium that prevailed previously has been disrupted; the ensuing state becomes linked with family dysfunction or the development of symptoms in one or more members. Family efforts to rectify the situation may inadvertently aggravate it. Continuing, demanding circumstances in a family are of such a magnitude as to lead to maladaptive adjustment. The family’s resources may be stretched to the limit, and external sources of support may be scanty. Enduring physical illness, persistent or recurrent psychiatric illness and the presence in the family of a frail elderly member are typical examples. An identified patient may become symptomatic in the context of a poorly functioning family. Symptoms are then an expression of the dysfunction. Depression in a mother or an eating problem in a daughter or alcohol misuse in a father, on family assessment, is adjudged to reflect underlying family difficulties. A family member is diagnosed with a specific condition such as schizophrenia, agoraphobia, obsessive-compulsive disorder or depression; the complicating factors are the adverse reverberations in the family stemming from that diagnosis. For example, the son with schizophrenia taxes his parental caregivers in ways which exceed their “problem-solving” capacity; a woman with agoraphobia insists on the constant company of her husband in activities of daily living; a mother with recurrent depression comes to rely on the support of her eldest daughter. In these circumstances, members begin to respond maladaptively in relation to the diagnosed relative, and this may contribute to a deterioration in his condition, manifest as chronicity or a relapsing course. Thoroughly disorganised families, affected by myriad problems, are viewed as the target of help, even though one member, for instance, abuses drugs, another is prone to violence and a third
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 exhibits antisocial behaviour. Regarding the family as the key dysfunctional unit is the relevant rationale rather than focussing on each member’s problems individually. Family therapy may be a treatment of choice in all these categories, but it is not necessarily the only one. Thus in helping a family struggling to deal with a son with schizophrenia, psychotherapy and medication for the patient is likely to be as salient as any family treatment. Similarly, an indication for family therapy does not negate the possibility of another psychological approach being used for one or more members. For instance, an 18-year-old adolescent striving to separate and individuate may benefit from individual therapy following family treatment (or in parallel with it), whereas his parents may require a separate program to focus on their marital relationship.
 
 5. A member with a psychiatric diagnosis is too vulnerable to withstand the demands of family therapy (e.g. a person in the midst of a psychotic episode or someone overwhelmed by severe melancholia is too affected by their illness to engage in family work). 6. An identified patient acknowledges the role of family factors in the evolution of his problem but seeks the privacy of individual therapy to explore it, at least initially. For example, a university student struggling to achieve a coherent sense of self may benefit more from her own pursuit of self-understanding. Such an approach does not negate an attempt to clarify the contribution of family factors to the problem.
 
 Contraindications
 
 Family assessment, an extension of conventional individual assessment, adds a broader context to the final formulation. Built up over a series of interviews, the range and pace of the inquiry depends on the features of the case. Its four phases are as follows: history from the patient, a provisional formulation concerning the relevance of family issues, an interview with one or more members and a revised formulation. It may be clear from the outset that the problem resides in the family as a group (see Indications); in this context, the phases are superfluous.
 
 These are more straightforward than indications; they are self-evident and therefore mentioned briefly. 1. The family is unavailable because of geographical dispersion or death. 2. There is no shared motivation for change. One or more members may wish to participate, but their chance of benefiting are likely to be less than if committing themselves to individual therapy. (We need to distinguish here between poor motivation and ambivalence; in the latter, the assessor seeks out underlying factors and may encourage the family’s engagement.) 3. The level of family disturbance is so severe, longstanding or both that a family approach seems futile. For example, a family that has been in bitter conflict for years is unlikely to explore their patterns of functioning constructively. 4. Family equilibrium is so precarious that the inevitable turbulence generated by family therapy will possibly result in decompensation of one or more members (e.g. a sexually abused adult may do better in individual therapy than by confronting the abusing relative; Jenkins, 1989).
 
 Assessment
 
 History from the patient The most effective way to obtain a family history is by constructing a family tree (McGoldrick & Gerson, 1985). This provides not only representation of structure but also vital information about significant events and a range of family features. Detailed scrutiny of the tree then becomes a source of noteworthy issues warranting exploration and, eventually, of clinical hypotheses. Personal details are recorded for each member, including age, dates of birth and death, occupation,
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 education and illness; critical events (e.g., migration, profound relational changes, major losses and achievements) and the quality of relationships are also recorded. Useful guidelines are to work from the presenting problem to the broader context, from the current situation to its historical origins and evolution, from “facts” to inferences and from nonthreatening to more sensitive themes. Commonly, questions are preceded by a statement such as, “To understand your problems better, I need to know something of your background and your current situation”. This is enriched by questions which refer to interactional patterns: “Who knows about the problem? How does each of them see it? Has anyone else in the family had similar problems? Who have you found most helpful, and least helpful thus far? What do they think needs to be done”. Attitudes of members can thus be explored in this way and illuminate the clinical picture.
 
 The presenting problem and changes in the family Questions aimed at understanding the current situation include the following: “What has been happening recently in the family? Have there been any changes (e.g. births, deaths, illness, losses). Has your relationship with other members changed? Have relationships within the family altered?”
 
 The wider family context A more comprehensive inquiry flows logically – in terms of members to be considered and in the time span of the family’s history. Information about parents’ siblings and their families, grandparents and a spouse’s family may be pertinent. Other significant figures, which may include caregivers and professionals, should not be forgotten. Apart from information about the extended family’s structure, questions about the family’s response to major events can be posed: for example, “How did the family react when grandmother died? Who
 
 took it the hardest? How did migration affect your parents?” Relationships should be explored at all levels covering those between patient and other members and between members themselves. Conflicted ties are illuminating. Understanding the “roles” adopted by members is also useful, for example, “Who tends to take care of others? Who needs most care? Who tends to be the most sensitive to what happens in the family?” Asking explicit questions about members is informative, but a better strategy is to seek the patient’s views about their attitudes and feelings and to ascertain differences between members; for example: “What worries your mother most about your problem? What worries your father most?” Triadic questions help to gain information about relationships which go beyond pairs; for example: “How do you see your relationship with your mother? How does your father see that relationship? How would your mother react to what you have told me if she were here today?”
 
 Making a provisional formulation Two key questions arise following the interview: (1) how does the family typically function and (2) do any features of the family relate to the patient’s problems?
 
 How does the family function? A schema to organise ideas about family functioning builds from simple to complex observations: structure, changes, relationships, interaction and the way in which the family works as a whole. The family tree will reveal the variety of structures – single parented, divorced, blended, remarried, sibships with large age discrepancies, adoptees; unusual configurations invite conjecture about inherent difficulties. Data are obtained about significant family changes and events. Timing of predictable transitions such as births, departures from home, marriages and deaths is pertinent. Have external events
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 coincided with these transitions (at which times the family may be more vulnerable)? How have demands placed on the family by such changes been met? Relationships refer to how members interact and are typically in terms of degree of closeness and emotional quality (e.g. warm, tense, rivalrous, hostile). Major conflicts may be noted as may overly intense relationships. Particular interactional patterns may emerge. These go beyond pairs. Triadic relationships are more revealing about how a family functions. A third person is often integral to defining the relationship between another pair. For instance, a conflict may be rerouted through the third person, preventing its resolution. A child may act in coalition with one parent against the other or with a grandparent against a parent. At a higher level of abstraction, the clinician notes how the family works as a whole. Particular patterns, possibly a series of triads, may emerge, which may have recurred across generations. For example, mothers and eldest sons have fused relationships, with fathers excluded, whereas daughters and mothers-in-law are in conflict. Evidence of family difficulties may be found at each of these five levels. If they are, the question arises whether these relate to the identified patient’s problems.
 
 Are family factors involved in the patient’s problems? Links between family functioning and the patient’s problems assume various forms, but the following cover most situations. More than one often applies: the family as stressor, the family as a resource and the family in problem maintenance.
 
 The family’s ways of relating are a stressor The patient’s illness, or its worsening, may have occurred at a time of family upheaval. The precipitant for the upheaval may have been the illness itself. An escalating combination of the two may
 
 pertain. The illness may have occurred in the face of family stress; it pressurises the family all the more, and this in turn exacerbates the illness.
 
 The family is a resource The family may be able to assist in treatment. This may be as straightforward as supervising medication, ensuring clinic attendance and detecting early signs of relapse or providing a home environment which promotes recovery. The family may also call on friends and agencies, professional or voluntary, to offer support.
 
 The family inadvertently maintains the problem Interactions revolving around the patient’s illness may act to maintain it in one of three chief ways. First, the illness itself becomes a way of “solving” a family problem, the best that can be achieved. For example, anorexia nervosa in a teenager due to attend a distant university may lead to her abandoning this plan because she feels unable to care for herself. Were she to leave, parental conflict would become more exposed, and her mother, with whom the patient is in coalition against her father, would find herself unsupported. The illness therefore keeps the patient at home and enmeshed in the parental relationship, and also provides a focus for shared concerns and an ostensible sense of unity. Second, maintenance of the illness does not solve the prevailing family problem but may have done so in the past. An interactional pattern persists even though it is no longer useful. In the previous example of the family with the anorexic daughter, the father was grieving following the death of his mother 9 months earlier. His wife subsequently expressed feelings of closeness, feelings not experienced by him for years; their marriage gradually improved. Notwithstanding this improved relationship, both parents continued to treat their daughter as incapable of achieving autonomy, reinforcing her own uncertainty about coping independently if she were to recover.
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 Third, persistence of illness reflects a perception by the family members of themselves and their problems to which they are bound by the persuasive power of the narrative that they have shaped for themselves; the narrative may have stemmed from the helping professionals’ explanatory schemas.
 
 Interviewing the family Having met with the patient on one or more occasions, an interview with one or more family members is a logical next step. It usually serves several purposes: corroborating the story, filling in gaps, determining influences impinging on the patient and recruiting others to help. Generally, all those living in the household and likely to be affected by the patient’s illness should participate. Of course, members may be living elsewhere but are very involved. The more that family factors pertain, the more desirable it is that all members attend. The patient’s views about inviting specific members are sought because this may yield valuable information as to how to proceed.
 
 The family interview The clinician will have garnered much information by the time the family is seen. She should reflect on any biases that may have crept into her thinking about the family and how the situation might influence them to draw her into alliances. This may well happen when conflict prevails. The clinician tries to act neutrally, her sole interest being that of “helping in the situation.” A nonjudgemental stance is paramount. Introductions are made, and names and preferred modes of address are clarified. The clinician then explains the meeting’s purpose. Everyone is invited to share their views about the nature of the problems they have encountered. The clinician may have an idea about how the patient’s problems relate to family function and can test it by probing questions and observing interactions. This is typically kept to herself because it does not help to offer a hypothesis prematurely. Instead,
 
 she seeks details about everyday events and infers patterns thereafter. For example, rather than focusing on “closeness”, the therapist enquires about time spent together by the family, whether intimate experiences are shared, who helps with family tasks, and so on. Triadic relationships can be scrutinised through circular questioning (what does A do when B says this to C?) and observation (what does A do when B and C reveal tensions?). The scope for such questioning is enhanced if several members participate. A third person may be asked to comment on what two others convey to each other when a particular event occurs. This approach of not asking predictable questions to which the family members may respond stereotypically often challenges them to consider their relationships anew. Information is elicited which elaborates the family tree. Observations are made concerning family structure and function; for example, who makes decisions, who controls others and in what areas, the quality of specific relationships, conflict, alliances, how clearly members communicate and how they approach problems. The discussion then extends to all spheres of family life: beliefs, traditions, rules and values. Throughout the interview the clinician validates the experiences of all members and acknowledges strengths and their efforts to tackle difficulties. The interview ends with a summary of what has emerged. The clinician may ask to extend assessment to a second occasion or may recommend family therapy. If the latter, she then explains its aims and rationale. Arrangements are set for a follow-up session, purportedly the launch of the family therapy per se but basically a continuation of “work” in progress.
 
 Revised formulation Because more information becomes available at each of the aforementioned levels, the initial formulation can be revised as necessary. The five observational levels of structure, transitions, relationships,
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 patterns of interaction and global family functioning are re-examined in terms of the family as reactive, resourceful or problem maintaining. Appropriate interventions can be planned, at least for a follow-up session. We are now ready to turn to the course of typical family therapy.
 
 The process of therapy With the phase of assessment completed and a family approach agreed to, therapy begins. We should recall, however, that a family may be referred as a group from the outset on the premise that the problem is inherently family based. In this case, the initial stage incorporates assessment, and this is made explicit. Given the plethora of “schools” of family therapy, as described earlier, it would be laborious to map out the course of treatment associated with each of them. Instead, we focus on the approach pioneered by the Milan group (Selvini-Palazzoli et al., 1980), but we should stress that it has undergone much elaboration and refinement. Our account highlights core features. With assessment complete, the therapist (or a pair of therapists) meets with the family. With her preparatory knowledge, she shapes a hypothesis about the family’s dysfunction. She has the opportunity, on observing patterns in vivo, to confirm her ideas. Patterns usually emerge from the start, making the therapist’s job correspondingly easier. Apart from hypothesis testing, another task is to engage the family members so that they will be motivated to return. We can interpolate a dictum here: a primary aim of the first session is to facilitate a second session. A key element is for the therapist to promote a sense of curiosity so that members raise questions about themselves and the family as a group (Cecchin, 1987). The chief strategy used is circular questioning (Tomm, 1987). Although easy to imagine, it is difficult to do well. The chief purpose is to address the family’s issues indirectly; this avoids “spotlighting” members and perhaps provoking resistance.
 
 For example, the therapist asks questions of an adolescent about how his parents get on with each other, asks a mother about how her husband relates to the eldest son, asks a grandmother about which grandchild is closest to the parents, and so forth. This mode of inquiry generates illuminating data about individual members and about the family as a group. In this phase, it helps to clarify the hypothesis and engage participants and affords the therapist greater facility to remain neutral. Because the system and not the identified patient is the target of change, the therapist is wary of showing bias (this does not preclude transient alliances adopted for strategic purposes; these are limited in time and distributed throughout the system). The therapist and family “work” together for an hour or so on the basis of promoting curiosity, circular questioning and neutrality. A number of options follow. If the therapist is part of a team, her colleagues will have been observing the proceedings through a one-way screen or from within the room itself. The family’s consent, of course, will have been obtained previously. During a break, the team – observers and therapist(s) – systematically pool their impressions (Selvini & SelviniPalazzoli, 1991). This is invariably a rich exchange because team members often note something others have missed. A consensus about family functioning evolves. Conclusions are drawn and converted into “messages”. The therapist returns to the family to convey them. The actual messages and their quality comprise a potent intervention but not necessarily more so than circular questions posed earlier. Indeed, the advent of the narrative schools has brought with it a de-emphasis on the “therapist’s message” on the premise that “truth” is a shared construction. The messages, usually between one and three, are given crisply and with maximal clarity. “Homework” may be assigned and another session planned (unless termination was set for this point). Messages have several purposes, including promotion of intersessional “work”. Three or four weeks are commonly set aside between meetings, and for good reason. During this time, the family members,
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 armed with new ideas, will tackle them in their dayto-day lives. It is not critical how they do so but that they do so. To get back to the point about curiosity, and as Cecchin (1987) argued, the family members’ interest in their own functioning should have been so aroused that they will be motivated to continue looking at themselves. Messages can be divided into three groups: supportive, hypothesis-related and prescriptive (Allman et al., 1992). In the first, the message has a reassuring, encouraging or otherwise supportive quality but is not related to the hypothesis. A complimentary message might be that “The team were impressed by how open you all were in the session” and a reassuring one that “This is like a new start for the family”. Hypothesis-related messages stem from ideas developed by the therapeutic team and may assume diverse forms. It may be stated directly, for example, “Susan (the identified patient) has assumed the role of ‘therapist’ for her parents and sister to prevent the family’s disintegration.” There may be reference to change such as, “The team can see John taking responsibility to look after himself; John and his father’s improved relationship has allowed this to occur”. The family may be offered possible choices related to the hypothesis, for example, “You could risk being more open or continue to keep things to yourselves”. A paradoxical message is a means to communicate a hypothesis which invites the family to revisit a feature of their functioning so that the family’s difficulties are explicitly encouraged, for example, “The team senses that your problem is working for the good of your marriage; sticking with your illness can save the marriage”. The paradox may also be split in that the family are told about a divergence of opinion in the team (Papp, 1980). For instance, they may be informed that some team members believe it to be too risky to communicate openly whereas others suggest this can be done safely. Through a prescriptive message, the family is given a task. This may or may not be related to the hypothesis. For example, the family members are urged to meet on their own before the next session
 
 to explore what inhibits the father from relating to the others. Whatever the form of message, the therapist deemphasises the pathological status of the identified patient and applies what the Milan group refers to as “positive connotation”, on the premise that all behaviour is purposeful and that the purpose can be construed positively. An adolescent’s “symptom of open grieving” is reframed as serving the family by sparing them the anguish of grief. Again, curiosity enters the picture as the family hears this positive quality concerning an issue which they have hitherto regarded as abnormal. This process continues during succeeding meetings with attention paid to what occurs in the family between sessions. Duration of treatment depends on how entrenched the family dysfunction is rather than on the status of an identified patient’s problems. Thus systemic change is aimed for, and the family is encouraged to consider a substitute mode of functioning which is feasible and safe. In practice, sessions range in number from one to a dozen. If no progress has been made by about the eighth session, other ways to help the family, the identified patient, or both are probably indicated. Termination is less problematic than in individual or group therapy because the family has come as a living group and will continue to be one after the therapist departs. Their intrinsic resources are highlighted so that these can be exploited further after termination. Determining the end point is usually straightforward in that there is a shared sense that the work has been accomplished. A hypothesis (or set of hypotheses) has been tested and confirmed. The family system has been examined so that better modes of functioning can be devised and implemented. Termination occurs when there is agreement that the family is equipped with new options and feels confident to try them over the long term. As alluded to earlier, this may be determined alongside a judgement that an identified patient (or other member occasionally) requires another therapy in his or her own right. A clear example
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 is an adolescent unable to separate and individuate. Although family work has explored the system which blocked “graduation” to adult status, the sense prevails that he could benefit from individual or group therapy by building on changes already achieved. In another example, the parents may conclude they have an agenda which is not pertinent to their children and therefore best handled in couples therapy.
 
 Problems encountered during therapy When assessment has been carried out thoughtfully and motivation for change sustained, treatment proceeds smoothly. This is not to negate a possible crisis buffeting the group; rather than being derailed, the family is encouraged to regard the crisis as a challenge with which to grapple. Family treatment does not always succeed. Indeed, deterioration may take place, albeit in a small proportion of cases (Gurman & Kniskern, 1978). The nonengaging family is problematic in that although evidence points to the need for family intervention, members cannot participate, usually because they resist abandoning “the devil they know”. In another variation, engagement of particular members may fail. This is particularly so in the case of fathers who tend to see the target of therapy as the identified patient. Missed appointments may punctuate therapy, often linked to turbulent experiences between sessions or apprehension about what a forthcoming session may reveal. Like any psychotherapy, dropout is possible. On occasion, this is reasonable inasmuch as the indication for family therapy was misconstrued. In other circumstances, dropout is tantamount to failure and may derive from such factors as therapist ineptitude, unearthing of family conflict which they cannot tolerate and inappropriate selection of a family approach based on faulty assessment. In discussing termination, we commented on outcome. Not all families benefit. The dysfunction may be so intractable as to be impervious to change,
 
 hypotheses may be off the mark, the family may lack adequate psychological resources, members may retreat in the face of change because of insecurity and so forth. Occasionally, dependency becomes a problem because the family senses a greater security when relying on the therapist. The latter may inadvertently foster dependency by assuming an overly directive role which precludes a growing partnership. Finally, a family subgroup may share a secret which jeopardises the principle of open communication between members. The therapist may be inveigled into this group even though he stressed at the onset that keeping secrets is not conducive to the therapeutic process. For example, a call to the therapist from a spouse that she is having an affair which she will not disclose to her husband or children imposes a burden on both the therapist and the family work. Astute judgement is required in these situations. No ready-made prescriptions are available, but instead a keen awareness in the therapist that difficulties are possible even in a highly motivated and well-selected family. The general principle, however, is to prevent their evolution if at all possible or to nip them in the bud.
 
 Research in family therapy Space constraints do not permit us to discuss research developments in detail. Suffice to say, in appraising the current state of research, the choice is to see the glass as either half full or half empty. We opt for the more optimistic scenario. We need to remind ourselves that in adult psychiatry family therapy is a toddler, dating only from the 1970s. During this time, immense strides have been made, particularly in the development of theoretical concepts. The result is a rich array of therapeutic approaches (Gurman & Kniskern, 1991). Commentators on family therapy research, among them Gurman et al. (1986), Alexander et al. (1994) and Bednar et al. (1994), have sought to
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 clarify evolutionary themes and options for further work. Notwithstanding this endeavour, we have not reached the position, say, of a model such as cognitive-behavioural therapy which, by dint of its relatively integrated status, has been systemically investigated, in terms of both its process and outcome (see Chapter 28). Family therapy research has, however, begun to exert an influence on practitioners. Studies exploring interventions in families containing a member with schizophrenia, for example, have described principles of treatment, the rationale on which it is based, aspects of the process and outcome measures in the patient and (in some cases) the family (see, e.g., Falloon et al., 1986). Helpful reviews can be found in Dixon and Lehman (1995), Mueser and Bellack (1995) and Barbato and D’Avenzo (2000). Research conducted in the area of affective disorders has been innovative and should pave the way for systematic outcome studies (Keitner, 1990; Rosenfarb et al., 2001). Application of the burgeoning research of attachment theory applied to the family context has led to a model of early intervention and prevention of the development of borderline personality disorder in young adults (Byng-Hall, 2002), although reports of its success are as yet anecdotal. Although narrative approaches may seem less amenable to conventional research designs, this has not proven to be entirely so. One group studied accounts by family members of their experiences caring for a psychotic relative and discerned two patterns. In one, which was described as having meaning, members’ stories depicted themes of reparation and integrated the illness into ongoing family life. In the other, labelled as frozen or chaotic, members viewed the illness as a series of random events (Stern et al., 1999).
 
 Training From a few charismatic figures practicing innovative methods of family therapy, the field has developed into an immense, skilfully marketed enterprise
 
 in many countries, particularly the United States, with hundreds of books, scores of training courses, a host of journals and a year-round program of local, national and international conferences and workshops (Liddle, 1991). Formal training may occur in one of three contexts (Goldenberg & Goldenberg, 1996): r University-based, degree-granting programs view family therapy as a distinct profession, with its own body of knowledge. r Free-standing institutes also tend to see family therapy as a separate discipline and provide parttime training; a prerequisite for entry is usually that candidates have completed training in one of the health professions. r Within university-affiliated hospitals and clinics which offer professional training in psychiatry, nursing, psychology, social work and occupational therapy, some provide courses in the theory and practice of family therapy as part of a general education. Although there is a spectrum of training experiences, most programs include live supervision of clinical work with the supervisor (and often other students) observing the trainee and family from behind a one-way screen. Some clinicians consider the screen to be dehumanising as well as adding to the trainee’s performance anxiety. They advocate instead a model of co-therapy (trainee and supervisor), often with other students sitting in the interview room in full view of the family. Video recording of the trainee’s work which is then reviewed in the presence of supervisor and peers, is popular. Tapes of particular models conducted by experienced therapists are useful. Whether training requires familiarity with concepts and techniques of a variety of schools or whether it is preferable to develop expertise in one school is debatable. Free-standing institutes tend to be run by therapists of a particular school, so that after a cursory overview of the field, training is restricted. Trainees should have an idea of the various approaches to appreciate the therapeutic factors that are shared and those that are distinctive.
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