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 PREFACE Progress in molecular structure research reflects progress in chemistry in many ways. Much of it is thus blended inseparably with the rest of chemistry. It appears to be prudent, however, to review the frontiers of this field from time to time. This may help the structural chemist to delineate the main thrusts of advances in this area of research. What is even more important though, these efforts may assist the rest of the chemists to learn about new possibilities in structural research. This series will be reporting the progress in structural studies, both methodological and interpretational. We are aiming at making it a "user-oriented" series. Structural chemists of excellence will be critically evaluating a field or direction including their own achievements, and charting expected developments. The present volume is the first in this series which is expected to grow about one volume a year. We would appreciate hearing from those producing structural information and perfecting existing techniques or creating new ones, and from the users of structural information. This would help us gauge the reception of this series and shape future volumes. Magdolna and Istvfin Hargittai Editors
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 ABSTRACT Symmetry is treated as a continuous property. A continuous symmetry measure (CSM) of structures is defined to be the minimum mean-squared distance required to move points of the original structure and change it to a symmetrical structure. This general definition of a symmetry measure enables a comparison of the amount of symmetry of different shapes and the amount of different symmetries of a single shape. We describe a general method of obtaining the minimal distance to the desired shape and apply it to any symmetry element or symmetry group, in two or three dimensions. Various examples of the application of the CSM approach to structural chemistry are presented. These include symmetry analysis of distorted tetrahedra, and of rotating ethane, symmetry analysis of contours of equi-property such as molecular orbital representations, reconstruction of incomplete structural data, and symmetry analysis of structures with uncertain point-location, such as encountered in X-ray data analysis.
 
 i. I N T R O D U C T I O N A traditional working tool in structural chemistry has been symmetry analysis. Symmetry point groups and space groups have been used as reference configurations which either do or do not exist in the structure under study. We have argued recently [1,2] that this traditional approach fails to capture the richness of shapes and structures, both static and dynamic, which is found in the molecular and supramolecular domains. Most of these are not symmetric. At most, they are approximately symmetric, either permanently or if the time-resolution of observation is sufficiently narrow. Consider, for instance, the very weak ( E m a x = 200) forbidden x ~ x* transition to the lowest lying singlet in benzene (A 1 ~ B12,,)and compare it with the carbon skeleton of toluene: The D6h symmetry of the benzene hexagon changes to a distinctly different point group, Czu, yet the extinction coefficient increases only to E m a x - 225. Current wisdom of accounting for the discrepancy between the major symmetry change and the small effect in the "allowedness" of the transition is to use such arguments that "the methyl perturbs the rc system only to a small extent", i.e., the day is saved by resorting to "local" symmetry. Another example is the vibrating water molecule. This is a C2~ molecule and its v~ and v 2 vibrational modes preserve this symmetry. But what about v3? This vibrational mode distorts the C2~ symmetry and again, a legitimate question is by how much does the molecule deviate from C2~ after 1% of one cycle, after 10% of it, and so forth. Yet another example is the well known phenomenon of removal of the degeneracy of energy levels of a chemical species whenever contained in an environment of symmetry other than its own (a certain arrangement of ligands or a certain packing in the crystal). The degree of removal of degeneracy is directly linked to the "decrease" in the symmetry of the environment, compared to the isolated chemical species. Traditionally, this problem is treated in terms of
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 jumps in the symmetry point group. For instance, the splitting of the degenerate p-orbitals increases from a2u + e, in a D4h environment to a 1 + b 1 + b 2 in a C2~ environment [3]. Our next example is the principle of conservation of orbital symmetry which has caused a quantum leap in the understanding of reaction pathways in organic chemistry. It suffices to take one very basic problem to illustrate our point: Consider two ethylenes approaching each other for a [2+2] reaction. The answer to the question of whether that reaction is allowed thermally or photochemically, or whether a suprafacial or antarafacial process will take place, or whether the reaction will take place at all, is very much dependent on the symmetry of alignment of the two reacting molecules or moieties. The extremes are D2h for a parallel approach and C 2 for an orthogonal approach, and it is predicted successfully [4] that the former is needed for a suprafacial photochemical formation of cyclobutane. Most of the time, however, the two ethylenes are not in an ideal D2h arrangement: This may be due to an intramolecular frozen conformation of the two double bonds, to nonsymmetric sterical hindrance caused by substituents on the double bond, and to the dynamical nature of the system (rotations and translations, especially in viscous media). These are but few examples which illustrate the need for a continuous scale of symmetry. A general approach which answers this need was layed out in refs. [1] and [2]. Here we summarize its main features, show how the above mentioned examples are approached, and extend our theory of continuous symmetry measures (CSM) to three new applications: 1. The CSM of (e.g., molecular orbital) contours. 2. The symmetry of occluded shapes, such that appear in microscopy studies of materials. 3. The CSM of points with uncertain locations, such as can be found in X-ray diffraction analyses in molecular structure determinations. Several previous studies were led by the need to relax the current strict language of symmetry. Hargittai and Hargittai emphasize repeatedly in their book [5] the limitations of exact symmetry in the description of many structural problems in chemistry. Murray-Rust et al. [6] and more recently Cammi and Cavalli [7] have suggested the use of symmetry coordinates to describe nuclear configurations of MX 4 molecules that can be regarded as distorted versions of the T d symmetrical reference structure. Mezey and Maurani [8,9] extended the point symmetry concept for quasi-symmetric structures by using fuzzy-set theory (terming it "syntopy" and "symmorphy"), and provided a detailed demonstration of its application for the case of the water molecule. In another recent study [10] Mezey used a resolution based similarity method of polycube filling to measure approximate symmetry of molecular distributions. Other relevant contributions are perturbation analyses in spectroscopy [11], and measures on convex-sets [12]. As will be evident below, our
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 approach to the problem of non-ideal symmetry is quite different, being guided by three principles: 1. Nonsymmetric shapes should not be treated as a perturbation of an ideal reference. Such shapes, as well as perfectly symmetric ones, should appear on a single continuous scale with no built-in hierarchy of subjective ideality. Assessing symmetry should be detached from referencing to a specific shape; yet the shape of the nearest configuration with the desired symmetry, should be obtainable. 3. It should be possible to evaluate the symmetry of a given configuration with respect to any symmetry group, such as the closest one. .
 
 These guidelines are implemented as described in the following section.
 
 Ii. C O N T I N U O U S SYMMETRY MEASURE" DEFINITION We define the continuous symmetry measure (CSM) as a quantifier of the minimum effort required to turn a given shape into a symmetric shape. This effort is measured by the sum of the square distances each point is moved from its location in the original shape to its location in the symmetric shape. Note that no a priori symmetric reference shape is assumed. Denote by ~ the space of all shapes of a given dimension, where each shape P is represented by a sequence of n points {Pi }n-1 i=0" We define a metric d on this space as follows:
 
 d: ~x~----~R
 
 d(P,Q) -d({Pi},
 
 n-1 1 {Qi}) = n Z
 
 IIPi- QilI2
 
 i--o This metric defines a distance function between every two shapes in ~. We define the symmetry transform (ST) as the symmetric shape ifi closest to P in terms of the metric d. The CSM of a shape is now defined as the distance to the closest symmetric shape:
 
 s - d(P,i~) The CSM of a shape P = {Pi}'7-1 i=0 is evaluated by finding the symmetry transform i~ of P and computing: n-1
 
 n Z IIPi- Pill2
 
 S= 1
 
 A
 
 i=0
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 5 symmetry
 
 normalize
 
 P~
 
 P~
 
 ^
 
 Po
 
 transform
 
 P, a.
 
 -\
 
 1,~ A
 
 Po o
 
 d@
 
 S(C3)= 12.80
 
 ~
 
 A Pz
 
 P,
 
 Figure 1. Calculating the CSM of a shape: (a) Original shape {Po, /:'1, P2}. (b) Normalized shape {Po', PI', P2'}, such that maximum distance to the center of mass is one. (c) Applying the symmetry transform to obtain a symmetric shape A A 2). {Po, ~1,P2}. (d) S(C3)= 1/3(IIPo' - ,goll2 + lIP1' - ^,~ + lIP2'- ,g211 CSM values are multiplied by 100 for convenience of handling.
 
 This definition of the CSM implicitly implies invariance to rotation and translation. Normalization of the original shape prior to the transformation additionally allows invariance to scale (Figure 1). We normalize by scaling the shape so that the maximum distance between points on the contour and the centroid is a given constant (in this chapter all examples are given following normalization to 1; however, CSM values are multiplied by 100 for convenience of handling). The normalization presents an upper bound on the mean-squared distance moved by
 
 S ( C 2) = 1.87
 
 S ( C 3) = 1.64
 
 S ( C 6) = 2.53
 
 S ( ~ ) = 0.66
 
 Figure 2. Symmetry transforms of a 2D polygon and corresponding CSM values.
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 points of the shape. Thus the CSM value is limited in range, where CSM = 0 for perfectly symmetric shapes (see Appendix A). The general definition of the CSM enables evaluation of a given shape for different types of symmetries (mirror symmetries, rotational symmetries, and any other symmetry groups--see Section V). Moreover, this generalization allows comparisons between the different symmetry types, and expressions such as "a shape is more mirror symmetric than rotationally symmetric of order two" is valid. An additional feature of the CSM is that we obtain the symmetric shape which is "closest" to the given one, enabling visual evaluation of the CSM. An example of a two-dimensional (2D) polygon and its symmetry transforms and CSM values are shown in Figure 2.
 
 II!. EVALUATING THE SYMMETRY TRANSFORM In this section we describe a geometric algorithm for deriving the ST of a shape represented by a sequence of points {Pi} n-_~. In practice we find the ST of the shape with respect to a given point-symmetry group (see Appendix B for a review of algebraic definitions). For simplicity and clarity of explanation, we describe the method by following some examples. Mathematical proofs and derivations are detailed in Section IV. Following is a geometric algorithm for deriving the symmetry transform of a shape P having n points with respect to rotational symmetry of order n (C,,-symmetry). This method transforms P into a regular n-gon, keeping the centroid in place as follows:
 
 1. Fold the points {Pi} n-1 (Figure3a) by rotating each point Pi counterclockwise about the centroid by 2xi/n radians (Figure 3b).
 
 {Pi}in___~(Figure3c).
 
 2. Let J~0 be the average of the points
 
 ^
 
 eo
 
 l
 
 ~
 
 , o
 
 P2
 
 ",,,
 
 o
 
 "~,
 
 a.
 
 _A
 
 ,,/ : ,,,~t
 
 ol
 
 0
 
 '%',..
 
 "'"
 
 b.
 
 j~:,
 
 0
 
 c.
 
 .,,
 
 d.
 
 The Q-symmetry transform of 3 points (a) original 3 points {pi}20 . (b) Fold {pi}20 into {~i}2_o . (c)Average {F'i}2_o 2 0 ~i. (d) Unfold the _ obtaining ~'o = 1/3 Z/= 2 average point obtaining {]bi}i=o. F i g u r e 3.
 
 :
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 ~ p,
 
 ^ ~ P, ^
 
 ,
 
 Po
 
 P' P
 
 a.
 
 ~
 
 ^
 
 b
 
 Ps
 
 vo Figure 4. Geometric description of the C3-symmetry transform for 6 points. The centroid of the points is marked by @. (a) The original points shown as two sets of 3 points" So = {Po, P2, P4} and $1 = {P1, P3, Ps}. (b) The obtained C3-symmetric configuration.
 
 . Unfold the points, obtaining the C n symmetric points {Ai} n_~ by duplicating ~0 and rotating clockwise about the centroid by 2rci/n radians (Figure 3d). A 2D shape P having qn points is represented as q sets {Sr}q~ of n interlaced points Sr= {Pin+r}n-li-O"The Cn symmetry transform of P is obtained by applying the above algorithm to each set of n points separately, where the folding is performed about the centroid of all the points (Figure 4). The procedure for evaluating the symmetry transform for mirror symmetry is similar: Given a shape represented by m = 2q points and given an initial guess of the symmetry axis, we apply the folding/unfolding method as follows (see Figure 5): P~o ,,v
 
 mirror axis
 
 ^po
 
 P~- mirror axis
 
 mirror axis
 
 /
 
 1 /s
 
 t; r
 
 9e .
 
 .
 
 .
 
 .
 
 .
 
 .
 
 .
 
 Vo~0 Figure 5. The mirror-symmetry transform of a single mirror pair for angle O (a) Mirror-fold the pair {Po, ,~ obtaining {~o, ~1}. (b) The transformed-Po denoted Po is A A the average of 75oand ~1. (c) The transformed-P1 denoted P1 is Po reflected about the symmetry axis. Center of mass of the shape is assumed to be at the origin.
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 1. For every pair of points {P0, P1 }: (a) F o l d u b y reflecting across the mirror symmetry axis obtaining {P0, P1}. ^ (b) Average---obtaining a single averaged point P0. (c) Unfold--by reflecting back across the mirror symmetry axis obtaining 2.
 
 Minimize over all possible axes of mirror symmetry.
 
 The minimization performed in step 2 is, in practice, replaced by an analytic solution (derivation and proof can be found in Appendix C). This method extends to any finite point-symmetry group in any dimension, where the folding and unfolding are performed by applying the group elements about the center of symmetry (see derivations in Section IV). The minimization is over all orientations of the symmetry group. In 2D, the minimization is performed analytically; in 3D a minimization process is used. A detailed description of the extension to 3D and to any symmetry group appeared in ref. [2] and two illustrative examples are given in Section V. We briefly mention the case where the number of points m is less than n, i.e., less than the number of elements in the symmetry group G with respect to which we measure symmetry. In this case, m should be a factor of n such that there exists a subgroup H of G with n/m elements. In this case, we duplicate each point n/m times and fold/unfold the points with elements of a left coset of G with respect to H. Following the folding/unfolding method, the relocated points will align on symmetry elements of G (on a reflection plane or on a rotation axis for example). Further details of this case and proof can be found in Ref. 2.
 
 IV. PROOF OF THE FOLDING METHOD As described in Section I, the CSM of a set of points with respect to a given symmetry group G is evaluated by first finding the set of points which is G-symmetric and which is closest to the given set in terms of the average distance squared. We must thus prove that the folding method indeed finds the closest symmetric set of points. The group-theory definitions which are used in this section, are briefly reviewed in Appendix B. Given a finite point-symmetry group G centered at the origin and ordering of its m elements {gl = I . . . . . gin} and given m general points P1 . . . . . Pm' find m points ~1 ~m and find rotation matrix R and translation vector w such that ~1 . . . . . ~m form an ordered orbit under G' (where G' is the symmetry group G rotated by R and translated by w) and bring the following expression to a minimum: . . . . .
 
 m
 
 A
 
 ~ IIPi- Pill2 i=1
 
 (1)
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 Since G has a fixed point at the origin and G' has the centroid of orbit Pi asAafixed point (see gemma 1, Appendix B) we have that w is the centroid of orbit Pi: m
 
 1
 
 A
 
 w =-Z Pi m
 
 (2)
 
 i=1
 
 (Note that in the cases where the fixed points of G form an axis or plane, w can be any vector moving the origin to the (rotated) axis or plane passing through the centroid of orbit ~i- Thus also in these cases w can be considered the centroid of orbit ~i). The points ~l J~m form an orbit of G', thus the following must be satisfied, . . . . .
 
 A
 
 A
 
 A
 
 Pi = gi'P1 = RtgiR(P1 - w) + w
 
 (3)
 
 i = 1 ... m
 
 wheregi'isthematr ixrepresentation ofthei thsymmetry element of G' and is equal to the ith symmetry element gi of G rotated by R and translated by w. Using Lagrange multipliers with Eqs. 1-3 we must minimize the following, m
 
 in
 
 m
 
 A
 
 A
 
 A
 
 __
 
 A
 
 Z IIPi- Pi 112+ 2 ~'~(Pi- RtgiR(P1 - w) + w) + c(w - 1 Z Pi) m
 
 i=1
 
 i=1
 
 i=1
 
 where e, ~i for i = 1 . . . m are the Lagrange multipliers. Equating the derivatives to zero we obtain, m A
 
 Y__, ( P i - Pi) = 0
 
 (4)
 
 i=1
 
 and using the last constraint (Eq. 2) we obtain, m
 
 1
 
 (5)
 
 w = - -m ~_ P.t i=1 A
 
 A
 
 i.e., the centroid of P1 . . . . Pm coincides with the centroid of P1 . . . . . Pm (in terms of the symmetry measure defined in Section I, the centroid of a configuration and the centroid of the closest symmetric configuration is the same for any point symmetry group G). Noting that gi" a r e isometries and distance preserving, we have from the derivatives: m Z
 
 i=1
 
 m Pt
 
 g i(Pi
 
 _
 
 A
 
 ^
 
 P/) = Y_-,Rtg~R(Pi- Pi) = 0 i=1
 
 Expanding using the constraints we obtain,
 
 10
 
 HAGIT ZABRODSKY and DAVID AVNIR A
 
 m
 
 m
 
 mP1 = Z Rtg:gPi- Z gtg:gW i=1
 
 i=1
 
 or,
 
 m P^ l - W = ~1 ZRtglR(Pi
 
 m
 
 w)
 
 (6)
 
 i=1
 
 The geometric interpretation of Eq. 6 is the folding method as described in Section III, thus proving that the folding method results in the G-symmetric set of points closest to the given set. Given n = qm points (i.e., q sets of m points) {P~ . . . . . P J } i = 1 . . . q we obtain the result given in Eq. 6 for each set of m points separately; i.e., for j = 1 . . . q, ^"
 
 PJ1 - w = -
 
 1
 
 m
 
 m
 
 ~
 
 RtglR(P i - w)
 
 (7)
 
 i=1
 
 where w = nl ]~q=l ~]mi=l pji is the centroid of all n points. The geometric interpretation of Eq. 7 is the folding method as described in Section III for m = qn points.
 
 V. EXAMPLES OF MEASURING SYMMETRY IN 3D: TETRAHEDRICITY AND ROTATING ETHANE A. Tetrahedricity of Phosphates We retum now to the general question: given any number of vertices in space, what is its symmetry measure with respect to any symmetry group, subgroup, or class. As explained in the previous section, the generalized approach is to divide the given points into sets and to apply the folding/unfolding method separately on each set, while evaluating the CSM value over all the given points. For example, let us analyze the tetrahedricity of a tetrahedron with a branched connected set of 5 points P1 ... P5 as shown in Figure 6a, which models a tetrahedron with a central atom and apply the CSM folding/unfolding method to evaluate its Ta symmetry. The connectivity constrains the division of points into sets and restricts the center point (P5) to be a one-point set. We thus divide the points into two sets: {P1 ... P4} and {Ps}. The closest symmetric configuration will have point P5 relocated to a position where all 24 of the Ta-symmetry group elements leave it in place. The only such position is at the origin (centroid of the configuration marked as an open circle in Figure 6) where all symmetry planes and axes intersect. Points P1 . . . P4 will be relocated to form a perfect Ta-symmetric configuration of four points, i.e., each point will lie on a C3-rotation axis (see Figure 6b). S(T d) (or any S(G)) is then calculated by considering the full set of ~l . ' . ~5. To illustrate it, we now analyze the distorted phosphate tetrahedron CdzP207 [6] using our method. We first recall that our method evaluates the distance from
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 b.
 
 Figure 6. A distorted tetrahedron with a central atom, analyzed as a connected configuration of 5 points. (a) The open circle marks the centroid of the configuration; (b) the closest Td-symmetric configuration.
 
 tetrahedricity and not from a specific tetrahedron; and that rather than reporting the deviation in terms of a table of many coordinates (as done in ref. [6]), we provide a single (S(Td)) value. To obtain it, the 3D position coordinates of the four oxygens and phosphorus were taken from ref. [ 13] (also used by Btirgi et al., p. 1790 in their paper) as, P1 - (
 
 0.0
 
 P2 = (
 
 0.0
 
 0.0
 
 1.645)
 
 1.518860 -0.347028)
 
 P3 - ( -1.286385 -0.700083 -0.391603) P4 = ( 1.179085 -0.755461 -0.372341) with an additional center point 0.0. By applying the folding method as described above, the symmetry measure obtained in this example is S(Td) = 0.17 and the closest symmetric shape is a regular tetrahedron with arm length 1.537 ~. (By comparison, a set of 10 symmetry displacement coordinates is used in ref. [6] to report the deviation of this tetrahedron from ideality). In a further example Murray-Rust et al. used the symmetry coordinates to evaluate the threefold axes of 1-methyl- 1-silabicycloheptane (Section V in ref. [6]). They found that the distorted SiC 4 structure (Figure 5 in ref. [6]) is better described with the threefold axis passing through one vertex (point C 1 in their notation) rather than through another (C 2 in their notation). Using the CSM method with respect to C3~-symmetry we easily support their conclusion as follows. Given the coordinates, P~ = C~ = (
 
 0.0
 
 0.0
 
 1.645)
 
 P2 = C2 =(
 
 0.0
 
 0.87461971
 
 -0.48480962)
 
 P3 = C3 = (
 
 0.75128605 -0.39338892 -0.52991926)
 
 P4 = C4 = ( -0.75128605 --0.39338892 --0.52991926)
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 with Si at the origin, the S(C3u) of the configuration was calculated by the method described in Section V and found to be S(C3u) = 0.02 when the threefold axis passes through point C 1, compared to S(C3~) = 1.16 when the threefold axis is constrained to pass through point C 2. Using the folding method we can also measure the C3~-symmetry of the configuration with the constraint that three of the configuration points are equatorial. In this case the S value increases to 5.26, with the threefold axes passing through point C 2.
 
 B. The Rotating Tetrahedra of Ethane 1 Another mechanism which strongly affects molecular symmetry is intramolecular rotation. Consider, for instance, one of the most basic examples; namely, the rotation of the two ethane tetrahedra around the C-C bond (Figure 7a). Current wisdom allows an exceedingly poor description of that process from the symmetry point of view: Ethane is D3dwhen staggered (Figure 7d), D3h when eclipsed (Figure 7b), and D 3 anywhere in between, including the rotamer which is only 1 ~ away from any of the extremes. Doesn't physical intuition dictate that it is more natural to ask about that 1~ rotamer, how much D3h or D3a it contains? Or for that matter, how much D3h and D3a exists at any point in a full 360" cycle? As has already become evident throughout this paper, the CSM method allows one to select any symmetry group and follow its gradual changes along such a full 360 ~ cycle of rotation. We demonstrate it on two perfect tetrahedral structures connected along one of the tetrahedral arms and rotating with respect to each other around the
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 Figure 7. Modeling the C-C rotation in ethane. (a) Only the right hand tetrahedron moves; (b) the cycle starts with the eclipsed D3h rotamer; (c) one of the six chiramers (see text); (d) the D3d staggered rotamer.
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 connecting arm. We model this by stabilizing one of the tetrahedra and rotating the other, beginning the cycle with the two tetrahedra perfectly aligned (eclipsed) and rotating the second tetrahedron anti-clockwise. For simplicity in evaluating the S value, we considered only the tetrahedral arms not involved in the C-C bond. Figure 8 displays the result where the S value is given as a function of the cycle. (Figure 8a shows a full 360 ~ cycle and Figure 8b shows a detail). The following observations are made: 9 The D3h profile of the rotation and the D3d profile are similar, but shifted from each other by 60 ~ That is, there is as much D3d-ness in the eclipsed structure as there is D3h-ness in the staggered structure. This is intuitive since the distance (rotation or projection) from an e~ position to the 0 ~ position (eclipsed) which determines the S(O3h) value, is equivalent to the distance (rotation or projection) from a 60 ~ + e~ position to the 60 ~ position (staggered) and which determines the S(D3a) value. 9 The maximal S(D3h) value is at the 60 ~ staggered rotamer which is the farthest away from the perfect D3h eclipsed rotamer (0 ~ S(D3h) = 0). Three such maxima are observed in a full cycle, corresponding to the three staggered rotamers. Similarly, the maximal S(D3a) value is for the eclipsed rotamer at 0 ~ and again, there are three maxima in a full cycle corresponding to the three eclipsed rotamers. 9 Figure 8 points to a rotamer (Figure 7c) which is neither eclipsed nor staggered, but in between, at 30 ~ + n.60 ~ We term these special chiral (?) rotamers at 30 ~ + n.60~ (Figure 7c). There are six of these in a full cycle, compared to three eclipsed and three staggered (which are, of course, achiral). These six chiramers, which are at the crossing of the continuous D3h and D3d profile lines, are also the six maxima of the continuous C3u profile line. Note that the C3u line (which is equivalent to the ~y-line) coincides with either the D3h line (00-30 ~ 90~ ~. . . . ) or with the D3a line (30~ ~ 150~ ~. . . . ), whichever gives the lower S value. To understand this, we note that C3u is a subgroup of both D3hand D3dand that in ethane, the nearest C3u object at any point of the full cycle must be either of the two achiral rotamers. Thus, the chiramer is also the most chiral rotamer of ethane. Finally, we wish to make a brief preliminary comment on what seems to us an important application of our approach: Many thermodynamic and kinetic quantities vary cyclically with internal rotations. A commonly presented quantity is the (repulsion) potential. It is then interesting to see, how this property varies with the symmetry rather than with the traditional torsion angle. The results for a model sinusoidal potential (Figure 9a) are shown in Figure 9b. Let us first detail how the potential follows this new process coordinate: The D3h potential line varies smoothly with S, starting at the eclipsed S = 0 value and dropping to zero potential at the staggered S = 22.22 value; then it reverses and climbs back up to the maximum
 
 14
 
 HAGIT ZABRODSKY and DAVID AVNIR . . . . . . . . . . . . . . . . . . I I I
 
 30
 
 I D3d D3h C3v
 
 25 =
 
 I
 
 staggered
 
 staggered
 
 staggered
 
 20
 
 15 10
 
 ,::'
 
 '.
 
 9/
 
 \ X
 
 ao
 
 60
 
 1_. '~
 
 ,,,,t
 
 ,
 
 120
 
 180
 
 240
 
 ,,
 
 300
 
 360
 
 Torsion Angle
 
 25
 
 ........
 
 i
 
 i. . . . . . . . . .
 
 l . . . . . . . .
 
 1
 
 ...... i D3d
 
 staggered ~ ~ 20
 
 ,
 
 D3h
 
 ..':..
 
 i
 
 C3v ----
 
 ...y.///......':""y......
 
 15
 
 N
 
 ....."
 
 10
 
 eclipsed b.
 
 0
 
 0
 
 j""
 
 chirarners
 
 /,," ,,~
 
 20
 
 40
 
 '...
 
 t/ ,,,,
 
 %\%
 
 60
 
 80
 
 eclipsed
 
 100 120 Torsion Angle
 
 Figure 8. D3d ( ~ ) , D3h (. . . . ), and C3v( . . . . ) for rotating ethane. (a) A full cycle; (b) a detail of one third of the cycle. potential completing 120 ~ of the cycle. This drop and rise in potential along the symmetry coordinate is repeated continuously, completing a full 360 ~ cycle. The behavior of D3d is a mirror image, starting with the maximal potential at the eclipsed S = 22.22 value and dropping to zero potential at the staggered S = 0 value. The
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 behavior of C3~ is interesting: up to S = 5.95 it follows the D3h line, but then it continues to drop along the D3d line back towards the S = 0 value (the line then climbs back up). Perhaps most notable is that the lines of the two symmetry groups bifurcate at the 30~ What does such symmetry/potential bifurcation mean? In general, it may mean that for symmetry-governed processes, such a crossing point is where the process may select to proceed one way or the other depending on which symmetry is preferred.
 
 Vi.
 
 POINT SELECTION FOR REPRESENTATION OF CONTOURS
 
 As symmetry has been defined on a sequence of points, representing a given shape by points must precede the application of the symmetry transform. Thus, for the case of equi-property contours, such as electronic orbital contours, one represents it as a string of equally spaced points (as dense as one wishes) and then perform the CSM folding-unfolding procedure as usual. As described in Section III, when a multiple of n points are given (where n is the number of elements in the symmetry group), the points must be divided into sets of 17points. In general, this problem is exponential. However when the points are cyclically connected or ordered such as along a contour, the ordering of the points restricts the possible divisions into sets. For example in 2D, points along the contour of a C,,-symmetric shape form orbits which are interlaced as shown in Figure 10a for C3-symmetry. Thus, given a set of m = n q ordered points there is only one possible division of the points into q sets of n points--the q sets must be interlaced (as was shown in Figure 4). In the case of D,,-symmetry the m = 2 n q ordered points, form q orbits which are interlaced and partially inverted as shown in Figure 10b for D4-symmetry. Thus, given a set of m = 2nq ordered points there are m / 2 n = q possible division of the points. In Figure 11 we demonstrate the application of the contour CSM analysis on the lone-pair orbital of a distorted water molecule (perhaps a frozen moment of a vibration, or a water molecule in a matrix of amorphous ice, or a water molecule trapped in a micropore). The ratio of length of the two O-H bonds is 0.9 (instead
 
 bo
 
 Figure 10.
 
 W
 
 W
 
 Dividing m selected points into interlaced sets" (a) Cn-symmetry--one possibility. (b) Dn-symmetry--one of the m/2n possibilities.
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 , .,4: Pb > Pc" For the prolate symmetric top, Pb = Pc, and for the oblate symmetric top, Pa = Pb"
 
 B. General Least Squares We shall adhere, as far as possible, to the notation of the excellent tutorial by Albritton, Schmeltekopf, and Zare [34]. Suppose that n observable quantities Yi exist which depend on m independent variables Bj:
 
 Yi- Yi(",Bj,") , i - 1,n, j - 1,m, m < n It is convenient to let the n • 1 vector Y be composed of the observables m • vector B of the variables Bj: Y = Y(B)
 
 (16)
 
 Yi and the (16a)
 
 Suppose that the variables Bj are to be determined by a least-squares fit of the relations, Eq. 16, to the measured values Yi,exp (vector Yexp)" Assume that the measurements Yexp are unbiased (E(Yexp) = Ytrue where E( ) represents the mean or expectation value) and that the measurement errors and their correlations are described by the positive-definite n x n variance-covariance matrix Oy which can be written as the dyadic: exp
 
 OYexp=E((Yexp-E(Yexp))(Yexp-E(Yexp))T I
 
 (17)
 
 Assume that an adequate approximation for the desired vector B is known, B (~ near enough to the final result for an approximate linearization of the original Eqs. 16, 16a. The vector Y calculated for this B (~ y(O) = y(B(0)), is a constant, nonrandom vector (y(0) = E(y(0))). The linearization of the Eqs. 16, 16a leads to:
 
 m (~yi I
 
 (Bj - BJ0,) i = l ,n
 
 (18)
 
 Abbreviating Yi - YI~ by Yi (vector y : Y - y(0)) and Bj- BJ~ by 13j (vector [I = B B(~ and collecting the partial derivatives in the Jacobian n x m matrix X, with elements
 
 -
 
 liOYiI
 
 i= 1,n j - l,m
 
 Xij:~-~j~
 
 (19)
 
 . . . Bj (~ . . ).
 
 the system of "model equations" of the problem is: y = Xp
 
 (18a)
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 We continue to call y the observations, and [~ the variables. The Jacobian X is a rectangular, in general "high", matrix (n > m). For further treatment it has to have maximum rank (= m), which requires that the [3j be independent variables. The columns of X, the "fit vectors", span the m-dimensional "fitspace", a subspace of the n-dimensional space of the observations and their errors. The Jacobian X is a constant (nonrandom) matrix which depends on the functional type but not on the measured value of each of the observations. For the practical application, we wish to substitute in y - Y - y(0) the vector Y by the vector Yexp which gives Yexp= Yexp- y(0). Since y(0) is a nonrandom vector, the covariance matrix of the observations is Oyoxp = OV~xp. The observations Yexpare also unbiased (E(Yexp) = Ytrue) since the Yexp were assumed unbiased. Due to n > m, the system of Eqs. (18, 18a) would, in general, be compatible only for the true, but unknown, observables and variables (Ytrue = Xl]true). To make it compatible when the Yexp are used, the system of Eqs. 18, 18a must be supplemented by the yet unknown (random) vector of residuals ~; (= t:true), which gives Yexp- Xll + ~:. (This is explicitly: Yexp = Xlitrue + I;true = Ytrue+ s Since Yexpis unbiased and Ytrue is a nonrandom vector, we have E(t:) = E(Yexp) - E(Ytrue) = 0, and also OE = OYexp.)The residuals t: should not be confused with the rovib contributions to the inertial moments, eg, introduced in the preceding chapter. The covariance matrix of the observations, Oy~xp = Oe, is an integral part of any least-squares problem and the subsequent result depends on Oy~p, but only to within a scale factor, ~2, the variance of the fit. Dropping the index and writing y instead of Yexp, the "error equations" in the usual notation are: y = Xp + t;,
 
 Oy = Or; = oZM
 
 (20)
 
 The general least-squares treatment requires that the generalized sum of squares of the residuals, the variance 02 , be minimized. This is, by the geometry of error space, tantamount to the requirement that the residual vector be orthogonal with respect to fit space, and this is guaranteed when the scalar products of all fit vectors (the rows of X T) with the residual vector ~ vanish, XTM-l~ = 0, where M -1 is the metric of error space. The successful least-squares treatment [34] yields the following minimum-variance linear unbiased estimators (^) for the variables, their covariance matrix, the variance of the fit, the residuals, and their covariance matrix" = (XTM-1X)-IXTM-ly A
 
 A
 
 (21a)
 
 O~ = O'2(XTM-1X)-1
 
 (2 lb)
 
 ~2 = (y _ x~)T M-l(y _ X~)/(n - m)
 
 (21c)
 
 s^
 
 (21d)
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 A
 
 O~ = (y2(M- x(xTM-IX)-Ix T)
 
 (21e)
 
 The vector ~ is the vector of corrections which must be applied to the first approximation B (~ of the desired variables to give an improved approximation to be used in the next iteration step, B (~ + ~ ~ B (~ The iterations are to be continued until convergence is obtained. Note that O~ is then not only the covariance matrix of increments t] of the last iteration step but also of the final variables B, ~ = ~ , by arguments similar to those which let Orexp= OYexp. I f M is a diagonal matrix (experimental errors, but no correlations), M -1 is called the weight matrix, and the solution (Eqs. 21) is that for the weighted, uncorrelated least-squares problem. If M is introduced in Eqs. 21 as the unity matrix, Eqs. 21 solve the equally (unity-) weighted, uncorrelated problem. In this special case, the covariance matrices^(Eqs. 2 lb and 2 le) depend on the measurements only through the common factor ~2 (Eq. 2 lc). The solutions (Eqs. 21 a, b), are correct also for the limiting case where m = n. X is then a square matrix, X -1 exists, which simplifies the equations greatly. However, a program coded for the general least-squares procedure ^ can still be used, if provision is made for assigning unity to the then irrelevant ~2. After convergence has been achieved, Eq. 21 a gives the solutions and Eq. 2 lb their variances-covariances, correctly propagated from M. (All elements of ~ and ~)~ vanish.) If the system of error equations (Eq. 20) is "ill-conditioned", i.e., the matrix XTM-1X of the "normal equations", XTM-IXII = XTM-ly (cf. Eq. 2 la) is near-singular and has near-zero eigenvalues, care must be taken to choose a stable algorithm for the least-squares solution. The numerically stable inversion of the matrix XTM-1X is then difficult. The system is ill-conditioned when the fit vectors, the columns of X, are "not sufficiently independent" in error space (with metric M -l), that means, one or more linear combinations of them almost vanish and the corresponding linear combinations of variables 13j are indeterminable with the particular selection of observations that yield this Jacobian X. It may then become necessary to assume fixed values for one or more of the ~j involved in these combinations and eliminate them from the list of variables to be determined by the fit. Useful algorithms for arriving at the solution (Eq. 2 la) that are more stable than the direct matrix inversion are available [35-37]. In problem cases the "singular value decomposition" [38] can be applied which affords a method [39,40] that yields a numerically stable solution also in the cases where the matrix of the normal equations XTM-1X is near-singular. But it is particularly useful in such cases where this matrix is truly singular, when X has less than maximum rank e.g., because more parameters 13jare to be determined than the number of observations Yi warrants (m > n). Instead of eliminating so many of the parameters 13j from the fit by keeping them fixed till the offending matrix is no longer singular, an unambiguous solution of the underdetermined system is enforced by the additional requirement that the vector of solutions, 11, shall have minimum length. For this purpose the method selects linear combinations out of the number of original variable parameters and
 
 Microwave Rotational Spectroscopy
 
 75
 
 keeps them fixed at their initial values. The singularity threshold can be set at the user's judgement, the elements of II can be weighted prior to the application of the minimum length criterion, and, due to the automatic choice of the linear combinations kept fixed, all initial parameter values must represent the best possible estimates. All this requires a certain amount of a priori insight into a problem to be solved by this method. If the original model is sufficiently perfect, the linearization of the problem adequate, the measurements unbiased (no systematic error), and the covariance matrix of the observations, O., a true representation of the experimental errors and A ,Y their correlations, then o 2 (Eq. 21c) should be near^ unity [34]. If Or is indeed an honest assessment of the experimental errors, but 0 2 is nonetheless (much) larger than unity, model deficiencies are the most frequent source of this discrepancy. Relevant variables probably exist that have not been included in the model, and the experimental precision is hence better than can be utilized by the available model. Model errors have then been treated as if they were experimental random errors, and the results must be interpreted with great caution. In this often unavoidable case, it would clearly be meaningless to make a difference between a measurement with a small experimental error (below the useful limit of precision) and another measurement with an even smaller error (see ref. [41]). A deliberate modification of the variance-covariance matrix Or towards larger and more equal variances might then be indicated, which results in a more equally weighted and less correlated matrix. In most practical cases the original relations (Eq. 16) are nonlinear and the linear least-squares treatment must be iterated to obtain convergence. The elements of the Jacobian X must be recalculated with each new iteration step. Although the least-squares procedure is said to be rather tolerant with respect to the precision of the Jacobian X, true derivatives should be used if ever possible, because finite difference schemes will most often require detailed considerations with respect to the allowed step width. Even then the results may show a tendency to oscillate long before a convergence limit due to the algorithms used orthe number of digits carried is reached. With true derivatives, however, this limit is attainable. The least-squares solution ~ (Eq. 21c) is independent of any non-singular, linear, constant (e-independent) transformation of the observations, y' = Cy. The transformed error equations are: y' = Cy = CXp + Ce --- X' p +e'
 
 (22)
 
 % , = O C y - COyC T = 6eCMC T = oZM ' 1 Since C- 1 exists, we have M pl- = ( C"1" ) - 1M - C - . 1 Ifthe primed quantities are inserted In^Eqs. 2^1, it is easily seen that ~, ~ , and o 2 remain unchanged, while e = Ce and O~, = CO~C T are correctly transformed. The relations between the observations, Y' = Y'(Y), need not necessarily be linear, provided they can be sufficiently well .
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 linearized (at y,(0) = y,(y(0))) for the linear relation y' = Cy to hold between the increments y' and y. It may happen that a set of variables B~-B~(..,Bk,..), j - 1,m [i.e., B ' = B'(B)], exists, different from, but equivalent to, the set of variables Bj that have been determined by fitting a particular set of observations. We assume that the relation between the two sets of variables can be sufficiently well linearized at B '~~ = B'(B ~~ to admit the linear relation between the increments, p' = Cp. The matrix of the partial derivatives of the observations with respect to the new variables B' is then X' = XC -1. The error equations (Eq. 20), A
 
 y = X' ~' + ~; = XC-1CI~ + ~; = X[I + ~;, O~ = Oy = 62M
 
 (23)
 
 have the solutions (cf. Eq. 21), l]'= (X'TM-1X')-Ix'TM-ly- c ( x T M - 1 X ) - I x T M - l y - CO A {~,A2 A
 
 A (y2(X'TM-IXp) A
 
 A -1 = ( y 2 c ( X T M - 1 X ) - I c T
 
 --
 
 A C~C T,
 
 (24a)
 
 (24b)
 
 while (~, ~;, and O~ remain unchanged. From this it can be seen that fitting an available set of observations y to determine a new (equivalent) set of variables I]' = CI], is an operation that could be replaced by properly transforming the old set of variables ~ and their covafiance matrix. In a practical case where convergence requires several iterations, the new values would be calculated from the old final values, B#-B#(..,B/,..), while ~ , - ~)~,, follows from Eq. 24b. As an example, consider the r0-type fit to determine the independent internal coordinates of a molecule. These variables need not all be true bonding coordinates. Therefore, different, but equivalent sets are often possible. It is obviously not necessary to set up a new least-squares procedure, if the molecular structure, complete with errors and correlations, is desired with reference to a new system of independent internal coordinates. Often one or more additional internal coordinates B#, not contained in the original complete basis of independent variables (..,Bk,..) but depending on them, or differences or sums of such internal coordinates, are wanted. The correct treatment of error propagation then requires the application of Eq. 24b where, in this case, C is a rectangular matrix, the number of rows depending on the number of additional coordinates desired. In the limiting case of one additional variable (e.g., the difference between two bond lengths), C has a single row. Simplified "error propagation formulae" may lead astray if they do not take proper account of the covariances. In situations, where the observables Yi d e p e n d on p a r a m e t e r s , R(x) "-9 ' j = m + 1,m + mtx), that have been kept fixed, while others, Bj, j - 1,m, were determined by the least-squares fit,
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 y = y(B;B(~)),
 
 (25)
 
 one often needs to estimate the additional errors caused by the fact that the fixed parameters themselves may be known only within (estimated) error limits. Let C denote the n x m matrix relating the least-squares solution 1~ and the observations y in Eq. 21a, C = (xTM-1X)-IxTM -1,
 
 AB = CAY
 
 (26)
 
 where AB has been used instead of 1~ and AY instead of y in Eq. 21 a to avoid the impression that the following discussion is actually part of the least-squares procedure. Let, analogous to the Jacobian X, the matrix X (x) be composed of the derivatives of the observations Yi with respect to the parameters BJX):
 
 OY i ~})
 
 =
 
 t~gBj:r))(..~..~3)..~ \ }
 
 ~, 1,n,j 1,m :m+l,m+m(X)
 
 (27)
 
 9~} R(x) ..), are given by the experiment and do The observations, Yi = AYi = Yi - Yi(" ,-9..=-9, not change when the effect of changes of the "fixed" parameters on the result of the fit is being investigated, hence: AY = X AB + X(X)AB(x) = 0
 
 (28)
 
 Note that CX = 1 from Eq. 26. After left multiplication of Eq. 28 by the non-vanishing matrix C it is seen that the change AB of the parameters determined by the fit, caused alone by a potential change AB (x) of parameters B (x) kept fixed in the fit, is, AB = - C X (x) AB (x)
 
 (29)
 
 when least-squares conditions are to be maintained. The additional covariance matrix of the result B, alone due to finite errors of the fixed parameters, represented by the covariance matrix OB(X),is hence: OB = CX(X)OB,x)X(x)rcT
 
 (30)
 
 In practical cases, it will probably be difficult to estimate the covariances within the OB~X)and even more difficult to estimate any correlations between the parameters and B (x). If the latter are neglected, the covariance matrix of the parameters determined by the fit, which includes also the errors due to the "fixed" parameters, will then be the sum of Eqs. 21 b and 30: O B -- O~ + CX(X)OB(x)X(x)r C r
 
 (31 )
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 S U B S T I T U T I O N rs-STRUCTURE; rs-FIT STRUCTURE
 
 The basic equations of the rs-method will be presented later within the framework of the more general "rs-fit" problem. A rigid mass point model, which is strictly true only for the equilibrium configuration, is assumed. The application of Kraitchman's equations (see below) to localize an atomic position requires: (1) the principal planar moments (or equivalent inertial parameters) of the parent or reference molecule with known total mass, and (2) the principal planar moments of the isotopomer in which this one atom has been isotopically substituted (with known mass difference). The equations give the squared Cartesian coordinates of the substituted atom in the PAS of the parent. After extracting the root, the correct relative sign of a coordinate usually follows from inspection or from other considerations. The number, identity, and positions of nonsubstituted atoms do not enter the problem at all. To determine a complete molecular structure, each (non-equivalent) atomic position must have been substituted separately at least once, the MRR spectra of the respective isotopomers must all have been evaluated, and as many separate applications of Kraitchman's equations must be carried out. If the planar moments P ge for the equilibrium configuration were available, Kraitchman's equation would give the true re-Structure. When the ground state m o m e n t s P g0 are used in Kraitchman's equations, the structure obtained is called the rs-Structure. The rs-Structure is expected to approximate the elusive re-Structure better than the r0-structure does. For the bond lengths r of linear molecules, rs--- ( r e + r0)/2 has been demonstrated, with the ordering r e < r~ < r o when bond stretching is dominant and r 0 < r s < r e when bending is more important [5]. For several small molecules with a larger than minimum number of isotopomers available for the determination of the structure, the r~-structure has been shown to be less dependent on the particular selection of isotopomers than the r0-structure [1]. Although the Pg0 are contaminated by rovibrational contributions, part of these contributions is compensated by the rs-method. From Kraitchman's equations, the square of a coordinate is found to be roughly proportional to the isotopic differences of corresponding moments, P ~ ( s ) - P~ where s is the current isotopomer and 1 the parent, while the moments themselves play a lesser role. The equations are hence dominated by the isotopic differences of the moments, and the unknown rovibrational contributions to the experimental moments cancel to the extent to which they are equal for parent and isotopomer. It is essentially for this reason, that the substitution or r~-method has to date been the preferred method for accurate molecular structure determination from MRR spectra. However, there is also a drawback. Small coordinates (< 15 pm) cannot be reliably determined because a small coordinate with its even smaller square is the result of a very small inertial moment difference which, due the experimental errors of the moments and the less than perfect compensation of the rovib contributions, may no longer be significant. The r~-method does not use the first or second moment equations (which would hold strictly only for the equilibrium configuration). The
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 nontrivial moment equations can hence serve as an approximate check of the quality achieved. If the nontrivial relations are assumed to be valid, they can occasionally be used to calculate a single (or at most a few) accidentally small and hence indeterminate, atomic coordinate(s) from the rs-coordinates of the remaining atoms, provided the latter are sufficient in number and large enough for accurate determination. It means, of course, that the coordinate(s) so obtained must then make up all the inherent differences between the respective moment equations written in r sand in re-COordinates. While Kraitchman's original equations require the moments of the parent and a singly substituted isotopomer, Chutjian [42] has extended the application to the case of an isotopomer which is multiply substituted in symmetrically equivalent positions. Nygaard [43] has given simplified disubstitution formulae for different types of symmetry. Arguments have been advanced for preferring Chutjian's equations also for the single substitution on a plane or axis of symmetry [44]. One of the first computer programs written to obtain the Cartesian atomic coordinates referred to the PAS of the parent by means of a least-squares fit to the inertial or planar moments of a number of isotopomers (also multiply substituted) appears to have been the program STRFIT coded by Schwendeman [6]. It is a versatile r0-type program incorporating many useful features, it is not a "rs-fit" program in the sense in which this term is used in this paper. Typke has introduced the rs-fit method [7] where Kraitchman's basic principles are retained. A system of equations is set up for all available isotopomers of a parent (not necessarily singly substituted) and is solved by least-squares methods for the Cartesian coordinates (referred to the PAS of the parent) of all atomic positions that have been substituted on at least one of the isotopomers The positions of unsubstituted atoms need not be known and cannot be determined. The method is presented here with two recent improvements: true derivatives are used for the Jacobian matrix X, and the problem of the observations and their covariances, which is rather elaborate, is fully worked out. The equations are always given for the general asymmetric rotor, noting that simplifications occur in more symmetric situations, e.g. for linear molecules, which could nonetheless be treated within the framework presented. Let s = 2, N s be a set of isotopomers of a parent molecule s = 1, and let o~ = 1, N a, enumerate the atoms in the molecule. (Eventually, only substituted atoms will be relevant.) In the present notation, the sites of the atoms are referred to the PAS of the parent s = 1, and are hence defined by the position vectors r~ J (in the rigid mass point model). Let the mass change upon substitution of atom ~ be Ama(s) for isotopomer s, we then have: m~(s) = m~(1) + Ama(s ) for O; = 1,N a and s = 2,N s
 
 (32)
 
 In a practical case, many of the Ama(s) will vanish (for an atom that has never been substituted, all Area(s) vanish). The planar moment tensor of the parent, with reference to its own PAS (cf. Eq. 11),
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 (33)
 
 P[1](1) : E m~(1) r[1]r[llr
 
 is diagonal by definition, the eigenvalues are Pgt~(1), g = x, y, z, and the first and second moment conditions are satisfied due to the principal axis system used. However, the corresponding planar moment tensors of the set of isotopomers, when expressed with respect to the PAS of the parent, will be neither diagonal nor will the respective centers of mass coincide with the origin of the basis system used. Therefore, the general Eq. 6 must be applied. For isotopomer s,
 
 /N /T
 
 ma(s) r[llr[l] r ....
 
 pO](s ) = ~
 
 -~
 
 -~
 
 !
 
 ma(s)r~]
 
 M(s)
 
 ml~(s)r~ll
 
 (34)
 
 and with Eq. (2), remembering that ~ m~(1)r~ 1-0: N
 
 o~
 
 a
 
 pill(s) = ~ ma(1) r~lr[2 Iv
 
 + E Ama(s) r[1]r[l]r
 
 1 ~ ~' Am,~(s)Am~(s) "E~'f~;~ M(~) 9 05)
 
 a
 
 a
 
 f5
 
 The first term of Eq. 35 is the planar moment tensor of the parent, ptl](1) (Eq. 33). Kraitchman's basic idea was to introduce into this first (diagonal) tensor term of Eq. 35 the three experimental principal planar moments of the parent Pgtq,exp(1) as obtained from the MRR spectrum and treat them as independent experimental information. This is the essential distinguishing feature between any G-type and any r0-type method and all differences between the two types of treatment may be [1] traced back to this fact. The first term of Eq. 35 is now written as Pexp(1). It is then convenient to replace the notation for the planar tensor Pt~](s) (Eq. 35) by ll[l](s) to distinguish this new function (Eq. 36) from Eq. 35. Note that Eq. 36, in contrast to Eq. 35, depends explicitly on the positions of only those atoms that have actually been substituted in the isotopomer s: Na
 
 n[1](s) = P~lx]p(1) + ~_~Am~(s)r~]r [1Iv-
 
 N (t
 
 1 E M(s---)
 
 Na
 
 E
 
 (36) Am~(s)Amf~(s)r~]r~1Iv
 
 Let T(s) be the orthogonal transformation that diagonalizes l-I[1](s) with eigenvalues l-Igisl(s).Kraitchman equates these eigenvalues to the experimental principal planar moments Pgtsl,exp(S) of the isotopomer s:
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 PgH(s) ----)17gH(S)= (TT(s)I-l[1](s)T(s)~t~lgtS]
 
 (37)
 
 If only one atom ct has been substituted in isotopomer s = 2 (Kraitchman's original proposition), the last two terms of Eq. 36 reduce to kt(2)r~ ]ra[1iv, where lu(2) = M(1)Ama(2)/(M (1) + Am~(2)) is the "reduced mass of substitution". Equation 37 is then explicitly,
 
 21
 
 o
 
 o
 
 Py(2) 0 = 0 Pz(2)
 
 IPx(1) + [Lt(2)x~ ]2 TT(2) 9 /
 
 ~1,(2)xtl]y[1] ct ct
 
 [1]z~[1] l.t(2)x~
 
 ..[l].y,~tl] ~t(2)..,~
 
 ..[1]..tl] ~t(2)..,~ ~,~
 
 Py(1) + 0(2)y~ ]
 
 ~(2)y~]z%,
 
 (38) 9T(2)
 
 Pz(1) + g(2)Z~ kt.(2~v[l]'[1] ,.,~ .~
 
 [where Pgt~J,exp(S ) has been abbreviated to Ps(S)]. Equation 38 is the basis of Kraitchman's equations [4]. When forming the secular equation for the tensor Hill(2) on the right-hand side of Eq. 38, it is immediately seen that the coefficients of the polynomial will contain only the squares proper of the coordinates [1]-.. y~]-, z~]-, but no mixed squares. The left-hand side of Eq. 38 displays the roots XO~ of the secular equation. Comparing coefficients, Kraitchman obtained his equations (for the general asymmetric rotor):
 
 x[l12_ l tPx(2)-Px(1))(Py(2)-Px(1))(Pz(2)-Px(1))l(x,y,z cycl.) (39) a t.t(2) (Py(1) - ex(l))(P:(1) - Px(1)) usually the P_(s) differ much more for different g than for different s, the
 
 Since right-hand side is indeed approximated by x~ ]2--- ~ (P.(2)- Px(1)), i.e., by an isotopic planar moment difference, as was mention~'bel~ore. Kraitchman did not actually work out the transformation T(2) of Eq. 38, although this matrix as well as the shift rcm, Eq. 2, can be given in closed form with no more knowledge than required for Eq. 39 [45]. For symmetrically equivalent multiple substitution [42,43] and for substitution on a principal plane or axis [44], the matrices 1-I[1](2) and T(2) are block-diagonal with ensuing simplifications for Eqs. 39. The sole advantage of Kraitchman's equations over the G-fit method to be discussed presently is the ease with which the equations can be applied to just a pair of molecular species, s = 1, 2, by a hand calculation as compared to the more elaborate least-squares procedure requiring a coded program. Equations 36 and 37 are the basis for Typke's r~-fit method [7]. By Eq. 36, the eigenvalues Hgt~l(s)of Eq. 37 depend on the positions r- [a1 ] of only those atoms that have actually been substituted on the isotopomer s. In accordance with Kraitchman's ideas, the eigenvalues Hgt~(s) are equated to the experimental planar mo-
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 ments of the isotopomer s (see Eq. 40). It is supposed that the atomic coordinates [I] (~ are known to a first approximation, r(~ . The tensor Hill(s) in Eq. 36, calculated with these coordinates, is denoted as IItll(s) (~ The linearization of the three eigenvalues HuH(S ), g = x,y,z, of Eq. 37 then yields for the isotopomer s, Pg,,) e,p(S)~ HgM(S) = HgH(s)(O) + 2 |
 
 Ah~]
 
 (40)
 
 h,cz
 
 where the eigenvalues HgL,)(s)(~ of the t e n s o r n[1](s) (0) are obtained after diagonalization by means of T(s)(~
 
 Hg[q(s)(O) = (,i'(o)r(s)l-l[1](s)(O)T(s)(O)~t.,lg[,1
 
 (41)
 
 The h~], h = x,y~., a = 1, N a in Eq. 40 are the components of the position vectors r~ l (PAS of parent). It is convenient for later use to define a long-vector r Ill (3N., components) which is composed of the individual vectors rtaII, r [11" [1] T [1] T [1] T [1] (r 1 ..... r a ..... r N ) .LetAr be the corresponding long vector of the coordinate increments. By the Hellmann-Feynman theorem [46], the derivative of an eigenvalue Hgl,l(s) of a hermitian (here, real symmetric) matrix II[l](s) with respect to a parameter h~ l, is given by the diagonal element of the matrix product, a
 
 Ohm]
 
 011[1](S)'T(s)
 
 -
 
 3h~ ]
 
 /,
 
 (42)
 
 [Slg[Sl
 
 where the transformation T must be chosen to diagonalize the matrix II[l](s), II[Sl(s) = TT(s)IItll(s)T(s). Differentiating Eq. 36, we have,
 
 0h~]
 
 = Area(s) ~ 13
 
 a~
 
 M(s)
 
 ~."h "[3 +
 
 , (z - l 'Na
 
 (43)
 
 where 8c~13is Kronecker's delta and @1 is the unit vector in h-direction in the PAS of the parent, @ IT = (Sh#IU, 8h.ym, 8h,:i,0. Noting that the general tensor element is,
 
 +
 
 f"
 
 =Sj,if[~ +ff~Shf, '
 
 f,f,=x[1],y[1],Z[1]
 
 (44)
 
 a closed formula, Eq. 45, can be given for the derivative, Eq. 42. The superscript (0) has been attached where required by Eq. 40,
 
 Ohm]
 
 -2Ama(s ) T,/l,gH(S)Z~
 
 ~-
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 with g,h = x,y,z; s = 2, Ns; o~ = 1, N a
 
 (45)
 
 The expression is easily coded, since T (~ Eq. 41 and the r Ill~ are known. It simplifies for substitution on a principal plane or axis and for symmetrically equivalent multiple substitution, because several of the elements of the matrix T will then vanish. It is clear from Eq. 45 that the derivatives are nonvanishing only for those atoms cz that have actually been substitued in the particular isotopomer s. Therefore, the Jacobian matrix X generated from these derivatives is, in general, a sparse matrix. If the SDS consists of singly substituted isotopomers only, the rs-fit method is, in principle, insensitive to the sign of the initial approximation r~14. for the coordinates, just as Kraitchman's equations are. The final coordinates r~ ] simply accept the sign of the initial input quantities. The reversal of the sign of one or more of the input coordinates has no implications on the result or the quality of the fit. If, in addition to the single substitutions, groups of two or more atoms are "bound together" by multiple substitution in any one isotopomer of the substitution set, the statement is still true as long as the sign (of a particular coordinate component, x, y, z) is reversed for all atoms of the respective group. The fit is otherwise unaffected. If the signs of the coordinates in the group are reversed in a disconcerted fashion, the rs-fit may nonetheless converge, though to a local minimum and with a much larger standard deviation. Again, the atomic positions outside the group remain unaffected. However, all coordinates of the atoms in the group, not only those of a particular component, are then incorrect. Therefore, if the sign relation of a coordinate component, x, y, or z, of two atoms in a molecule is in doubt, caution is in order. Convergence is no guarantee. Multiple substitution helps to assess the correct relation. For a least-squares solution of the system of Eqs. 40 for all s = 2, N s, we have to identify the components of the vector of observations y, the components of the vector of variables [I and the elements of the Jacobian matrix X as shown below (Eqs. 46-48). A left arrow has been used instead of a sign of equation to indicate that, in general, the dimensions of [I, X, and y are preliminaryand must be reduced before least-squares processing can take place: some of the [~hma- Ah~ ] may not be independent because symmetrically equivalent atoms have been substituted. Other coordinates may be kept fixed intentionally (e.g., at zero when an atom is known to lie on a principal plane or axis). The respective component(s) Ah~ l must then be eliminated from the vector of variables. Also, one or more of the observations y"gM,s may have to be dropped in order to comply with the recommendations given for the Chutjian-type treatment of substitutions on a principal plane or axis [44], Yi ~-"
 
 Ygt~"s = eg'sl,exp(S) - I-Igl4(S)(O)' g = x,y,z, s = 2, N~
 
 [~j ~ [~h[1]or
 
 =
 
 Ah.~ 1,
 
 h - x,y,z, ~ = 1, N a
 
 (46) (47)
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 With the long-vector Ar [11 introduced earlier, we have ~ = Artll. While in Eq. 20 the covariance matrix | of the observations, y = Yexp- y(0), is simply that of Yexp because y(0) is a constant nonrandom vector, the I]gvJ(s)(~ of Eq. 46 must be treated as random quantities because they go back, via Eqs. 41,37, and 36, to the three experimental moments of the parent, Pg~,exp(l ). The construction of the covariance matrix of the observations (Eq. 46), is hence more elaborate. The required matrix O r can be obtained from the available information by the following arguments. For the sake of a concise notation, let, for each isotopomer s = 1, N s, the three planar moments Pg~,Lexp(S) be the components of a 3 • 1 vector p(s):
 
 pT(s) = (Pxlsl,exp(S), py[sl,exp(S),pzl4,exp(S))
 
 (49)
 
 The 3 • 3 covariance matrices Or ) for each isotopomer are known from the evaluation of the spectra, they will usually have been calculated via the covariance matrices of the respective inertial moments by the application of the transformation given in Eq. (15b). (Note that Op(s) will be non-diagonal even if the inertial moments or rotational constants have been assumed uncorrelated.) Let a long vector p (no argument) be composed of the p(s), omitting the parent p(1 ), pT = (pT(2). . . . . pT(s) . . . . . pT(Ns)) and let the corresponding notation for the quantities
 
 (50)
 
 Hgf~(s) (~ s = 2, N s, of Eq. 46
 
 be: nr(s) = ( Hxt~(s)(~ ,H?~,(s)(~
 
 (~
 
 (49a)
 
 ~T = (rtT(2) . . . . . ~T(s ) . . . . . ~T(Ns) )
 
 (50a)
 
 The vector of observations, with the components of Eq. 46, is then y = p - n. Provided the rotational parameters (rotational constants or moments) of the isotopomer s, as evaluated from the spectrum, are not correlated with those of any other isotopomer s', in particular not with those of the parent (which is a general supposition in MRR-spectroscopy), the required covariance matrix O r is: Oy - Op_,~= Op + O,~
 
 (51)
 
 This can be seen from the definition (Eq. 17) because mixed p, rt-covariance terms will then vanish. Op is a block-diagonal matrix with blocks Op~s).Note that Oy does not consist of Op alone; this would only be true if the vector n were (erroneously) taken to be a constant (nonrandom) approximation (comparable to y0; see Eq. 18).
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 In contrast, the vector n is, by Eqs. 41, 37, and 36, a function of the random quantity p(1). If the transformation between the increments of p(l) and those of n is denoted as U, the required covariance matrix O,~ is found by transforming O~1 ) by the application of U, n = n(p(1)), An = UAp(1), O n = UOr
 
 T
 
 (52)
 
 U is a "high" matrix with row numbering g = x,y,z, s = 2, N s, and with only three columns for x [1], y[l], z[l]. The general element of U is the derivative of any component of the vector n with respect to any of the three components of the vector p(1) and is again obtained by the Hellmann-Feynman theorem, cf. Eq. 42: (0)
 
 --/~..cxp.()//g)(0)ISl(S)(,.I.(0)T(s). t ~~le]x(p~!l)/.T(0)(s)/)glslg(53) lsl The right-hand derivative and the resulting Ug[~,],hmare very simple. From Eq. 36:
 
 ~l'I[1](S) = diag(Sxh, 6~.h, ~-h)' ,. C)Ph[1],exp(1)
 
 Ug[s],h[~J /J0) LI h[llg[sl),~2 =
 
 (54)
 
 Note that U and, therefore, O n = UOr T (Eq. 52) is a dense matrix. But O n is clearly structured by the different magnitude of its elements due to the special form of U discussed below. By Eq. 51, Oy is also a dense matrix. We have found Or to be positive-definite in all practical applications. With few exceptions, the diagonalizing orthogonal matrix T is dominated by the diagonal elements and approximates a 3 • 3 unit matrix because the angle required to rotate the PAS of the parent into that of the isotopomer is usually small: Ug~'Lh[~j= ( [~Jg[']) --" ~hg" The matrix U is then similar to a stack of unit matrices. This w o u l d be strictly true if, instead of the quantities of Eq. 46, Pg[sl,exp(s) --/-/gl~l(S) (0), the characteristic quantities of a r0-type "pseudo-Kraitchman" fit, P#,)exp(S) - Pgm exp (1), were fitted (see next section and also [47]). To avoid confusion let us recapitulate that the vector of observations, y = p - n (Eq. 46) has the elements Pg[s],exp(S) -//g[4(S) (0) (or Pgl4,exp(S ) - Pg[sl,calc(S)(O)if we revert, for the moment, from the/-/- back to the P-notation). In seeming contrast, the covariance matrix Or of the vector y very nearly equals that of a vector with elements Pgtq,exp(S ) -Pg[,l,exp(1). This is due to the "hybrid" character of the tensor II[l](s) (Eq. 36) which is composed of experimental data and nonrandom quantities. Experience has shown that the true covariance matrix,
 
 Oy -- Op
 
 +UOp(1)U r
 
 (55)
 
 is sufficiently different from Op to make also a significant difference in the result of the subsequent least-squares fit.
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 The usual nearness ofT to a unit matrix has another important consequence which was mentioned before. From Eq. (36) it is seen that the tensor II[l](s) contains on the diagonal the experimental ground state planar moments of the parent, part of which are the rovib contributions. If the transformation matrix T (Eq. 37) is near enough to the unit matrix, the eigenvalues of Eq. 36 will then contain these rovib contributions with little modification. These eigenvalues are equated to the experimental ground state planar moments of the isotopomer s (Eq. 37), which also include their rovib contributions. That means that the rovib contributions will cancel to the extent to which they are equal for parent and isotopomer. This is the essential advantage which is claimed for the G-method. However, in exceptional situations (e.g., substitution in nearly symmetric rotors), where the gross rotation by T can be large and T then no longer resembles a unit matrix, the rovib compensation may even be reversed and turn into a magnification of the errors
 
 [14]. The dimensions of ~ - A1~11and 'X must be reduced when symmetrically equivalent, and hence dependent, atomic positions have been substituted. A way which is convenient for the demonstration and discussion (though not necessarily for coding a program) can best be illustrated by a simple example. Assume that two positions, ct' and ~", exist which are symmetrically equivalent with respect to a base atom t~; one such position, y ' , with respect to atom y, and none for atom ~.. All positions, including the dependent ones, could be generated from the independent ones, ct, y, ~,, by the transformation matrix D, here shown as a table (Eq. 56).
 
 Y
 
 y'
 
 y
 
 k
 
 1
 
 0
 
 0
 
 0
 
 1
 
 0
 
 0
 
 0
 
 1
 
 C(c~')
 
 0
 
 0
 
 C(~")
 
 0
 
 0
 
 0
 
 C(~,')
 
 0
 
 Likewise the coordinate increments [I, including the dependent ones, are obtained from the independent variables II of the last-squares procedure by Eq. 56a: Ar~1] - ~ - Dp
 
 (56a)
 
 The entries in the table are 3 • 3 matrices (many of them zero or unit matrices). For example, a threefold-symmetric equivalence of the positions ct, t~', and t~" with respect to the x[ll-axis, and a reflection symmetry of the positions y and y' with respect to the x [11, ztll-plane would be taken care of by the orthogonal matrices C(t~'), C(t~"), and C(y') in D of Eq. 57,
 
 Microwave Rotational Spectroscopy
 
 87
 
 r
 
 1 C(a') =
 
 0
 
 0
 
 - - ~
 
 2
 
 ~
 
 2
 
 , C(a")
 
 2
 
 ,gO
 
 0
 
 0 =
 
 D ~
 
 ,/ 0 !/
 
 (57)
 
 0
 
 1
 
 w
 
 ,5-
 
 C(7') =
 
 .....
 
 2
 
 2
 
 2
 
 2
 
 2
 
 ,
 
 0
 
 1 ~
 
 -~
 
 .J
 
 The increment of a coordinate that is kept fixed, e.g. fixed at zero for the substitution on a principal plane or axis, must not be a component of the vector p of variables. The required elimination is most easily implemented by letting the matrix D of Eq. 56a be followed by a matrix E, which consists of a unit matrix where only the columns (not the rows) corresponding to any components of 13to be dropped have been eliminated: Artl] = ~ - DEll
 
 (56b)
 
 Both, D and E, are "high" matrices, the number of rows exceeding the number of columns. If, in the above example, the base atom a of the threefold symmetric group is assumed to lie on the xtl], ytll_plane ' za[1]..is fixed at zero and Az~ 1 vanishes. D would be a 18 • 9 matrix, E a 9 • 8 matrix, 1~a 18 • 1 vector, and p a 8 • 1 vector. (Schemes for taking account of symmetries and eliminations other than using matrices D and E are, of course, possible.) A closer inspection of the derivatives given by Eq. 45 shows that the elements of the entire row of the Jacobian matrix X, which corresponds to the principal axis gtS] of an isotopomer s, will vanish if this isotopomer has been substituted (singly or multiply) only on that principal plane to which gtS] is perpendicular. This fact justifies the elimination of the observation Pg,4,exp(S ) - Hgl4(s) (0) which corresponds to this row from the least-squares fit. It is related with the symmetry arguments provided in [44] for excluding the corresponding experimental planar moment, Pg~,~,exp(S), from a problem involving a zero-valued coordinate. In these cases the respective Kraitchman equation would often yield a negative square instead of a perfect zero due to the imperfections of the experimental planar moments. As reported before [7], the rs-fit method then fails to converge and tends to "oscillate" between small positive and negative values for the zero-valued coordinate. Let us hence assume that any offending observation, Pgt4,exp(S ) Hg[sl(S)(0), and the corresponding empty (zero-filled) row of X have been properly eliminated, that means the observations y have been reduced to y for further use. This is particularly important for linear molecules where there is only one observation per isotopomer, where the sum over the axis directions reduces to (say) y only, and the matrix T degenerates to the scalar 1. Also, this case can be handled correctly by means of the above matrix E and the proper elimination of components from y and rows from X. It may happen, that an inertial moment of one of the isotopomers could not be evaluated from the MRR-spectrum and must be left out of the fit. However, in the -
 
 -
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 above discussion the least-squares system has been written for the planar, not the inertial moments. Since the result of the least-squares fit is independent of any nonsingular transformation of the observations, provided the covariance matrix of the observations is correspondingly transformed and the Jacobian modified (see Eq. 22), one can transform the three components ofy and the three rows of X, which belong to this particular isotopomer s, by the application of Eq. 15a from planar moment components into inertial moment components without implications for the results ~ and ~li (~ and ~ must be retransformed). After this is done, the unknown inertial moment component of y and the corresponding row of X can be eliminated (which will then modify the result). Of course, this transformation from planar to inertial moments could be carried out for all isotopomers if desired. The model equations of the least-squares treatment (cf. Eq. 19), can now be expressed as: y = Xp = XDEI~ = X[I
 
 with
 
 XDE = X
 
 (58)
 
 With the Jacobian X prepared as indicated and the vector of variables I~ limited to the independent coordinates, X has maximum rank and the problem can be solved by the iterated least-squares treatment. After each iteration step, I~ should be expanded to obtain I1 by means of Eq. 56b for the correction of the independent and the dependent coordinates. Due to the presence of E in Eq. 58, 13has the required zero component wherever a coordinate has to be kept fixed and must not be changed. The corrected coordinates are required to recalculate ~ and X (the quantities HgH(S)(~ and (3Hg~s~(s)/3h~])(~ for the next iteration step. In contrast to most applications of the least-squares procedure, the covariance matrix of the (effective) observations, O~ (Eq. 55) must also be recalculated because O~ depends on U which changes (though probably very little) with each step (Eq. 53). After the iterations have converged, the matrix product DE (Eq. 56b) can be put to further good use. Noke that the product is a constant, nonrandom matrix. The final covariance matrix O~ of the variables ~ can hence be expanded to obtain ~ : A
 
 A
 
 O~p= DEO~ETDr
 
 (59)
 
 As mentioned above, this is the covariance matrix not only of the coordinate increments of the last iteration but also of the final coordinates as determined by the fit, ~r~U= ~Artll = ~ . By means of ~rtl;, the errors and correlations of the independent and dependen~ coordi2aates can be assessed. Because of the presence of E in Eq. 59, the matrix OArtll- Or[ll will contain an empty (zero-filled) row and column where a coordinate has been kept fixed. It is easy to account for what has been called "Costain's errors" [1,5] by adding to each variance o2(h~ 1) on the diagonal of ~)Ar[ll an additional variance term (Ah~l) 2. Costain has estimated the uncertainty of a rs-COordinate with absolute magnitude lhl (in pm) as Ah = +15/Ihl pm (when the reduced mass of substitution is assumed as 1). Errors so introduced would be correctly propagated to any further processing of ~zxr~l~. There is still another, perhaps more fundamental way, to
 
 Microwave Rotational Spectroscopy
 
 89
 
 include Costain's error by manipulating the covafiance matrix Oy of the observations instead of that of the results, ~6rf~. Costain s error estimate can be derived from the experimental findings [6] that the isotopic difference of the pseudo-inertial defect (Eq. 15c) which should vanish (if equilibrium moments were used) for a substitution on, say, the xy-plane, scatters by approximately 8[P_(s)- Pz(1) ] = 2 8 [ Az(s) - Az(1) [ - _+0.003 u/k2. This scattering range, if accepted as an estimate for the inherent planar moment uncertainty for any axis g, can be easily introduced into the rs-fit method. From the discussion above, we recall that the covariance matrix of the observations, Or, is very nearly that of the vector of the isotopic planar moment differences, P~, 0 Pg.exp(1). If the square of the above estimate, [8(Pg(s) - Pg(1))]2, is added to every diagonal element of O r, and the covariance matrix | is not merely used for weighting the observations, but is truly propagated fixing ~2 at unity), the covariance matrix of the resulting coordinates, = ~zxrI~- ~ , will then include the effect of Costain's estimate. (As a side effect, the additional variances added on the diagonal of Or will serve as "adjustment variances", as discussed in the next section, because they will often be larger than the original experimental variances.) There is another important reason why the expanded form of the covariance matrix, ~rr~l = ~i~, is useful. Working through an rs-fit as described here, with a sufficient number of isotopomers, will yield a complete molecular structure with consistent error estimates and correlations. This is different from the results obtained after separately solving a number of distinct Kraitchman equations, but quite similar to the output after finding the r 0- (or a r0-derived) structure based on the same input information. Therefore, it would be highly desirable to compare the rs-fit and the r0-structures, each obtained by a compact but different operational procedure. That means, the information gained by the rs-fit, the Cartesian position vector r [11, composed of the vectors tI~1, should also be available in the form of internal coordinates (variousbond distances, bond angles, and dihedral angles), complete with errors and correlations for an easy comparison with the r0-data. Internal coordinates and their errors and correlations are also indispensable for the truly chemical assessment of the structure obtained. For the correct error propagation, the expanded covariance matrix, ~,j~J = 6a,.t,1 = ~ , is required. Any number of desired internal coordinates St (t = 1, N,) can be calculated from the final Cartesian position vectors ..[tl , a , most conveniently by known vector formulae. For the transformation of the covariance matrix of the Cartesian coordinates into that of the internal coordinates, the derivatives of any particular internal coordinate are required with respect to all Cartesian coordinates that actually participate in the motion of this internal coordinate:
 
 6rl(bY
 
 ~h~] = Bt,ha This problem has already been solved by the early infrared spectroscopists who calculated the transformation between the atomic Cartesian displacement coordi-
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 nates and the internal displacement coordinates [48-50]. The array of derivatives has become known as the B-matrix (not to be confused with B as used earlier (Eq. 16a etc.). Each row of B for a particular internal coordinate S t is composed of Wilson's s/a-vectors for the participating atomic positions ~. The increments of the Cartesian coordinates (vector Ar [1] = I~) are transformed by the matrix B into the increments of the internal coordinates (vector AS), and the covariance matrix ~}rt~l= ~}Arm = ~ of the Cartesian coordinates into that of the internal coordinates, AS = B Ar [11,
 
 A
 
 O~ = BOrt~JB "r
 
 (61)
 
 As mentioned above, the expanded covariance matrix ~ r m of the results contains a zero-filled row and column when a Cartesian coordinate h~ 1has been kept fixed. A judiciously chosen variance o2(h~ l) can be entered on the respective diagonal of ~ r m, prior to the transformation (Eq. 61 ) if the fixed coordinate is afflicted with an (estimated) error and the propagation of this error to any of the derived internal coordinates is to be studied. For this reason it may even be practical to carry along in the expanded vector of variables p an atom that has never been substituted (and will hence drop out of the fit by the application of E), but whose position can be estimated and is required for the calculation of certain bond lengths and angles involving atoms that were substituted. While the basic assumption of identical geometry for parent species and isotopomers is generally a good one, deuterated X-H bonds make an exception because the relative mass change is so large and the X-D bond so much shorter that noticeable errors would occur in any of the presented methods if the bond shortening upon deuteration remained uncorrected. The required corrections have become known as "Laurie's corrections" [6, 22]. Suppose that the X-D bond is shorter than the X-H bond by 8r. The uncorrected rs-method would then let the X-H bond appear too short by --- 28r [51]. After the rs-coordinates r~ l for atom X and preliminary rs-coordinates for the apparent location r~ l of H, have been obtained from the uncorrected planar moments, a hypothetical position H' of the hydrogen atom after an intentional corrective X-H' bond elongation by 25r (usually chosen near 2 • 0.3 pm) is assumed as,
 
 r[1] = r[~] + 2~ir o[l] H' "XH"
 
 ~[11
 
 "XH'
 
 =
 
 /
 
 '~H'
 
 (62)
 
 where ",~[1] is the unit vector in the X-H' bond direction. The coordinates, first of XH' [1] are inserted into the right-hand side of Eq. 38, and the -H'[11, then of position rH,, respective tensors are diagonalized. The differences of the respective left-hand sides (eigenvalues) will then give the three required correction terms to be applied to the experimental planar moments of the deuterated isotopomer. The final rs-fit should now give the correct H position. The corrections can be computed by a small separate program and could be immediately converted into corrections for the inertial moments by Eq. 15a, or for the rotational constants. The method described requires only the experimental planar moments of the parent, the X-substituted, and
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 the deuterated isotopomer. A more elaborate treatment within the framework of the rs-fit method, which can take account of changes of all bonds lengths in the molecule, has been given by Typke [51]. Simplified approximation formulae for Laurie's corrections have been reported also by Berry and Harmony [30]. As is to be expected, the results of the rs-fit method are identical with those of Kraitchman's original equations when a problem with one isotopomer and one substituted atom is treated; the rs-fit method simply offers a mathematically equivalent solution of the same secular problem. This is also true when ChutjianNygaard type symmetrically equivalent multiple substitutions are present. The results of a "substitution sequence" (e.g., AB --) A*B ~ A'B*), as suggested earlier [45], also turn out to be identical with those of the corresponding rs-fit problem. The merits of the rs-fit method over the repeated application of Kraitchman's equations are: (1) the better least-squares balancing of the errors, which can be expected when a large number of (redundant) isotopomers is included in the investigation, and; (2) the greater flexibility regarding nonequivalent multiple substitutions. Note, however, that the method cannot locate a pair of nonequivalent atomic positions that appear either both unsubstituted or both substituted in the same way in all isotopomers present. The rs-fit method has retained several of the essential features of Kraitchman's original substitution method: the (partial) compensation of the unknown rovib contributions of the rotational parameters, but also the lower limit for a coordinate (approx. 12 to 15 pm [5]) for the determination with still significant accuracy, and the fact that for complete structures the nontrivial first and second moment conditions are not necessarily satisfied. Using the rs-fit method with a substantial body of information (i.e., with a significantly larger than minimum number of singly and multiply substituted isotopomers) generally alleviates the limitations. It may improve the accuracy of small non-zero coordinates, and also tends to average out gross deviations from the moment conditions, as has been suggested by the (still limited) experience with the rs-fit method and its recent developments presented here ([52, 53] and unpublished results). For the problems investigated, the convergence properties of the iterative least squares treatment were good when not impaired by the presence of too small a coordinate. The condition number (the ratio of the largest to the smallest eigenvalue of the symmetric, positive-definite matrix of the normal equations) was better by orders of magnitude than for r0-derived fits with the same input (see below). Excepting small coordinates, the accuracy of the coordinates determined was comparable with that of the (r0-derived), rl~-fit. However, the correlation between the coordinates was much less, probably a consequence of the sparse occupation of the Jacobian X (although this property may be considerably modified by the multiplication with the inner factor M -1 and the subsequent inversion; see Eq. 2 lb). In the cases studied, the values of the atomic coordinates determined by the competing methods, rs-fit and r1~,differed by perhaps = Zf.Jj where Zf/= 1. This approach assumes that the temperature dependence of <J> results only from changes in the equilibrium proportions of the rotamers and searches for a set of parameters characteristic of each stable conformer to find the best fit to the experimental data. The conformational energy difference for the conformers i and j, AEi_j, can be related to the conformers' population fractions by assuming simple Boltzmann factors in the corresponding energies as f / / f j - exp (-AEi_j/RT). Classical examples of this type of analysis in the gas phase are provided by Hirano and Miyajima in the study on 1,2-difluoroethane and 1,2-disubstituted propanes [39-42]. More recently, Inomata and Abe have published a rigorous study of the conformation of 1,2-dimethoxyethane in relation to the gauche oxygen effect [36] associated with the internal rotation around the OC-CO bond. [43] The observed gas-phase IH-IH and 13C-lH NMR vicinal coupling constants were compared with those previously determined in nonpolar solvents. From these reported values and the conformational energies determined using the RIS, they reached the conclusion that the gauche oxygen effect is not caused by surrounding solvent molecules. The authors note that the value of the conformational energy E~ for the constituent bond OC-CO estimated to be-1.7 kJ mo1-1 is lower than results of recent MO calculations [44] by 4.2 kJ mo1-1. They also indicate that there is only a qualitative agreement between the fraction of the conformers estimated in their work and electron diffraction measurements. It is important to note that other authors have found discrepancies within results yielded by this "static" method. For instance, Govil and Berstein, [45] Heatley and Allen [46], and more recently Pachler and Wessels [47] have mentioned that this method yields inconsistent results and can only give accurate results with considerably difficulty. Another major approach developed by Lin [48] expresses the observed vicinal coupling constants as weighed averages over a cycle of rotation (i.e., ~ = 0 to = 27t). The potential energy as a function of the internal rotational coordinate ~, V(~), is taken as the weighting function. The observed vicinal coupling constant, <J>, is then given by, [49], J J(~))exp (-V(~) / R T ) d , <J>=
 
 o
 
 (5)
 
 2x ; exp (-V(~)/RT)d 0
 
 where J(~) is a modified Karplus equation. This rotational averaging approach has the advantage of sampling the entire population distribution as opposed to the RIS model which assumes that only stable
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 conformers are important. Lin's theory has been successfully applied in liquidphase studies to substituted ethanes of the type CHzX-CH2Y [50] and CH2XCHXY [51]. In the gas phase, Pachler and Wessel's study of the rotational isomerism of 1-bromo-2-chloroethane [47] further reaffirms these discrepancies of the "static" versus the "dynamic" approach. Analysis of the average vicinal coupling constants, measured in different solvents, assuming a "dynamic" model yielded values for the vicinal coupling constants of the individual rotamers in excellent agreement with those obtained from their gas-phase data. These values are at 305 K: trans rotamer Jr= 13.6 Hz; J'r= 4.9 Hz; and gauche rotamer 1/2 (Jcl + Jc2) = 0.9 Hz, 1/2 (J'cl + J'c2) = 7.8 Hz. Js are temperature dependent with Jr changing about four times as much as the other coupling constants. In this context, Pachler and Wessels explore the dependency of these vicinal coupling constants with temperature and solvent dielectric constant (e). This is based on a proposed modified Karplus equation, J(~) = a + B cos ~ + C cos ,2~ + D sin~ + E sin 2~
 
 (6)
 
 where the constants A...E are, to a first approximation, linearly related to the electronegativities of the substituents. The foundation for this work, and the latest developments of this approach are due to the extensive work done by Abraham and co-workers [52,53]. In their latest work [54], proton coupling constants are reported for 1,1,2-trichloroethane in 32 protic and aprotic solvents, as well as in the gas phase. The conformational equilibrium is thus analyzed in terms of long-range coupling constants using multiple regression analysis through the AbrahamKamlet-Taft equation, J / H z = c + d~5+ s ~ + a(z I + b[31 + h(~i~)1
 
 (7)
 
 where ~i (polarizability correction term), ~ (solvent dipolarity); c~l (solvent hydrogen-bond acidity); ~l (solvent hydrogen-bond basicity) and 82//(Hildebrand cohesive energy density). In this case, gas-phase data provides a decisive data point in the analysis of the variables, because of the absence of solvent effects and constrictions in the system. As more gas-phase systems are studied, more work will be expected to appear on the application of this J method to the temperature and solvent dependence of internal rotation barrier parameters and their parametrization, allowing for the extrapolation of theoretically calculated values. I!1.
 
 GAS-PHASE NMR STUDIES OF CONFORMATIONAL KINETICS
 
 Since its early beginnings, probably the best known application of DNMR spectroscopy has been to the evaluation ofkinetic barrier heights. The methods by which rate constants for the conformational processes have been obtained from NMR spectra have changed over time. In the vast majority of DNMR studies, the desired
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 ppm Figure 1. Temperature dependence of gas-phase 500 MHz 1H NMR spectra of
 
 N, N-ethyl methyl trifluoroacetamide. Top and bottom traces representcalculated and experimental spectra at the indicated temperature.
 
 kinetic information has been obtained by analysis of exchange-broadened spectra. The NMR spectral lineshape is determined by a set of five parameters: (1) conformer chemical shifts in the absence of exchange, 6i; (2) spin-spin coupling constants, Ju; (3) relative populations of each conformer, Pi; (4) transverse relaxation times in the absence of exchange, t2i; and (5) the exchange rate constant, k. An iterative nonlinear least-squares regression analysis is performed using a computer program (we use DNMR5 [55]) to obtain the best fit of a calculated spectrum to the experimental spectrum, the so-called bandshape analysis technique. An excellent description of this and other methods can be found in the work of SandstrOm [56]. Figure 1 illustrates an example of the DNMR5-calculated (top) and experimental (bottom) traces for exchange-broadened spectra of N,N-ethylmethyl trifluoroacetamide gas at different temperatures.
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 A. Temperature-Dependent Gas-Phase NMR The evaluation of kinetic barrier heights (21-105 kJ mo1-1) from the temperature dependence of rates has been one of the most important contributions of DNMR to conformational processes. However, only a handful of these studies have addressed gas-phase processes, mainly due to the need for instrumentation improvements just recently achieved as described above. It has become customary to discuss exchange processes in terms of the Arrhenius equation and transition state theory (TST) of reaction rates [57] which is summarized by the Eyring equation. The Arrhenius equation in the following form is used to obtain the activation energy (Eact) and frequency factor (A) from the slope and intercept, In k -
 
 ~'
 
 + In A
 
 (8)
 
 where k is the rate constant, R is the gas constant, and T is the absolute temperature. This equation is valid at all pressures [57]. The kinetic activation parameters are determined from the Eyring equation in a similar fashion, In k -
 
 -
 
 + In --h-- + --R--
 
 w h e r e ~cis the transmission coefficient, kb is the Boltzmann constant, h is Planck's constant, and z~* and AS* are the enthalpy and entropy of activation respectively. Since this derivation involves transition state theory, it is valid only at the high pressure limit. If the precision of some experimental measurements is poor, only a AG~* determined from Eq. 10 at the coalescence temperature is generally reported: kbT AG* = - RTIn ~ hk
 
 (1 O)
 
 Comparison of the barrier heights in the gas phase with those found in the liquid phase can elucidate the role of solvent internal pressure on conformational interconversion when dielectrical interactions are minimal. The magnitude of these interactions can be estimated by considering an activation volume, AV*, for the process, defined as,
 
 L
 
 l
 
 where 8 P i is the difference in internal pressures between the solution and gas phases (Pi for gases = 0). As mentioned above, only a handful of these studies have addressed gas-phase processes. Presently, the majority of the published work in the area investigates such conformational processes as internal rotation in several substituted N,N-dial-
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 kylamides, alkyl nitrites, and N,N-dimethylnitrosamine, ring inversion in six-membered tings, pseudorotation in SF4, and the Cope rearrangement in bullvalene. At the high-pressure limit, all of these conformational processes exhibit first-order kinetics and the temperature dependence of the rate constants yields information, as previously described, about the kinetic parameters characterizing the process" AG*, AH*, and AS*.
 
 Gas-Phase NMR Studies of Amides Variable-temperature NMR spectroscopy is a well-established technique in the study of conformational exchange kinetics in liquid amides. [1,58] Using DNMR spectroscopy, it is possible to measure the temperature dependence of interconversion rates in order to yield a complete set of kinetic parameters characterizing the internal rotation about the carbon-nitrogen bond. In the last several years, the development of gas-phase NMR methods has provided a valuable tool for the elucidation of the magnitude of intrinsic and environmental contributions associated with this conformational exchange. In order to characterize these contributions, a series of molecules with systematic variations in substituent size and polarity must be analyzed both in the liquid and gas phase. The determination of gas-phase amide rotational barriers encounters several difficulties. In addition to low vapor pressure at exchange temperatures (usually below 1 torr at 298 K), gas-phase limiting chemical shift differences between conformers (Act) are usually smaller than in the liquid because solvents and other intermolecular effects, not present in the gas phase, contribute to increased anisotropy of the proton environments. One dramatic case is N, N-dimethylformamide, which has an 83 Hz proton-limiting chemical shift separation in CC14 (10 vol. %) at 500 MHz, but shows magnetic equivalence of its proton dimethylamino resonances in the gas phase [59]. Also, smaller limiting shift differences result in lower slow-exchange and coalescence temperatures. This, combined with low vapor pressures, can make gas-phase 1H NMR study unattainable. Furthermore, the gas-phase rotational barriers of all the amides studied so far are lower than in the liquid. This increases the rate constant at a specific temperature, further lowering the temperature range which must be studied. Work on amides has included Feigel's barriers to hindered internal rotation in a series of N,N-dialkylamides (R'CONR 2 : R = CH 3, R' = F, C1, CH 3, CF3; R = i-Pr, R' = CH3; R = C2H 5, R' = H) and in N,N-dimethylthioacetamide (CH3CSN(CH3)2) [60]. A line shape analysis of their gas-phase 1H NMR spectra yielded AG*s which are at least 4-9.6 kJ mol -~ smaller than the values reported in solution; the differences could not be correlated with the structure and the barrier heights of the amides. Ross also studied the gas-phase NMR temperature dependence of a series of monoalkyltrifluoroacetamides in search of line-broadening effects indicative of chemical exchange [61]. LeMaster et al. [59,62] also reports that the barrier to rotation in N, N-diisopropylacetamide is lower in the gas phase than in solution, and furthermore in formamides it decreases with increasing size of the alkyl
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 substituents on the amide nitrogen. Gas-phase 13C NMR spectra of dimethylformamide have also been obtained and studied [63]. In our last work [64], a series of N-substituted trifluoroacetamides was chosen to study the effect of N-substituent size on the amide rotational barrier. Substituents ranged from methyl to relatively large isobutyl groups. Also, we are working on the analysis of asymmetrically substituted amides which is of special interest because they can display conformer population differences as discussed in a previous section. They have been the focus of much theoretical work aimed at elucidating the role of the higher energy cis-peptide bond in stable protein conformations [65,26,27]. Medium effects on conformer relative Gibbs energies reflect the stabilizing or destabilizing role of solvent interactions upon the minima in the peptide bond torsional potential function [66,67]. For nonpolar molecules and polar molecules in nonpolar environments, steric effects due to liquid packing forces can be quite large, approaching those of electrostatic interactions, and contribute considerably to the phase dependence of the conformational Gibbs energy. Amide-amide self-association, solvent interaction, solvent polarity, and internal pressure have proven to affect the rotation rate and may mask the intrinsic influence of substituents. Gas-phase values are very useful particularly as test cases and parametrization data in the development of molecular mechanics and semiempirical theoretical calculations designed to model
 
 Table 4. Summary of Gas- and Liquid-Phase Free Activation Energies (298 K) for
 
 Several Substituted Amides (R1CONR2R3)
 
 Rl
 
 R2
 
 CF3 CF3 CF3 CF3 CF3 H H H H CH3 CH3 CH3 N3 F Cl Br CH2F CHF2
 
 methyl ethyl ethyl i-propyl /-butyl methyl ethyl ethyl i-propyl methyl ethyl i-propyl CH3 CH3 CH3 CH3 CH3 CH3
 
 R3
 
 methyl ethyl methyl i-propyl /-butyl methyl methyl ethyl i-propyl methyl ethyl i-propyl CH3 CH3 CH3 CH3 CH3 CH3
 
 AG ~ gas (kJ mo1-1) 69.0 (0.4) 67.4 (0.4) 68.6 (0.4) 66.1 (0.4) 68.6 (0.4) 81.2 (0.4) 82.8 (0.4) 80.3 (0.4) 79.5 (0.4) 65.7 (0.4) -59.8 (0.4) 69.0 (0.4) 71.5 (0.8) 64.4 (0.8) 59.0 (0.8) 63.6 (0.4) 72.8 (0.4)
 
 AG ~ liq (kJ mo1-1) 75.7 74.5 (0.1) 75.1 (0.2) 68.2 (0.1) 72.4 (0.1) 86.6 85.3 (0.3) 85.3 86.6 76.1 74.0 65.3 74.1 75.7 (2.5) 69.0 (2.1) 65.7 (1.7) 71.1 78.7
 
 Solvent
 
 Ref
 
 CC14 CCl4 CCi4 CCl4 CCI4 C2C14 DMSO Neat o-DCB Neat o-DCB o-DCB CCI4 CCl4 CC14 Neat ClPh CIPh
 
 68 64 69 64 64 63 69 61 61 70 62 71 71 71 7l 71 71
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 figure 2. Eyring plot of gas- and liquid-phase exchange rate constants for disubstituted trifluoroacetamides (TFAA). o-N,N-diethyl TFAA gas; T-N,N-diisopropyi TFAA gas; m-N,N-diisobutyl TFAA gas; o-N,N-diethyl TFAA liquid; ~z-N,N-diisopropyl TFAA liquid; []-N,N-diisobutyl TFAA liquid.
 
 this C-N torsional potential function. Table 4 summarizes the AG*s obtained for all the amides described in this section, and Figure 2 illustrates the difference between liquid and gas Eyring plots for three of the trifluoroacetamides (diethyl, diisopropyl, and diisobutyl).
 
 Gas-Phase NMR Studies of Aikyl Nitrites Table 5 contains the gas-phase activation parameters for syne-~anti conformational exchange available for six primary alkyl nitrites. Two trends are apparent in the gas-phase activation parameters listed in this table. First, the barrier to syne--~anti
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 Table5.
 
 Activation Parameters for syn(-~anti Conformational Exchange in Primary Alkyl Nitrites AG~298
 
 AH ~t
 
 AS~t
 
 Compound
 
 kJ mol -l
 
 kJ tool -1
 
 J g -1 mol --1
 
 Ref
 
 Methyl nitrite Ethyl nitrite n-Propyl nitrite n-Butyl nitrite Isobutyl nitrite Neopentyl nitrite
 
 50.6 46.0 47.3 47.7 47.3 46.9
 
 48.9 (1.7) 45.6 (1.2) 45.2 (1.7) 44.8 (1.2) 44.8 (1.7) m
 
 -3.8 (1.7) -2.5 (5.8) -7.9 (7.9) -8.8 (5.0) -7.5 (6.3) m
 
 72,73 74 74 75 75 74
 
 (0.4) (0.4) (0.8) (0.8) (0.8) (0.4)
 
 conformer inversion in methyl nitrite is higher by 2.9 to 4.6 kJ mo1-1 than that in the other primary alkyl nitrites studied. Second, gas-phase activation Gibbs energies, enthalpies, and entropies in the other five nitrites are remarkably similar within their relative errors. The Gibbs activation energies for the conformer inversion seem to parallel the relative stabilities of the syn conformer. Destabilization of the syn conformer would be expected to result from steric effects on the ground state. Substitution of the methyl substituent on the nitrosyl oxygen by larger alkyl groups would tend to bend the nitrosyl N-O bond out of the plane, decreasing its double bond character and thus the rotational barrier around this bond. It is the bulkiness of the substituents directly attached to the carbons bonded to the nitrosyl oxygen, not the overall size of the substituent, that affects the magnitude of the barriers. A similar trend was seen for the N,N-disubstituted trifluoroacetamides described in the previous section. Comparison of available solution data with the gas-phase values obtained show that the destabilization of the larger freely rotating transition state by solvent packing forces must be important in these substituted nitrites; therefore, the unexpectedly small phase dependence may be attributed to dielectric effects which are opposite in direction but similar (or slightly lower) in magnitude to these steric forces. For methyl nitrite AG~298is lower in solution than in the gas phase (AAG~298 = 0.8 kJ tool -~) while for the other primary alkyl nitrites is slightly higher (AAG?298 0.0 to 2.5 kJ mol-1).
 
 Gas-Phase NMR Study of N,N-Dimethylnitrosamine Harris and Spragg were the first group to report a gas-phase DNMR study determining the barrier to internal rotation in N,N-dimethylnitrosamine [76]. The CH 3
 
 /, CH 3
 
 O
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 free energy of activation, AGf, for the internal rotation was obtained from the coalescence temperature (431 K) spectrum as 88.3 kJ mo1-1. Two mechanisms are possible for chemical exchange in N,N-dimethylnitrosamine. Molecular orbital calculations demonstrate that rotation about the N-N bond has a lower energy barrier than inversion at the nitroso nitrogen. CNDO/2 calculations [77] yielded barriers of 76.1 and 306.7 kJ mo1-1 for rotation and inversion and MNDO calculations [78] with complete geometry optimization of both the ground and transition states yielded barriers of 54.4 and 334.7 kJ mo1-1 for rotation and inversion, respectively. Chauvel and co-workers reanalyzed this nitrosamine system in order to apply the complete bandshape method to the DNMR spectra obtaining first-order chemical exchange rate constants which are ca. 25 times faster than those observed in neat liquids at corresponding temperatures [79]. The associated kinetic parameters [Eact(Oo): 85.8 (4.6) kJ mol-I; AH~:: 82.4 (4.1) kJ mol-1; AG*: 88.3 (1.7) kJ mo1-1] are consistent with a process proceeding via a freely rotating transition state.
 
 Gas-Phase NMR Studies of Ring Inversion in Six-Membered Rings The structures and results of a systematic study of the gas-phase conformational dynamics of six-membered ring compounds in which substitution and heterocyclicity have been studied in the gas phase are presented in Table 6 and Table 7, respectively. The values for the barriers to ring inversion in six-membered rings from Table 7 are in the case of non- and mono-substituted rings slightly higher in the gas phase than in the liquid. As substitution increases, the trend reverses. The di- and trisubstituted nitrogen heterocycles have higher gas-phase barriers to inversion than their solution-phase counterparts. Secondly, rings containing the N-CH 3 group have slightly higher barriers to inversion than cyclohexane or tetrahydropyran. Phase differences for all the ring inversion processes studied are small and can be the result of many different factors.
 
 Table 6. Summary of Six-membered
 
 Rings Studied
 
 Name
 
 Cyclohexane Cyclohexylfluoride Tetrahydropyran N-Methylmorpholine N-Ethylmorpholine N-Methylpiperidine N-Methylpiperazine N,N-Dimethylpiperazine 1,3,5-Trimethylhexahydro-1,3,5-triazine
 
 Code
 
 CHX CHF THP MM EM MP MPZ DMPZ TRZ
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 Table 7. Summary of Kinetic Parameters for Chair to Twist-Boat Ring Inversion in Six-Membered Rings
 
 Compound
 
 AG~298 kJ tool-l
 
 AH~ kJ mo1-1
 
 CHX CHF THP MM EM MP MPZ DMPZ TRZ
 
 43.5 (0.8) 44.8 (0.4) 43.9 (0.8) 49.8 (0.4) 47.7 (0.3) 50.2 (0.4) 51.5 (1.2) 53.6 (0.8) 51.9 (0.8)
 
 50.6 (2.1) 48.5 (5.4) 48.5 (7.9) 49.8 (0.4) 47.1 (2.3) 50.6 (0.8) 51.9 (1.7) 61.1 (1.3) 55.2 (2.09)
 
 AS~ J K -1 tool -1 23.8 (2.1) 13.8 (5.4) 25.1 (33.5) 0.0 (2.1) -1.9 (4.9) 1 (4) 2.1 (1.7) 25.5 (4.6) 11.72 (7.5)
 
 Ref
 
 80 81 82 83 84 85 86 87 88
 
 Gas-Phase NMR Studies of Structural Exchange in Sulfur Tetrafluoride and Bullvalene There is an extensive body of work concerned with the nature of the fluorinefluorine exchange mechanism in sulfur tetrafluoride (SF4) [89]. Studies of very pure liquid samples demonstrate that the temperature dependent spectral effects observed are attributable to an intramolecular process having the permutational character of a Berry pseudorotation [90]. Catalytic amounts of HF have been observed to increase the magnitude of the rate constants characterizing this process; therefore, the values of the gas-phase rate constants provide a way to elucidate the magnitude of the solvent effects and clarify the kinetic model of the process. Spring has studied the temperature dependence of the axial ~ equatorial fluorine exchange rates in SF4 and found them to be consistent with an activation energy for axial-equatorial exchange of 50.6 (29) kJ mo1-1 [91]. In the gas phase this activation energy is higher than that found in solution measurements which is compatible with a process occurring via a transition state smaller than the equilibrium configuration. The degenerate Cope rearrangement of bullvalene (tricyclo(3.3.2.0)deca-2,7,9triene) has also been studied extensively in condensed media and has just recently been reported in the gas phase. The dynamic mechanism can involve any of the three cyclopropane bonds that are present in the molecule, the chemical identity of bullvalene remaining unchanged during this process. Figure 3 shows one of these three possible rearrangement pathways. The direction and magnitude of solvent effects on the Cope rearrangement can be determined by comparing once again rate constants for gas phase samples with those obtained for bullvalene solutions. Previous studies have shown that increasing the pressure applied to a solution of bullvalene in CS 2 by 500 MPa increases the rearrangement rate constant by 10% at 19.8 ~ [92]. The small negative activation volume, AV*, of -0.5 cm 3 mo1-1, consistent with these results, indicates that significant charge separation does not
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 Figure 3. One of the three possible pathways in the degenerateCope rearrangement of bullvalene. occur in the transition state in solution. In the gas phase, rate constants characterizing the Cope rearrangement in bullvalene are found to be 15% lower than in the liquid [93]. This agrees with a prediction based on the pressure-dependent solution-phase results, which indicates a predominantly intramolecular process which is facilitated by solvent interactions. Gas-phase kinetic parameters for the rearrangement are: AG*298 = 54.8 (0.8) kJ mol-1; M-fl = 55.2 (1.2) kJ mol-1; and AS* = 1.7 (5) J mo1-1 K-1.
 
 Gas-Phase NMR Ring Inversion Barrier of Cyclohexene Lastly, the use of gas-phase NMR measurements can help elucidate the magnitude of barriers even in situations where experimental conditions are not optimal for a complete analysis of the temperature dependence of the rate constants. Recently, the barrier to ring inversion to cyclohexene was reported to be 43 kJ mo1-1 using a two-dimensional potential energy surface for ring twisting and ring bending consistent with assigned gas-phase vibrational frequencies [94]. For a solution of cyclohexene in bromotrifluoromethane, M-fl for ring inversion, determined from analyses of exchange broadened 1H NMR lineshapes, is 22 kJ mo1-1 [95], which is 21 kJ mo1-1 lower than the value determined from the vibrational analysis. If the magnitude of the ring inversion barrier were as high as the vibrational analysis suggest, gas-phase NMR analysis of the exchange-broadening due to the process would be detectable at 298 K. NMR spectra were acquired at two different temperatures (195 K and 298 K) in order to compare our values with those obtained from the solution and the vibrational studies. At 195 K, the rate constant associated with the ring inversion is consistent with a Gibbs energy of activation AG~195 of 27 kJ mo1-1. Assuming that solvent effects on the limiting axial and equatorial chemical shifts of cyclohexene are comparable to those observed for other six-membered rings, and AS* for the ring-inversion process is small, the barrier to ring inversion is 30 kJ mol -~ or less, in agreement with the solution study, but in disagreement with the vibrational analysis.
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 The above examples show that comparison of gas and solution phase rate constants reveals the direction and magnitude of solvent effects on conformational processes. At present it is not possible to attribute the observed solvent effects to specific causes for several reasons. Qualitative trends can be determined, but the lack of detailed studies in the liquid phase limits a quantitative analysis. First of all, liquid-phase studies generally do not obtain data which allows static and dynamic solvent effects to be separated [96,97]. Static solvent effects produce changes in activation barriers. Dynamic solvent effects induce barrier recrossing and can lead to modification of rate constants without changing the barrier height. Dynamic solvent effects are temperature and viscosity dependent. In some cases they can cause a breakdown in transition state theory [96]. Typically in solutions, conformer rate constants are measured as a function of temperature at constant pressure. In these isobaric experiments, rate constants change as a result of both changes in temperature and temperature-dependent changes in dynamic solvent effects. Jonas [98] has recently shown that rate constants obtained as a function of temperature at constant viscosity allow static solvent effects to be elucidated. These measurements are obtained by adjusting the pressure applied to the liquid sample. For cyclohexane, NMR studies of liquid samples at atmospheric pressure reported activation energies of 42.7 +_0.8 kJ mo1-1 in CS 2 solution. Jonas et al. [98] have shown that measurement at constant sample viscosity produce a significantly higher activation energy of 47.19 + 0.04 kJ mo1-1 in CS 2, very close to the gas-phase value of 52.47 + 2.0 kJ mo1-1 obtained at 2500 torr. Activation energies of ring inversion in other rings have not been measured at constant sample viscosity. Another factor which might complicate the analysis of phase-dependent differences in rate constants of conformational processes is a possible phase-dependent difference in internal vibrational redistribution (IVR) rate constants. Pressure-dependent studies of most conformational processes in the gas phase can be adequately modeled using Rice-Ramsperger-Kassel-Marcus's (RRKM) theory which assumes that IVR in critically energized molecules is ergodic on a time scale which is shorter than the reaction time. Recent molecular dynamic studies have suggested that in liquid solutions the cyclohexane ring inversion process may be non-RRKM. Since the density of states of molecules at the threshold energies required for conformational processes are low, efficient coupling mechanisms are required for RRKM theory to provide a valid description of these processes. Vibrational redistribution mechanisms which depend on rotational angular momentum coupling can play an important role in IVR processes in the gas phase, but are probably not effective in liquid solutions where rotational motion is largely quenched. If a conformational process does not follow statistical kinetic theories in one or both phases, this factor, as well as steric and dielectric effects, can influence the phase dependence of the rate constants for the conformational process. At present, it is not possible to determine all the factors responsible for the relatively small phase-dependent differences observed in ring inversion rate constants.
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 B. Pressure-Dependent Gas-Phase DNMR One of the most interesting applications of gas-phase NMR spectroscopy is the study of the unimolecular kinetics of conformational and other low energy molecular processes. In the gas phase, the rate constants of many chemical exchange processes are pressure dependent at pressures high enough (above a few torr) to allow their measurement from the analysis of the exchange-broadened NMR lineshapes. This dependence occurs as a falloff of the first-order rate constant with decreasing pressure and an eventual change to second-order kinetics at very low pressures. For a thermally initiated unimolecular process, the observed pressure dependence is due to competition between bimolecular deactivation, A+M ~
 
 k
 
 k.
 
 A* + M
 
 (12)
 
 and reaction of energized molecules (A*), (13)
 
 A*~E-~p
 
 where ka, ka, and k(E) are the activating, deactivating, and internal energy dependent reaction rate constants, respectively; M is any collider, i.e., another A molecule, a bath gas molecule, a reference gas molecule, or the NMR tube wall, and P is the final product. Solution of this Lindemann mechanism yields the macroscopic unimolecular reaction rate constant, kun~, E
 
 -ku~i-
 
 d[A] [
 
 1 [A] dt - -
 
 k(E)ka / k d
 
 1+ k(E) / kd[M] dE
 
 (14)
 
 E*=0
 
 which reduces in the high pressure limit t o kun i = k(E)ka[k d and in the low pressure limit to kun i = k a [M]. Several statistical kinetic theories, most importantly RRKM, have approached the dependence with some degree of success. The major feature that distinguishes RRKM theory from the others is the assumption that energy is redistributed rapidly and randomly among the various degrees of freedom of an energized molecule before that molecule reacts or is deenergized. All the internal energy within a reacting molecule is available for the reaction process. For this condition to be fulfilled, IVR within the reacting molecule must be ergodic and all the IVR rate constants, kivR, must exceed k(E), the energy dependent rate constant. According to RRKM theory: k(E) = (l/h) [aG*(E- Eo)Ip(E)] where o~ is the reaction path degeneracy; G*(E- E 0) is the sum of the states in the transition state evaluated at energy E; p(E) is the density of states in the reactant; and E 0 is the threshold energy. From the Fermi Golden Rule, klvR from a state "s" to a manifold of states "/" is kiv~ = (l/h) (Z,p,(E) I~s,I 2) where 9t is the state density in the manifold and the I Vst/
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 are the coupling matrix elements [96,99,100]. Since k(E) is inversely proportional to p(E), at high-state densities the relationship klvR >> k(E) is usually valid and thermal gas-phase reactions such as isomerization and decomposition reactions have been successfully modeled over limited pressure ranges using statistical theories such as RRKM theory [100]. At lower state densities, kivR for at least some of the possible vibrational redistribution pathways within the molecule may be smaller than k(E) as calculated from statistical theories and the fundamental assumption common to all statistical kinetic theories may not be valid. At the energies required for conformational conversions and other exchange processes which are amenable to study by NMR spectroscopy, the reacting molecules have state densities which are much lower than those of molecules undergoing isomerization and decomposition reactions which are generally found to obey RRKM kinetics. Whether these systems can be modeled with RRKM theory is a question of current interest. Table 8 lists molecules for which pressure-dependent gas-phase chemical exchange rate constants have been obtained. Reported gas-phase NMR studies have compared experimental pressure-dependent rate constants obtained from lineshape analyses with those calculated using RRKM theory which assumes stochastic IVR. This method is sensitive to significant departures from RRKM theory but cannot distinguish smaller departures due
 
 Table 8. Threshold Energies, State Densities and Approximate k(E) Values of
 
 Molecules Undergoing Low Energy Processes E0
 
 Molecule Methyl nitrite (syn) Ethyl nitrite (syn) n-Propyl nitrite (syn) n-Butyl nitrite (syn) Cyclohexane Cyclohexyl fluoride Tetrahydropyran N-Methylmorpholine N,N-Dimethylpiperazine 1,3,5-Trimethylhexahydro-l,3,5-triazine N-Methyl piperidine N-Methyl piperazine Sulfur tetrafluoride Bullvalene
 
 p(E0) a
 
 (kJ mo1-1) (states/cm -1) 53.1 (0.8) 34 48.1 (1.7) 405 48.9 (0.8) 1.7 x 105 48.1 (0.8) 6.9 x 105 52.3 1500 48.1 3100 50.2 700 51.0 9800 61.5 1.3 x 106 55.2 5.9 x 106 51.5 2.4 x 104 53.1 1.8 x 104 53.1 60 54.8 (0.8) 16550
 
 
b (s-l)
 
 2.6 x 1.2 x 1.6 x 2.8 x 2.0 x 3.7 x 3.5 x 9.6 x 3.0 x 3.0 x 9.3 x 8.2 x 3.0 x 5.7 x
 
 109 109 108 107 109 109 109 107 107 105 107 107 108 106
 
 Ref 101,102 75 75 75 80 81 82 83 87 88 85 86 91 93
 
 Notes: aCalculatedfrom modified direct count procedures. bEstimated from experimental values of Pla, the pressure where the pseudounimolecular rate constant is 1/2 its high pressure limiting value, assuming hard-sphere or modified hard-sphere collision diameters.
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 to uncertainties in transition-state structural and vibrational characteristics which are necessary for the RRKM calculations and which must be estimated. It is usually assumed that RRKM kinetic theory provides the best description of thermal unimolecular reactions with activation energies above ca. 210 kJ mo1-1 [103]. In small molecules with lower activation energies, where state densities are low to moderate (1000 K). When this tube is used as a supersonic expansion source, the residence time in the hot nozzle can be adjusted such that a precursor seeded in an inert cartier gas has sufficient time to decompose but not enough time to undergo significant recombination before it passes into the relatively collisionless environment of the supersonic expansion. Typical residence times in the nozzle are on the order of 100 las while the half-life for radical recombinations is on the order of 1 ms.
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 Figure 9. Schematic of flow tube coupled to FT spectrometer. This shows the apparatus used in flow tube studies at NOAA in Boulder, Colorado by Dr. C. J. Howard and co-workers.
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 SiC nozzle for pyrolysis. The idea behind this radical source is the short residence time of the radical precursor in the heated portion of the nozzle. The hot length is varied so that the parent molecule undergoes e,lough collisions to dissociate before it expands from the throat of the nozzle. However, the precursor is not in the heated portion long enough for significant recombination to occur.
 
 A drawing of a silicon carbide nozzle is shown in Figure 10. An advantage of using ZrO 2 tubes is that this material has a negative coefficient of resistance. The hotter it gets the more current it draws. If the tube is placed in series with a ballast resistor having a positive coefficient of resistance (a light bulb with a tungsten filament) the nozzle will be self-regulating. The advantage of zirconia is that it can achieve a higher temperature (about 2300 K) and can handle oxidizing species. SiC has this same resistive property as ZrO 2 and it is mechanically stronger, but it only can be heated to about 1800 K. Photolysis is a selective way to make radicals from a suitable precursor. It is very clean and particularly useful in emission experiments. The energy required to photolyze a precursor is typically about 6 electron volts. This means that photolysis sources will be pulsed lasers or resonance lamps. Lasers such as XeC1 (~ = 308 nm) or ArF (~ = 193 nm) with pulse widths of about 10 ns and repetition rates of around 100 Hz will thus make transients species in short bursts. It is a difficult task to couple such a system to a Fourier transform spectrometer but it has been done in a dynamics study [23]. Resonance lamps, while providing the appropriate energy, usually do not provide the flux necessary to generate the high concentrations of unstable species needed for a successful spectroscopy experiment [24].
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 IX. FOURIER TRANSFORM ABSORPTION SPECTROSCOPY FOR THE STUDY OF PHOTOREACTIVE RADICALS With the appropriate changes of sources, optics and detectors, the FT spectrometer can be used to obtain absorption spectra in the IR, visible, and UV (20 gm to 200 nm). Our current apparatus allows for a resolution of 0.004 cm -1 in the IR and 0.03 cm -1 in the UV/VIS. Thus, it is possible to investigate and characterize the ground and excited states of a molecule. Supersonic expansions allow the preparation of reactive species in a collision-free environment. Inhomogeneous effects including Doppler broadening, rotational congestion, and cluster-induced spectral perturbations can be minimized with the proper choice of the expansion conditions. Therefore, the combination of FT absorption spectroscopy with a supersonic expansion is an excellent method for the study of photoreactive molecules in a very well-controlled environment. In particular, FTIR is a powerful diagnostic probe for characterizing the expansion, such as the rotational temperature [25] and degree of cluster formation [26]. With FT spectroscopy in the UV/VIS, excited electronic states can be studied, and the dynamics of photoreactions on these excited states can be derived from the homogenous linewidths. These abilities become invaluable for the study of photoreactive excited states where the lifetimes are generally too short to obtain this information accurately using other spectroscopic methods. There are many advantages to using direct absorption spectroscopy to study photoreactive systems. Although the technique suffers from an inherent lack of sensitivity, the information that can be obtained for cases where emission and multiphoton ionization (MPI) techniques are inefficient can be invaluable. This generally applies to photoreactive systems where short excited state lifetimes preclude the use of such indirect techniques [2 7]. A good example of such a situation is the near-UV electronic transition of OC10, in which the excited state dissociates rapidly [28a, b,c]. Emission is observed from the low-energy, near-origin levels, but as the photochemistry becomes more efficient at increasing energy, emission yields and up-pumping rates make emission and MPI signals negligible. Direct absorption spectroscopy proves to be an excellent method for investigating the excited-state structure and reaction dynamics in the higher energy part of the transition. Previous direct absorption free jet experiments in our laboratory and others have had to rely on phase sensitive detection [3c]. The light levels detected are generally low as a result of the spectral dispersion and slit discrimination. For this reason, the operational resolution achievable has been limited (typically >10 cm-1). This constraint therefore limits the types of systems which can be studied to those involving excited-state lifetimes short enough to give homogeneous linewidths larger than the instrumental resolution. However, this situation is not the case for interferometric detection where an increase in resolution does not produce a corresponding decrease in optical throughput. Using FT spectroscopy, strong absorbing systems can be studied under very dilute expansion conditions which
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 minimize inhomogeneous effects. Additionally, much weaker absorbers can be studied under high resolution.
 
 Xo FOURIER TRANSFORM INFRARED SPECTROSCOPY OF
 
 JET-COOLED RADICALS
 
 Table 1 lists many of the short-lived species detected in the gas phase with Fourier transform infrared spectroscopy. Two prominent groups are those headed by Bernath, now at the University of Waterloo, and by Howard at the National Oceanic and Atmospheric Administration (NOAA). The former group has used IR emission to study unstable diatomics produced in discharge sources or furnaces. The molecules studied in this group tend to be of astrophysical interest. The research team at NOAA mainly studies short-lived molecules of atmospheric significance. They employ a long flow tube fitted with White cell optics and coupled to a Bomem DA3.002 spectrometer. They usually make the transient they are interested in by performing a carefully controlled series of chemical reactions. A recent experiment may provide a general technique for observing jet-cooled radicals [29]. A schematic of the apparatus is shown in Figure 11. The experiment is centered around a Bomem DA3.002 high resolution Fourier transform spectrometer. For the IR experiments an internal SiC globar source is used with a CaF2 beamsplitter and a liquid nitrogen cooled InSb detector. With the exception of the vacuum chamber the entire apparatus is purged with nitrogen. The light from the interferometer is focused into a vacuum chamber downstream from the throat of a nozzle in a supersonically expanded molecular beam. The vacuum chamber is pumped by a Kinney Roots pump (800 L/s @ 0.1 torr). A suitable precursor is seeded into 1-2 atmospheres of an inert gas before it passes through a SiC nozzle heated to > 1000K and expands into a vacuum of about 0.10 torr. The idea is to decompose this precursor into the species of interest while it is in the heated portion of the nozzle and then have the short-lived molecule expand into the vacuum before it undergoes significant recombination. A question might arise as to whether or not a hot nozzle will give rise to cold molecules. The top spectrum in Figure 12 shows the high resolution (0.005 cm -1) spectrum of jet-cooled NO. This spectrum was recorded with a sample mixture of 10% NO in He passed through a room temperature 1 mm ID SiC capillary nozzle at ambient temperature. Data for only one interferogram was recorded. The stagnation, or backing pressure was about 700 torr and the background pressure in the vacuum chamber was 40 m torr. There are two spin-orbit states for NO, 21-I1/'2, and 2I-I3/2. The 21-13/2state is 121.1 cm -1 above the ground state 21-I1/2 and it has been frozen out of the cold part of the spectrum. The higher temperature rotational distributions in the spectrum derive from NO outside the jet expansion (but still in the vacuum chamber) at about 270 K. The cold part of the spectrum is at 9 K. The bottom spectrum in Figure 12 shows a spectrum from the same experimental
 
 Table 1. Species Studied by FTIR Transient Species AIC1 AlF AIH BaC1 BaH Bill Bill BiF BiCI BiBr BiI BH arO Can C2 C2 CC1 CH CH CN CN CP CP CS Cs2 Cs2 Cs2 Cs2 CIO CIO CrO CoO
 
 Cull FO FO FeO Gall GaF He2 InF IF Li2 Li2 Li2
 
 Transition
 
 Spect. Method Synth. Method
 
 xl~ + X1Z+ X1Z+ C2FI1/2 - A'2A3/2 X2Z+ X 0+ A l-X0 + X2 l-X10 + X2 l-X10 + X2 l-X10 + X2 l-X10 + X1Z+ X2FI3/2 X2Z+ A 1Flu - X1Z~ B 1Ag-X1Z~,B'E~-A 1Flu X2H3/2, 2H1/2 A 2A-X2H, B 2Z--A Ill X 2FI A 2FI-X 2Z+ A- X A 2Hi-X2Z+ A 2Hi-X2Z+ X 1Z+ 1Z+__lH E lv-~ In g E D 1Eu+,C,..,u-~g 1Flu-(1) 3]~ D 1Eu+-(2)1E~ X 2H3/2, 2FI1/2 X 2FI3/2,2FI1/2 A 5E-X 5FI A 4I-li-X 4Ai X 1~21-13/2, 2FI1/2 2FI3/,2, 21-I1/2 X 5Ai X 1E+ X X X 1Z1 1Ag-B 1Flu c lFlu-1 1Fig, 2 1Z+-I 2 1Z+-2 1Z~ lHg
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 FTE FTE FTE FTLIF FTE FTE FTLIF FTCIF FTCIF FTCIF FTCIF FTE FTA, WC FTE FTE FTE FTA, WC FTE FTE FTLIF FTE FTE FTE FTA, WC
 
 TF HCD TF TF TF TF MD,TF FR FR FR FR MD FR TF MD MD FR CO MD MD CDNE MD MD FR
 
 FTLIF FTLIF FTLIF FTLIF FTA, WC FTA, WC FTE FTE FTE FTE FTA, WC FTE FTE FTE FTE FTE FTE FTLIF FTLIF FTLIF
 
 TF TF TF TF FR FR MD HCD CLR FR MD TF TF TF FI TF TF TF
 
 Ref 1
 
 2 3 4 5 6 7 8
 
 44 44 44 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 4O 41 (continued)
 
 Table 1. (continued) Transient Species Li2 NiO NH NH NS NaLi Na2 Na2 OH OH PH PtH PtO Rb2 ScN SiC SiC Sill Sill SiS SH SO Tell TeF TeCI TeBr Tel XeH BO2 C2H C3 C3 CF2 CF2 FO2 HCO HNC HNO HNO HNSi HO2 NH2
 
 Transition + 1Eg+ 2 1Eu-2
 
 Spect. Method Synth. Method
 
 A 3FIi-X3]~X 3EX 3y7 X 2H 3 1Z+ ( C ) - 2 lz+ (A) many (1) 1Ag-B(I ) 1Hu X21-I X 21-I X 3Zf~'= 1.5- Xf~- 1.5 A' 31-I- X 3EA 1E+ - X 1Zg+ A IE+ - X 1Z+ d 1Z+ - b 1H A 3Z- - X 3I-I X21-I X2FI X 1E+ X2FI X 3Z-, a 1A X2 21-I1/2- X1 2I-I3/2 X2 2I-I1/2-X1 21-I3/2 X2 21-I1/2- X1 2I-I3/2 X2 2I-I1/2- XI 2I-I3/2 X2 21-I1/2 - XI 21-I3/2 C 21-I-B 2E+,D 2Z+-C 2I-I X 2Fig; Vl, v3 v3 b 31-Ig- ~3Flg Vl, v3 Vl vl, v2, v3 v3 Vl, v2, v3 Vl v l, v2 v! v2, v3 Vl, v2, v3
 
 1/3 2
 
 FTLIF FTE FTE, WC FTE, WC FTA, WC FTCIF FTLIF FTLIF FTE FTE, FTA, WC FTE FTE FTE FTLIF FTE FTE FTE FTE, WC FTE, NYC FTE FTE, NYC FTA, WC FTE FTE FTE FTE FTE FTE FTA, WC FTE FTE FTE FTA, WC FTA, WC FTA, WC FFA, WC FTA, WC FTE FTE FTE, WC FFA, WC FTA, FTE, WC
 
 TF HCD RFD RFD FR TF
 
 F1 CLR, FR MD HCD TF HCD HCD HCD RFD RFD TF RFD FR MD, FR MD, FR MD, FR MD, FR MD, FR HCD FR RFD SE MD FR FR FR FR FR RFD MD, FR RFD FR FR
 
 Ref 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 100 100 100 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79
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 FTS of Radicals Table 1. (continued) Transient Species
 
 Transition
 
 Spect. Method Synth. Method
 
 Ref
 
 NH2
 
 v2
 
 FTA, W C
 
 FR
 
 N3
 
 v3
 
 FTA, W C
 
 FR
 
 81
 
 Vl, v2, v3
 
 FTA
 
 FR
 
 82
 
 BH3
 
 v3
 
 FI'A, W C
 
 ED
 
 83
 
 NO3
 
 many
 
 FTA, W C
 
 MD, FR
 
 84
 
 CH2NH
 
 v5, v6
 
 FTA, W C
 
 P
 
 85
 
 v3
 
 FTA, W C
 
 MD
 
 86
 
 CH3CP
 
 Vl, v2, v3, v5, v6, v7
 
 FTA
 
 P
 
 87
 
 CH2CS
 
 Vl, v2, v3, v4, v7, v8
 
 FI'A, W C
 
 P
 
 88
 
 v3
 
 FTE
 
 SE
 
 89
 
 FCP
 
 C3H2
 
 C5
 
 80
 
 Notes: Species are arranged first by the number of atoms they contain and then alphabetically. The first column lists the short-lived molecule of interest, the second lists the transition, the third lists the spectroscopic method, the fourth lists the synthetic method used to produce the species, and the last column lists the reference. Abbreviations: CD = Cossart discharge. CDNE = Corona discharge nozzle expansion. CLR ED
 
 = Chemiluminescence reactor. = Electric discharge.
 
 F1
 
 = Flame.
 
 FR = Flow reactor. FTA = Fourier transform absorption. FFCIF = Fourier transform detection of collision induced fluorescence. FTE
 
 = Fourier transform emission.
 
 FI'LIF = Fourier transform detection of laser induced fluorescence. HCD
 
 = Hollow cathode discharge.
 
 MD P RFD
 
 - Microwave discharge. = Pyrolysis. = Radiofrequency discharge.
 
 SE TF WC
 
 = Stellar emission. = Tube furnace. = White cell.
 
 arrangement except that the SiC nozzle was heated to 1520 K. The spectrum is very similar but the temperatures are slightly different. The higher temperature distribution is about 310 K and the cold part is at 11 K. This demonstrates the viability of hot nozzles for cold expansions. Figure 13 shows two more spectra of NO. These were obtained by pyrolyzing ethyl nitrite seeded into a beam of He: a CH3CHzO-NO --~ CH3CH20 + NO
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 BackingPump--] Figure 11. Schematic of FT spectrometer used for both infrared and ultraviolet work. This shows the configuration of the Bomem DA3.002 used by the authors at the University of Colorado.
 
 The temperature of the nozzle was approximately 1400 K. The rotational temperature of the 21-I1/2state in the cooled portion of both of these spectra is about 60 K, a number obtained by analysis of the R branch of the spectra. It is apparent that there are several temperature distributions in these experiments. This is mostly due to heating of the background gas by convection. The top spectrum was collected at a resolution of 0.1 cm-1 and the bottom spectrum at 0.01 cm-l, both in less than 1 hour. Our ability to detect this jet cooled absorption spectrum of an unstable species made by the pyrolysis of a suitable precursor is very promising. It demonstrates that it is possible to get enough decomposition to observe reactive intermediates. It should be possible to make a variety of precursors that will thermally decompose to produce interesting radicals. If these radicals have cross sections comparable to NO we should be able to observe their jet-cooled spectra.
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 Figure 12. Spectra of NO in jet. The top spectrum shows 10% NO coexpanded in helium through a 1 mm ID SiC nozzle at ambient temperature. P = P branch, Q= Q branch, R = R branch and H20 signifies peaks due to water. The bottom shows NO passed through the same nozzle at high temperature. See text for more detail.
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 Figure 13. Spectrum of NO in jet. This shows the spectrum of NO obtained by
 
 pyrolyzing CH3CH2ONO in a 1.0 mm ID SiC nozzle at about 1400 K. The top spectrum was taken at a resolution of 0.1 cm -1 and the bottom spectrum at 0.01 cm - 1
 
 XI. VISIBLE AND ULTRAVIOLET FOURIER TRANSFORM SPECTROSCOPY OF REACTIVE SPECIES Recently there have been many studies of reactive molecules making use of FT spectroscopy in the UV/VIS (see Table 2). FT emission spectra have successfully characterized the electronic states of many radicals and other reactive species Produced in a variety of sources. Other workers have used FT emission and FT
 
 FTS of Radicals
 
 187
 
 UV/VIS detection coupled with laser-induced fluorescence in similar studies. Table 2 highlights some of the work using these techniques.
 
 A. Spectroscopy of OCIO The FT direct absorption spectra [28] of OC10 provide an example of the capabilities of FT spectroscopy in the visible and ultraviolet regions for the study of short-lived species. In Figure 14, part of the near-UV absorption spectrum is Table 2. SpeciesStudied by UV/VIS FT Methods Transient Species BC BH CC1 CCN CCN CH3N CHaN CN CN CN CN CS Cu2 CuD Li2 MgH NCO NH NH OC10 TiO ZnD
 
 Transition
 
 Spect. Method
 
 Synth. Method
 
 Ref
 
 B4Z- - X4Z A1H-X1Z + A2A - X2H ,~2A- X 2I-I ,a,2A- X 2H , ~ 3 E - X 3A2 ~ , 3 E - X 3A2 B2E + - X2Z + B2E + - X2Z + A2Hi - X2Z + A2Hi, B2E + - X2E + d3Ai- a3Flr B 1 Zu+ - X1Z+ AlE + X1Z ~ 13Ag - b3Flu A2H X2Z + ,~2E+- X 2I-Ii A3FI - X3Z c 1FI - a 1A ,~2A2- X 2B1 C3A, B3H - X3A A2FI - X2Z +
 
 FTE FTE FTE FTLIF FTE FTE FFE FTE FTE FTE FTE FTE FTE FFE FTCIF FTE FTE, FTLIF FTE FTE FTA FTLIF FTE
 
 HCD HCD CONE MD CDNE CDNE CONE CDNE, CD CONE CONE CDNE ED HCD HCD TF HCD RFD HCD HCD FR HCD HCD
 
 90 91 92 93 94 95 96 97 21 98 54 99 100 101 102 103 104 105 106 28a,b,c 107 108
 
 Notes." The first column lists the short-lived molecule of interest, the second lists the transition, the third lists the spectroscopic method, the fourth lists the synthetic method used to produce the species, and the last column lists the reference. Abbreviations: CD = Cossart discharge. CONE = Corona discharge nozzle expansion. ED = Electric discharge. FR = Flow reactor. FrA = Fourier transform absorption. FTCIF = Fourier transform detection of collision induced fluorescence. FrE = Fourier transform emission. FTLIF = Fourier transform detection of laser induced fluorescence. HCD = Hollow cathode discharge. MD = Microwave discharge. RFD = Radiofrequency discharge. TF = Tube furnace.
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 Figure 3. Spectra of ala-ala and difference spectrum for isotopically substituted species. 250
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 Studies on Hydrated Molecules
 
 which were then fit with a single set of scale factors. This reduces the correlations between independent scale factors. Because this least-squares method does not lead to unique solutions, we constrained the scale factors to yield a PED that was in agreement with our assignments of spectral bands based on calculated relative intensities [3]. This allowed prediction of coupled rock/wag bands for methyl amine for isotopic species that included ~3C substitution. Information about the conformation of a specific amino acid in a polypeptide can be obtained through synthesis of the polypeptide with an amino acid incorporating 13C at the position of the main chain carbonyl for that residue [1'08]. By measuring spectra for a number of isotopomers of a peptide, each one having a different 13C, the amide I frequency 9
 
 12
 
 rY Figure 4. ORTEP drawing of fully optimized trans and cis N-methylacetamide at various states of hydration. Only those conformers with no calculated negative frequencies are shown.
 
 252
 
 ALFRED H. LOWREY and ROBERT W. WILLIAMS
 
 for each amide group can be obtained. Using this isotopic substitution approach, assignments ofl3-sheet and o~-helical structures can be made to many specific amino acid residues based solely on empirical rules for the amide I frequencies of these structures. Figure 3 (ala-ala spectra) show the experimentally measured amide I spectra of 12C and 13C isotopomers of ala-ala. A difference spectrum is also shown. The replacement of the amide group carbonyl carbon with 13C identifies the amide I frequency for this group at 1677 cm -1, in good agreement with the calculated frequency. Similar results are found for the ala-ala-ala peptide where substitution of the number 2 amide carbonyl with 13C identifies the amide I contribution from that group at 1651 crn-1 (R.W. Williams and A.H. Lowrey, unpublished results). While empirical rules would fail to yield a correct conformational interpretation of the amide I spectrum, normal mode calculations using the SQM method clearly eliminate several possibilities and put forward a preferred structure for this peptide in water [108]. This approach can be extended to much larger peptides having stable secondary structures. We have collected spectra of several isotopomers of the 23-residue peptide magainin E We observe in the difference spectra that the amide I bands corresponding to specific amino acids are much narrower than they are in the short peptides and clearly identify the amide I frequencies of these groups.
 
 D. N-Methylacetamide and Glycine Figure 4 shows fully optimized trans and cis N-methylacetamide (NMA) in various states of hydration. Sixteen unique 4-31 G optimization and frequency
 
 Figure 5. ORTEP drawing of fully optimized structures for glycinate with 1,2 and 4 waters of hydration. Only those conformers with no calculated negative frequencies are shown.
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 Figure 6. ORTEPdrawing of fully optimized structures for cis- and trans-protonated glycine supermolecule with four waters of hydration (stereo view). calculations were performed on four conformational isomers of NMA in different states of hydration. At least two minimum energy conformational isomers were found for each state of hydration. However, only one conformational isomer for each state of hydration (including isolated state) was found to yield no imaginary calculated frequencies; those are shown here [5]. Mirkin and Krimm were able to obtain force fields for all of the four stable conformers of isolated t r a n s - N M A using the 4-31G* basis set [140]. A single set of scale factors for isolated NMA yields relatively correct predictions of the shifts in vibrational frequencies between the trans- and cis-conformers both in vapor phase and in water. This supports the use of the SQM methodology to predict vibrational spectra of a peptide in a variety of
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 conformational states. The supermolecule calculations simulated the experimentally measured effects of hydration on the spectra in a manner similar to the smaller molecules. Figure 5 shows completely optimized structures for glycinate ion with 1,2, and 4 waters of hydration [7]. These structures yield no calculated imaginary frequencies; we were unable to find an optimized structure for isolated glycinate ion that did not yield calculated imaginary frequencies. Figure 6 shows optimized structures for protonated glycine in acidic solution [6]. Glycine is the next larger molecule between acetic acid and alanine. The importance of these calculations lies in the concept of transferability of scale factors calculated for smaller molecules. The assignment of vibrational modes to bands in the vibrational spectra of molecules in water becomes difficult for molecules much larger than acetic acid. This is due to the weak intensities shown by some bending vibrations in both Raman and IR spectra, to the presence of intense bands that overlap with weak vibrations and the presence of extra bands in the vibrational spectra due to overtones and Fermi resonances. Because of this, it is useful to build a vibrational analysis of large molecules using information obtained from smaller molecules. This is the main purpose of the SQM methodology for molecules in the gas phase [ 11]. Our goal is to use this technique to develop a vibrational force field for large peptides in water. Calculations on glycine allow us to develop scale factors for vibrational modes characteristic of the backbone for peptides separate from the complicating factors
 
 Figure 7.
 
 ORTEPdrawing of optimized hydrated ala-ala peptide.
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 arising from the side chain groups. Scale factors for the stretching modes of acetate are within 2% of the related scale factors for glycinate. Because of the calculated imaginary frequencies for isolated glycinate, scale factors could not be obtained by the usual approach but were obtained by extrapolating from the supermolecule calculations for various levels of hydration. Good agreements between calculated and experimental frequencies were obtained for this set of scale factors and scale factors transferred from calculations on methylamine and acetate. Scaling appears to compensate for the systematic effects of hydration on force constants making it possible to obtain reliable frequency predictions for amino acids in water [7].
 
 E. Larger Molecules The success of our calculations and the availability of more extensive computational resources has led. to extending this research to larger molecules. Figure 7 shows optimized supermolecule structures for ala-ala peptide hydrated with water (R.W. Williams, A.H. Lowrey, unpublished results). A scaled force-field has been used to calculate the frequencies for this molecule as a function of discrete values for the torsional angle ~. The amide I frequencies do not change in this harmonic
 
 Figure 8. ORTEPdrawing of fully optimized 6-ala helix.
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 approximation. This suggests that the transition dipole coupling (TDC) [111], which arises from electrostatic intramolecular interactions not included in the harmonic force field transferred from small molecules, is the major contributor to the experimentally observed shifts. This result is also suggested by anomalously high amide I absorption frequency for purple membrane protein, which the authors hypothesize is due to TDC between peptide bond oscillators in different m-helices [141]. Geometric optimization suggests that a 6-ala residue helix is more stable in a 310 helical conformation rather than the m-helix form (Figure 8). This agrees with the observation that the 310 form is primarily found in short segments [136]. This also agrees with recent experimental results using ESR and FTIR techniques [142]. VII.
 
 CONCLUSION
 
 The continuing developments in spectroscopic and computational techniques are providing more detailed understanding of the spectral features associated with peptides in water solution. We have shown that ab initio techniques can usefully be applied to study these traditionally large molecules. The scaled quantum mechanical force field methodology, combined with isotopic substitution techniques, yield intricate detail about spectral features resulting from local conformation of peptide residues. Hydration of the peptides produces significant changes in their vibrational characteristics; there is excellent correlation between the experimental observations and computational simulations. Building on the foundations of molecular mechanics, the quantitative analysis of amide bands, and the applications of SQM to gas-phase molecules, transferability of scale factors is a systematic approach to unravel the contributions of local structure to the complex vibrational bands observed in experiments. Computational techniques provide a reliable basis for normal mode analysis of large molecules; careful use of potential energy distributions provides diagnostic and predictive evaluations of complex spectra. Methodical computational and spectroscopic studies of amino acids and peptides provide the promise of significant development in molecular mechanics forcefields, and a systematic understanding of local structure features of proteins in aqueous solution.
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 ABSTRACT Methods of recovering electron density and electrostatic properties from a high resolution X-ray diffraction experiment are discussed. Application to organic and coordination compounds, mainly to peptides and porphyrins, are given together with comparison with ab initio SCF calculations. Special emphasis is given to the experimental electrostatic potential and to its fit by point charges for application to modeling.
 
 i.
 
 INTRODUCTION
 
 Experimental charge density analysis by crystallographic methods requires accurate low temperature X-ray diffraction measurements on single crystals in order that thermal vibrational smearing of the scattering electron density distribution is small. The experiments, techniques, and processing for accurate data are given in specific references [1-5] and will not be discussed here. These data give a set of accurate moduli of the Fourier components of the thermally smeared electron density in the unit cell Pav (r) which are called structure factors:
 
 F(H) = I Pav (r) e2Xiltrd3r
 
 Pay(r) = I Pstatic ( r - u) P(u)d3u
 
 (1) (2)
 
 where P(u) and Pstatic(r) are the probability distribution function and the static electron density of the atom, respectively. This continuous static density which may be compared to the theoretical density is divided into pseudoatomic charge densities:
 
 N
 
 a
 
 Pstatic(r) = E Pj (r-
 
 Rj)
 
 (3)
 
 j=l where N a is the number of atoms in the asymmetric unit or of the molecule. In the conventional least-squares refinements 9j(r- Rj) is the electron density of the free neutral atomj which has a spherically averaged shape; when this free atom
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 density is summed over all the atoms of the molecule (Eq. 3) it is called the promolecule density [ppr~ However, due to chemical bonding and to the molecule-molecule interactions, the electron density is not spherical and the deformation density: ~p(r) = p~
 
 -- ppr~
 
 (4)
 
 can be mapped from accurate low temperature X-ray diffraction data. It reveals the asphericity of the valence electron density due to chemical bonding. In some cases, as shown by Dunitz and Seiler [6] for O-O and C-F covalent bonds, accumulation of bonding density in the internuclear region on 8p(r) maps is not characteristic of the strength of a covalent bond. Deformation density maps can be computed for centrosymmetric crystals after a high order (HO) refinement of the atomic coordinates and thermal parameters which relies on the assumption that the HO data (sin 0/;~ > 0.8 ~-1 or 0.9 ~-1) are mainly core electron scattering and therefore insensitive to chemical bonding (frozen core approximation) [7,8] as shown in Figure 1 which gives the scattering factor of the core and valence (3d,4s) electrons of a free iron atom. However, these density maps which give a dynamic deformation density do not readily lead to numbers describing charges and electrostatic properties; on the other 26 --~f (d)
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 Figure 1. Total (a), core (b), 3d (c), and 4s (d) form factors of the iron atom; (~) as a function of sin0/,~.
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 hand, the spherical atom approximation is not precise enough to estimate the phases of the structure factors of acentric crystals and does not permit the mapping of 89. Alternative and much more elegant methods are those using aspherical pseudoatoms least squares refinements. These refinements permit access to the positional and thermal variables of the atoms as well as to the electron density parameters. Several pseudoatoms models of similar quality exist (9-12) and are compared in reference [13]. In general, these models describe the continuous electron density of the unit cell as a sum over pseudoatom densities centered at the nuclear sites: N a
 
 (5) j:l where pj and 5pj are either the core density and the perturbated refinable nonspherical valence pseudoatom density [9,11] or the free atom total density and the deviations from this density [10,12]. In any case, the P and 8P functions are centered at the nuclei and are the product of a radial function (usually Slater type R n (r') = N r'"e- ~r', sometimes Laguerre function [9]) with a set of orientation dependent functions An(O,cp) defined on local axis centered on the atoms (Figure 2):
 
 ~9j (r') = 59j ( r -
 
 Rj)= ~
 
 C,,R. (r') A,,(O',cp')
 
 (6)
 
 where the C n coefficients are obtained from least-squares refinement against the X-ray structure factors. k
 
 lVl
 
 ~d f
 
 i
 
 Figure 2. Coordinate system on the atoms.
 
 Electrostatic Properties of Crystals from X-rays
 
 265
 
 The models used in this review are due to Coppens and his co-workers [ 11]. First, the 1s formalism [ lla] permits an estimation of the net charge of the atom and allows for the expansion contraction of the perturbated valence density; for each atom, the density is described as, pa~at(ff) = Pcore( at r , ) +
 
 (7)
 
 at (1s Pv 1s Pval
 
 where patcore and 19atalare the spherically averaged core and valence electron density of the free atom, calculated from the best available wave functions. Pv is the valence shell population and 1s is the expansion or contraction coefficient of the perturbed density. If 1s is larger than one, the observed valence density of the atom at distance / corresponds to the valence density of the free atom at a larger distance, which means that the real observed density is contracted compared to the free-valence distribution. Coppens [8] justified the existence of the 1s parameter by the variation in electron-electron repulsion with electron population and showed that there is a linear correlation between 1s and the net charge obtained from Pv as predicted by Slater rules. Model studies of the 1s refinement procedure were recently made by Brown and Spackman [14]. These authors found this procedure remarkly successful in modeling radial valence density. To take in account the nonspherical shape of the valence electron distribution, the 1smodel has been improved by the addition ofmultipole parameters [11 b]. Then, the pseudoatomic density is written (Molly program), /max
 
 pat(r,)_ Pcore( at r , ) + Pv ~3 pv(1s , ) + ~ 1s RI(1s
 
 i--0
 
 l
 
 Phn Yhn(0 '(P, ) m=-I
 
 I Ylm ] df~ = 2 if I ~: 0 and 1 when l = 0
 
 '
 
 (8a)
 
 (8b)
 
 where the Ytmare the multipolar spherical harmonic angular functions in real form, the R t = Ntr'"ex p - (1s are Slater type radial functions in which N l is a normalization factor. The Plm are the multipole coefficients which are refined in the least-squares process. The normalization of Ytm implies that a Plm value of 1 transfers one electron from the negaive lobe of the Yt,n function to the positive lobe. The parameters are chosen to be consistent with atom or molecule optimized orbital exponents ~ [~ = 2~ since p(r) o~ W2]. The n exponents of the Slater function are chosen with n > I for proper columbic behavior satisfying Poisson's equation as r goes to zero. Values of n for the multipoles were at first suggested by Hansen and Coppens [lib] based on the product of Slater orbitals t~(n'l') W(n"l")which have preexponential radial dependence r n'-l and r ''-I by analogy with hydrogenic orbitals; it leads to Table 1. These values have been found suitable for first-row atoms. For second-row atoms, this suggests a value of n = 4 (n' = n" = 3) for ! = 0 to 4. However, as shown
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 CLAUDE LECOMTE Table 1. Parameters of the Slater Type Radial Functions of the Valence Electron Density Orbital
 
 2s 2s 2p 2p 3d
 
 Product
 
 2s 2p 2p 3d 3d
 
 Density Multipole
 
 l
 
 n
 
 monopole dipole quadrupole octapole hexadecapole
 
 0 1 2 3 4
 
 2 2 2 3 4
 
 later, the optimal value of n must be found for second row atoms by inspection of the residual density maps, APres(r) = V -1 ~
 
 I([Fo 1-IF m ! )ei%,] exp(-2rtiH-r)
 
 (9)
 
 H
 
 where the m suffix designates the multipole atom model in the structure factor calculation; (CPmis the phase of the structure factor calculated with the multipole model. In the multipole model, the refinable parameters are Pv, Pzm' ~c, and ~:'. The limit /max = 4 is usually used for the description of second row atoms and first row transition metal because of the d orbitals (l = 2 for the wave functions) whereas lmax is taken equal to 3 for C, O, and N atoms and 1 for hydrogen. The local axis on each atom is defined by the program's user (see Figure 2); this flexibility is very interesting for big molecules possessing non-crystallographic local symmetry and/or containing chemically equivalent atoms. These symmetry and chemical constraints permit to reduce the number of the ~c, Pv, and Plm electron density parameters in the least-square process (see applications in ref. 13). For example, all atoms of a benzene ring may be constrained to have the same density parameters and a local symmetry mm2 can be applied to each atom. Modeling the electron density by spherical harmonics functions is equivalent to modify the form factor of the atom by adding [13,15]: Af=
 
 it Pzm •
 
 •
 
 Ytm (U,V)
 
 (10)
 
 which is linear in Pzm" Once the multipole analysis of the X-ray data is done, it provides an analytical description of the electron density that can be used to calculate electrostatic properties (static model density, topology of the density, dipole moments, electrostatic potential, net charges, d orbital populations, etc.). It also allows the calculation of accurate structure factors phases which enables the calculation of experimental dynamic deformation density maps [16]:
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 [g-~ l Fo l ei% - I F~lei*s ] e -2rtiH'r
 
 267 (11)
 
 all H up to nsin 0/~,max
 
 where the subscripts m and s designate the multipole and spherical models of the electron density. When in Eq. 11 is replaced by the structure factor calculated from the multipole model the map obtained is called dynamic model deformation density: it filtered out the experimental noise. For dynamic deformation maps, ~)m differs from ~s when the crystal is acentric. Neglecting this phase difference can underestimate the deformation density of a covalent bond by 0.2 e ,~-3 which represents something like one-third to one-half of the deformation density [16]. However, before using extensively the results of the experimental density analysis in other areas of chemistry and physics, one has to answer the following questions"
 
 IFol
 
 IFml,
 
 1. Does the multipole analysis of the structure factors permit a real deconvolution between thermal motions parameters and deformation density parameters? 2. How extensively parametrized a pseudoatom multipole model is necessary for reproducing crystallographic informations of the electron density in molecules containing first, second-row elements, and first-row transition metals? 3. What is the accuracy of the electron density results? How do they compare with sophisticated ab initio theoretical calculations? 4. Is there any possibility to transfer these experimental atomic parameters obtained from one molecule in a crystal to similar atoms in other molecules? The first objective of this review (Section II) is to give a first answer to all these questions; it will be shown that all the answers are positive. Then, it allows the second part of this review to be devoted to the applications of charge density research like electron density topology, electrostatic properties, study of hydrogen bonds, and metal-ligand interactions.
 
 !!. CRITICAL STUDY OF MULTIPOLE ANALYSIS OF THE ELECTRON DENSITY A. Deconvolution between Thermal Motion Parameters and Deformation Density Parametrization of the Pseudoatom Model Moss and Blessing [17] have carried out an extended ab initio calculation essentially equivalent to 6-31G** (p polarization functions for hydrogen and d polarization for first- and second-row atoms) on the phosphoric acid H3PO 4. The
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 molecular geometry from the neutron study by Cole [18] was adopted. Figure 3 shows the theoretical static deformation density in the O--P-O(H) plane. As expected, bonding densities and oxygen lone pairs are observed in the P--O and P-OH bonds; it may be surprising to see that the peak height in both P-O(H) and P--O bonds are the same (0.5 e,~-3). However, the P--O bonding density is much more extended than that of the P--O(H) bond leading to a larger integrated charge density. From this theoretical calculation, a set of static structure factors corresponding to the superposition of H3PO 4 theoretical static molecules at their crystal structure positions was computed to (sin 0/~)max = 1.5 ~-1 (dmin = 0.333/~). These simulation structure factors do not correspond to experimental data because they define a procrystal in which the intermolecular interactions POH...O-P responsible for the crystal packing are not taken into account.
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 Figure 3. ORTEP view (a) and theoretical static deformation density of H3PO4 in the O--P-O(H) plane (b). Contours interval 0.1 e ~-3; (_) positive contours, (...) negative contours; zero contour omitted.
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 Nevertheless, it allowed Moss and co-workers [19] to calculate three sets of thermally averaged, dynamic structure factors at simulated 75, 150, and 300 K temperatures. These four sets of data, including the static structure factors, were used first to investigate radial modeling of the phosphorus using the Molly program [llb] (Eq. 8) and then to understand to what extent multipole modeling was able to reproduce the theoretical density (Figure 3). A series of fitting trials using different sets of phosphorus radial functions, R,,(r) = Nfl~e -~r, with the goal of zeroing the residual density (Eq. 9) led to n = 6,6,7,8 for l = 1,2,3 and 4 compared to 4,4,4,4 in Table 1. This result shows that it is fundamental to adjust the radial functions of atoms to small molecule theoretical calculations when no information concerning the radial function is available. Having secured a set ofn values for phosphorus, the pseudoatom model was fitted to the four simulated data sets to test the effectiveness of the pseudoatoms model's formal deconvolution of multipolar valence density features from thermal vibrations smearing. Results are illustrated in Figure 4 as maps of the model static deformation densities:
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 U 5P star(r) = Z Pj (rj=l
 
 Rj) - p~ (r- Rj)
 
 (12)
 
 where pj andp~ are, respectively, the pseudoatom modeled density and the spherically average free atom density for atom j at rest. Maps from the simulated dynamic data and from the static simulated data are hardly distinguishable from one another or from the theoretical density mapped directly from the extended basis wave function (see Figure 3). Furthermore, the statistical agreements factors are excellent [R(F)] = 3.1, 3.0, 3.2, and 3.1%o, respectively, for the static and 75 K, 150 K, and room temperature simulated data. This shows that the pseudoatom model effectively recovers the theoretical electron density that comes from the dynamic structure factors. A full report, including a refinement against real room temperature structure factors of H3PO 4, is given in references 19 and 20.
 
 B. Accuracy of Experimental Deformation Densities: Comparison with Theory Rees [21] has calculated the effect on the deformation electron density maps of experimental random errors in centrosymmetric crystals"
 
 Ap=po-p~ o2(Ap) = 02(90) + o2(pc) - 2cov (Po,Pc)
 
 (13) (14)
 
 where O'2(po) #
 
 ]~O'2(Fo)+ ~ ~
 
 and
 
 oa(p~) # 2: ( ~v~,,) 2 ~2(vm) where vm designates the refined positional and thermal parameters and K the adjusted scale factor: cov(Po,pc ) =-2Po/K ~ m
 
 ~)(~vlO(v,n)o(K) Y(vm,K)
 
 (15)
 
 t-m;
 
 If the correlation 7(vm,K)are small, which is often the case, the variance on Ap is the sum of a term constant in the unit cell (~ Z62(Fobs))depending on the quality of the data and of two terms which are large'when Pobs or Pcalc is big (i.e., close to the atomic positions); therefore, the error function peaks at atomic positions and is specially large for heavy atoms. It is important to see that the maps are reliable in the regions where bonding densities appear (middle of the bonds) and in the
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 C(5) ~CC4)
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 Figure 5. ORTEPview of N-acetyl-o~,[3 dehydrophenyl alanine methylamide (AcPhe). intermolecular region. One should, however, understand that in these calculations, the effect of errors (e.g., extinction and diffractometer positioning) and of the errors on the phases of structure factors in non-centrosymmetric crystals are not included. Another possibility to estimate the accuracy is to use an external reference-like extended ab initio calculation: Lecomte and co-workers [22] have collected low~ 1 temperature, high-resolution (sin O/X < 1.35 A), accurate structure factors on a pseudopeptide molecule, N-acetyl-c~,]3 dehydrophenylalanine methylamide (AcPhe) (Figure 5), monoclinic Cc, 7032 unique MoKo~ data with I > 36(I). A multipole analysis of the electron density was performed JR(F) = 2.19%, [Rw(F) = 1.85%; g.o.f = 0.85] and the resulting static maps were compared to ab initio SCF calculations. These calculations were carried out by B6nard's group using the molecular geometry and the IBM version of the Asterix program [23]. Two different basis sets were used: (1) basis set I was medium size, and (2) split-valence basis set II taken from Huzinaga [24] (9s and 5p gaussian-type orbital contracted into [3s, lp] for the C,N,O atoms). In basis set II, more flexibility has been allowed to the description of the valence shells by adapting a triple-~ contraction completed with one p type (for hydrogen) or one d type (for C,N,O) polarization function. Then two ab initio calculations were carried out: (1) all atoms were described with basis set I, and (2) basis set II was used for all the atoms but those belonging to the methyl and phenyl substituents due to computer limitations. Figures 6 and 7 give respectively the experimental and theoretical static deformation density in the planes of the C3--C 4 double bond and of one of the two peptide links, calculated with the two basis sets, as well as their difference.
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 Table 2. Comparison of Bond Peak Heights (in e ,~-3) and Bond Distances (,~) in N-Acetyl-oc,13-dehydrophenylalanine methylamide [22] Distance T3pe
 
 a
 
 b
 
 Uncorr
 
 Cor~
 
 Pexper.
 
 Pstatic
 
 Ptheor.
 
 Ptheor.
 
 C1-C2 C3-C11 C4-C5
 
 1.5034 (5) 1.5027 (7) 1.4717 (7)
 
 1.505 1.504 1.474
 
 0.40 0.55 0.55
 
 0.51 0.57 0.57
 
 0.58 c 0.65 0.53 c
 
 0.43 0.44 0.41
 
 C5-C6 C5-C7 C8-C9 C9-C10 C7-C10 C6-C8
 
 1.4044 1.4010 1.3953 1.3927 1.3943 1.3917
 
 (6) (6) (7) (7) (8) (9)
 
 1.407 1.403 1.397 1.395 1.397 1.394
 
 0.57 0.57 0.58 0.60 0.58 0.59
 
 0.66 0.66 0.72 0.72 0.73 0.74
 
 C-C f
 
 C3--C4
 
 1.3473 (7)
 
 1.348
 
 0.73
 
 0.82
 
 0.74
 
 0.56
 
 C-N g
 
 Cll-N2 C2-N1
 
 1.3356 (4) 1.3470 (4)
 
 1.339 1.351
 
 0.50 0.50
 
 0.63 0.64
 
 0.65 0.64
 
 0.38 0.37
 
 C-N h
 
 C3-N1 C12-N2
 
 1.4118 (4) 1.4484 (8)
 
 1.413 1.450
 
 0.37 0.35
 
 0.47 0.39
 
 0.50 0.41 c
 
 0.27 0.24
 
 C-O
 
 C2-O1 Cll-O2
 
 1.2383 (3) 1.2387 (7)
 
 1.242 1.241
 
 0.56 0.61
 
 0.69 0.73
 
 0.65 0.65
 
 0.41 0.41
 
 C-H
 
 Phenyl C4-H4
 
 1.07 1.07
 
 0.38 0.40
 
 0.56 0.52
 
 0.73
 
 0.61 0.54
 
 N2-H14 NI-H3
 
 1.03 1.03
 
 0.50 0.45
 
 0.61 0.64
 
 0.69 0.70
 
 0.46 0.46
 
 C-C d
 
 C-C e
 
 N-H
 
 Bond
 
 0.49 0.49 0.49 0.49 0.49 0.49
 
 Notes: aCalculations carried out with basis set II (triple-~ plus polarization), except for the methyl and phenyl substituents. bCalculations carded out with basis set I (split-valence). COne atom of the considered bond is described with basis set I. dSingle C-C bonds. ephenyl ring C-C bonds. fDouble C-C bond. gC-N bonds with double bond character. hC-N single bonds. iCorrected for whole-molecule and internal torsional librations (see ref. [22]).
 
 As shown in ref. [22], the effect of basis set extension is clearly visible: the height of the peaks increased by 0.18 e/~-3 for the C 3 - - C 4 double bond (Figure 6d), by 0.25 e/~-3 for the C-N bonds, and by 0.24 e ,~-3 for C--O bonds. For the C--O region, extended basis sets reduce the depopulation region close to the oxygen atom, increase the peak height, displace it by 0.16 ,~ towards the oxygen atom, and reduce the lone pairs accumulation by 0.25 e ,~-3. Basis set I provides a fair qualitative agreement with experiment (Figures 6a, 7a) concerning the positions of the maxima and minima of the deformation density, but
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 the peaks are systematically underestimated with the bigger discrepancy for the C-N and C--O peaks. The quantitative improvement is impressive with basis set II, which shows an almost quantitative agreement. Discrepancies remain important however in the lone pairs regions (0.6 e ,~-3 versus 1 e/~-3). This discrepancy can be attributed to the finite resolution of the experimental map and also to the fact that theory calculates the electron density of an isolated molecule at rest, whereas experiment shows a pseudo-isolated, pseudo-static molecule removed from the crystal lattice in which crystal field effects--intermolecular hydrogen bonds--are not absent. Most of these small discrepancies are also found in the formamide study by Stevens, Rys, and Coppens [25a]. Similar conclusions were made by Eisenstein in her experimental and theoretical study of cytosine and adenine [25b]. Table 2 compares the peak heights obtained from experiment and theory. All bond peak heights obtained from the experimental static model and from theoretical distributions (basis set II) are equal within less than 0.1 e/~-3 except for one C-H bond where the difference reaches 0.21 e ,-3; good agreement is obtained for the N-H bond peaks. The 0.1 ~*-3 discrepancy is an external measure of experimental error compared to the approximation:
 
 O(Pobs) # V-1 K-' ~ [o 2 IF o I]'/2 = 0.029e ~-3,
 
 (16)
 
 It
 
 or to
 
 ~
 
 -- W-1 Z
 
 [OlEoIg-I -
 
 I Fm I)=1
 
 0.032e/~-3 [22]
 
 (17)
 
 H
 
 Then, the discrepancy between theory and experiment appears to be within three estimated os in the bonding region. In conclusion, almost quantitative agreement is obtained between experimental static deformation maps and extended triple-~-plus polarization maps.
 
 C. Size of Molecules Tractable by Experimental High Resolution X-ray Diffraction The difficulty of experimental electron density increases only moderately with the size of the molecule compared to the fourth-power dependence of theoretical calculations. This is a significant advantage for experimental studies, especially when one has to study biological molecules like drugs or polypeptides. Stevens and Klein have experimentally studied chemical carcinogens and opiate molecules with a good precision [26] and the calculation of the experimental electrostatic potential will certainly help to understand their reactivity. Interesting calculations of experimental electrostatic potential of puromycin (C22H31N70~+, 2C1-.5H20 ) are underway in Craven's group [27]. The experimental electron density of leu-Enkephalin, 3H20 (C28NsOvH37-3H20; tyrl-gly2-gly3-phe-leu) in its folded conformation (Fig-
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 ure 8) has been published recently by Pichon-Pesme, Lecomte, B6nard, and Wiest [28] [40,000 reflections measured on a CAD4 diffractometer at 100(5) K; R(F) = 3.79%, Rw(F) = 2.29%, G.O.F. = 0.73] and the maps obtained are very accurate. Figures 9a,b show, for example, the static maps of the tyrosine group and of the phenylalanine residue: the bonding density in the C--C bonds agrees quantitatively with that obtained on smaller molecules (see Table 2). Theoretical studies of such big molecules are at the present time far beyond the computational possibilities, and experimental determination of electron density is the only tool to get accurate electrostatic parameters. However, it may be possible to recover the experimental electron density by performing ab initio fragment calculations [28].
 
 D. Transferability of Multipole Parameters Because electron density is a local property, electron density studies of the peptide-like molecules show that the nonspherical part of the deformation density (i.e., the Plm parameters of Eq. 8) remain essentially the same for a given atom in the same environment (the peptide residue, a phenyl ring, a methyl group...) [29]. The same observation was made for porphyrin ligands [30] and by Brock, Dunitz, and Hirshfeld [31] for naphthalene and anthracene type molecules. All these observations suggest that the multipole parameters are highly transferrable from one atom to a chemically similar atom in different molecules and crystals. A key question is" is it possible to determine for each chemical type of a given atom a small set of pseudoatom multipole parameters, and can such parameters be used to calculate electrostatic properties of new molecules? To answer this question [29], two accurate but low resolution X-ray data sets (sin 0/~ma x = 0 . 6 5 ,~t-1) were
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 CLAUDE LECOMTE Table 3. Statistical Indices of the Refinements of PPP no
 
 nv
 
 R(F)% Rw(F)% G.O.E
 
 Spherical atomform factors (conventionalrefinement) Aspherical pseudoatomform factors
 
 3104 3104
 
 270 270
 
 4.69 3.71
 
 3.85 2.90
 
 2.07 1.56
 
 110 K data Spherical atom form factors Aspherical pseudoatomform factors
 
 2286 2286
 
 270 270
 
 3.44 2.33
 
 3.77 2.44
 
 2.22 1.44
 
 Room temperature
 
 selected, one measured at room temperature and one measured at 125 K for peptide-like molecule Pyr-Phe-Pro-tMe (PPP) [29] (an ORTEP illustration is given Figure 10). These data were measured by Pangborn, Smith, and Howell (Medical Foundation, Buffalo, N.Y.). Two or three most significant Plm parameters of each atom type were then chosen from previous work on peptide molecules [16,22,29] and used as fixed parameters in least-squares refinements of PPP. Only the fractional coordinates and the thermal parameters of all atoms were adjusted; the statistical indices of the refinement decreased dramatically as shown on Table 3, compared to those obtained from a conventional refinement using spherical atoms form factors. It confirms the possibility of transferring multipole parameters. Having new xyz U ij parameters, new structure factors phases (~m) were calculated and the new 1A 4-. I
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 Figure 11. Low temperature (110 K), low resolution (0.65 ,~-1, sinO/)~) experimental deformation density in the planes of a peptide residue (a) and of a phenyl ring (b) for Pyr-Phe-Pro-tMe using P/m transferability. Contours as in Figure 6.
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 Figure 12. Same as Figure 11 but with room temperature data.
 
 atomic parameters were used to map the experimental electron deformation density for both room temperature and 110 K data (Eq. 11). The summation was made on all the 0.65 A-1 resolution observed structure factors. The experimental deformation density obtained are shown on Figures 11 and 12 which represent the deformation density of a peptide residue and of a benzene ring temperature at 110 K and at room temperature, respectively. The low-temperature maps agree almost quantitatively with those of very highresolution studies; for example, the C-C and C-H bonding densities are 0.50 + 0.05 e/~-3 and 0.35 + 0.05 e ,~-3, respectively. This shows that this crude modeling permitted to deconvolute almost all the deformation density from thermal motion. The low resolution of the experiment is only detected at the oxygen lone pair region as expected. Room temperature maps are also of good quality and show the effect of thermal motion on the dynamic bonding density: on the phenyl ring (Figure 12b), the bonding density decreases with the distance of the bonds from the center of the molecule, whereas thermal motion increases.
 
 E. Conclusion Pseudoatom multipole modeling reproduces accurately the deformation density within less than 0.05 e/~-3 in the bonding and intermolecular regions; calculations on theoretical thermally smeared structure factors show that deconvolution between density and thermal parameters is effective. The accuracy obtained from a highresolution accurate diffraction experiment compares with extended triple-~ + polarization ab initio SCF calculations. These experiments are tractable for mole-
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 cules up to 100-150 atoms and the results are transferrable from an atom to chemically similar atoms in different molecules and crystals. These conclusions allow the calculation of the properties of molecules from experimental high resolution X-ray data and their transferability to bigger molecules.
 
 III.
 
 SOME APPLICATIONS OF ELECTRON DENSITY STUDIES IN MOLECULAR C O M P O U N D S
 
 A. d Orbitals: Occupancies from Multipole Population Parameters At the present time, only first-row transition metals may be accurately studied because the energy of the widely used Mo K~ incoming beam (~ = 0.71 A, v = 4.2 x 1018 Hz) is close to the ionization energy of the core electrons when the atomic number Z is bigger than 35 [32]. For first-row transition metals, the populated or depopulated d orbitals of the metal are easily observed by a visual inspectation of the deformation density maps" it is clearly an advantage over theoretical calculations for determining the leading contributing configuration to the metal electronic ground state because different configurations, even very closely spaced in energy, may correspond to very different spatial distributions. As an example, the nature of the ground state of iron II tetraphenylporphyrin bistetrahydrofuran [TPP Fe(THF) 2] was not well established by theoretical or spectroscopic methods; the THF axial ligands are weakly bound and the complex is high spin. Theoretical calculations of the analogous bis-aquo complex by Rohmer [33] showed the 5B2gand ionic states of the iron atom were of comparable energies and therefore may be leading terms of the ground-state configuration. Experimental deformation density maps [34] of TPPFe (THF) 2 showed dz2 orbital depopulation and dxz, dyz density accumulation as well as lack of population in the xy directions (Figure 13). This is in agreement with 5E2g state (Figure 13d) because 5B2g would be compatible with electron populations in the dxy orbitals. Figure 13 shows also excess deformation density in the Fe-N bonds which can be interpreted as donation from the porphyrin ligands and as a contraction of the dx2y2 orbitals due to the negative charges of the nitrogen atoms of the porphyrin. This anisotropic contraction of the d orbitals due to the ligand field was observed also for germanium porphyrins both by X-X [30] and by ab initio SCF calculations [30a]. As described by Stevens [35] and Holladay, Leung, and Coppens [36], d orbital occupancies of the metal atom can be derived from the multipole parameters assuming that the overlap density and the asphericity of any 4p orbital density are small. For first row transition metals, the d orbital expansion and the overlap density between d orbitals and the ligands are small; then, the asphericity of the electron density of the metal atom is mainly due to the d orbital occupancies. From Eq. 8, we can write:
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 Figure
 
 13. Dynamic deformation density on a pyrrole plane (a), in the (x,y) four nitrogen plane (b) and in the (y,z) N-Fe-O (THF) plane (c) in TPPFe(THF)2; corresponding theoretical density in the (x,y) plane for the 5E2g state of PFe(H20)2 [33] d). Contours as in Figure 6 (reproduced from [34]).
 
 4 EPiid~ + E E didjPiJ: E K,3RI(K,r)E PlmYlm(O,~p) i
 
 i ~j
 
 i
 
 (18)
 
 m=0
 
 where Pig are the population of the d i orbitals. Since products of spherical harmonics functions can be expressed as linear combinations of spherical harmonics, it leads to a set of linear equations which can be solved to get the Pii and Pii parameters. This calculation was performed for all the porphyrins studied by Coppens and co-workers [37]. The results for TPPFe (THF) 2 are given in Table 4 compared to the populations of the iron quintet states.
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 Table 4. Experimental iron Atom d-Orbital Populations of TPPFe(THF)2 Compared
 
 to the Iron II High-Spin State [34]
 
 Term symbol dx2-y 2 dz2 dvz,dxz dxy
 
 5B2g
 
 5Alg
 
 5Big
 
 5E2g
 
 Exp
 
 Spherical
 
 1
 
 1
 
 2
 
 1
 
 1.42
 
 1.2
 
 1
 
 2
 
 1
 
 1
 
 1.04
 
 1.2
 
 2 2
 
 2 1
 
 2 1
 
 3 1
 
 2.52 0.93
 
 2.4 1.2
 
 In the multipole refinement of TPPFe(THF) 2, a D4h local symmetry was imposed on the iron atom which explains that only four d i population parameters were derived; inspection of Table 4 leads to the same conclusion derived qualitatively from the examination of the deformation maps; i.e., t h e 5E2g state is the main contributor to the ground state of the complex. This interesting calculation of d electron population calculations was also performed on other coordination compounds like metal carbonyls [38] and metal carbynes [39].
 
 B. Electrostatic Potential Calculation from X-ray Diffraction Data Electron density mapping permits a direct comparison with theory but does not provide much information about chemical reactivity or intermolecular interactions. This information can be obtained by inspection of the electrostatic potential generated by molecules in their outer part. Stewart was among the first crystallographers to realize that the Fourier components of the electron density can be used to evaluate a variety of electrostatic properties [40] of molecules in the crystal--for example, the electronic part of the electrostatic potential at a point r inside the crystal: p(r') dar, Ve(r) = ~ I r__r, ]
 
 (19)
 
 1
 
 can be calculated by expanding [ r-r'l in reciprocal space, one gets [40,41]" 1 Ve(r) -- ~--g Z F(H) H 2 exp-2irt(I-I-r)
 
 (20)
 
 H
 
 The electrostatic potential V e is the inverse Fourier transform of H -2 F(H). However, there is a singularity for H = 0 [42]. In order to avoid this problem, one calculates the deformation electrostatic potential at r: AV(r) - ~
 
 1
 
 1
 
 Z ~__ (I F m I e i% H
 
 I Fsl
 
 e i*S) exp (-2rl;i Br)
 
 (21)
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 where I f m I, *m, I f l, *s are the moduli and phases of the static structure factors (Uq = 0) calculated respectively from the multipole model and from the promolecule. Examples of these calculations are given in references 40, 41, and 42. Another method is to calculate the molecular electronic electrostatic potential by replacing p(r') in Eq. 19 by its multipole formulation (Eq. 8). The quantity obtained represents the electrostatic potential of a molecule removed from the crystal lattice. First calculations have been performed by the Pittsburgh group (Stewart, Craven, He, and co-workers) [43]; electrostatic potential calculations were also derived from the Hansen Coppens [lib] electron density model [41,44]. The atomic total electrostatic potential including nuclear contribution may be calculated as: V(F)-- Vcore(r) 4" Wval(F) 4" AW(r)
 
 (22)
 
 oc
 
 with (Figure 14)
 
 Vc~
 
 Z - I Pcore (r') d 3 r' = [ r - R[ [r-R-r'[
 
 (23)
 
 O
 
 oc
 
 Vval(r ) _ _ ; 0val (rp) d3 r' O
 
 [r-R-r'l
 
 (24)
 
 and AV(r) is the deformation potential due to the asphericity of the electronic cloud (for explicit formulation, see [41]). This aspherical term, calculated from dipolar, quadripolar, octopolar, and hexadecapolar terms of the electron density, vanishes very quickly as soon as the distance between the molecule and the observation point
 
 d 3 ~r
 
 [~
 
 o Origin
 
 Figure 14. Calculation of electrostatic potential.
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 Figure 15. Noneffect of the ~ parameter on the electrostatic potential of a negatively charged oxygen atom, Pv = 6.44 ~, K = 1 (continuous curve) and 0.977 (crosses) (reproduced from [41]).
 
 increases; one can use the results of a K:refinement [lla] to estimate with a good precision the electrostatic potential. Furthermore, the effect of the expansion contraction ~ parameter is very small on the electrostatic potential [41,43b] as shown on Figure 15 which represents the radial electrostatic potential of a negatively charged oxygen atom (-0.44 e) with ~z= 1 and 0.977. Then, the electrostatic potential reflects mainly the net charges of the atoms. Craven and co-workers used Stewart's model to calculate the electrostatic potential and dipole moments of several small organic molecules including phosphorylethanolamine [45], the 1:1 complex of thiourea with parabanic acid [46], methyluracil [47], and cytosine monohydrate [48]. In cytosine monohydrate, Weber and Craven [48] showed that the electronegativity of the hydrogen-bonding acceptor sites can be ranked with the water oxygen atom, cytosine N(3), and carbonyl 0(2) in decreasing order. Energies of interaction derived from this analysis and from electron gas theory were reported and discussed by Spackman, Weber, and Craven [49]. For the hydrogen-bonded dimer the experimental electrostatic energy of interaction was found to be-96 (27) kJ mo1-1. This promising calculation as well as the pioneering work of Moss and Feil [50] on pyrazine opens a way to estimate interaction energy derived from an X-ray diffraction experiment. The electrostatic potential of urea and imidazole was calculated by Stewart [32] from X-ray data of Craven [51]. For the pseudo isolated urea molecule (removed
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 Figure 16. Electrostatic potential generated by a N-acetyl (z,[~dehydrophenylalanine methylamide molecule removed from the crystal lattice, in the peptide plane (a) and perpendicular to this plane (b). Contours _+0.1 e A -1-, positive contours: solid line, zero contour short dashed (a), negative contours dashed (reproduced from [52a].
 
 from the crystal lattice), double minimum potential (-0.35 e A-l) were found in the molecular plane near the oxygen atom; this oxygen atom accepts four intermolecular hydrogen bonds to form a four-molecule cluster in the crystal lattice. When this cluster is formed, the electrostatic potential becomes positive everywhere. This is a general result for any sufficiently large cluster because the positive charges (i.e., the nuclei) are localized contrary to the negative electron cloud. The electrostatic potential of peptide-like molecules is being studied by Ghermani, Lecomte, and co-workers [41,52]. Figure 16 gives the electrostatic potential generated by a N-acetyl-o~,13-dehydrophenylalanine methylamide (AcPhe) [22] molecule removed from its crystal lattice in its peptide plane (a) and in a plane perpendicular to the peptide plane passing through C = O (b). In this peptide molecule, the oxygen atom is surrounded in the outer region by a wide and deep negative region (-0.40 to-0.30 e/~-1; 1 e A-l = 332 kcal mo1-1 = 1390 kJ mo1-1) which would favor the approach of electrophilic agents as well as hydrogen bond formation. Another interesting feature of V(r) is that, contrary to the deformation density, the electrostatic potential generated by the oxygen lone pairs does not have a "rabbit ear" shape, but rather has an almost spherical skull shape. This means that lone pairs directionality is in part lost when electrostatic interactions occur and could explain why hydrogen bonds are not always directed along lone pairs (Figure 17b). When calculating the electrostatic potential of two AcPhe molecules interacting via an hydrogen bond as in the crystal (N..-O = 2.869/~), the deep negative region divides in two parts on each side of the H...O hydrogen bond (Figure 17a). Similar
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 17. Electrostatic potential around a hydrogen bond in a cluster of two interacting N-acetyl c~,[3 dehydrophenylalanine methylamide molecules (a) and of three hydrogen bonded N-acetyl I-tryptophane methylamide molecules (b). Contours as in Figure 16 (reproduced from [52b]). Figure
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 but slightly more positive potentials are found in N-acetyl 1-triptophane methylamide [16] where one oxygen atom of a peptide residue accepts two equal hydrogen bonds (N..-O = 2.885/k) (Figure 17b). Contrary to the experimental electron density, the electrostatic potential is conformation dependent. Figure 18 shows the ORTEP view of t-butylCOprolinehistidine-methylamide (tbuCOprohisNHMe) [53] which exhibit a folded conformation due to an intramolecular hydrogen bond (13-turn) between 01 and N3H (N3-.-O l = 2.935 ,~); as a consequence, hydrogen bond occurs between the histidine N 4 and the N 2 hydrogen (Na...N 2 = 3.205 ,~,). The effect of the [3turn on the electron density has been discussed in refs. 28 and 64. The electrostatic potential calculated for one molecule removed from the crystal lattice in the histidine plane (Figure 19a) shows a very small minimum of potential (-0.18 e/,~-1) around the nitrogen atom which becomes positive when the calculation is made for a cluster of two hydrogen-bonded molecules [53] (Na.-.N 5 = 2.856 /k) (Figure 19b). This very shallow negative potential around the nitrogen atom of the histidine residue is a result of the folded conformation of the molecule. As the multipolar electron density parameters are transferable [29], we have calculated the electrostatic potential in the histidine plane for a single molecule in an extended conformation using the electron density parameters of the folded molecule [54]. Figure 20a shows that in the new conformation ofthe molecule, the N 4 atom ofthe histidine residue is now not interacting with a peptide nitrogen as observed in the crystal, and the resulting electrostatic potential around N 4 is more negative (--0.27 e ,~-1) and resembles that of imidazole [32]. Other examples of electrostatic potentials in peptides and other molecular compounds can be found in refs. 53, 32, and 55. A new and very promising application of the calculation of electrostatic potential from experimental electron density is its modeling by point charges and dipole moments [43b,53,54]. When the potential calculated from a ~: refinement [lla] is fitted by point charges at the atomic sites, the resulting charges are not dependent of the molecular conformation [56] and the fit is excellent outside the van der Waals envelope of the molecule. Figure 21 shows the potential calculated in the peptide plane from the ~ refinement of AcPhe (Eqs. 24,25) and its fitted potential. When the potential is calculated from Eq. 22 (i.e., includes aspherical terms of electron density) the potential is reasonably well reproduced at the van der Waals surface by point charges, as shown in Figure 22 which gives the comparison between the total potential in a peptide plane of tbuCOprohisNHme and the point charges fitted potential. The rms deviation is = 0.03 e/A, and it could be important to include dipolar terms on hydrogen atoms [43b,53]. At the present time, it then seems possible to build a data bank of experimental atomic charges and dipole moments which could be used to parametrize the force fields in the molecular modeling codes.
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