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 PREFACE Progress in molecular structure research reflects progress in chemistry in many ways. Much of it is thus blended inseparably with the rest of chemistry. It appears to be prudent, however, to review the frontiers of this field from time to time. This may help the structural chemist to delineate the main thrusts of advances in this area of research. What is even more important though, these efforts may assist the rest of the chemists to learn about new possibilities in structural research. It is the purpose of the present series to report the progress in structural studies, both methodological and interpretational. We are aiming at making it a "user-oriented" series. Structural chemists of excellence will be critically evaluating a field or direction including their own achievements, and charting expected developments. The present volume is the second in this series. We would appreciate heating from those producing structural information and perfecting existing techniques or creating new ones, and from the users of structural information. This would help us gauge the reception of this series and shape future volumes. Magdolna and Istv~ Hargittai Editors
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 ABSTRACT This short essay is concerned with the relatively narrow topic of predicting stable conformation in large and crowded molecules. Two new rules are presented: (1)
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 EIJI i~SAWA congestion does not occur unless unrelievable strain develops around GG' segments, and (2) the trans or extended form is not always a safeguard for the conformational preference. A magic intramolecular C...C distance of 3.9/~ between the end carbon atoms of 1,4-trans (T) and 1,5-GG sequences produces 200 cal/mol of stabilization per pair due to the van der Waals attraction. Warning is given to the unwarranted extension of conformational rules for small molecules to large molecules. A remarkable case of the gauche-conformer becoming the global energy minimum 10 kcal/mol below the trans-conformer is mentioned for a novel buckminsterfullerene-based dimer with tert-butyl substituents.
 
 I. I N T R O D U C T I O N Chemical literature is abound with errors [1]. Sometimes, a seemingly secure experiment like X-ray crystallographic analysis may contain serious errors. For instance, I myself have twice found critically important bond lengths obtained from X-ray analysis in error [2]. Very rarely, the whole paper can be 100% wrong, creating embarrassments for both authors and editor [3]. As long as errors have been committed unintentionally, we cannot blame the authors or editor. Rather, errors may be regarded as the fertilizers of science. I wish to begin this chapter by citing an interesting case, which cannot exactly be called an error, but is difficult to detect. A conformation of the novel molecule l a has recently been depicted in a communication [4]. The molecule is a novel dimeric buckminsterfullerene with tert-butyl substituents, wherein the substituents are believed to exist near the pivot bond, namely in the para position in a six-membered ring relative to the pivot carbon atom. The authors of the paper [4] performed molecular modeling of this congested molecule using a commercial software package, hence it may be reasonably assumed that they imply an energyminimum by la. Many chemists will accept this conformation: the bulky, space-demanding substituents are positioned as far apart as possible and tert-butyl groups are rotated
 
 la
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 lb such that the largest possible separation is produced between the methyl hydrogens and the C60 cage to which they are pressed hard upon, even though Cq-Me bonds are eclipsed with the cage C-C bonds. According to our analysis [5], however, this conformation proved to be an energy maximum, and the global energy-minimum conformation turned out to be the unexpected, apparently crowded conformer, lb! Believe it or not, this particular example illustrates two key features which I believe are relevant to the conformational analysis of large and congested molecules. Let me explain further the purpose of this article. Chemists already know the basic rules for the conformation of small molecules [6]. Nevertheless, straightforward extension of these rules, such as "equatorial is more stable than axial on a cyclohexane ring" and "trans form of large molecules is more stable [ 7] than gauche to large molecules," may be dangerous [8]. As shown in the above example, we are inclined to apply these rules rather blindly. Because the first rule can be reduced to the second (an axial substituent produces two gauche interactions while an equatorial substituent produces two trans interactions, Scheme 1) [9], I will concentrate in this chapter on the validity of one of the cornerstones in conformational analysis, the preference oftrans over gauche, when applied to large and crowded molecules. axial
 
 2 gauche interactions
 
 equatorial
 
 2 trans interactions Scheme 1.
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 ii. LARGE MOLECULES LIKE TO BE FOLDED It is generally believed that the gauche form of, e.g. n-butane, is less stable than the trans form because there are close approaches of atoms in the former. Is it true then that the close approach of atoms always leads to crowding or destabilization? I begin this section by disclosing the fact that many conformations of large molecules which look crowded are not really crowded at all. In the course of the past few decades since molecular modeling began [ 10], we have learned that molecules have many ways of relieving internal strain. When atoms bump into each other, the molecule calls for various modes of nuclear movements in increasing order of energy expense--torsion or bond rotation first, then valence angle deformation, and finally bond stretching--to separate the close atoms apart. In most cases, a compromise is reached between the energy expense that is paid for deforming the structure and the energy gain that comes from the decreased nonbonded repulsions. A good example showing the smartness of molecules in avoiding overcrowding is podophyllotoxin 2. Its CPK model gives a very tight structure wherein the E ring has to be forcibly squeezed into a small space above C ring in order to maintain the axial disposition on the E ring. In reality, however, two ortho-hydrogens, H 2, and
 
 OH >
 
 O CH30~~~OCH3 cH3o
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 H 6, of the E ring, appear as a singlet in its NMR spectrum at room temperature, which splits into a doublet only when cooled t o - 1 3 6 ~ This means that the E ring rotates fast at room temperature in the small space over the fused rings [11]. The rigid feeling that we perceive from a CPK model is an artifact caused by the lack of freedom of angle deformations and bond stretches, and also by the hard and smooth plastic surface. Actually all real molecules would feel flexible and soft like a sea slug if we could ever touch them. Tactics will be mentioned later in this chapter which smart molecules employ to avoid congestion. Not only are the molecules able to deform extensively to avoid congestion, but often times it seems that they rather like a crowded situation. Numerous examples [12,13] are known wherein folded conformations are preferred over extended conformations. In methotrexate 3, for example, hydrogen bonding of the O-H...N and N-H...O types, donor-acceptor interaction between stacked aromatic rings, and attractive van der Waals interaction in a number of atom pairs across the inner space,
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 combine to stabilize a folded conformation as shown. Indeed this conformation has been observed to dominate in THF/CH2CI 2 solution [12m]. In addition to the folded J-conformations [12], rings [14], and helices [15] are the prominent forms of molecules that we often encounter, especially in nature. Does nature have any special reason for preferring these over the extended forms? I would like to introduce here an obvious implication of molecular modeling functions as an ubiquitous source of attractive interactions that exist specifically in rings and helices. A consequence of atom-atom pair interaction theory is that an attractive force should operate in every nonbonded C...C pair separated by a van der Waals distance of 3.9 ]k [16]. At this distance, hydrogen atoms attached to these carbon atoms also tend to be in the regions of strongly attractive C...H and H...H interactions. This is a natural (albeit somewhat artificial) consequence of using conventional van der Waals potential functions of the Lennard-Jones type, which always produces an energy well at some distance between any combination of atom pairs. A pair of carbon atoms at the ends of gauche-gauche (GG) sequence are separated exactly by this distance, and, combined with C-..H and H...H attractive interactions involving the attached hydrogen atoms, produce a stabilization energy of-0.20 kcal/mol (per one GG sequence) according to MM3 force field [17]. No one would be convinced by such a conclusion based on empirical evidence from molecular mechanics, unless some ancillary supporting results are put forward. Fortunately, however, since the last few years it has become clear that we can replace some kinds of experiments with theoretical simulations. Consensus has now been reached in the chemical community that several types of data obtained from the high-level ab initio MO calculations using well-trained, large, and composite basis orbitals and including appropriate correction for the electron correlation effect are as good as experimental data [18]. Molecular properties of simple organic molecules that are reliably reproduced by these ab initio techniques include equilibrium structures and their relative stabilities [17]. Our MP4SDQ/631G*//HF/6-31G* calculations of n-pentane conformers published in 1991 [17] established that GG sequences really produce a similar value (--0.16 kcal/mol per pair) without using any artificial dispersion correction term [17,20]. In view of the facts that every comer [21] of a cyclic structure consists of a GG sequence and that helical structures are contiguous gauche sequences of the same sign ( .... GGG .... ), the attractive 1,5 atom-pair interaction appears to be working favorably for the frequent occurrence of cyclic and helical molecular structures.
 
 II!. H O W DOES INTRAMOLECULAR CONGESTION DEVELOP? With so many kinds of intramolecular interaction available to stabilize compact conformations (fold, ring, and helix), when and how do molecules suffer from congestion [22]? Alternatively, one might ask how we can really produce conges-
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 tion. At this point, I ask the readers to allow me to deviate for the moment from my main theme and discuss congestion. I should first emphasize that naive strategy of simply packing bulky groups into a small intramolecular space to produce crowding has generally fallen short of its goal, despite great many attempts that must have consumed so much time and efforts of synthetic chemists in the past [23]. The reason for these failures is that molecules are not so stupid as to be loaded limitlessly with strain" they usually rearrange to less crowded structures, or simply refuse to react. We should stop the simplistic drive to produce intramolecular congestion, but instead seek those cases where enormous strain develops under seemingly uncrowded circumstances, or without letting molecules realize incipient crowding. I would like to set our strategy straight by defining molecular congestion as a
 
 conformational situation wherein high internal strain cannot be effectively relieved by any internal freedom available to the molecule. According to this definition, destabilization by the eclipsing of bonds is not counted as a cause of congestion because, in most cases, eclipsing can be readily overcome by bond rotation as long as the bond is capable of rotating. We basically consider conformations containing only staggered bonds. On this basis, general causes of internal strain are G, GG' and GG'G sequences. Let us first analyze GG'. The sequence has been well known but rarely [24] systematically analyzed as the source of strain in conformational analysis. According to our analysis, this system is not a real threat in the open systems. The simplest example of an open GG' sequence is seen in n-pentane (Scheme 2), where both end methyl groups would approach very close if G and G' take the "standard" gauche dihedral angle of +60 ~. However, there are such large freedom of nuclear movements in n-pentane that strain can be well relieved by internal deformation. When GG'-n-pentane is subjected to energy-minimization by molecular mechanics under Cs constraints, the CH2-CH 2 bonds spontaneously rotate while opening up MeCH2-CH 2 and CH2-CH2--CH2 valence angles (see GG' in Scheme 2). When the Cs constraint is removed, then the conformation further undergoes extensive and peculiar skeletal deformation to give a strange structure having no element of symmetry, as shown by [ ~ ' and GIG --7] in Scheme 2 [25]. Dihedral and valence angles entered in Scheme 2 are obtained by high-level ab initio calculations [17,26], and almost identical values are obtained by molecular mechanics calculations as well [27-29]. Deviations of these angles in the optimized geometry of GG'-n-pentane from the "standard" values are quite large, and they contrast with those of G sequence in the optimized geometry of gauche-n-butane (4): the central CH2-CH 2 bond has been rotated by 6 ~ from the standard value to increase Me...Me distance and Me-CH 2 bonds by 4-7 ~ from a local C3v structure to increase the close 1,6-H...H distance [17]. Hence, compared to GG', G is easy to relax and will not contribute seriously to generating congestion according to our definition.
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 GG' strain is often referred to as "1,3-diaxial interaction" because GG' sequence is contained in the diaxial form of cis-1,3-dimethylcyclohexane 5. This molecule spontaneously transforms itself into the TT form (trans-trans, 5') by ring inversion, thus completely disposing of the GG' strain [6]. Such a transformation would be impossible, however, in fused cyclohexane systems like friedelin (6). Those portions of friedelin which contain 1,3-diaxial-dimethyl substituents should certainly be congested in accordance with my definition. Nonetheless, this large molecule Me
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 must have a number of degrees of freedom for small deformations and, accordingly, the amount of total strain does not seem to be forbiddingly high to exclude its existence: indeed, friedelin is a natural product [30]. Let us turn to more congested systems where only very minor deformation is allowed, or any deformation is totally impossible around a multitude of GG' sequences, so that the unrelieved strain stays at a high level. In order to see how the congestion builds up, we start from the simplest possible hydrocarbon, methane, and replace its hydrogens one by one with tert-butyl groups. It is well known that the successive substitution succeeded up to the third stage to give di- [31] and tri-tert-butylmethane [32], but the fourth stage failed. Nonetheless, the unknown tetra-tert-butylmethane 7 can be geometry-optimized into several energy minima [33,34]. The global minimum has T symmetry wherein all Me-Cq bonds are rotated by about 15 ~ in the same sense [35]. In all of the computed minima, the molecule contains 12 pairs of GG' interactions. As they are distributed over a small spherical surface, there is no room to release strain except for very limited adjustments of bond angles and lengths. One aspect of this molecule which has so far been left M| e
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 unnoticed is that it has 12 pairs of stabilizing GG interactions, which might have some relevance to its successful geometry optimization and gives some hope for its existence, although perhaps only as a transient species. Similarly, replacement of all hydrogens of ethane with tert-butyl groups gives another unknown molecule, hexa-t-butylethane (8), which must be tremendously strained, formally containing 12 GG', and 6 GG'G sequences. Although 8 is still an imaginary molecule, it is our first encounter with a GG'G sequence in this review. To my knowledge, no example of GG'G-containing conformer is known as yet. Even in a computer, GG'G conformation of n-hexane is not a stationary point, but spontaneously transforms itself into a different conformer during the geometry optimization [ 17,27]. This seems to be actually happening in reality. For example, the boat conformation of D and E rings in friedelin 6 [36] is apparently a consequence of avoiding GG'G sequence which would appear in the all-chair conformation (6'). As a matter of fact, the high congestion of 7 and 8 is evident by a glance at the structure. They belong to those old brute-force cases where the bulky tert-butyl groups are squeezed into a very small space. We should rather look for apparently unstrained but actually congested molecules. Let us start again from methane. Replacement of all four hydrogens with ethyl groups gives tetraethylmethane or 3,3'-diethylpentane 9, a known molecule. The conformation shown (D2d) may
 
 MM~~~.~...~ e e Me Me Me
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 appear stable: two molecules of n-pentane in its most stable TT conformation being jointed together at their centers. However, it does contain eight G interactions. The only available internal freedom, rotation of a Cq--CH2 bond by 120 ~ annihilates two G sequences but simultaneously creates one G and one GG' interaction. Hence any change from this conformation should increase energy. The reason for the surprisingly low strain in 9 (8.93 kcal/mol according to MM3) can be ascribed to the fact that this global minimum conformation contains four GG sequences [37]. Replacement of six hydrogens of ethane with ethyl groups provides hexaethylethane or 3,3,4,4-tetraethylhexane 10, which again may appear normal but is actually highly crowded. There are six GG' interactions on both ends and six G interactions across the central C--C bond. Despite an open look, ways of relieving strain are limited: rotation of a Cq-CH 2 bond by 120~ would eliminate two GG' interactions but produce one new GG' pair across the central bond. Conformation 10' proved to be the global energy-minimum by molecular mechanics calculation [38].
 
 ..............:
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 /
 
 ,
 
 )
 
 /
 
 10
 
 ...........
 
 10'
 
 The crystal conformation of 11 has several conformational features common to 10 [39]: two GG' and four G in addition to eight GG'-like interactions involving ortho-Car carbons. The reason for 11 not taking an asymmetric conformation like 10' in the crystal must be the better packing of the all-trans chains compared to the gauche-containing chains.
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 The rigid conformation of 9 and 10 are caused by the fact that the neighboring conformations (those which can be reached by one-step bond rotation) are of high energy. An alternative possibility for a rigid conformation will be the one surrounded by a high-rotational barrier. On the other hand, it would not be surprising if a really congested, high-energy conformation becomes a barrier of conformational interconversion, even if it has a staggered arrangement of bonds. A remarkable e x a m p l e e x a c t l y m a t c h i n g this s i t u a t i o n is p r o v i d e d by N,N'-bi(cis-2,4-dimethylpiperidine) 12. When the rotational barrier of the N-N bond of this well-designed [40] molecule was first studied, it was intuitively assumed that a staggered conformation 12a had to be the global energy-minimum [41]. However, molecular mechanics calculations have shown that the conformation 12a is a saddle point that appears in the course of rotation about N-N bond, while the global energy-minimum conformation is gauche (12b) [42]. Inspection of the changes in steric energy during the pivot bond rotation reveals that a pair of GG' sequences, Me-Ct-N-N-CH2, which are generated as the bond is rotated towards the trans form 12a, are the cause of the unexpected high steric energy of this conformation. Due to the rigid chair piperidine tings [40] and the S2 symmetry, there is little freedom of deformation around the pivot bond in conformation 12a. It seems that the pair of GG' sequences are firmly locked into an inescapably difficult situation. In order to distinguish this novel conformational transition state from the conventional eclipsed ones, we named it a "staggered barrier". This case proved to be one of the early examples wherein molecular mechanics helped correct errors in experimental studies [42]. Nitrogen atoms in 12 may be replaced with carbon, hence ortho-substituted 1, l'dicycloalkyls are supposed to show staggered barriers [43]. As illustrated in Figure 1, introduction of one methyl group (13b) next to the pivot bond of dicyclohexyl
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 Figure 1. Relative steric energy vs. rotation angle of pivot bond in methylated dicyclohexyls (13a-d). Only the energy minima and saddle points are given. 13
 
 14
 
 EIJI OSAWA H
 
 equatorial perpendicular
 
 equatorial parallel
 
 14 Scheme 3.
 
 (13a) causes the trans or coplanar rotamer (C) becoming a small saddle point. Dimethyl dicyclohexyls (13e,d) produce distinct staggered barriers. All these occur by a common cause, namely unavoidable GG' interactions. Phenylcyclohexanes 14 (Scheme 3) acquires striking similarity to dicyclohexyls, when substituents are introduced at the ortho positions to the pivot bond: the equilibrium between equatorial-parallel and equatorial-perpendicular conformations shifts completely to the left (e-par) due to the strong GG'-like repulsive interactions involving substituents R and R' in the e-per conformation [43b]. Once again, prohibitively high dynamic congestion would develop if the pivot bond of 14 were forced to rotate. In other words, the rotation about the pivot bond will be made very difficult or forbidden if a small substituent or two are present in the strategic positions. The surprisingly high barrier ( 14.7 kcal/mol in CDC13) observed with cannabidiol 15 is due to the latent congestion in the e-per conformation [44]. There are other examples of arylcycloalkanes having stable e-par conformation protected by high rotational barrier about the pivot bond such as thalidomide (16) [37], a morpholinocyclohexene (17) [45], catechin (18) and its dimers [46], and 2'-methyl anabasine (19) [47,48].
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 TRANS.FORM IS NOT ALWAYS MORE FAVORABLE THA N GAUCHE
 
 Having defined and briefly surveyed the nature of intramolecular crowding, we go back to the first-mentioned topic on the unexpected instability of trans forms in large molecules. As mentioned above, there is no a priori reason to believe that a compact conformation must always be less stable than an extended one. The lower energy of simple 1,4-trans forms (like trans-n-butane) compared to 1,4-gauche (like gauche-n-butane) arises at least partly from an incidental fact that the distance in the 1,4-gauche pair is such that the pair interaction falls in repulsive region. Beyond 1,4-pairs, relative stabilities among conformers should vary depending on individual situation. In the first place, I mention that the trans form is by no means strain-free, but contains several elements of strain. Let us take a zigzag conformation of n-hexane (20, C2h) as an example. This conformation contains eight pairs of 1,3-cis-H/H repulsive interactions along the backbone chain (double arrows). While certainly less pronounced than 1,3-cis-C/C repulsion (GG') mentioned above, these H/H interactions accumulate in the interior of chain and manifest themselves in small but significant increase in the internal C-C--C valence angles and C-C bond lengths
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 20 compared to those at the end of chain [49,50]. The numbers entered in 20 have been obtained by ab initio calculations [17,26,51]. One would naturally ask why a carbon chain of all zigzag form does not twist to get rid of these minute strain sources, thus giving rise to a helical structure with long periodicity. One easy answer to this question would be that the completely planar and linear all-trans chains are advantageous in close packing in crystals. As a matter of fact, n-alkanes always crystallize into planar C2h (even carbon atoms) or C2v (odd carbon) conformation. However, planar structures are also obtained for n-alkanes in vapor or solution phase by experiments as well as by theoretical calculations. To the best of my knowledge, a tenable interpretation has never been given to this question. I propose here a hypothesis which might well solve this fiddle: there is one more element of stabilization that has been overlooked and this stabilizing force keeps the all-trans form in planar conformation. The magic C...C distance of 3.9/k that produces 0.16 to 0.2 kcal/mol of van der Waals attraction mentioned above occurs not only in 1,5-GG sequence but also between the end atoms of 1,4-trans sequence [52]. This means that every 1,4-CH2/CH 2 and 1,4-CH2/CH 3 pair along the zigzag chain receives this attraction, although it may be smaller than when going through a vacuum because it works through those portions of space which are heavily populated with bonding electrons of high dielectric (21).
 
 3.9/~ 21 A few examples are given below wherein the trans form is not necessarily more stable than the gauche form, as revealed by experiments and/or computation.
 
 A. 2,3-Dimethylbutane and 1,1'-Dicycloalkyls A simple hydrocarbon, 2,3-dimethylbutane, is a classical example wherein the
 
 trans form (22a) has almost equal energy as the gauche form (22b) [52]. The
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 22 explanation was given previously with emphasis on symmetry requirements (trans C2h, gauche C2). Little freedom exists in the former to relieve gauche-Me~Me interactions except for limited valence angle deformations, due to the presence of a mirror plane passing through H-Ct-Ct-H. On the other hand, axial symmetry in the latter allows the central bond to rotate so that the strain can be relieved by deforming towards the less crowded portion of the molecule. Dicyclohexyl (13a)can be regarded as a ring analogue ofdimethylbutane: Figure 1 already demonstrates that this molecule has comparable stabilities for trans (C) and gauche (A) forms. This prediction has been confirmed by MM3 calculations [53] and electron diffraction analysis [54] (Table 1). Smaller dicycloalkyls like dicyclobutyl and dicyclopentyl (22, n = 3, 4) shows the trans dominance, apparently
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 because of the increase in 1,4-C/C distance across the pivot bond. (Dicyclopropyl (23, n = 2) is an exception [53]). Conformational energies in 22 and 23 depend basically upon 1,4-C/C interactions across the central C-C bond, hence these examples belong to the classical, shortrange chemistry. We return to the long-range interactions in the next example. B. (t'Bu'C6o)2 This molecule, touched upon at the beginning of this chapter, is unique in that its congestion is not caused by the unavoidable GG' or G sequences discussed above. First, we better simplify the situation by presenting an energy minimum (lc) for the trans form [55] of 1, wherein the eclipsed tert-butyl groups in l a have been rotated by 60 ~ to a staggered conformation. During this rotation, steric energy decreases by 16 kcal/mol. Analysis has revealed the following reasons for the novel preference of gauche (la) over trans (lc): 1. There is no repulsive interaction but rather distinct attractive stabilization (amounting to 1 kcal/mol) between the two tert-butyl groups in the optimized geometry of gauche form lb. Hence a generally held idea of repulsive interaction between close substituents does not apply to lb. 2. Nonbonded repulsion between a tert-butyl group and the C60 cage which it faces quickly develops as soon as the rotation about the pivot rotation enters into anti region (-90 ~ > dihedral angle > 90~ The situation can be readily understood by invoking a lever effect. A close look at the drawings le and l b will reveal that tert-butyl groups are squeezed into small space between the two C60 cages and produce such severe crowding that the pivot as well as the t-Bu--C60 bonds are greatly bent away from their normal directions. The swing motion (thick arrow) of
 
 lc
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 the C60 cage about the pivot bond with both its ends as the fulcrums generates contrasting effects, depending on whether the two tert-butyl groups are in anti or syn disposition relative to the pivot bond. In the trans form (lc'), swing of the left cage in order to decrease the critical nonbonded repulsion in the upper part (double-tipped arrow), increases a similar repulsive interaction in the lower part like a lever action and vice versa. By contrast, in the gauche form (lb'), swing of one cage simultaneously decreases the other repulsion. While lc corresponds to the worst point in the lever effect, l b represents a much less severe situation in the absence of the lever effect [56]. Going back to the extent of error in the study of la, we point out here that the computed energy difference between the global energy minimum l b and the energy maximum l a amounts to 26 kcal/mol.
 
 V. PERSPECTIVES In retrospect, conformational analysis has been dominated by 1,4-interactions, which operate over relatively short atom-atom distances [57-59]. The seminal series of Dale's work which appeared in 1973 [60] on the then new concept in conformational analysis of cycloalkanes is based almost entirely on the gauche interaction (butane model). As a matter of fact, conformational analysis has so far been preoccupied with the idea of gauche interaction energy relative to the trans
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 Scheme 4.
 
 form as the standard strainless model. For a long time, counting the number of gauche sequences has served as practically the only way of estimating relative stabilities among possible conformations until molecular mechanics came to the fore. Larger systems involve longer range interactions than 1,4-type. I discussed above mainly 1,5-interactions, with only a few references to 1,6-interactions. Even though these have been expressed as the combinations of 1,4-interactions like GG' and GG'G, I have indicated that there should be phenomena peculiar to the longer range interactions, which could not have been foreseen or understood on the basis of the knowledge of small systems alone. I once again emphasize contrasting behavior of contiguous gauche sequences (Scheme 4). How far should we go in search of long-range 1,n-interactions (n > 5), in order to understand the conformational behaviors of large systems like biopolymers? It seems likely that there will be some limit on the number of essential interactions. We may have to find more, especially for those systems which contain heteroatoms. As illustrated in this chapter, the atom-atom interaction theory used in molecular mechanics is still useful in this area. Once we find all the essential rules, then we can switch to a more robust and faster theory than the meticulously elaborate but too-slow atom pair or LCAO-MO theories, so that we will be able to simulate actual biosystems efficiently [61]. Finally, I cannot finish this chapter without referring to the power of microscopic simulation. We have seen that the peculiar deformation of the free GG' sequence has been confirmed by "computer experiments", namely by the high-level ab initio calculations. This experiment eventually led to a new definition of intramolecular congestion and the mechanism of its genesis. A more positive application of computer experiments will be to analyze the results of simulation like the first principle molecular dynamics [62] in submolecular level to find out rules that control the conformation of large molecules. This should be the surest way to uncover the secrets of protein folding, molecular recognition, and self-assembly, conformational phenomena which dominate in nature but which we still cannot predict with confidence.
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 ABSTRACT The structures of representative examples of transition metal cluster complexes are discussed in terms of the interplay between intramolecular and intermolecular interactions. The structural features of some fundamental transition metal cluster species are reviewed with emphasis on the relationship between molecular characteristics (size, shape, bonding, dynamic behavior in solution, etc.) and crystal properties
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 (intermolecular interlocking, cohesion, and solid state dynamics). Recent advances in the understanding of the effect of crystal packing forces on the molecular structure in the solid state are reported. These include: the role played by van der Waals interactions in crystals of neutral complexes and the existence of structural isomers of cluster species in the solid state; the relationship between ion organization in crystals of molecular salts formed by large cluster anions and organic cations and the presence of anisotropic arrangements of the ions in the crystals; and the patterns of hydrogen bonding intermolecular interactions and the involvement of carbon monoxide ligands in such interactions.
 
 I. I N T R O D U C T I O N Transition metal clusters present an extraordinary structural variability due to the number of possible combinations and types of ligands, metal frameworks, and intramolecular bonding. The number of transition metal cluster complex species characterized to date is enormous and the field is still intensely explored. The subject of transition metal cluster structures has been extensively reviewed throughout the years and today extremely valuable books [1] and review articles [2] are available to satisfy all but the most curious of readers. For this very reason, it is not easy to add something new to the available literature on the topic. Even if attention is confined to the structural features of these molecules, a major problem is to circumscribe the subject matter. For this reason we have abandoned the initial idea of attempting a review of the structural chemistry of transition metal clusters. In the following we will try to offer to the reader alternative ways to look at the structural features of some of the most representative transition metal cluster complexes. Far too often the structural interest of the synthetic chemist (and of the crystallographer!) begins and ends with the presentation of a good picture and with the description of the ion or molecular structure in terms of structural parameters (bond lengths and angles, sometimes torsion angles or other slightly more esoteric geometrical parameters). The discussion of albeit extremely important features is carried out on objects extracted from their crystalline environment as if they were isolated (gas-phase type) molecules or ions. This is still the most common attitude in the field of metal cluster chemistry, where the characterization of structurally complex new species relies and depends on the (rapid) structural determination of the reaction products. X-ray diffraction still represents the most accessible and straightforward tool for unambiguous structural characterization. The contribution of crystallography to the growth of the chemistry of transition metal clusters parallels that of protein crystallography to molecular biology. However, the use of the diffraction experiment as a mere analytical tool leads to the "unfortunate" loss of a large body of structural information on the three-dimensional arrangement of the particles composing the crystalline material and, therefore, on the chemical and physical properties which depend on such arrangements. In this respect, the
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 recognition that the optimization of the intermolecular (or inter-ion) association in the crystal structure plays a vital role in the definition of the structural features of the component particles and that this role becomes fundamental when the molecule (or ion) is not rigid but flexible, has important implications on our way of looking at the structures of organometallic complexes and clusters. In this light many "old" problems of the pioneering days of structural cluster chemistry can offer "new" insights and a wealth of information. A second important aspect relates to the properties (both chemical and physical) of the solid state material formed by a collection of such molecules. It is widely recognized that the engineering of new materials with given chemical and physical properties would be of extreme practical interest [3]. The design of molecular aggregates to form crystalline materials must rely on a knowledge not only of the chemical and physical properties of the molecules or ions, but also on appreciation of the forces controlling intermolecular interactions, nucleation, and growth of the crystalline solid from the molecules or ions [4]. Crystals formed by organometallic molecules and clusters show characteristics that are intermediate between those of typical molecular organic solids and those of inorganic materials. In spite of the interest in these aspects, the crystal structure and solid state properties of transition metal clusters have been given very little attention in the field of organometallic chemistry. Whereas considerable progress has been made in the understanding of the interatomic bonding in metal clusters even of high nuclearity, systematic investigations of intermolecular interactions among cluster molecules and ions have only recently begun [5].
 
 il.
 
 DISCUSSION
 
 Molecular aggregation and crystal stability depends on the complex interplay between different (and at times contrasting) interactions. These interactions can be grouped in two broad classes:
 
 1. Internal interactions, both of the bonding and nonbonding type, arising from direct orbital overlap between atoms as well as from (steric) interatomic repulsions and attractions operating at molecular level. These interactions determine the minima and low energy regions of molecular potential energy hypersurfaces; 2. External interactions, i.e. van der Waals interactions, hydrogen bonds, and Coulombic interactions (both between ionic charges and between polar groups), which operate at the crystal level. These interactions are most sensitive to the number and type of atoms and to the molecular shape. Both types of interactions are simultaneously at work in the crystal (any crystal) and, although to a different extent, both contribute to determine the features of the solid state structure. The interplay of internal and external interactions becomes
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 especially intriguing when nonrigid molecules, or molecules that possess internal degrees of freedom, are involved. This is the case for many organometallic compounds where structural nonrigidity arises from two typical features of the bonding between the metal center(s) and the ligands, viz. the availability of almost isoenergetic, though geometrically different, bonding modes for the same ligand (CO, phosphines, arsines, NO +, CN-, etc.) and the delocalized nature of the bonding interactions between unsaturated x-systems (aromatic tings, alkenes, alkynes, etc.) and the metals [6]. These two distinctive features of the bonding in organometallic clusters suggest that with flexible organometallic complexes and clusters molecular (or ion) shape and crystal packing influence each other in a manner which is much more complex than for the majority of organic crystals [7a] or inorganic solids [7b]. Structural nonrigidity is also responsible for the dynamic behavior shown by molecules or ions in solution and/or in the solid state [8]. The characterization of the dynamic molecular structure will depend on the timescale of the technique adopted to investigate the process. The aim of this review is to discuss the interplay between molecular and crystal structure for transition metal cluster complexes. To this end we will examine some prototypical cluster molecules with a focus on the main types of intermolecular interactions at work in their crystals. The control exerted by the intermolecular assembly on the dynamic behavior in the solid state will also be briefly discussed. The following discussion will be organized in three main sections concentrated on van der Waals interactions, Coulombic interactions, and hydrogen bonds, respectively. It is important to stress, however, that this classification does not imply any precise borderline between the various types of interactions. Even when the clusters carry charges, for instance, the delocalization of the charge over the whole cluster body is so extensive so as to be almost ineffectual [9]. A second point to stress relates to the physical state of the material. It is important to appreciate that all the interactions acting among molecules in the solid state are the same as those acting among molecules in solution, maybe with the only (far from trivial) loss of the molecule-solvent interactions. The fixed positions of the particles in the solid state with respect to the rapid tumbling motion of the molecules in the liquid state imposes specific constraints to the patterns of interactions as well as on the type and energetic of the solid state dynamic processes. A very few among the species that are termed "highly fluxional" in solution do show dynamic behavior on the NMR timescale in the condensed state. A. van der Waals Solids
 
 At the intermolecular level organic-type ligands (viz. molecular fragments formed by C, O, H, N, etc.) interact in the same way as organic molecules. This means that ligand-to-ligand interactions are ruled by optimization of van der Waals type interactions and hydrogen bonding. We have demonstrated in several cases that organic ligands control molecular packing arrangements as in the correspond-
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 ing organic crystals. For example, the relative orientation of the arene ribbons in solid naphthalene, anthracene, coronene, and benzene as well as in some mononuclear arene complexes such as (C6H6)2Cr is of the "herring-bone" type [10]. It is also true, however, that the interaction with one or more metal centers introduces additional constraints to the intermolecular assembly because of the relative orientation of the ligands belonging to the same molecule. In general the organization and assembly of mononuclear and polynuclear complexes in the solid state are governed by a balance between nondirectional close-packing forces and directional interactions between metal atoms [11] or charged groups. The situation is different with the carbonyl ligand, which is almost ubiquitous in transition metal cluster chemistry. It is crucial in the following discussion to recall that the CO molecule can bind to polynuclear metal complexes in terminal and various bridging fashions. Bridging carbonyls can span a metal-metal bond (la2bonding mode) or cap a triangulated metal face of an higher nuclearity cluster (kt3-bonding mode). These bonding modes are represented in Figure 1. In all these bonding modes, CO provides two electrons to the complex. CO is also known to interact with metal centers via the n system of C-O bond. End-on (or isocarbonyl) complexes are also well established [12]. The formation of these complexes requires strong Lewis acids such as alkali metal cations, other main group metals, or rare earth acceptors. The carbonyl ligand is a weak Lewis base because the good 6-donation from the more basic C-terminus is compensated by a very efficient back n-donation from metal to ligand [13,14], which leads to the formation of only a slightly negatively charged O-terminus. The study of strong hydrogen bonding in organometallic
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 Figure 1. Bonding modes of the CO ligand :terminal (T), doubly bridging (Db), triply bridging (Tb).
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 crystals has also provided evidence to support this conclusion, because the CO oxygen participates in hydrogen bonding networks only when stronger acceptor groups are absent [15]. The involvement of this ligand in hydrogen bonding increases as the basicity of CO increases on going from terminal to bridging bonding geometry. In high nuclearity clusters the bonding characteristics of CO (and other ligands) are coupled with the tendency towards formation of closed metal atom polyhedra which maximize the intermetal bonding. Hence, the external shape resulting from the coveting of the metal core with CO ligands is that of a "lumpy" object with the O atoms protruding from the surface. This molecular shape is characterized by the presence of bumps (the O atoms) and cavities (the space in between the CO ligands) which can be used for intermolecular locking and molecular crystal self-assembly. It has been pointed out that different molecular geometries can correspond to very similar molecular shapes. Thus, for example, both Fe3(CO)12 and Co4(CO)12 possess the similar icosahedral distribution of the peripheral atoms but quite different molecular structures, while Co2(CO)8 and Fe2(CO) 9 show very similar crystal structures in spite of the structural differences (see below). The very concept of a ligand envelope or outer ligand polyhedron, whichhas been used to interpret the dynamic behavior of many carbonyl clusters both in solution and the solid state [16], is essentially the recognition that a certain ligand distribution over the cluster surface is compatible with different orientations of the inner metal frame, i.e. with different molecular geometries. The understanding of the intermolecular assembly and of the way cluster molecules interlock and interact in the solid state requires an accurate knowledge of the intermolecular organization in the experimentally determined crystal structures and a method of categorizing and correlating. We have shown, previously, that a given crystal structure can be efficiently decoded by focusing on the number and distribution of the molecules surrounding the one chosen for reference [17]. These molecules are said to form an "enclosure shell" (ES). The ES-approach avoids the strictness of the lattice translational and point symmetry and affords a direct knowledge of the most relevant intermolecular interactions. As examples the ES present in crystalline Fe(CO)5 and Cr(CO) 6 are shown in Figure 2. This approach also facilitates the investigation of the effects that intermolecular interactions may have on the molecular structure observed in the solid state. We start from the known molecular structure and study how the observed crystal can be reconstructed. We proceed preparing a "one-dimensional" crystal by linking molecules to form a molecular row, then a "two-dimensional" one by coupling molecular rows, and, finally, a three-dimensional crystal by stacking molecular layers [18]. We will now proceed by discussing some selected cases. We analyze first the relationship between the crystal and molecular structures of two fundamental dinuclear metal carbonyl species, namely Co2(CO) 8 [19] (see Figure 3) and Fe2(CO) 9 (see Figure 4) [20]. These molecules have been the subject of much experimental and theoretical work, mainly because of the controversy on
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 Figure 2. The "enclosure shell" (ES) of molecules present in crystalline Fe(CO)5 (a) and Cr(CO) 6 (b). 31
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 Figure 3. The solid state molecular structure of Co2(CO)8 showing the space-filling
 
 outline.
 
 the description of the bonding in Co2(CO) 8. The effective atomic number (e.a.n.) rule in this diamagnetic compound can be satisfied either by combining two metal orbitals pointing along the metal-metal vector ("straight bond" model)or two metal orbitals directed towards the empty bridging site ("bent bond" model) [21]. It has also been reported that Co2(CO) 8 shows dynamic behavior in the solid state [22], while Fe2(CO) 9 is static [23]. The dynamic behavior of Co2(CO) 8 has been explained on the basis of a ligand exchange process of the type occurring in solution [22a] or, alternatively, by assuming equilibration of terminal and bridging ligands via a librational motion of both the Co-Co axis and of the CO ligands [24]. More recently, a different interpretation has been proposed: a homolytic cleavage of the Co-Co bond in the solid state would generate "trapped" Co(CO) 4 radicals which would be able to reorientate and, eventually, recombine in the bridged structure leading to CO exchange on the NMR timescale [22b]. In spite of the fact that Co2(CO)8 possesses one bridging CO less than Fe2(CO) 9, the molecular organization in the crystals of the two species is almost identical. In both crystals the ES is formed by 12 first-neighbor molecules distributed in anticubooctahedral fashion. This results in the crystal of C02(CO) 8 being much less densely packed than that of Fe2(CO) 9. While the former species crystallizes in space
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 Figure 4. The solid state molecular structure of Fe2(CO)9 showing the space-filling outline.
 
 group P2Jm, with Z = 4 (the asymmetric unit contains two independent "half" molecules, each of which is related to the second "half" by a crystallographic mirror plane), Fe2(CO)9 crystallizes in the space group P63/m with Z = 2. The similarity between the two packing distributions can be appreciated from the layers shown in Figure 5. These sections are cut along the crystallographic mirror planes which comprise the bridging CO's. While the three bridging CO's in Fe2(CO) 9 are tightly interlocked with those of six surrounding molecules, the arrangement of the Co2(CO) 8 molecules results in the presence of continuous channels along the a-axis (van der Waals width in the range 2.4-4.5 A]. The channels are delimited along the b-axis by the umbrellas formed by the terminal tricarbonyl units. These channels are very likely filled with the electron density from the Co-atom orbitals pointing towards the "missing ligands". This electron density should be very diffuse and polarizable, giving rise to van der Waals type interactions that contribute to the crystal stability. Therefore Fe2(CO)9 and Co2(CO)8 have the same effective shape and crystallize in pseudo-isomorphous crystal structures. One may claim, however, that Co2(CO) 8 has not adopted a more efficient interlocking pattern because the unoccupied bridging sites cannot be efficiently used by neighboring molecules for intermolecular interlocking. In order to address
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 Figure 5. Sections in the crystal packings of Co2(C0) 8 (a) and Fe2(CO)9 (b) along the metal-metal bonds and perpendicular to the planes defined by the bridging CO ligands; note how the layer of Co2(C0)8 molecules presents a channel along the a-axis in which CO-ligands are missing. 34
 
 Metal Clusters
 
 35
 
 this question, alternative ways to pack Co2(CO)8 and Fe2(CO) 9 molecules in the solid state have been explored [25]. The calculated Structures can then be compared with the observed crystal structures. It has been possible to demonstrate that Co2(CO) 8 molecules can indeed be arranged in a way that uses the empty bridging sites. The hypothetical crystal structures generated are denser than the one experimentally observed and do not possess channels. This is consistent with the observation that, were it not for the stereoactivity of the electron density present in the channels, the shape of the molecule would be compatible with more densely packed crystal structures. Another example of the relationship between molecular and crystal structures is afforded by the binary carbonyl molecules Fe3(CO)I 2 and Ru3(CO)I 2. Both molecules occupy a special place in metal carbonyl cluster chemistry and have been the subject of many investigations. A number of papers on their structures in solution and in the solid state have been published. We only wish here to briefly summarize some key aspects which bear on the following discussion. The room temperature molecular structure of Fe3(CO)I 2 (see Figure 6) and the nature of the crystallographic disorder affecting its crystal were first established by Wei and Dahl [26a]. Cotton and Troup were subsequently able to resolve the light atom positions obtaining an image of the molecular structure characterized by the
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 Figure 6. The molecular structure of Fe3(CO)12 as determined in the solid state at 1O0 K.
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 well known C 2 symmetric distribution of CO ligands with 10 terminal ligands and two asymmetric bridging carbonyls along the one edge of the triangle of iron atoms that is shorter than the other two [2.558(1) vs. 2.677(2) and 2.683(1) A at room temperature] [26b]. The approximate chemical twofold axis passes through the middle of the bridged Fe-Fe bond and the opposite Fe atom. Disorder in crystalline Fe3(CO)12 arises from the average of molecules in two centrosymmetric orientations. This is possible because the polyhedron described by the outer oxygen atoms is a (distorted) icosahedron which is invariant to inversion causing the molecules to be randomly distributed in two centrosymmetrically related orientations. The dynamic behavior in solution and the solid state, as well as the origin of the disorder have attracted much interest in the scientific community. Fe3(CO)12 is fluxional both on the IR [27] and the NMR [28] timescale in solution. The fluxionality process has been modeled in various ways [29]. Cross-polarization magic angle spinning (CPMAS) NMR experiments have also been carried out [30] showing that the solid state spectrum of Fe3(CO)12 is markedly temperaturedependent. The spectral features have been interpreted on the basis of a 60 ~ reorientational jumps of the Fe triangle within the CO-ligand shell. Fe3(CO)12 has also been studied by M/3ssbauer [31] and EXAFS [32] techniques, as well as by various theoretical approaches at different level of sophistication [33]. Recently, we have, in collaboration with others [34], reinvestigated the molecular and crystal structure of Fe3(CO)12 on diffraction data measured between 100 and 320 K. It has been found that, although the crystal retains the centrosymmetric P21/n structure, the temperature greatly affects the molecular structure. The bridging ligands become progressively more symmetric as the temperature is decreased. The symmetrization of the bridging ligands is accompanied by a decrease of the bridged Fe-Fe bond length [from 2.554(1 )/~ at 320 K to 2.540(2)/~ at 100 K]. The other two Fe-Fe bonds do not change appreciably with respect to the room temperature structure. There is also good agreement between these data and those obtained by Cotton and Troup [26b]. The anisotropic displacement parameters of the iron atoms at the various temperatures indicate that the Fe triangle undergoes a rigid-body libration about the molecular twofold axis passing through the bridged bond and the unique Fe atom. The preferential orientation persists down to 100 K. This could be either due to the persistence, even at 100 K, of the librational motion of the Fe triangle or to a component of static disorder which overlaps the dynamic disorder revealed by the temperature dependence illustrated above. Recent molecular mechanics calculations [35] have shown that both rigid-body librational motion about the molecular twofold axis and threefold reorientational jumps of the Fe triangle are possible in the crystalline state. The former process is that of lowest energy whereas the energy barrier to reorientational jumps is ca. 12 kcal.mol -l. This result can afford a rationale to both the observation of a preferential orientation of the Fe-atom anisotropic displacement parameters which is main-
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 tained down to 100 K, and to the solid state NMR evidence for a complete equilibration of the 13C nuclei of the terminal and bridging ligands. It is interesting to mention at this stage that OsFe2(CO)12 [36] is almost isostructural with Fe3(CO)12, although its crystal shows a much smaller degree of disorder with only 8% of the molecules in alternative "centrosymmetric" orientation. In contrast to the situation for Fe3(CO)I 2, the species Ru3(CO)I2 [as well as Os3(CO)12]does not show any extensive solid state dynamic behavior. Ru3(CO)I2 possesses an "all terminal" structure with each ruthenium atom carrying four CO ligands (see Figure 7) [37]. The overall molecular symmetry is close to D3h.The most important packing motif in terms of intermoleculax cohesion in crystalline Ru3(CO)I 2 is based on the insertion of one axial CO of one molecule into the tetracarbonyl unit generated by two axial and two radial CO's on a next neighboring molecule (a "key-keyhole" interaction). The same feature is also present in the isomorphous crystals of the isostructural species Os3(CO)12[38]. This intermoleculax interaction is responsible for the deviation of the molecular symmetry from idealized D3h symmetry. The Ru-Ru bond involved in the interlocking interaction is slightly longer than the other two [2.8595(4) A versus 2.8521(4) and 2.8518(4) ~]. This effect is also observed in crystalline Os3(CO)12 [2.8824(5) /k versus
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 Figure 7. The molecular structure of Ru3(CO)12 in the solid state.
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 Figure 8. The molecular structure of Co4(C0) 12 in the solid state.
 
 2.8752(5) and 2.8737(5) ~]). Once a row of Ru3(CO)12 molecules is formed, a two-dimensional substructure can be generated by placing other rows on both sides of the central one. The outermost packing motif above and below the surface of the layer consists of parallel rows of Ru(CO)3 and Ru(CO) 4 units. New layers of molecules will interact in "Velcro-like" fashion generating a stacking of molecular layers and the full three-dimensional structure [18]. The crystal structure ofCo4(CO)l 2 is also disordered [39]. The molecule has three carbonyl groups in edge-bridging positions around a tetrahedral face with the remaining carbonyls being terminally bound. The peripheral polyhedron described by the O atoms is again approximately icosahedral, and the molecular symmetry is very close to C3v (see Figure 8). The CPMAS NMR spectral features were initially interpreted assuming reorientation of the Co 4 core within the ligand envelope [40]. The high field CMPAS spectrum of Co4(CO)12 at room temperature has been reinterpreted on the basis of either a "static", poorly resolved, spectrum, or by invoking a rotational motion of the Co 4 core exclusively around the crystallographic twofold axis that relates the two disordered orientations of the cluster [40b]. The anisotropic displacement parameters of the cobalt atoms indicate a preferential oscillation of the metal frame around the tetrahedron threefold axes.
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 B. Organometallic Crystal Isomerism Several examples are known of flexible cluster molecules that crystallize in different isomeric forms. These isomers interconvert in solution via CO exchange or similar fluxional processes observable by NMR spectroscopy. In these cases the energy difference between the isomers is sufficiently small to the point that less stable isomers can be isolated in crystalline forms because crystal packing interactions afford the necessary additional stabilization. The possibility of isolating sufficiently stable and long-living intermediates of fluxional processes has not yet been investigated in a systematic manner. Nonetheless, there are several examples of this type already available in the literature. Only in few cases the different stability of the isomers has been demonstrably related to differences in crystal cohesion and stability. We will use the term crystal isomerism to indicate isomeric forms in different crystal structures. This approach recalls the conformational polymorphism well characterized in organic crystals [41]. Ir6(CO)l 6 is one of the most interesting cases for which crystal isomerism is observed [42]. Two structural forms have been characterized in the solid state: one with four face-bridging CO ligands, and another with four edge-bridging ligands (see Figure 9). Only a small movement of these ligands is required to interconvert the two isomers. It has been argued [43], on the basis of molecular volume and packing coefficient calculations, that the edge-bridged isomer is more efficiently packed in the lattice than the face-bridged one, i.e. a more efficient packing is attained at the expense of a more symmetric distribution of the ligand-cluster bonding interactions. Ru6C(CO)I 7 is known in two different crystal forms [44], one of which contains an asymmetric unit comprised of one and a half crystallographically independent molecules. The resulting symmetry generated three full molecular structures. The three molecular structures differ essentially in the rotameric conformation of the tricarbonyl units above and below the equatorial plane containing the bridging ligands, and in the pattern of terminal, bridging, and semibridging CO's around the molecular equator (see Figure 10). The presence of three different rotameric conformations indicates that the apical (CO) 3 units lie on a rather fiat potential energy surface without well-defined conformational minima. The conformational choice is therefore controlled primarily at intermolecular level. The observation of different isomeric forms for Ir6(CO)16 and Ru6C(CO)I7 is in agreement with recent molecular mechanics calculations on octahedral carbonyl clusters which show that the ligand distribution can be easily controlled by optimization of the intermolecular interactions in the solid [45]. The fundamental packing motif in both crystal forms of Ru6C(CO)I 7 is characterized by rows of molecules linked via a "key-keyhole" interaction of the kind discussed above for Ru3(CO)I 2 (see Figure 11). The interlocking is attained by inserting the unique bridging ligand in the middle of the cavity generated by four
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 (continued) Figure 10. Solid state molecular structures of the three conformers of Ru6C(CO)17 (a), (b), and (r note how the three molecules differ chiefly in the rotameric conformation of the tricarbonyl units above and below the octahedron equatorial plane containing the bridging CO ligands. 41
 
 Figure 10. (Continued)
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 Figure 11. Rows of molecules linked via "key-keyhole" interactions in crystalline
 
 Ru6C(CO)17.This is a typical packing feature which is often observed in crystals of
 
 derivatives of Ru6C(CO)I 7 (see Figure 17).
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 terminal CO's linked to the opposite Ru-Ru edge. This motif is also observed in crystals of mono-arene derivatives of Ru6C(CO)I 7 (see below). The hydrido-borido cluster HRu6B(CO)I 7 [46] is also known in two crystalline forms (see Figure 12) one of which is isomorphous with one of the crystalline forms of Ru6C(CO)lT. The two molecules of HRu6B(CO)I 7 differ not only in the orientation of the tricarbonyl units above and below the equatorial plane [as in the case of Ru6C(CO)I7] but also in the location of the H(hydride) atom over the cluster surface. As in the previous cases, the difference in internal energy between the two isomers must be small and well within that in packing energy between the two respective crystals. Two different structural units have been observed within the same crystal in the case of RusS(CO)Is [47]. Both molecules carry a quadruply bridging S ligand and differ chiefly in the mode of bonding of the basal CO ligands (see Figure 13). One ofthese ligands is doubly bridging in one molecule, while it occupies an asymmetric triply bridging position in the second molecule. Interestingly, the different CObonding mode appears to have a significant effect on metal-metal bond lengths within the two metal cores, in keeping with previous observations on the relative "softness" of intermetallic bonding in cluster systems [48]. Another example of solid state isomerism is offered by the neutral compound Ira(CO)9(P3-trithiane) [trithiane = 1,3,5-(SCH2)3] [49], which is present with two main structural forms in solution: the "all-terminal" form with no bridging CO ligands and the "bridged" form with three edge-bridging CO ligands (see Figure 14) [50]. Packing potential energy calculations [49] have shown that the most cohesive packing is associated with the bridged form Ir4(CO)6(~-CO)3(~3trithiane), which also possesses a smaller volume and a higher molecular density than the unbridged Ir4(CO)9(~-trithiane ). This is in agreement with the positive activation volume obtained by variable-pressure NMR for the bridged-unbridged interconversion process [50]. Interestingly, a network of C-H..O hydrogen bonding interactions is present in these crystals. In the bridged isomer only the bridging CO ligands are involved in short hydrogen bonds (see also below). These interactions affect the molecular geometry to a great extent and are apparently responsible for the asymmetry of the CO bridges, i.e. for the deviation of the molecular geometry from idealized C3vsymmetry [49]. Another related example is that offered by the ionic species [Ir4(CO)II(SCN)]-, and [Ira(CO)8(kt-CO)3(SCN)]- which will be discussed below in the section devoted to cluster crystalline salts [51]. Another family of compounds well suited for the study of the relationship between molecular and crystal structure is that of the carbonyl-arene clusters. In these complexes the availability of various modes of bonding for the arene ligands over the cluster surface generates additional degrees of structural freedom which are reflected in the number of structural isomers that can be isolated and structurally characterized [52]. For example, isomeric pairs are known for the pentanuclear species Ru5C(CO)I2(I.13-TI2:q2:TI2-C6H6) and RusC(CO)I 2(TI6-C6H6)(see Figure 15) [53], and
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 2.80/~), but no certain rule is known that can predict which chemical species are able to form the strongest (or shortest) H-bonds.
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 The prevailing opinion on the matter until 1991 is well described in Jeffrey and Saenger's book [5b], for which there are three classes of very strong H-bonds, the first due to severe intramolecular strain and the two others associated with protonated oxyanions -O-H----O- or solvated protons --O--H+--O = . It is clear that this position, admitting such an incidental event as steric hindrance, can hardly lead to a general chemical theory on the nature of the H-bond. Moreover, the fact that the strongest bonds occur in two out of three cases as a charge-assisted phenomenon has supported a kind of widespread belief that all H-bonds, irrespective of their strength, are essentially electrostatic interactions, though the idea that very strong hydrogen bonds may have covalent character has been taken into account by some authors [7] and, most recently, by Kollman and Allen [8] and Noble and Kotzeborn [9], particularly in relation with the F-H--F- bond. On the other hand, the electrostatic model was also supported by the results of theoretical studies indicating that it was essentially correct for a number of weak and medium range H-bonds [10]. A first improvement towards a more general chemical theory of the H-bond was accomplished by showing that the few cases of very strong intramolecular H-bonds observable in neutral systems were not imputable to steric strain, but to an interplay between H-bond strengthening and delocalization of a re-conjugated system connecting the two oxygens, which was called resonance-assisted hydrogen bonding (RAHB) [11]. Further investigations [12] confirmed this hypothesis for a variety of other resonant intra- and intermolecular O-H--O bonds and, on these grounds, a new comprehensive treatment able to identify all chemical classes allowing strong H-bond formation was advanced [6]. The present chapter is devoted to a review of these most recent models of homonuclear O-H--O bonds and to give a quick overview of their further generalization to more complex systems, paying particular attention to the biologically important heteronuclear N-H--O bond.
 
 II. RESONANCE-ASSISTED HYDROGEN BONDING (RAHB) Until recently [11], no systematic investigation on the possible interplay between H-bond strengthening and n-delocalization of conjugated double bond systems had been accomplished, though some authors have hinted at its possible existence from time to time [3,4d,5b,13]. The first explicit mention of such effect has been made, at least at our knowledge, by Huggins in his 1971 review [3] where, discussing the adenine-thymine association, he remarks that the "important stabilization of these [hydrogen] bonds by electron resonance.., is rarely mentioned." We became interested into the problem in 1984 through the more or less fortuitous crystal structure determination of CGS8216 [14], a high-affinity ligand of the benzodiazepine receptor. The crystal packing (Figure 1) consisted of infinite chains of molecules linked, head-to-tail, by an abnormally short N-H--O bond having an N--O distance of 2.694(3)/~, while the pattern of bond distances appeared to be heavily perturbed in the H N - C = C - C = O enaminone (1-enamin-3-one) fragment
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 Figure 1. The crystal packing of CGS8216 [ 14]. The shading indicates the chain of resonance-assisted hydrogen bonds connecting the molecules inside the crystal. Distances in ,~. (Reproduced by permission from Gilli et al., 1993 [ 12c]).
 
 because of an unusually large contribution of the H N + - - C - C = C - O - polar canonical form. The authors remarked that such n-delocalization was to "be ascribed to the fact that C : O and N-H are implicated in infinite chains of CO--HN hydrogen bonds; this causes a partial obliteration of the charges and a consequent increased contribution of the polar canonical form." Starting from the idea of a synergism between hydrogen bond shortening and ~-delocalization, a search on the inter- and intramolecular N-H--O bonds (la,b) present in the Cambridge Structural Database (CSD) [15] was undertaken. Though promising in some respects, the investigation
 
 ~N/H
 
 .... 0
 
 could not be conclusive because of the insufficient number of accurate crystal structures available at that time. It was then decided to study the very similar O--C-C--C-O--H 2-en-3-ol-l-one (enolone or 13-diketone enol) fragment, a system for which, because of its constant interest for inorganic, organic, and physical chemistry, a wealth of structural and physicochemical data had been collected and recently reviewed in remarkable detail by Emsley [16]. Also enolones were found to form both intra- (Ha) and intermolecular (llb) H-bonds, and the possibility of a definite interdependence between H-bond strengthening and increased contribution
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 of the polar canonical form ][lib to the ground state of the fragment was supported by the following facts: 1. O--O distances were often unusually short, up to 2.40-2.42 /~ for the intramolecular (lla) and 2.46-2.48 ]k for the intermolecular (Hb) case, at variance with other nonresonant O-H--O bonds (e.g. 2.75/~ in water and 2.77 [7] A in polyalcohols and saccharides [ 17,18]). 2. Such d(O--O) shortening was generally associated with an increased delocalization of the O--C--C--C-OH x-conjugated system, a lengthening of d(O-H) from 0.97 up to 1.20-1.25/~, a lowering of the IR v(OH) stretching frequency from 3600 to 2500 cm -1, and a downfield shift of the enolic proton 1H NMR from the usual value of 5-8 to 17 ppm [16,19,20]. To show that these somewhat diverse experimental data were all pointing to a specific type of O-H--O bond, called resonance-assisted hydrogen bond (RAHB) was, however, a much more complex affair requiting systematic investigations on large sets of homogeneous data. Since IR and NMR information was rather scattered and not ordered in proper databases, the structural data collected in the CSD [15] were used and analyzed by crystal structure correlation methods [21]. The final aim was to obtain evidence of a systematic dependence of the H-bond strength on n-delocalization in all strong (i.e. having d(O--O) < 2.65 A) intra- or intermolecular O-H--O bonds occurring in or between neutral molecular moieties.
 
 A. Structural Data Retrieval In our first paper [11] only 20 X-ray or neutron structures of 13-diketone enols were analyzed, most of them forming the intramolecular H-bond lla. Though sufficient for establishing the RAHB model, the original set was rather poor and has been successively enriched by the crystal structure determinations of nine 1,3-diaryl-l,3-propandione enols displaying intramolecular H-bonds (lla) [12b, 12e], and seven 1,3-cyclopentanedione or 1,3-cyclohexanedione enols forming infinite chains of intermolecular hydrogen bonds (Hb) [22]. At the same time a systematic investigation of 22 crystals containing enolone (H) or enediolone (2-en-2,3-diol-1-one; IV) fragments connected by intermolecular hydrogen bonds
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 (lib) was accomplished [12c]. All these compounds were found to share the common geometry displayed in II where the enolone frame, as well as O-H bonds and carbonyl lone-pairs, are essentially coplanar and conforming to the trigonal geometry of the sp 2 hybridization [23]. The following part of this paragraph makes use of this complete set of data (54 unique fragments), which are analyzed by the same methods used in the original paper [11]. This procedure is aimed to show that the results of our first analysis are in agreement with (or cannot be falsified by) all structural data so far collected on [~-diketone, 13-ketoester, and [~-ketoamide enols forming both inter- and intramolecular H-bonds. It has to be noted that CSD [15] includes several other crystal structures containing the enolone fragmentBnot all, however, suited to our present purpose. Some of them lack in precision, and, generally, only X-ray or neutron structures having R < 0.07, average standard deviations a(C-C) < 0.008, no disorder in the group of interest, and refined enolic protons have been considered. The few cases where the proton was lying on a crystallographic element of symmetry were, likewise, rejected because of suspected disorder. Moreover, nresonance is not the only factor affecting the H-bond strength, which turns out to be lowered by further H-bonds accepted by the two O--O--H oxygens. All these cases, excluded from the present analysis, have been discussed in detail in a previous review [12a].
 
 B. Choice of a Coordinate System In order to confirm a relationship between H-bond strengthening and n-system delocalization starting from crystal data, it is necessary to quantify these two factors from a geometrical point of view. Both d(O--O) and d(O--H) can be taken as natural indicators of H-bond strength, though the first is to be preferred because of the low precision of X-ray determined proton positions. A simple way for describing the n-system delocalization consists in using symmetry coordinates for the in-plane antisymmetric vibration of the O = C - C = C - O H group that is ql = d l - d 4 and q2 = d 3 - d2 (for symbols see lla and Va). The physical meaning of ql and q2 is better understood by taking the sum Q = q l + q2. Positive, zero, and negative Q values now correspond to the keto--enolic (KE = Va, a'), totally n-delocalized (TnD = Vb, b'), and enol-ketonic (EK = Vc, c') forms, respectively. Maximum and minimum Q values for the completely localized forms are calculated as + 0.32 ,~ by assuming [11] standard pure single and double bond distances: d 1 = 1.37, d 2 = 1.33, d 3 = 1.48, and d 4 = 1.20/~. Alternatively, the fragment geometry can be
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 described by a coupling parameter ~,, according to which the geometrical state of the fragment is a mixture of the KE and EK forms according to ~,(KE) + (1 - X)(EK). It assumes values of ~ = 1 for KE, 0.0 for EK, and 0.5 for TroD. It is easy to s h o w that ~ = ( I + Q / Q o ) / 2 with Q = d 1 - d 4 + d 3 - d 2 and Qo = (d I - d 4 + d 3 - d2)st, where st stays for standard pure single and double bond distances.
 
 C. The Overall Structural Correlation Having so chosen d(O--O) and d(H--O) as geometrical indicators for H-bond strength and qx and q2 (or Q = ql + q2) for n-system conjugation, it is now interesting to find out how they are related. Accordingly, Figure 2 displays the [d(O--O), EK
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 Four-dimensional scatterpiot and its projections for the 54 enolones forming intramolecular (open circles) and intermolecular (full circles) H-bonds. The variables ql, q2, d(O--O), d(O-H) and d(H--O) are defined in the text. The stars indicate the geometries of the enolone fragment not perturbed by H-bonds. (KE = ketoenol, EK = enolketo, TxD = totally x-delocalized forms; cfr. Va-c and Va'-c').
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 d(O-H), q l, q2] four-dimensional scatter plot for the sample of enolones described above. The d(O--O) versus d(O-H) and d(H--O) plot on the left illustrates a well established relationship in H-bond theory: that is that the shortening of the O--O contact distance causes both a shortening of d(H--O) and a lengthening of d(O-H), the two distances becoming nearly equal for d(O--O) = 2.40/~. There are less points in this part of the plot because some X-ray determined O-H distances were too inaccurate to be taken into account, thus the plot can be considered only as a qualitative indication of the d(O-H), d(H--O), and d(O--O) interdependence (a much more reliable correlation based on accurate neutron data is reported in the
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 Figure 3. Scatter plot of the x-delocalization parameters (Q and Z,) versus d(O--O) distances for the set of 54 enolones forming intramolecular (open circles) and intermolecular (full circles) H-bonds. The upper right rectangle indicates the range of normal nonresonant O-H--O bonds. The changes of Q and k along the pathway from ketoenolic (KE) to enolketonic (EK) through totally x-delocalized (TxD) form is shown at the foot of the drawing.
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 next section). The three-dimensional [d(O--O), ql, q2] scatter plot is displayed in the fight side box of Figure 2. Points representing each structure are plotted twice because of the symmetry of the fragment. The two stars indicate the geometries of the KE and EK forms not perturbed by H-bonding, determined as an average of eight structures containing the O--C-C----C-OR enolone alkylether fragment; they correspond to a barely delocalized r~-conjugated system describable as an 87:13 mixture of the canonical forms Ilia and rob. The shortening of d(O--O) is seen to be associated with a progressive decrease of (ql, q2) until the central point (0,0), corresponding to the totally n-delocalized form (T~D). All points essentially lie on the diagonal plane of the plot, thus showing that ql and q2 are linearly dependent and that the d(O--O) versus (ql, q2) correlation can be replaced without loss of generality by that of d(O--O) versus Q = ql + q2" This correlation is displayed in more detail in Figure 3, which illustrates the scatterplot of the r~-delocalization parameters, Q and ~, versus the O--O distances for all compounds studied. For comparison, the range ofd(O--O) values [17] observed for nonresonant (~ = 1.0 or 0.0) H-bonds have been added (elongated rectangle shown on the upper right corner).
 
 D. Interpretation of the Results: The RAHB Model The correlations of Figures 2 and 3 confirm the interdependence between rc-delocalization (Q or X) and O--O contact distance in H-bonded enolones, an effect which has been called RAHB [11] and is qualitatively interpretable by the model illustrated in Figure 4. Let us firstly imagine that the double C--C bond is substituted by a single C--C bond. In this case the nonresonant intramolecular O-H--O bond will have its most common d(O--O) length of 2.77 + 0.07 ]k (see Figure 3). Re-establishing the double C--C bond, the resonance Illa ~ m b will
 
 do.. 0 HBond
 
 Figure 4. A graphical representation of the RAHB model. (Reproduced by permission from Gilli et al., 1989 [ 11]).
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 produce a certain delocalization of the n-conjugated system and the establishing of positive and negative partial charges on the enolic and ketonic oxygens, respectively. These have the correct signs for strengthening the O-H--O bond with consequent shortening of d(O--O) and lengthening of d(O-H). Since the movement of the proton to the right (Figure 4) is equivalent to moving a negative charge to the left, the global effect will be the annihilation of the partial charges initially set up by resonance, which will allow a further delocalization of the n-system and a further strengthening of the H-bond. Iteration of such an imaginary process will inevitably lead to the complete delocalization of the n-conjugated system and to a very short O--O distance of some 2.40 A, unless stopped at an intermediate level by repulsion forces or by the imperfect symmetry of an unsymmetrically substituted enolone fragment. This simple model suggests that RAHB is a synergism of n-delocalization and H-bond strengthening which can lead to very short O-H--O bonds by a mechanism of generation and annihilation of charges. This may suggest that the H-bond is becoming increasingly covalent in nature, a point which will be discussed in detail in the next section. Notwithstanding, the ionic model of Figure 4 is capable of semiempirical parametrization, and this can be done by minimizing the energy of the system, partitioned according to, E = EHB+ ERES + EBp + EvdW,
 
 (I)
 
 a scheme having the advantage that empirical equations for the evaluation of all terms are known (for a detailed treatment see the original paper [II]). The bond energy, EHB,can be calculated by the Lippincott and Schroeder equation [24], the resonance energy, Ep.ES,by the HOSE method proposed by Krygowski [25], and the energy of bond polarization required to create the opposite fractional charges on the oxygens, EBp , from the curves of atomic ionization energy versus electron affinity given by Hinze and Jaff'e for the main group elements [26], while the van der Waals energy, EvdW, is easily evaluated by normal molecular mechanics methods. The final potential energy surface (PES), calculated for acetylacetone (R t = R3 = CH3 and R2 = H in IIa), is shown in Figure 5 as a function of two independent variables: (I) the Pauling bond number of the O-H bond, n(O-H) [ I _>n _>0 while 0.97 _d(O-H)_< oo], and (2) the usual coupling parameter X, (and its related quantity Q). The map is centrosymmetric because of the fragment symmetry, and shows a low-energy diagonal valley corresponding to the pathway of proton transfer that transforms KE (upper left corner) into EK (lower right corner). The experimental structures belonging to the set of 54 enolones for which proton positions were determined with reasonable accuracy are indicated by open and full circles for intra- and intermolecular H-bonds, respectively; they are seen to be arranged along the minimum energy pathway. The open lozenges mark the positions of the gas electron diffraction structure of acetylacetone [27], the molecule for
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 Figure 5. Potential energy surface (PES) in kJ mo1-1 for acetylacetone as a function of Q or k (the x-delocalization parameters) and n(O-H) Pauling's bond number (the H-bond strength parameter). The most accurate experimental geometries in the set of 54 enolones considered are indicated by open (intramolecular H-bonds) and full (intermolecular H-bonds) circles; the shaded rectangles are clusters of 6 open and 17 full circles. The stars mark the enolone geometry in the absence of H-bond and the open lozenges the g.e.d, structure of acetylacetone [27]. (Adapted by permission from Gilli et al., 1989 [11]). which the PES has been evaluated. The agreement is remarkable, and simple measurements on the energy map indicate that for acetylacetone EHB and the proton transfer barrier amount to 14.9 and 8.3 kcal mo1-1, respectively. A three-dimensional representation of the same PES is reported in Figure 6.
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 Figure 6.
 
 Three-dimensional representation of the PES of Figure 5. (Reproduced by permission of Oxford University Press from Gilli, 1992 in Fundamentals of Crystallography, C. Giacovazzo, Ed. [12c~).
 
 Iii.
 
 A COMPREHENSIVE THEORY FOR H O M O N U C L E A R HYDROGEN BONDING
 
 The RAHB model has succeeded in rationalizing a class of short O-H--O bonds occurring in neutral molecules. There are, however, other classes of strong or very strong homonuclear H-bonds that occur in electrically charged systems (i.e.-O-H---O- and =O--H+--O = ) [5,28,29], and it may be wondered whether it is possible to develop a comprehensive model able to predict all chemical situations giving rise to abnormally strong H-bonds. To this end, we have undertaken [6] a systematic study on short H-bonds with d(O--O) < 2.69 ]k to be found in organic (CSD [15]) or inorganic (Inorganic Crystal Structure Database, ICSD [30]) databases. Since the number of structures found was more than adequate, we could be very selective about the quality of the data. The final selection can be considered essentially exhaustive as far as neutron data of short H-bonds are concerned, and X-ray data of good quality were mainly used to cover chemical classes for which neutron information was inadequate. Moreover, all cases where the two O-H--O oxygens were perturbed by further solvation were excluded and, for intermolecular bonds, only homomolecular associations of identical molecules were taken into account (e.g., cases of water bridges connecting two molecules were not considered).
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 Table 1 summarizes the chemical classes where strong and very strong O-H--O bonds are encountered, together with the number of structures found [distinguishing neutron (N) and X-ray (X) data] and their ranges of d(O--O) and k values. The coupling parameter ~, is the same as for enolones but calculated only from the pair of C - O distances: for a generic X - O - H - - O - - Y bond it is obtained as ~, = (1 + q/qo)/2, where q = d(X-O) - d(Y--O), and qo is the same quantity calculated for a system not perturbed by hydrogen bonding. Class D has been added to the table for comparison and includes non-resonant and non-charged H-bonds for which ~, can be assumed to be 1 (or 0). The last column of Table 1 reports the codes of the most representative compounds for each chemical class, whose structural formulas are shown in Charts 1, 2 and 3. All short H-bonds found can be grouped into three main classes:
 
 Table 1. Summary of the Chemical Classes Where Strong or Very Strong O-H--O Bonds Can Be Observed (Classes A, B or C)a
 
 Class
 
 HB b
 
 Sample c
 
 d(O--O) d Range
 
 ~e Range
 
 Chemical Schemes f
 
 Ala. Carboxylic acid-carboxylates
 
 i
 
 9N, 4X
 
 2.44-2.49
 
 0.50-0.68
 
 AI-1, A1-2
 
 Alb. Carboxylic acid-carboxylates
 
 I
 
 7N
 
 2.39-2.42
 
 0.53--0.60
 
 A1-3, A1-4
 
 A2a. Metal oximes
 
 I
 
 6N, 3X
 
 2.39-2.48
 
 0.56--0.61
 
 A2-1
 
 A2b. Metal glyoximes
 
 I
 
 5X
 
 2.44-2.69
 
 0.54-0.78
 
 A2-2
 
 A3. Alcohol-alcoholates
 
 i
 
 IN, 1X
 
 2.39-2.43
 
 0.5 g
 
 A3-1
 
 A4. Water-hydroxyl A5. Inorganic acid salts
 
 i i
 
 2X 9N
 
 2.41-2.44 2.36-2.43
 
 0.5 g n.c. h
 
 A4-1 A5-1, A5-2
 
 B. O--H+--O
 
 i
 
 3N, 4X
 
 2.36-2.43
 
 0.5 g
 
 B.1-B.4
 
 Cla. ~-Diketone enols Clb. ~-Diketone enols
 
 I i
 
 IN, 10X 2N, 14X
 
 2.43-2.55 2.46-2.65
 
 0.51-0.72 0.56--0.76
 
 CI-1 C1-2
 
 C2. ~-ketoester or ketoamide enols
 
 i
 
 1N, 9X
 
 2.55-2.69
 
 0.64--0.88
 
 C2-1
 
 C3. ~-Diketone enols
 
 I
 
 2X
 
 2.42-2.44
 
 0.52-0.53
 
 C3-1
 
 C4. ~-Diketone enols
 
 I
 
 4X
 
 2.43-2.51
 
 0.51-0.53
 
 C4-1
 
 C5a. Carboxylic acids (chains) C5b. Carboxylic acids (dimers)
 
 i i
 
 IN, 6X 4N, 6X
 
 2.62-2.70 2.62-2.67
 
 0.74-0.84 0.68-0.83
 
 C5-1 C5-2
 
 --
 
 2.77-.k0.07
 
 1.0
 
 D. Alcohols and saccharides
 
 any
 
 Notes: aClass D is reported for comparison (see text). Adapted from Ref. 6 to which the reader is addressed for a complete list of references. bHB = i(inter), I(intra). CSample = number of neutron (N) and X-ray (X) structures taken into account. dd(O--O)range in ,~,. ex = coupling parameter defined in the text. fChemical Schemes - codes of the structural formulas given as examples in Charts l, 2, and 3. gAssumed for symmetry. h~, not computable.
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 (Continued)
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 Chart 2. Some examples of positive charge-assisted O--H+--O H-bonds (Class B).
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 Chart 3. Some examples of resonance-assisted O-H--O H-bonds (Class C).
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 Class A: - O - H - - - O - o r (-)CAHB;
 
 negative charge-assistedhydrogen bonding,
 
 Class B" ---O--H+--O= or positive charge-assisted hydrogen bonding, (+)CAHB; Class C" -O-H--O-- where the two oxygens are interconnected by a system of n-conjugated double bonds, or resonance-assisted hydrogen bonding, RAHB.
 
 While only the H-bonds belonging to these three classes can be classified as short or very short, those belonging to class D, which represent the great majority of all the other possible O-H--O interactions, only give rather long d(O--O) distances (i.e. longer than 2.70 A). The linear relationship between d(O--O) and X already observed for enolones (now classified in class C) is found to hold for all the compounds studied, as illustrated in Figure 7 which reports the X versus d(O--O) .
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 Figure 7. Scatter plot of the coupling parameter ~ versus d(O--O) for compounds classified in Table 1. Class symbols: A1 = open circles; A2 = open squares; A3 and A4 = larger open circles; B = crosses; C1 - full squares; C2 = stars; C3 and C4 = full circles; C5 = full triangles; D - shaded upper right rectangle. (Reproduced by permission from Gilli et ai., 1994 [6]).
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 Figure 8. Scatter plot of d(O-H) versus d(H--O) for selected neutron structures containing nearly linear H-bonds (O-H-O > 165~ Continuous and dashed lines are interpolations calculated by Eqs. 4 and 5 with the parameters given in the upper right corner. Class symbols: A1, A2, B, Cl, and C5 as in Figure 7; A5 = inorganic acid salts = diagonal crosses; alcohols, saccharides, nonresonant acids and amino acids = open lozenges; ice Ih = open triangles. (Reproduced by permission from Gilli et al., 1994 [6]).
 
 scatter plot shown in Figure 3 for classes C and D with the addition of the new classes A and B (data from Table 1). Because of the intercorrelation between d(O--O) and X, very short O-H--O bonds are inevitably associated with X = 0.5, thus a situation for which X1-O and O = X 2 distances become practically identical. A parallel behavior is displayed by the O-H and H--O distances as shown by the d(O-H) versus d(H--O) and d(O-H) versus d(O--O) scatter plots of Figures 8 and 9. These have been obtained from the most accurate neutron data presently available and clearly show that the two O-H distances become identical when d(O--O) tends to 2.40 A.
 
 A. Interpretation of the Results: Covalent Nature of the Strong H-Bond The progressive equalization of both O-X and O-H distances occurring when the H-bond becomes increasingly shorter seems to indicate that very short O-H--O bonds are to be considered as totally delocalized O.-.H---:O three-center-fourelectron covalent bonds. This is expressed in VB terms by saying that they are linear combinations,
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 Figure 9. Scatter plot of d(O-H) versus d(O--O) for selected neutron structures containing nearly linear H-bonds (O-H--O >_165~ Continuous and dashed lines and symbols have the same meaning as in Figure 8. (Reproduced by permission from Gilli et al., 1994 [6]). qJ = alqJl + anq~"
 
 (2)
 
 of two resonance forms, -O-H---O-- e+ -O----H-O += (/)
 
 (3)
 
 (I/)
 
 which are isoenergetic and mix with identical a coefficients. The derivation of this simple rule makes it possible to predict which chemical substances are able to form strong H-bonds: only chemical situations for which the resonance forms I and H may become energetically (and then chemically) equivalent can lead to strong or very strong H-bonds. How such chemical equivalence can be achieved for the O-H--O bond and, in general, for any homonuclear H-bond is illustrated in Figure 10; there are only three ways: 9 by adding an electron and giving rise to the-O-H--O-- bond; 9 by removing an electron and producing the situation for which a proton is captured by two oxygens, that is ---O--H+--O=; 9 by connecting the two oxygens by a chain of conjugated double bonds. It is evident that these three classes do correspond to those already identified by the systematic analysis of the experimental structural data, that is, in the
 
 Hydrogen Bonding Theory
 
 87 --O--H . . . . O =
 
 I
 
 II
 
 - -
 
 +e E
 
 A
 
 s
 
 O N
 
 ---O- H. . . . O - - I
 
 ~
 
 OW---H. . . .
 
 N
 
 ---O . . . . H--O--
 
 | Oy H'~O
 
 cE
 
 II
 
 ~ 0
 
 .
 
 .
 
 .
 
 O"-" I
 
 H~O . "--
 
 .
 
 II
 
 cJ o-'H'o
 
 o f H'-o
 
 II Figure 10. / h e three ways for making equivalent the two resonance forms i and II of Eq. (3): by adding (A) or removing (B) an electron, and by connecting the two oxygens by a chain of conjugated double bonds (C). (Reproduced by permission from Gilli et al., 1994 [6]).
 
 order, (-)CAHB, (+)CAHB, and RAHB. All previous considerations point, therefore, to the idea that strong homonuclear H-bonds are essentially covalent in nature and can be described by the three-center-four-electron formalism and this hypothesis is widely confirmed for the O-H--O bond by the scatterplot of Figure 7, which clearly shows that in a generic XI-O-H--O----X 2 bond the two X - O distances must become equal in the strongest H-bonds. Further evidence comes from a more accurate analysis of the scatterplots of Figures 8 and 9. Symmetrical three-center-four-electron b o n d s - X - - - Y - - - : X - " (such as O-H--O) are known [31a-c] to follow the bond number conservation rule n I + n 2 = 1, where n I and n 2 are the bond numbers of the X - Y and Y--X bonds, respectively, and n is defined according to Pauling's formula [31d] Ad = - c lOgl0n. It is straightforward to show that for a linear-O.-.H---:O= system these relations lead to, r* = r ~ - c log10 (1 - 10 R = r + r*
 
 -(r-r~
 
 (4) (5)
 
 where r = d(O-H), r*= d(H--O), R = d(O--O), r ~ = d(O-H) in the absence of an H-bond (usually 0.96/~), and,
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 c = [Rmin/2- r~
 
 (6)
 
 where Rmin is the shortest d(O--O) value observable (usually 2.40/~). This implies that only two known parameters, r ~ and Rmin, control the form of the functions r* versus r and R versus r. It is important to note that the exclusion of bent hydrogen bonds does not actually decrease the number of cases to be taken into account because of the well-known tendency displayed by the O-H--O system to be the more linear the shorter the d(O--O) distance is. It has been shown [32] that this condition becomes stringent for strong H-bonds: e.g., d(O--O) values in the range 2.40-2.62 ,~ do not allow O-H--O angles outside the 163-180 ~ interval
 
 [32c]. Figures 8 and 9 show the interpolation of the experimental points by Eqs. 4-6 using the values of R = 2.4 and r ~ = 0.96 ~ (dashed curves) or r ~ = 0.925/~ (continuous curves). The best fit is obtained with the value of 0.925 A in spite of the fact that microwaves and gas electron diffraction experiments give larger values of r ~ of the order of 0.96-0.97 ,~. This apparent discrepancy can be interpreted by saying that the dashed curves represent the r versus r* (or R) relationships which would be observed if the H-bond were totally covalent, and that another attractive contribution, probably electrostatic in nature, is able to further shorten the interaction and to shift the covalent dashed curves into the position of the continuous ones. Assuming, for the sake of simplicity, that the homonuclear O-H--O bond energy, EHB, can be factorized according to, EHB = ECOv + EEL + EREP
 
 (7)
 
 (Eco v and EEL being the covalent and electrostatic attraction energies, and EREP the interatomic repulsion energy), the two dashed curves represent, for any r, the contribution of Eco v to the H-bond geometry, while the horizontal displacements from the dashed to the continuous curves are a measure of the further contribution of EEL. Such horizontal displacements are rather large for long H-bonds which, accordingly, are to be considered mostly electrostatic in nature, but rapidly decrease for shorter bonds and vanish when R = d(O--O) becomes smaller than ca. 2.45-2.50 ,~ (see Figure 9), the point beyond which the H-bond becomes essentially covalent. Beyond this point the increasing degree of covalency causes a remarkable lengthening of the O-H bond, and all the shortest H-bonds (2.40 < R < 2.44/~) display more or less perfectly centered protons corresponding to the symmetrical O--H--O geometry.
 
 B. Conclusions: Homo- and Heteronuclear H-bond The previous section can be summarized as follows: While the O--O distance is shortened from ca. 2.80 to 2.40 ,~, the H-bond is transformed from a weak and unsymmetrical O-H--O electrostatic interaction to a strong, covalent, and symmetrical O--H--O bond. By generalization, such behavior could be considered a
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 common feature of all homonuclear H-bonds (O-H--O, N-H--N, F-H--F), at variance with heteronuclear ones (e.g. N-H--O) which are assumed to give weaker bonds of mostly electrostatic nature in view of their intrinsic lack of symmetry. In agreement with the previous paragraph, it is generally recognized that heteronuclear H-bonds are weaker than homonuclear ones, and, in this context, Jeffrey and Saenger have remarked in their recent book [5b] that "unlike the O-H--O bonds, there are no examples of strong N-H--O hydrogen bonds." The reason for this is now identified in the hindered covalency occurring in the N-H--O bond (or, in general, in any X-H--Y heteronuclear bond). Taking as an example the RAHB in enaminones (I), the condition for establishing a really strong N-H--O bond would require the nearly 1"1 mixing of the two isoenergetic forms, O=C-C=C-N-H
 
 (19
 
 H-O-C=C-C=N
 
 (113
 
 but this is made impossible by the greater affinity of the proton for the N than for the O atom, which stabilizes I' with respect to I f by some 19.4 kcal mo1-1, according to our preliminary 4-31G* ab initio calculations. The mixing is then imperfect, with the result that the H-bond in pure enaminones (la and Ib), though assisted by resonance, is weaker than in the homologous enolones lla and lib. This hindering of covalency as an effect of dissymmetry is convincingly confirmed by the results of neutron diffraction studies [33] on the N-H--O system, which shows that the N-H bond can be only slightly stretched by H-bond formation (from 1.01 to 1.06 /k) in spite of the strong electronegativities of the donor and acceptor atoms involved. A detailed study of the heteronuclear H-bond is beyond the scope of the present chapter. It may be remarked, however, that strong resonant X-H--Y bonds can be actually obtained by introducing in the enaminone fragment proper substituents able to equalize the proton affinities of the X and Y atoms. This has recently been discussed in a series of papers on the N-H--O and O-H--N bonds to which the interested reader is addressed to for additional information [34]. It is much more simple to show [6] that other homonuclear X-H--X bonds can display features not dissimilar from those of the O-H--O bond. The N-H--N system can produce very short RAHBs in compounds such as enaminoimine Vl (d(N--N) = 2.65 ]k [35]) and cis-formazan VII (d(N--N) = 2.57 ]k [36]), as well as positive charge-assisted H-bonds in the so-called proton sponges, which display very short N--N distances (d(N--N) = 2.54-2.65 A in VIII and 2.53-2.60 ]k in IX [37])
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 together with elongated N-H bonds and even centered protons. Likewise, difluoride anions are well known to form homonuclear F-H--F- bonds of negative chargeassisted type which are extremely short (d(F--F) = 2.26-2.28 ,~) and have essentially centered proton positions [38].
 
 IV. SELECTED APPLICATIONS OF HYDROGEN BONDING THEORY A. Effect of Dissymmetry on Hydrogen Bond Strength The effect of dissymmetry on the strength of H-bonds has been already discussed in the previous section as far as the differences between homonuclear and heteronuclear H-bonds are concerned. However, dissymmetry effects can also be observed in homonuclear bonds because of uneven substitutions in the molecules involved. Two well documented examples are described below.
 
 Effect of Dissymmetric Substitution on Intramolecular O-H--O RAHB It is well known from solution chemistry that ~-ketoesters (Xb) and 13-ketoamides (Xc) undergo enolization to a lesser extent than 13-diketones (Xa). It might be supposed that this is due to the different strengths of the intramolecular H-bonds which stabilize the enol form (X) in the two classes of compounds.
 
 ~ .--H%0
 
 O,.--H~o
 
 Xa
 
 Xb
 
 ~
 
 Xc
 
 Accordingly, a preliminary investigation has been undertaken on a sample of enolones retrieved from the CSD [15] (56 13-diketone, 5 ~-ketoamide, and 37 ~-ketoester enols). The results are summarized in Table 2 and in the histograms of Table 2. Average Values of the Parameters Characterizing the Intramolecular
 
 H-Bond in 13-diketone, 13-ketoester and I~-ketoamide Enols d(O--O)(,~)
 
 13-diketone enols 13-ketoesters and 13-ketoamide enols
 
 ~
 
 EHB (kcal mol-l) b
 
 na
 
 Range
 
 Average
 
 Range
 
 Average
 
 Range
 
 Average
 
 57 37
 
 2.37-2.59
 
 2.46(4)
 
 0.49-0.77
 
 0.60(7)
 
 16.1-5.1
 
 9.6(2.0)
 
 2.50-2.64
 
 2.57(3)
 
 0.74-0.90
 
 0.82(4)
 
 7.9-3.7
 
 5.4(8)
 
 5
 
 Notes: an = sample dimension. bEHB= H-bond energy calculated according to Lippincott and Schroeder [24] for an average O-H--O angle of 149 ~.
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 Figure 11. Histograms of O--O contact distances (a) and coupling parameters ~, (b) for a series of intramolecularly H-bonded 13-diketone (full points) and 13-ketoester and 13-ketoamide (open squares) enols.
 
 Figure 11. Amides and esters are statistically indistinguishable and have been grouped together. The distributions ofd(O--O) (Figure 11a) and coupling parameter (Figure 1lb) are clearly bimodal, showing that the H-bond in esters (and amides) is longer and their system of conjugated double bonds less delocalized than in ketones, therefore confirming that the dissymmetry due to the substituents produces a weakening of the H-bond, in agreement with the model proposed. In Table 2 an estimate of H-bond energies (EHB) is also attempted. Energies have been calculated by the equation proposed by Lippincott and Schroeder [24] giving EHB = f(R, O0, where R = d(O--O) and o~ = O-H--O angle; all energies were evaluated by using the average value of e~ for the global sample [ = 149(5)~ Though the results must be taken with some caution because of uncertainties in the method of calculation used, they clearly show that energies of resonant H-bonds can be several times larger than those for nonresonant bonds [e.g. En8 for linear O-H--O bond in ice (d(O--O) = 2.74 A) is calculated to be not greater than 3.7 kcal mol-1].
 
 Effect of Dissymmetry on O-H--O CAHB Meot-Ner (Mautner) [39] has measured by pulsed-electron-beam mass spectroscopy a large number of dissociation enthalpies (AH oo ) and entropies (AS oD ) concerning the gas-phase dissociation of charged molecular complexes of the types O-H--O- and O--H+--O occurring between identical or different molecular moieties. O-H--O-complexes are obtained by associating alcohols, carboxylic acids, or water with their anions (alcoholates, carboxylates, or OH-) and both homomolecular (A-H--A-) and heteromolecular (A-H--B-) associations have been studied. The
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 O--H+--O case corresponds to two equal or different molecules capturing a proton, and the associations of water, ketones, amides, alcohols, and ethers with a water molecule have been investigated, as well as the mutual homo- or heteromolecular associations of ethers, ketones, and dimethylsulfoxide. The dissociation enthalpies, AH ~D, can be considered a direct measure of the energy of the H-bond connecting the two partners, and the data collected make evident that the largest AHg values are always associated with homomolecular pairs. For instance, the dissociation enthalpy of CH3COO----HOOCCH 3 is 29.3 kcal mo1-1, while those of CH3COO----HOC2H 5 and CH3COO---HOH are 20.7 and 16.0 kcal mol-1; analogously, the enthalpy of H20--H§ is 31.6 and that of (CH3)20--H+--OH2 24.0 kcal mol -l. These findings unquestionably support our previous hypothesis that very short homonuclear H-bonds are essentially three-center-four-electron covalent interactions. Moreover, they suggest that the H-bond is stronger the more similar are the proton affinities of the two partners of the association equilibrium. As a matter of fact, Meot-Ner (Mautner) [39] was able to show that the dissociation enthalpies of several O-H--O- and O--H§ bonds decrease linearly with the increasing difference (APA) of the gas-phase proton affinities (PA) [40] of the linked molecules. Figure 12 reproduces the correlations obtained for O-H--O- (open circles and regression line A) and O--H+--O (crosses and regression line B); the two regression lines have equations: 35.0
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 Figure 12. Correlation between gas phase dissociation enthalpies (AH~) and proton affinity differences (APA) of the associated molecules. Open circles and correlation line A = O-H--O- bonds; crosses and correlation line B = O--H+--O bonds. (Data from Meot-Ner (Mautner) et al. [39]).
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 O-H--O-(line A): A/-Po(_-_+0.9)=28.1(_-+0.4)-0.29(_-_+0.01) APA (n = 13, r-- 0.981, units = kcal mo1-1) O--H+--O (line B): A/-Po(_-_+0.8)= 30.4(_+0.4)- 0.30(_-_+0.01) APA (n - 20, r = 0.979, units = kcal mol-1). From a chemical point of view, set B corresponds to complexes A--H§ of different electron donors with the same water molecule; the intercept of 30.4 kcal mo1-1 therefore represents the H-bond energy of the homomolecular HzO--H +-OH 2 association. Very interestingly, the average dissociation energy of the A--H+--A homomolecular complexes (where A are the donors previously associated with water) of 30.5(+1.8) kcal mo1-1 is practically identical to this intercept, which shows that all symmetrical O--H§ bonds give a same maximum energy of some 30-31 kcal mo1-1 independent of the nature of the attached molecules. Similar considerations hold for the O-H--O- case. Set A refers to A-H--B- complexes (where AH and BH are carboxylic acids, alcohols, or water). The regression intercept of 28.1 (_-_+0.4)kcal mo1-1 represents the H-bond energy in the homomolecular A-H--Asituation which is always the same irrespective of the nature of A. The AH~ value obtained at APA = 0 is slightly different for the O--H+--O and O-H--O- cases (30.4 and 28.1 kcal mo1-1, respectively). The difference might be imputed to the greater electronegativity of a positively charged oxygen with respect to a negatively charged one, in agreement with the general fact that electronegativity is the essential factor inferred to control H-bond formation. On the contrary, the slopes of both regressions are statistically indistinguishable, suggesting a common dependence of AH~ on PA for all O-H--O bonds.
 
 B. Changing the Length of RAHB n-Conjugated Chain RAHB has so far been discussed mainly in relation to inter- and intramolecular H-bonds in [~-diketone enols containing the O=C-C--C--OH heteroconjugated system, though other heterodienes can ensure conjugationmin particular carboxylic acids, O--C-OH, 8-diketone e n o l s , O - - C - C - - C - C = C - O H , and ~-diketone enols, O = C - C - - C - - C = C - - C - - C - O H . The comparative study of such compounds [6,12a] can help us to assess specific effects due to the length of the resonant chain. The intervals of d(O--O) and ~ values observable in these compounds are given in Table 1 and some chemical formulas depicted in Chart 3. Carboxylic acids are known to form both resonant chains (C5-1) and dimers (C5-2), but there are only few cases of compounds which can be classified as ~5- or ~-diketone enols, all forming intramolecular H-bonds (see C3-1 and C4-1, respectively). The only examples of 8-diketones are three rubazoic acid derivatives XI, which are characterized by very short O--O distances (2.42-2.45 A) and almost total delocalization of the HO-C---C-X=C--C--O heterodienic system (~, = 0.52-0.53). Though direct
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 evidence for ~-diketones is not available, some vicinal diacetylcyclopentadienes (XII) can be shown to behave like them. Apparently these molecules are to be classified as y-diketone enols, but simple inspection of bond distances shows that they instead are conjugated ~-diketone enols where the heterodiene is bridged by bond 5, which however does not participate in the conjugation. The structures of five derivatives of XII are known, and all show very short (2.43 < d(O--O) < 2.51 /~) and practically linear O-H--O bonds associated with an almost total r~-delocalization (0.51 < X < 0.53). Figure 13 summarizes the distribution of d(O--O) distances for O-H--O bonds formed by chains of different lengths (data from Table 1). The order of increasing distances is: 15, ~-diketones (C3-C4), 13-diketones (intra) (Cla), I]-diketones (inter) (C1 b), 13-ketoesters (and ~-ketoamides) (C2), carboxylic acids (C5), and nonresonant bonds (D). The case of ~-ketoesters and ~-ketoamides has already been discussed in the previous section. The comparison among the other classes is complicated by the fact that the O-H--O angle is not constant. As an example, the intramolecular bonds in ~-diketones appear to be stronger than the intermolecular ones, but this is clearly an artefact due to the different value of the O-H--O angle (- 150 ~ and 170-180 ~ respectively) which produces an abnormally short value of d(O--O) in the intramolecular case. In these conditions, d(O--O) distances cannot I!i!i~i!iii!i!i~:i!i!i]
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 Figure 13. Summary of the d(O--O) distances observed in the inter- and intramolecu-
 
 lar O-H--O bonds formed by resonant systems of different length. The d(O--O) range for nonresonant bonds is added for comparison (Data from Table 1 corrected according to the histogram of Figure 11 ).
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 Table 3. The Shortest O-H--O Bonds Observed in Noncharged Resonant Systems and Their Energies Estimated by the Lippincott and Schroeder Formula as a Function of d(O--O) and of the O-H--O Anglea d(O--O) (,~) O-H--O (o) EHs(kcal mol -l) ~-diketone enols
 
 2.431
 
 171
 
 18.7
 
 /5-diketone enols
 
 2.425
 
 177
 
 20.3
 
 Ref. [42] [43]
 
 13-diketone enols (intra)
 
 =2.39
 
 =150
 
 14.8
 
 m
 
 13-diketone enols (inter) carboxylic acids (chains and dimers)
 
 2.465 =2.62
 
 176 =180
 
 15.5 6.7 b
 
 [44]
 
 nonresonant
 
 =2.70
 
 = 180
 
 4.7 c
 
 m
 
 Notes: aEstimated nonresonant limit given for comparison. bExperimental thermodynamic values in the range 7-8 kcal mol-l [45]. CExperimental thermodynamic values in the range 3.2--4.0 kcal mo1-1 [45d].
 
 be used anymore as reliable indicators of H-bond strengths, and it seems more reasonable to compare the values of the H-bond energies, EHB, calculated as a function of the (O--O) distance and O-H--O angle by the equations given by Lippincott and Schroeder [24] for both linear and bent O-H--O bonds. Table 3 reports the results of such calculations for the shortest H-bonds for which there is reasonably reliable crystallographic documentation. EHB values are seen to increase in the order: nonresonant < carboxylic acids < l~-diketone enols (intra and inter) < 8- and ~-diketones. Though many EHB values cannot be tested against experimental values for lack of thermodynamical data on [3, ~5, and ~-diketones, ab initio calculations carried out on malondialdehyde [41a] and acetylacetone [41b] by the use of extended basis sets at the Hartree-Fock and second-order M611er-Plesset level indicate EHB values of 11.6-12.4 and 12.0-12.5 kcal mo1-1, respectively. These values are comparable with those calculated in Table 3 for 13-diketone enols. This seems to indicate that the Lippincott and Schroeder force field can provide reasonable estimates of absolute H-bond energies, which should be even more reliable on a relative scale. In this case, the order of energies found in Table 3 can be then interpreted according to what could be called a RAHB polarization rule: the strength of resonant H-bolufs tends to increase with the polarizability of the n-conjugated chain, that is with the number of sp 2 atoms (n) connecting the H-bond donor and acceptor. This increase, illustrated in Figure 14, is not constant; it is smaller when going from nonresonant systems (for which n is formally assumed to be zero) to carboxylic acids which, accordingly, form rather weak RAHBs; the greatest increments occur in passing from carboxylic acids (n = 1) to [3-diketone enols (n = 3) and, then, to 8-diketone enols (n = 5), while a further increment up to n = 7 (~-diketone enols) does not produce any further H-bond strengthening. The simplest interpretation can be given in terms of the stated RAHB polarization rule, though differences in steric repulsion occurring in the different
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 Figure 14. Energy ofthe strongest H-bond observed for each class of resonant systems as a function of the number of C(sp2) atoms present in the resonant chain (n = 0: non resonant systems; n = 1: carboxylic acids; n = 3,4,5: 13, 8 and ~,-diketone enols, respectively). H-bond energies EHB are evaluated from the crystal geometries by means of the Lippincott and Schroeder [24] force field. Data are from Table 3.
 
 classes could also play some role, which is so far difficult to assess. The intrinsic weakness of RAHB in carboxylic acids due to their poor rc-delocalizability suggests that a similar effect can be expected in the other short resonant systems and, in particular, in the biologically relevant amide group [46]. C. On the Origin of the Keto-Enol Tautomerism
 
 13-diketones are the best known case and the example traditionally illustrated in organic chemistry textbooks of keto-enol tautomerism, a phenomenon for which a chemical equilibrium is established between two constitutional isomers whose formulas differ for the localization of a proton. The origin of tautomerism has been object of much debate. The process of enolization, - C H 2 - C O - ~ CH--C(OH)is, in itself, energetically unfavored, as can be easily confirmed by a glance at any compilation of bond energies. The reason is that it moves the double bond from a strongly heteropolar (C--O" D O= 191 kcal mol -l) to a homopolar (C--C: D O- 144 kcal mo1-1) pair of atoms. Similarly, our ab initio calculations on the model system CH3-CHO --> CH2=CHOH carried out at the 3-21G* level have shown that the enol is less stable by 8.46 kcal mol-l. For [~-diketones electronic factors have often been invoked, in the sense that the enol form should be stabilized by the resonance I H a IIIb.
 
 However, recent studies [12a] have suggested that electronic factors alone are not sufficient to stabilize the enol. A tentative energy scale for the different isomers
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 of malondialdehyde, the prototype of [3-diketones, has been evaluated by Emsley [16] by compiling a large collection of different data and is illustrated in Xllla-d. The open cis-enol form Xllla is some 5.1 kcal mo1-1 higher in energy than the keto form Xlllb, while the intramolecularly H-bonded enol form XllId is 6.9 kcal mo1-1 lower because of a strong RAHB of some 12 kcal mo1-1 (the same value also obtained by the most accurate ab initio calculations [41]). It is evident that a normal nonresonant H-bond (whose maximum energy is ---4.7 kcal mol-1; see Table 3) would not be strong enough to make the ketoenol more stable than the [~-diketone and only the specific features of the resonant H-bond make this possible. It can therefore be stated that: the larger H-bond energy of RAHB is the primary cause of the enolization process, or, in other words, no enolization can occur without the concomitant formation of a resonant H-bond. Some compounds, typically 1,3-cyclohexanediones and 1,3-cyclopentanediones, cannot form an intramolecular H-bond because of their specific constitution. In this case the enolization can only occur by formation of infinite resonant chains XIIIc, a kind of pattern which can easily be formed in crystals. Though, according to Emsley [16], form XIIIc is less stable by some 5 kcal mo1-1 than Xllla (at least for malondialdehyde), the RAHB energy is still sufficient to enolize the diketone and, in fact, practically all ~-diketones are found to assume the enolic form in crystals by forming intramolecular H-bonds Xllld when sterically possible, or, otherwise, infinite RAHB chains of the XIIIc type. D.
 
 RAHB Generalization
 
 As defined in Section II, RAHB is a mechanism of synergistic interplay between hydrogen bond strengthening and resonance reinforcement. It has firstly been discovered for [3-diketone enols and extended by the arguments of Section IV.B to include resonant chains of different lengths. In principle it may be extended to any heteroconjugated system such as XIV, A--R(-R--R)N-DH ~ A--R(--R-R)N=+DH XIVa XIVb
 
 (N = 0,1,2,..)
 
 A--Rn-DH (n = 2N + 1) XV where A and D are the H-bond acceptor and donor atoms (mainly O and N but also S), R is a C or N atom, N a positive integer including zero, and n = 2N + 1 the total
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 o/H--.O
 
 ~N/H--.O
 
 ~N/H--.N/
 
 o/H--.N/
 
 XVl
 
 XVII
 
 XVIH
 
 XIX
 
 number of C/N atoms in the resonant spacer R n connecting A and D, as shown in the graphical symbol of the RAHB unit given in XV. Such a unit has different ways of self-aggregation, the most frequently observed being infinite chains, closed intramolecular tings (only when n > 3), and dimers, though larger tings including four or six units have sometimes been observed. From a chemical point of view, a relevant number of molecular fragments are found to correspond to schemes XIV and XV: the first-order term (n = 1) can depict carboxylic acids O--CR-OH, amides O--CR-NHR, and amidines NR--C-NHR; the third-order term (n = 3) may be represented, besides the usual enolones (XVI), by enaminones (XVII), enaminoimines (XVIII), or enolimines (XIX), while it has already been remarked that higher order terms correspond to 6-diketone (n = 5) and ~-diketone (n = 7) enols. Though the formation of RAHBs is easily generalized in its chemical and topological aspects by means of schemes XIV and XV, a rationalization of the H-bond energies would require a much more detailed analysis because the efficiency of RAHB has been already shown to depend also on other factors, such as the homoor heteronuclearity of the bond (Section III) and the length of the interleaving resonant chain (Section IV.B). A complete analysis of all these different factors is far beyond the scope of the present treatment, and we want to conclude by illustrating a few aspects of this problem which may be of interest for their remarkable biochemical and biological relevance.
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 Vl
 
 In XX-XXllI are shown some typical RAHB associations of first order terms (n = 1), such as dimers of carboxylic acids (XX) and amides (XXI), an amide-amidine complex (XXH), and a chain of amide fragments (XXIII). The complex XXII assumes a particular importance because it is present in both thymine-adenine (XXIV) and cytosine-guanine (XXV) H-bonded pairs determining the double-helix architecture of DNA; in the second pair cytosine and guanine are also connected by another much wider cycle of conjugated double bonds closing a third resonant N-H--O bond. Similar considerations hold for the H-bonds determining the secondary structure of both fibrous and globular proteins. Both o~-helices (XXVI) and [3-pleated sheets (XXVII) contain long chains of r~-heteroconjugated systems
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 connected by H-bonds of the amide type shown in XXIII, which differ only in their mutual orientation. The residues of the tx-helix are connected by three such chains which are parallel and isooriented, contributing therefore to the large dipole moment of the helix itself. In 13-pleated sheets (XXVII) the chains are parallel but antidromic, giving rise to an essentially apolar structure. The role played by resonant H-bonding in biological structures is certainly a complex problem which has attracted the attention of some authors from time to time [3,5,11,47] but is far from a convincing solution. The hypothesis that nature itself may have taken advantage of the greater energy of RAHB to keep control of molecular associations whose stability is essential to life [12c] seems to be, however, promising and deserving of further investigation in the near future.
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 ABSTRACT The nature of molecules which lie in the intermediate regime between van der Waals complexes and chemically bound species is discussed. Representative examples are given, and the systems are shown to exhibit dramatic differences in structure between the gas phase and solid state. The nature of the bonding in the gas phase species is described as are the origins of the large gas-solid structure differences. Systematic variations in structure among members of series of related systems in the gas phase suggest both tests and extensions of the well known structure correlation method for determining reaction paths.
 
 I. I N T R O D U C T I O N An accurate knowledge of molecular structure lies at the foundations of our understanding of virtually all chemical phenomena, and it is truly fortunate that with a remarkably simple set of principles the structures of a wide variety of molecules can readily be estimated. With the simple concept of orbitals, for example, bond angles can often be approximated with essentially no calculation at all, while rough interatomic distances are easily obtained by simple addition once sets of covalent, ionic, or van der Waals radii have been established [1]. It is implicit in the use of such procedures that one regards a molecule as a microscopic building block whose internal geometry is insensitive to the environment which surrounds it. Indeed, one normally expects to be able to make reasonable predictions of molecular structure and to further have the results be consistent between the gas phase and solid state. For most common systems this is a very reasonable idea. Certainly, there is ample experimental support for the use of simple rules predicting molecular structure, at least within the recognized limits of their applicability [1]. Moreover, for most substances which form molecular crystals, a comparison of gas phase and solid state structural data do reveal only small differences in molecular geometry, amounting typically to a few hundredths of an angstrom or a few tenths of a degree for bond lengths and bond angles, respectively [2]. In effect, there is normally a kind of separation between intra- and intermolecular structure whose origins may be considered to lie in the widely differing energy scales associated with weak intermolecular interactions and chemical bonds. Indeed the use of "bond radii" (e.g., covalent, van der Waals, etc.) irrespective of the state of aggregation is, in some sense, predicated on this same separation.
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 When intramolecular bond energies lie between those of truly chemical and weak intermolecular interactions, however, such simplifications may not be realistic. This is so because lattice energies in this regime can be comparable with molecular binding energies, and thus the intermolecular forces in a crystal might be expected to introduce non-negligible and system-dependent perturbations on the nature of intramolecular bonds. The separation between inter- and intermolecular structure would lose its usual clarity in this case, and molecules could defy the traditional notion of intramolecular bonding as separable from the state of aggregation. A necessary consequence, of course, is that bond lengths and bond angles could no longer be readily predicted by simple sum and valency rules. The observation of such effects, however, requires the identification of systems which lie precariously on the edge between bonding and nonbonding. Much work is now available about the nature of closed-shell--closed-shell interactions, with numerous weakly bound (van der Waals) complexes having been characterized in the gas phase by microwave and high resolution infrared techniques [3]. Needless to say, the chemical bond has been studied for decades [1]. Yet it is rather curious that the overwhelming majority of bonds with which chemists are familiar lie at or near one of these two limits, and surely this is why the concepts of"van der Waals" and "covalent" interactions figure so prominently in traditional chemical thinking about structure and bonding. Yet there is no fundamental reason why intermediate bonds should not exist as well (and indeed they do) though they have been generally more elusive than either their van der Waals or fully formed counterparts. In this chapter we explore some of the unique features of "quasi-bound" species. While systems with only partially formed bonds have been known for years, mostly in the condensed phase, it is only recently that high resolution gas phase spectroscopy has taken a more active role in their study. Indeed, with an increasing volume of gas phase and solid state data now becoming available for small, theoretically tractable systems, the study of partially bound species has created some new and interesting perspectives on structure, bonding, and dynamics. It is the goal of this chapter to illuminate these perspectives via a few particularly illustrative examples. Three important topics form the cornerstones of the discussion: 1. the nature of"quasi-bound" species in the gas phase; 2. unusually large intramolecular gas-solid structure differences; and 3. the experimental determination of reaction paths from gas phase structure correlations. The interrelation between these is schematically illustrated in Figure 1. At the corners of the triangle lie the topics themselves, while along the edges lie the broader areas which their interconnection impacts in some new way. For example, we have already indicated that partial bonding in the gas phase is closely connected with the observation of large differences in structure between the gas phase and
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 Figure 1. A schematic representation of the relationship between topics discussed in this chapter. solid state, and this impacts significantly on the concept of "molecular structure" as a relatively immutable property of a molecule. Also, it will become apparent that a system's display of"partial bonding" in the gas phase often signals the possibility of a continuum in the degree of bonding across a series of related compounds. By borrowing established ideas from the crystallographic literature, this permits the experimental determination of generalized reaction paths for simple gas phase processes and thereby offers some new perspectives on the study of chemical dynamics. Finally, with the connection to chemical dynamics established, the observation of large gas-solid structure differences is cast in a new light. In particular, the large changes in structure and bonding which take place upon crystallization of partially bound species become viewed as a kind of"cooperative chemistry" in which it is the formation of a crystal as a whole which drives the progress of a chemical reaction at the single-molecule level. The organization of this chapter is as follows" In Section II, we present some empirical data on gas-solid structure differences, exemplifying the types of systems to be considered and the magnitudes of the effects which are observed. In Section III, we give a similarly phenomenological description of "partial" bonding in the gas phase, followed by a summary of some particularly interesting and pertinent conclusions from ab initio theory. Section IV links partial bonding in the gas phase to the occurrence of large gas-solid structure differences, and describes some recent theoretical work on the origins of this unusual effect. In Section V, we draw a parallel with well-known work on crystallographic structure correlations and the determination of reaction paths, with emphasis on some of the newer aspects
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 introduced by gas phase spectroscopy. Finally, in Section VI, we conclude with a few comments about the future of studies of partially bound systems.
 
 UNUSUALLY LARGE GAS-SOLID STRUCTURE DIFFERENCES
 
 I!.
 
 A. Some Representative Examples Table 1 presents bond lengths and bond angles for a number of systems which exhibit large changes in structure between the gas phase and in the solid state. Figure 2 gives a pictorial view of the changes accompanying crystallization for a number of cases. A classic example is the silatranes [19] which have a tri-bridged structure in which a silicon atom is held near a nitrogen by three-O-CH2-CH 2- linkages. The nitrogen lone pair faces the silicon. The structures of the fluoro and methyl
 
 Table 1. Summary of Some Gas-Solid Structure Differences Compound
 
 Solid
 
 Difference
 
 c~(O-Si-F) (deg)
 
 2.324(14) a 98.7(3) a
 
 2.042( 1)b 93.8(6) b
 
 0.282(15) 4.9(9)
 
 R(N-Si) (/~) o~(O-Si-C) (deg)
 
 2.453(47) c 101.0(15) c
 
 2.175(4) d 97.2(5) d
 
 0.278(51) 3.8(20)
 
 H3N-BH 3
 
 R(B-N) (/~) c~(N-B-H) (deg)
 
 1.6576(16) e 104.69(11) e
 
 1.564(6) f
 
 0.0936(76)
 
 CH3CN-BF 3
 
 R(B-N) (/k) o~(N-B-F) (deg)
 
 2.011 (7) g 95.6(6) g
 
 1.630(4) h 105.6(6) n
 
 0.381 (11) -10.0(12)
 
 HCN-BF 3
 
 R(B-N) (/~) oc(N-B-F) (deg)
 
 2.473(29) i 91.5(15) i
 
 1.638(2) j 105.6(3) j
 
 0.835(31) -14.1(18)
 
 (CH3)3N--SO 2
 
 R(N-S) (/~) c~(O-S-O) (deg) ]~(N-S-C 2) (deg)
 
 2.260(30) k 116.9(20) k 101.5(20) k
 
 2.046(4) ka 113.7(3) k'l 106.4(2) ka
 
 0.214(34) 3.2(23) -4.9(22)
 
 H3N-SO 3
 
 R(N-S) (/~)
 
 1.912 m 1.957(23) n 97.8 m 97.6(4) n
 
 1.7714(3) ~
 
 0.186(23)
 
 102.46(2) ~
 
 -4.9(4)
 
 ~ 1
 
 Parameter
 
 ~~-0
 
 O~Si~o
 
 ~
 
 I
 
 R(N-Si) (/~,)
 
 Gas
 
 c~
 
 o~(O-S-N)
 
 Notes: aRef. 4; bRef. 5; CRef.6; dRef. 7; eRef. 8; fRef. 9; gRef. I0; hRef. 11; tRef. 12; JRef. 13; kRef. 14; IRef. 15; mTheoretical Valueof Ref. 16; nRef. 17; ~ 18.
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 KENNETH R. LEOPOLD AR(N-Si) = 0.282(15)/~ aa(O-Si-F) = 4.9(9) ~
 
 FJ (a)
 
 C2
 
 /
 
 CH 3
 
 .-----CH
 
 AR(N-S) = 0.214(34) A Aa(O-S-O) = 3.2(23) ~ A/3(N-S-Ca) = -4.9(22) ~
 
 CH3
 
 (b)
 
 F N F
 
 C----H
 
 AR(B-N) = 0.835(31)/~ Aa(N-B-F) = -14.1(18) ~
 
 F
 
 (c) Figure 2. Some representative gas-solid structure differences. The arrows indicate the direction of change of the most important structural properties of the molecule upon formation of the crystal. The numbers give the magnitude of the change (gas phase values minus solid state values). derivatives are given in Table 1. The key features of interest here are the S-N distance and the coordination number and geometry about the silicon. In the absence of a silicon-nitrogen bond, the coordination number is four and the geometry is essentially tetrahedral, while bonding to the nitrogen raises the coordination number to five and places the silicon at the center of an approximate trigonal bipyramid. It is a particularly striking feature of the data in Table 1 that for both methyl- and fluorosilatrane, the formation of the crystal reduces the Si-N distance by 0.28/~ and decreases the O-Si-R angle by 4-5~ These distances and angles are also seen to differ considerably between the two compounds, but this is a characteristic feature of the silatranes and is readily understandable as a substituent effect which causes a variation in the electrophilicity of the silicon. The change of bond length for the same molecule in different phases, however, is clearly
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 a more complex phenomenon which must derive from the cumulative effect of some unknown number o f longer range interactions. Although such interactions individually may be weak, their net effect evidently imposes a significant perturbation on the energetic balance between bonding at the silicon and relief of strain in the O-CH2-CH 2- bridges. The relatively complex tri-bridged structure and the existence of ring strain are not necessary in order to realize large gas-solid structure differences, however. Indeed some remarkably simple systems can show similar effects, as is illustrated by the amine and nitrile adducts of BH 3 and BF 3, also included in Table 1. One of the earliest examples is H3N-BH 3, for which comparison of the gas phase [8] and solid state [9] structures reveals a shortening of the B-N bond by 0.094 .~ upon crystallization. Although this effect is smaller than that in the silatranes, it is still quite significant on the scale normally characteristic of gas-solid structure differences. Perhaps the most dramatic effects are seen in the complexes of BF 3 with HCN and CH3CN. In CH3CN-BF 3 and HCN-BF 3, changes in the B-N bond lengths upon crystallization are 0.38 and 0.84/~, respectively, with concomitant changes in the NBF angle of 10 ~ and 14 ~ respectively [10-13]! It is of some interest to compare these changes with those noted above for the fluoro- and methylsilatranes, for apart from the larger magnitude of the effect in the BF 3 adducts, there are significant qualitative differences as well. First, it is seen that for the BF 3 systems, the changes in B-N bond length upon crystallization differ by over a factor of two for the HCN and CH3CN adducts (0.84/~ and 0.38/~ for the HCN and CH3CN adducts, respectively). This is in sharp contrast with the silatranes, where the Si-N distance decreases uniformly by 0.28 .~ for both the fluoro and methyl derivatives. It is interesting to note, also, that for the B F 3 complexes, the B-N distances and N - B - F angles are virtually identical in the crystals, and essentially all of the gas-solid structure differences arise from the differences in gas phase structures. In the silatranes, both the gas phase and crystal phase bond lengths differ for the two compounds. The sulfur systems given in Table 1 provide a few additional examples. SO3-NH 3 is the zwitterionic form of sulfamic acid, and recent ab initio calculations indicate that SO3-NH ~ lies only about 0.5 kcal/mole higher in energy than HSO3-NH 2 in the gas phase [16]. In the solid, however, the zwitterion is more stable, and indeed the substance crystallizes in the SO3-NH ~ form [18]. The nitrogen-sulfur distance in the crystal is 1.771 ~,, and the NSO angle is 102.5 ~ Ab initio calculations, on the other hand, predict a gas phase N-S bond length of 1.912 A (for the staggered configuration), and a NSO angle of 97.8 ~ [16,20]. Microwave data are now available for the zwitterionic isomer in the gas phase [ 17] and are in good agreement with these results: The N-S bond length and NSO angle are 1.957 ~ and 97.6 ~ respectively, indicating about a 0.19 ,~ contraction of the N-S bond and a 4.9 ~ widening of the NSO angle upon crystallization. Effects of similar magnitude are also obtained for the adduct (CH3)3N-SO 2 [14,15]. Here, the nitrogen-sulfur bond
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 is shortened by 0.21 ]k upon crystallization, and the O - S - O and angles are changed by 3 ~ to 5 o.
 
 N-S---C2(SO2)
 
 B. General Remarks About Gas-Solid Structure Differences A few general points about these gas-solid structure differences are important to note. First, to reiterate, they are enormous by any measure, and indeed their magnitude quells any suspicion that they are simply artifacts arising from differences in measurement techniques. Hargittai and Hargittai have compared a number of common methods for determining of molecular structure (e.g., microwave spectroscopy, X-ray diffraction, etc.) with specific attention to apparent discrepancies arising from the differing molecular quantities to which the techniques are sensitive [2a]. For example, X-ray crystallography measures the centroid of the electron charge distribution, while microwave spectroscopy determines vibrationally averaged inverse moments of inertia, and one therefore expects slightly different interatomic distances to result from these two methods. Such differences, however, are not normally large enough to preclude meaningful interpretation of ordinary gas-solid structure differences, and thus certainly do not interfere with the comparisons made here. Second, the question may be raised as to whether the gas phase and solid state structures arise from two distinct minima in the molecular potential energy surface, with the different structures corresponding to systems trapped in one or the other of the wells. While it is difficult to rigorously exclude such a scenario on the basis of failure to observe two isomers in the same phase, there is strong evidence to suggest that such a double-well viewpoint is not correct. First, ab initio calculations on these systems have not revealed multiple minima along the radial bond coordinate [16,21-25]. Second, for CH3CN-BF3, extensive microwave searches revealed only a long bond-length isomer in the gas phase, though a shorter bond-length form (which would presumably be more stable) would almost certainly have been produced under the experimental conditions [10]. Perhaps most importantly, however, is the observation of a wide and nearly continuous variation in the bond lengths and bond angles within a series of related complexes. This feature of these systems is somewhat evident from Table 1, and will be more thoroughly demonstrated in Section Iii. The idea is that because the systems are inherently quite similar, it is more reasonable to regard each structure as corresponding to a single minimum of variable location, than to assume that each system is trapped in a different one of many local minima along the bond coordinate. This reasoning follows closely arguments surrounding the study of crystallographic structure correlations [26] which interpret correlated variations in bond distances and angles as depictions of reaction paths for simple chemical processes. Indeed, we will adopt and more thoroughly discuss this viewpoint in Section V. But the point is important to raise here as well, since it underlies our basic view that there
 
 Partially Bonded Molecules
 
 111
 
 is a single minimum in these systems whose location may be adjusted by either chemical and environmental factors. A final point about large gas-solid structure differences is that while large changes in bond lengths upon crystallization are also commonly observed in such species as metal dimers or ion pairs, such changes are of a fundamentally different nature. Metallic and ionic crystals are not collections of dimeric units. Therefore, the comparison between gas phase and crystal distances is not strictly analogous to that in molecular crystals where an individual molecule in the gas phase retains its integrity as a distinct unit in the solid. This is not to say that metal dimers and ion pairs are uninteresting problems, of course, and indeed a series of very elegant experiments by Legon and co-workers have explored the properties of the gas phase complexes R3N-HX, which may be thought of as the gas phase precursors to the ammonium halides [27]. But our focus here, at least initially, is on molecular crystals, for which the observed gas-solid structure differences are truly measures of the effect of environment on a particular, identifiable intramolecular bond.
 
 III.
 
 INTERMEDIATE B O N D I N G IN THE GAS PHASE
 
 From the examples in Table 1, it is clear that the quantitative aspects of large gas-solid structure differences are system-dependent. The obvious questions are, "What, if anything, do these systems have in common?", and "What is the nature of the isolated species that gives rise to this unusual behavior upon crystallization?" Useful insight into both of these questions can be found at a number of different levels, the simplest of which resorts to basic empirical observations about bond lengths and molecular geometry. Modem ab initio theory, of course, can in principle provide the most rigorous answers. Between the two lie a variety of high resolution spectroscopic measurements which provide an experimental approach to the physical characterization of these systems. In this section we concentrate first on the simple empirical observations, and then briefly summarize some of the pertinent conclusions of related ab initio studies. A further discussion of the physical properties of these species will be deferred to Section V.
 
 A. Empirical Observations From the simplest standpoint, it is useful to examine structures of individual compounds in the broader context of series of similar systems to which they are related. For example, Table 2 presents some relevant data for the BF 3 adducts with nitrogen donors. Ar-BF 3 is included as a truly weakly bound reference. First, we see that the observed bond length in Ar-BF 3, together with the standard van der Waals radius of argon [1] give an effective van der Waals radius of boron equal to 1.41 /~. Hence, we expect a weak bond length of 2.91 /~ for a boron-nitrogen interaction, which is quite close to that observed in N2-BF 3. Moreover, we observe a dramatic decrease in the B-N distance across the series, accompanied by steady
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 KENNETH R. LEOPOLD Table 2. Physical Data for Some Gas Phase BF3 Complexes
 
 Donor
 
 R(BN) (it)
 
 Ar
 
 --
 
 a(NBF) (deg) 90.5(5) a
 
 ks (mdynefft) 0.029 a
 
 eqQ(llB) (MHz) AE (kcat/mol) 2.70(5) a
 
 N2 NCCN
 
 2.875(20) a 2.647(3) b
 
 90.5(5) a 93 c
 
 HCN
 
 2.473(29) e
 
 91.5(15) e
 
 0.103 e
 
 2.813(16) e
 
 CH3CN
 
 2.011 (7) i
 
 95.6(6) i
 
 0.094 i
 
 2.377(9) i
 
 NH 3
 
 1.68 g'k
 
 4.14 m
 
 1.21 (2) k'n
 
 N(CH3) 3
 
 1.636(4) ~
 
 (k,l) 106.3(2) ~
 
 __ ~
 
 3.6 ~ 4.6 f 7.2 g,h 5.7 d 9.1 g'h 12.0(8) j 19.2 f 22 g,h 32.9 g 31.0(11) i
 
 Notes: aRef. 28; bRef. 29; CLow resolution microwave data of Ref. 29 are consistent with an NBF angle spanning 90 ~to 100 ~ Table quotes the ab initio value from Ref. 22a. ;dRef. 22a; eRef. 12; fRef. 22b; gRef. 21 a; hlncludes thermal corrections; iRef. 10; iExperimental value, Ref. 30; kRef. 31; IA tetrahedral geometry at the boron was consistent with experimental data, but the precise angle was not determined; mRef. 32; n"A" internal rotor state value; ~ 33.
 
 increase in the N - B - F angle as the Lewis basicity of the nitrogen donor increases. Muetterties suggests 0.70/~ and 0.88 ]k for the single bond covalent radii of nitrogen and boron, respectively [34], and thus, a fully formed single bond between boron and nitrogen should be about 1.58 ]k in length. Clearly, the observed distance of 1.64 ~, in the N(CH3) 3 adduct [33] is very close to this value. Thus, it is apparent that the gas phase species span nearly the entire range between van der Waals and covalent bonding, at least as defined by their bond lengths. The monotonic progression in NBF angles from 90 ~ in the N 2 complex (undistorted BF 3) to 106 ~ in the N(CH3) 3 adduct (a near tetrahedral boron) is further consistent with this conclusion. Thus, the HCN and CHaCN adducts, which have been shown above to exhibit large gas-solid structure differences, are seen here to lie somewhere between the van der Waals and covalent limits of the series. Similar observations can be made for the sulfur-nitrogen systems, and Table 3 presents the corresponding physical data. Clearly, a wide range in N-S distances and interactions is represented. The "van der Waals radius" of sulfur depends significantly on oxidation state [37], but using the known Ar-S distance in the complex Ar-SO 2 (3.66/~ [38]) together with the standard van der Waals radii of argon and nitrogen (1.92 and 1.5 A, respectively) one estimates an N-S van der Waals distance for HCN-SO 2 of about 3.24/~. The observed distance falls slightly short of, but is still reasonably close to this value. On the other hand, the sum of the single bond covalent radii for nitrogen and sulfur is 1.74/~, which is almost exactly equal to that in the crystalline form of H3N-SO 3 [39]. Not too surprisingly, HCN-SO 2 with its long N-S bond distance exists only in a supersonic jet, while
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 Table 3. Physical Properties of Some Nitrogen-Sulfur Speciesa-d Adduct
 
 Phase
 
 R(N-S) (,~)
 
 k s (mdyne/,~)
 
 HCN-SO 2 H3N-SO 2
 
 gas gas
 
 2.98 a'e 2.79 b'f
 
 (CH3)H2N-SO 2
 
 gas
 
 2.62 b'f
 
 (CH3)2HN-SO 2 ( CH3)3N-SO 2
 
 gas gas
 
 2.34(3) a'g~ 2.26(3 )a,i,j
 
 0.211 a,g 0.301 i 0.8a,l,n
 
 (CH3)3N-SO 2 H3N-SO 3
 
 crystal gas
 
 2.046(4) c'i'k 1.957 (23)a'l'm
 
 H3N-SO 3
 
 crystal
 
 1.7714(3) c'd'p
 
 AE (kcal/mol)
 
 0.026 a'e 7.0 b'f 9.4 b'f 10.3 b'f 13.4 b'f 19.1 b,o 32.6 b'~
 
 Notes: aMicrowave spectroscopy; bAb initio calculation; CX-raydiffraction; dNeutron diffraction; eRef. 35; fRef. 25; gRef. 36; nAb initio value from Ref. 25 is 2.46/~,; iRef. 14; JAb initio value from Ref. 25 is 2.36 A; kRef. 15; IRef. 17; mAb initio value from Ref. 16 is 1.972/k; nValue obtained from analysis of centrifugal distortion, subject to the usual assumption that the intermolecular bond is the primarily responsible for the effect--given the strength of this bond, significant error may be incurred by this approximation; ~ 16; PRef. 18c.
 
 H3N-SO 3, as noted above, is the crystalline form of sulfamic acid. Once again, a wide and continuous variation in bond lengths is observed, and the species which exhibit large gas-solid structure differences lie midrange in the series. Finally, we note that for the silatranes, the true "van der Waals" limit (at least as defined by bond lengths) is hard to identify since the appropriate van der Waals radius of silicon is difficult to assign. Pauling, however, gives the single bond, covalent radii for silicon and nitrogen as 1.17 and 0.70/~ [1], respectively. Thus, a fully formed single bond between silicon and nitrogen ought to be about 1.87 ,~ in length, which is considerably shorter than either of the bond lengths given in Table 1. Here, however, full realization of the limiting van der Waals and chemical bond lengths in a series of silatranes is neither expected, nor required since clearly ring strain must play a significant role. Perhaps more to the point in this case is that among the silatranes as a class, Si-N bond lengths are found to vary by up to 0.87 /~, [19] as the substituent on the silicon is varied, and the X-Si-O angles vary by as much as 15 ~. Although these numbers derive from crystal phase data (which is considerably more abundant for silatranes than is gas phase data), the quite large range again suggests that a broad spectrum of interactions is possible in these systems.
 
 B. Some Theoretical Results In light of these comparisons, it would appear that the complexes which exhibit large differences in structure between the gas phase and solid states have bonds which are neither distinctly van der Waals nor distinctly chemical. But what, then, is the nature of the interaction? Is there charge transfer or electron pair sharing, or does the interaction simply arise from particularly strong intermolecular electro-
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 static forces? If the latter, what is the closest approach possible before chemical interactions become important? If the former, how much charge is transferred? Such questions, of course, can be addressed by ab initio methods. Jurgens and AlmlOf, for example, have compared the binding energies in the complexes NCCN-BF 3 and CH3CN-BF 3 (3.6 and 5.7 kcal/mole, respectively) and have argued that the difference can be rationalized by simple electrostatics [22a]. Using their calculated structure of the CH3CN complex, for which the BF 3 is distorted by 8 ~ out of plane, the dipole-dipole energy between CH3CN and the slightly pyramidal BF 3 is about 2 kcal/mole. This is very close to the excess binding energy of CH3CN-BF 3 over that of NCCN-BF 3, whose bond length is more nearly characteristic of a van der Waals interaction, and for which little distortion of the BF 3 is calculated to occur. Bond orders were not determined, but the results suggest a large electrostatic contribution to the interaction in the CH3CN complex. This is interesting since the significant out-of-plane deformation of the BF 3 has at least a superficial appearance of partial rehybridization at the boron, yet little or no "chemical" interaction (in the sense of electron pair sharing) has taken place. Indeed the binding energy of the CH3CN complex is rather small compared with that of a conventional chemical bond. More recently, Jonas et al. have published a very comprehensive theoretical paper on the structure and bonding in a total of 18 Lewis acid-base complexes of BH 3, BF 3, BCI 3, A1C13, and SO 2 [21a]. Among the many conclusions they reach is that there is apparently no correlation between the degree of charge transfer in Lewis acid-base complexes and the strength of the dative bond! For example, comparing the complexes OC-BH 3, H3N-BH 3, and (CH3)3N-BH3 , the amount of charge transferred to the boron is 0.44, 0.35, and 0.34e, respectively, while the respective binding energies are 26.4, 33.7, and 43.6 kcal/mole. The greater degree of charge transfer in the CO complex is noted as being consistent with a shorter bond, which arises from the sp hybridization of the donor, as opposed to the sp 3 hybridization in the amines. Yet, the OC-BH 3 complex has the highest degree of covalent character of the three (as revealed by the energy density), and the excess binding energy of the amine complexes arises from the net effect of electrostatic and deformation terms [2 la,23]. The BF 3 complexes with the same donors, on the other hand, show the CO complex to arise entirely from electrostatic interactions while the amine complexes show more covalent character than those in the corresponding BH 3 adducts. Yet the binding energies of H3N-BH 3 and (CH3)3N-BH 3 are greater than those of H3N-BF 3 and (CH3)3N-BF3 ! The inevitable conclusion of the work is that "neither the degree of covalency nor the electrostatic interactions alone determine the strength of the donor-acceptor bond." Interestingly, the most strongly bound of the complexes studied, (CH3)3N-A1C13, has essentially no covalent character at all, with the interaction completely dominated by electrostatic contributions. It is clear that a dative bond is not as simple as Lewis dot structures would imply.
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 Theoretical work on the sulfur-nitrogen systems presents a similar picture in which neither ionic nor covalent interactions are uniformly dominant. Wiberg and co-workers, for example, have recently presented detailed analyses of the bonding and energetics of both the SO 2 and SO 3 complexes listed in Tables 1 and 3. In a systematic theoretical study of the sequentially substituted methylamine-SO 2 adducts [H3N-SO 2 through (CH3)3N-SO2], the donor-acceptor interaction was found to be strongly ionic [25], with significant degrees of charge transfer from the donor (amine) to the acceptor (SO2). As expected, the charge transfer increases with increasing methylation of the amine and parallels the trend in binding energies and N-S distances. Yet, the amount of electron pair sharing in these systems is negligible, i.e., the N-S bonds have essentially no covalent character. This picture of the bonding was also deduced by Jonas et al. [21a] for the trimethylamine complex. In the H3N-SO 3 adduct, on the other hand, Wong, Wiberg, and Frisch [16] again find a strongly ionic donor-acceptor interaction. However, electron pair sharing is also quite important in this complex, and indeed, the calculated covalent bond order in the gas phase system is 0.46. Thus, to summarize, there is evidence that systems which exhibit large gas-solid structure differences each belong to a class of complexes in which a large range in bonding is represented. Though the evidence is perhaps circumstantial at this point, a connection between large gas-solid structure differences and a large accessible range in bonding is a very reasonable one (see below). Moreover, ab initio theory confirms binding energies in these systems which are larger than those for van der Waals interactions and smaller than those of ordinary chemical bonds. The nature of the bonding is complex, with ionic, covalent, and intermolecular electrostatic deformation terms assuming varying degrees of prominence. As noted above, further insight into the nature of all of these adducts can be gained via examination of other physical properties not yet considered. Some of these have already been listed in Tables 2 and 3, but their discussion is reserved for Section V.
 
 IV. CRYSTALLIZATION OF PARTIALLY BONDED MOLECULES A N D THE ORIGINS OF LARGE GAS-SOLID STRUCTURE DIFFERENCES A. Qualitative Ideas The possibility of tuning the degree of bonding so widely in the gas phase BF 3 systems comes about because BF 3, though stable on its own, is electron-deficient and therefore has a built-in propensity to form a new bond. The extent to which this takes place can be tuned across the series of gas phase complexes by adjusting the basicity of the electron pair donor. In the sulfur and silatrane systems, new bonds can be added to pre-existing stable structures because hypervalency is possible, and thus similar effects can be realized without the electron deficiency prerequisite. In either scenario, a large "dynamic range" is accessible for the bonding, which is
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 logically a necessary condition for large differences in bond lengths and angles between phases. Thus, we fully expect partial bonding in the gas phase and large gas-solid structure differences to be closely related phenomena, and it is natural to regard the anomalous differences in structure between phases as the manifestation of yet another mechanism for tuning the bonding. But what precisely is the mechanism? One idea which has been put forth in several forms focuses on the increase in dipole moment accompanying bond formation. For HCN-BF 3 and CH3CN-BF 3, for example, a strong increase in dipole moment is expected as the bond is formed and the initially planar BF 3 distorts toward a tetrahedral geometry. Calculations of the dipole moment of HCN-BF 3 as a function of B-N distance support this expectation [22b], indicating a 3.6-D enhancement in dipole moment of the fully formed (short bond length) complex relative to that of the isolated adduct. Kuczkowski et al. have obtained similar results for (CH3)3N-SO 2 [14]. Thus, one might expect a cooperative effect in these systems in which the formation of bonds increases the stabilization of the crystal through enhancement of the long-range dipolar interactions. Indeed, a semiquantitative demonstration of this idea has been possible in the case of (CH3)3N-SO 2 [14] (see Section IV.B). It is worth noting here that a dipolar enhancement mechanism is expected to operate only when the lattice energy is comparable to, and therefore competitive with, the bond energy. Interestingly, Jonas et al. have demonstrated a strong correlation between the calculated binding energies of donor-acceptor complexes, and the differences between the ab initio (i.e., gas phase) and solid state bond lengths [21a]. Not unexpectedly, the most dramatic effects are seen when the binding energies are the least.
 
 B. Quantitative Predictions of Gas-Solid Structure Differences As noted above, in the case of (CH3)3N-SO 2 the dipolar enhancement mechanism has been shown by Kuczkowski et al. [14] to give very reasonable quantitative agreement with the observed change in the N-S bond length. In particular, using ab initio calculations and the known X-ray crystal structure, it was shown that the combination of a relatively fiat potential minimum and a sharply rising dipole moment function could allow the total dipolar interaction energy in the solid to exceed the energetic cost of contracting the N-S bond. Though the authors commented that the calculations were only approximate, the agreement nicely showed the feasibility of the mechanism, at least in that case. Certainly the dipolar interactions in the crystal form only a part of the total lattice energy. It is well known, for example that higher order multipoles are crucial to the realistic description of charge distributions for use at close range [40], and one might conceivably envision calculations which sum not only dipole-dipole interactions, but also the energetic contributions from higher order (or even distributed) multipoles as well. However such a calculation is likely to become quite cumber-
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 some and, moreover, the convergence problem for finite lattice sums is well known [41]. An approach which circumvents these problems is the use of self-consistent reaction field (SCRF) theory [42], which has been quite successful in its quantitative prediction of large medium effects on intramolecular bonding in a number of cases [16,43,44]. In this approach, an individual molecule is placed in an environment which is treated as a dielectric medium and which polarizes to produce an electric field in a spherical cavity around the "solute" molecule. The molecule further polarizes in response, and the medium readjusts until self-consistency is obtained. In short, the electric field produced by the solute-induced polarization of the medium acts as a perturbation in the calculation of the solute's molecular and electronic structure. Using this technique, Wong et al. [16] have examined the structure of H3N-SO 3 and have predicted a gas phase N-S bond length of 1.912/~ (for the staggered configuration) which contracts to 1.817/~ in a dielectric medium of e = 40. The N - S - O angle correspondingly increases from 97.8 ~ to 101.0 ~ As noted earlier, the experimental solid state structure determined from X-ray crystallography and neutron diffraction experiments give a N-S distance of 1.771/~ and NSO angle of 102.5 o [18], and new microwave work [17] is in good agreement with the gas phase predictions (see Table 1). The calculated gas phase bond length is somewhat short, however, and that in the dielectric medium is somewhat long, so that the errors add, giving predicted values for the gas-solid structure differences which are about a factor of two smaller than those actually observed [0.095/k vs. 0.186 ,~ for R(NS) and 3.2 ~ vs. 4.9 ~ for ct(NSO)]. Nonetheless, the calculation correctly predicts both the existence and magnitude of a strong medium effect on the bonding. The dipole moment is indeed predicted to increase substantially as the bond forms, with a 6.61-D moment obtained for the gas phase, staggered form of+NH3-SO3 increasing to a value of 9.69-D in a dielectric medium of e = 40. The dissociation energy increases from 19.1 kcal/mole in the gas phase to 32.6 kcal/mole in the dielectric environment. A particularly dramatic success of SCRF theory has recently been demonstrated in the prediction of the large gas-solid structure difference observed in HCN-BF 3 [43]. Figure 3 shows the B-N bond distance and the dipole moment of the complex calculated as a function of the dielectric constant of the medium. The striking feature of this curve is the abrupt onset and rapid completion of the bond formation as the dielectric constant is increased. Both the structure and the dipole moment are seen to "saturate" at a value of e equal only to 10. The predicted gas-solid structure differences are 0.746/~, for the B-N distance and 11.8 ~ for the NBF angle, both of which are in very reasonable agreement with the experimental observations. The SCRF approach has also successfully accounted for the difference in gas phase and solid state structures in H3N-BH 3 [44].
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 Figure 3. The B-N bond distance and dipole moment of HCN-BF 3 calculated as a function of the dielectric constant of the environment using SCRF theory. (Reprinted from Ref. 43. Copyright 1994 American Chemical Society.)
 
 C. How "Molecular" is the Effect? With the success of the SCRF model, it is interesting to comment on how a continuum picture of the crystal is apparently a suitable representation of the environment surrounding a molecule despite the obvious discrete order of the lattice. The situation provides an interesting contrast with solution-phase, where solvent polarization is free to develop in an arbitrary direction and to a variable extent, since the mechanism primarily involves molecular reorientation. In the crystal, polarization of the medium is constrained to occur at fixed lattice points and in fixed directions, since the changes in dipole moment are overwhelmingly largest along the bond axes of the molecules. Also, it is a unique feature of the situation that the formation of the lattice drives the formation of the bond, and thus the polarization produced is intimately connected with the creation of the environment itself. The presumption in applying the SCRF theory is that the crystal has already been formed, in which case most, if not all, of the polarization has already taken place. Nonetheless, the calculation might ultimately succeed anyway because the real and calculated electric fields are both large enough to produce the maximum possible change in a "solute" molecule's
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 structure. It would be interesting to know whether a small number of nearest neighbors can account for most of the structural changes which are observed, or whether the effect requires some large number of longer range interactions to become fully developed. Several results are pertinent to this question. First, and perhaps most directly, Jonas el al. have calculated the structures of the dimer and tetramer of H3N-BH 3, and the dimer of H3N-BF 3 [2 la]. For (H3N-BH3) 2, the shortening of the B-N bond length relative to that ofH3N-BH 3 is 0.025/~, while in (H3N-BH3)4, the shortening is 0.058/~. Since the total gas-solid structure difference for this species is 0.093 A, the calculations reveal that 60% of the total bond shortening has taken place with only four molecules aggregated. It should be noted, however, that this calculation does not represent a true simulation of the crystal since the optimized orientation of monomers in the small clusters does not match that in the fully formed lattice. Nonetheless, the development of such a substantial effect even at the very small cluster level suggests the importance of highly localized interactions in the crystal. Significant shortening of the B-N bonds was obtained for the dimer of H3N-BF 3 as well. It is also interesting to take a brief look at this same issue from a thermodynamic standpoint and to compare the lattice energy of the crystal with the calculated dipole-dipole interaction energy for a pair of adjacent monomers in the crystal. Here, HCN-BF 3 provides an interesting test case. The crystal structure of HCNB F 3 is such that each monomer is paired with an antiparallel partner at a (nitrogen to nitrogen) distance of about 3.8 ,~ [13]. Thus, using the calculated dipole moment of 8.2 D [22b] for the fully formed adduct, the interaction energy for two antialigned dipoles in the crystal is roughly 9 kcal/mol. This is a tantalizing result, since vapor pressure measurements above the crystal [45] give a value of AH~ = 22 kcal/mol for the reaction HCNBF3(c) ~ HCN(g) + BF3(g). The lattice energy can be estimated from this number by a thermodynamic cycle which uses the ab initio binding energy and radial potential function to account for differences in gas phase and solid state structures of the complex. The result is an enthalpy change of about 24 kcal/mole for the reaction HCN-BF3(c) ~ HCN-BF3(g,s), where (g,s) refers to a hypothetical gas phase adduct with the (short) crystal phase bond length. This reaction represents disruption of the lattice without the concomitant structural rearrangement and/or dissociation of the gas phase products, and hence is the correct number to compare with the dipole--dipole interaction energy. The fact that the total molar lattice energy appears less than a factor of three higher than the molar dipole-dipole interaction energy for nearest neighbors again suggests the dominance of a small number of interactions. It would seem that the question of a molecular versus continuum picture of the crystalline environment would be an interesting one for further exploration.
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 V. APPLICATIONS TO CHEMICAL DYNAMICS: TESTS AND EXTENSIONS OF THE STRUCTURE CORRELATION METHOD FOR MAPPING REACTION PATHS A. Structure Correlations in the Gas Phase In the previous sections, we have discussed wide variations in structure among closely related systems. While much of the attention has been focussed on gas phase species, it is important to note that such variations are certainly not new to workers in the solid state. Indeed, the crystallographic literature abounds with examples of bond lengths and bond angles in related systems spanning those characteristic of weak, nonbonded interactions through those suggestive of incipient and ultimately fully developed chemical bonds [46]. In effect, each structure provides a view of a particular bond at a different stage of its formation. A classic body of work, largely pioneered by Btirgi and Dunitz and co-workers, has developed and exploited this interpretation, using X-ray crystal structures for series of related compounds to map the transformations which take place during certain simple chemical reactions [26]. Correlated variations in key structural parameters, when observed, are interpreted as "reaction paths", and the results have generally shown good qualitative agreement with expectations based on independent chemical evidence. The use of X-ray structure correlations has thus been widely regarded as a "static means" of observing "chemical dynamics". That is to say, one interprets "static" structures of individual compounds as snapshots along generalized reaction paths. What is new in the study of quasi-bonded molecules is the observation of a continuum of bonding in the gas phase. This is graphically illustrated in Figure 4 for BF 3 and BH 3 adducts using the complexes in Table 2, and additional data from the literature. The "X"'s represent gas phase data and the circles correspond to crystal structures. We have already noted that these structures represent a continuum of interactions between the van der Waals and chemical limits, and what the plot highlights is that the gas phase points span a significant portion of the transition from one to the other. In the spirit of established ideas from crystallographic structure correlations [26], these bond lengths and bond angles are now interpreted together as a reaction path for the formation of the B-N dative bond, i.e., as a glimpse of the response of the initially planar BX 3 to the approach of the nitrogen donor. Assuming that such an interpretation is correct, one can note that by the time the nitrogen has reached half way between the van der Waals and covalent bond distances, the out-of-plane distortion of the BX 3 is only about 5 ~ Stated differently, most of the out-of-plane deformation of the BX 3 which occurs when a B-N bond is formed takes place during the second half (or second 0.5/~) of the approach. The ability to apply the structure correlation method to relatively simple systems in the gas phase has a number of interesting ramifications, both in terms of testing its assumptions and extending its utility. First, we note that the gas and crystal phase data in Figure 4 splice together cleanly to form what appears to be a smooth curve.
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 sp 2 > sp 3, counter to the trend of Pauling's strength functions: 1.932(sp l) < 1.991(sp 2) < 2.00(sp3). Numerous lines of investigation suggest that localized electron pair bonds are in fact good descriptions of molecular electron density distributions. In my opinion, the clearest quantitation of the agreement of accurate electronic structures computations with a simple localized bond picture comes from Weinhold's natural bond orbital (NBO) analysis [10-12]. Using the NBO method, Weinhold and others find that the simple Lewis picture, for which electron pairs bonds and lone pairs are accommodated in localized hybrid orbitals, commonly accounts for >99.95% of the one-electron density matrix. For example, the Lewis structures for B H 3, CH 4, NH 3, and H20 account for 99.98, 99.98, 99.99, and 99.99% of the total electron densities, respectively. Exceptions do arise, not surprisingly, when hypervalent molecules such as XeF 2 are considered. Thus a single Lewis configuration accounts for just 99.54% of the total density (N.B., although this number is close to 100%, the density left unaccounted in the Lewis description rises by a factor of more than 25 in going from CH 4 to XeF2). The prediction of molecular structures using valence bond concepts requires a method for the estimation of the preferred hybridization of the individual bonds. For example, the H-A-H bond angles of AH 3 molecules vary from 106.7 ~ to 93.8 ~ to 91.7 ~for A = N, P, and As, respectively. The simplest valence bond rationalization is that the intrinsic preferences for p-character of the lone pairs relative to the A-H bond varies systematically in the series. That is, the p-character of the lone pairs decreases going down the column of the periodic table (alternatively, one can view the s-character as increasing). This trend is in keeping with the increased average radius of the valence p-orbitals relative to the valence s-orbitals in moving down a column of the p-block of the periodic table. Bent [13] has devised a rule that provides a qualitative rationalization of hybridization preferences: more electronegative ligands prefer greater p-character. Thus, F has the greatest preference for p-character and a lone pair (no ligand) has the least preference for p-character. This rule is useful as a gross rationalization but there are many known exceptions. We have formulated a quantitative procedure for assigning hybridizations that reproduces empirical structures; in effect this procedure is a quantitative, empirical formulation of Bent's ideas. Our hybridization algorithm [9] begins with a Lewis structure and assigns gross hybridizations according to the rules: (1) use as few p-orbitals as possible, and (2) each ~-bond occupies a p-orbital of the constituent atoms. Thus, the gross hybridi-
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 zation of the central atoms of BH 3 and CH20 are sp 2 and the gross hybridizations of CH 4, NH 3, SO2C12, and AsH 3 are sp 3. The distribution of p-character (Pi) among the individual hybrids making bonds to the ith ligand is accomplished by a weighting algorithm, %Pi
 
 np* wt i = ligands, lone pairs, radicals
 
 E i
 
 (9)
 
 wt i
 
 where the weights (wti) are empirical parameters, %Pi = %P character of the bond to the ith ligand, np= number of p-orbitals used in gross hybridization, and hybridization of ligand i is" i = sp %pi/(1-%pi)
 
 (10)
 
 Let us examine the case of propene. The carbon weighting parameters for bonds to H and C are 1.05 and 1.0, respectively. The gross hybridizations a r e sp 3 for the methyl group and sp 2 for the vinylic carbons. Application of the hybridization algorithm yields sp 2"2l and sp 1"9~for the vinylic C-H and C-C bonds respectively. Thus we anticipate that the H-C-H bond angle of the terminal vinyl group will be less than 120 ~ (i.e. more p-character than sp2). This prediction agrees with experiment ( C-Sn-C
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 Table 3. (Continued) Molecule
 
 Angle
 
 Ga2Pyr2Br 4
 
 Br--Ga-Br Ga-Ga-Br
 
 pyridm~
 
 VALBOND
 
 107.0 115.1
 
 Experimental
 
 105.8 y 116.3
 
 Br ~---Br
 
 BrT/ Br
 
 pyridine
 
 As3(CH3)6In3(CH3)6
 
 ~m
 
 C-In-C
 
 101.9
 
 C-As-C
 
 124.7
 
 99 z 126
 
 In
 
 /
 
 \
 
 Notes: aKasya, T." Lafferty, W. J.; Lide, D. R. J. Chem. Phys. 1968, 48, 1. bLynds, L.; Bass, C. D. J. Chem. Phys. 1964, 40, 1590. CLovas, F. J.; Johnson, D. R. J. Chem. Phys. 1973, 59, 2347. '/Benedict, W. S.; Plyler. E. K. Can. J. Phys. 1957, 35, 1235. eB0rgi, H. B.; Stedman, D.; Bartell, L. S. J. Mol. Struct. 1971, 10, 31. fMoore, G. E.; Badger, R. M. J. Am. Chem. Soc. 1952, 74, 6076. gCazzdi, G.; Lister, D. G.; Favero, P. G. J. Mol. Spect. 1972, 42, 286. hForman, R. A.; Lide, D. R. J. Chem. Phys. 1963, 39, 113. iBird, G. R.;
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 ity of the method. Indeed geometries of simple molecules are reproduced with similar rms deviations in bond angles as is observed for much more heavily parametrized methods such as MM2 and MM3 [21-24,35,36]. For a simple comparison, complete parameterization of the p-block of the periodic table using the VALBOND scheme involves about 1400 potentially unique values comprising both weighting and scaling parameters. For MM2, this total number of parameters
 
 146
 
 CLARK R. LANDIS
 
 would be 26 times larger ifMM2 used just one atom type per element. Since MM2 uses many different atom types for some elements the extent of parameterization is even greater. Simple Lewis structures in combination with the VALBOND method yield good descriptions of radicals and electron deficient molecules. Generally we find that singly occupied radical orbitals, such as the radical orbital of .CH 3, have a strong preference for p-orbital character, whereas lone pairs have a strong preference for s-character. Thus, if we permit ourselves to represent the singlet and triplet states of CH 2 as, :~ C
 
 /"
 
 \
 
 and
 
 H
 
 i
 
 .~CRH I H
 
 then the different H - C - H bond angles (103 ~ and 136 ~ respectively) are seen to arise from the different distributions of p-character among the two systems. The methyl radical, although it has gross sp 3 hybridization, yields a planar molecule due to the high p-orbital preference of the radical orbital. Another interesting example in which hybridization-based ideas correlate well with observations concerns the Si--O-Si linkage of siloxanes, an important component of zeolite structure. According to Bent's rule we would anticipate that Si would
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 Figure 2. Frequencies of occurrence (expressed as percent probabilities) of various Si-O-Si bond angle values for hexamethyldisiioxane taken from a 300K molecular dynamics simulation using the VALBOND force field.
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 have a low preference for p-character when bonding to O because of the low electronegativity of Si with respect to O. Therefore we expect the large Si-O-Si bond angle associated with bond orbitals of high s-character; the observed bond angle for disiloxane is 144 ~ Furthermore, the shape of the bending potential energy surface should be very shallow due to the low curvature of hybrid orbitals with large s-character. We expect then that the energy for linearization of the Si-O-Si linkage should be quite low. The value of 1.3 kcal/mol computed with VALBOND for the linearization of the Si--O-Si angle agrees well with experimental estimations (ca. 0.3 kcal/mol) and ab initio computations (ca. 1 kcal/mol). As a consequence of the shallow bending potential, the distribution of Si-O-Si bond angles for a 300K molecular dynamics simulation of hexamethyldisiloxane is broad and highly anharmonic (see Figure 2), a feature that must be considered when evaluating, e.g., the gas phase electron diffraction data for disiloxanes. In summary, the hybridization effects incorporated into the VALBOND force field lead to a simple MM description of molecular shapes. In addition to the features emphasized above, we have examined vibration frequencies and inversion barriers (for AX 3 molecules). The consistent, quantitative agreement of experimental and computed data provides strong testament to the utility of valence bond concepts.
 
 B. HypervalentMain Group Localized bond descriptions of hypervalent molecules are troublesome because the formation of 2-center 2-electron bonds from the central atom to each ligand requires use of more than just the valence s and p orbitals. The term hypervalency has two distinct but related meanings [37]. It may be used to indicate either that the central atom has more ligands than can be accommodated by Lewis' octet rule (e.g. PFs) or that the central atom has more bonds than its normal valency (e.g. O--PF3). We will concern ourselves with the former meaning, only. Pauling proposed dnsp m hybridizations as a way of expanding the central atom valency while maintaining consistency with observed shapes. For example, the trigonal bipyramidal geometry of PF 5 can be rationalized on the basis of dsp 3 hybridization and the octahedral structure of XeF 6 correlates with d2sp 3 hybridization. Kimball has provided a more complete set of shape-hybridization pairings [15]. Despite the success of dnsp m hybridizations in rationalizing molecular shapes of hypervalent molecules, it seems quite clear now that such hybridizations invoke far more d-orbital character than is consistent with high level ab initio computations (vide supra). Rather than focus on dnsp m hybridization in extending VALBOND to hypervalent structures we have concentrated on the angular dependence of the resonance stabilization of ionic configurations. Thus, the hypervalent or 3-center 4-electron bonding interaction in XeF 2 is broken into a resonance of the two configurations: F-Xe § F- +--)F- +Xe-E The problem is how to model the geometry dependence of
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 the resonance interaction ? Again we use the NBO method [ 10-12] of Weinhold and co-workers as a tool for decomposing the results of molecular orbital computations into localized bond concepts. A perspective [11] of hypervalent 3-center 4-electron bonding interactions arising from NBO analyses is to view them as donor-acceptor interactions (noncovalent delocalization effects) in which the lone pair of the Fligand is donated into the o* antibonding orbital of the +Xe-F fragment. The stabilization energies associated with this donor-acceptor interaction can be estimated in terms of a second-order perturbation analysis of the interacting NBO's, V
 
 ~+ :
 
 AE=-2(lplh~
 
 F"
 
 (21)
 
 e~, - e/p
 
 where lp and o* are the donor and acceptor NBO's, respectively, F is the Fock operator, and eo. and etp are the energies of the acceptor and donor NBO's. Figure 3 illustrates the angular dependence of this stabilization energy. It is clear that the resonance stabilization of XeF 2 maximizes at 180 ~ and minimizes in the vicinity of 90 ~ as expected for a donor-acceptor interaction in which the acceptor is a high p-character antibond orbital. (The failure of the delocalization interaction to minimize at exactly 90 ~ and the large increase in delocalization energies at small angles is attributed to bending of the covalent bond in the +Xe-F fragment away from the 500
 
 -
 
 ,-,
 
 490
 
 ,I
 
 E
 
 480-
 
 O
 
 - -210.55
 
 -210.6
 
 '~"
 
 -210.65
 
 =
 
 -210.7
 
 = w
 
 m
 
 ca
 
 470 m
 
 >. "I.-
 
 460 4 5 0 -
 
 uJ
 
 440-
 
 "
 
 430-
 
 O '~, N .m O O
 
 -
 
 U,. "1"
 
 -210.75
 
 420-
 
 m m
 
 410-
 
 O
 
 -210.8
 
 400-
 
 390
 
 IZ:
 
 ~"
 
 -
 
 0
 
 380 0
 
 0
 
 ;
 
 :
 
 0 O~
 
 0 0
 
 : 0 I-
 
 : 0 0~I
 
 :
 
 I
 
 I
 
 0 03
 
 0 ~
 
 0 It)
 
 I
 
 ;
 
 0 QD
 
 0 r,,.
 
 -210.85 0 o0
 
 F-Xe-F Bond Angle (degrees)
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 internuclear axis as the F-Xe-F bond angles approaches unrealistically small values). Our algorithm [30] for the angular dependence of the 3-center 4-electron bonding interaction follows the prescription of the donor-acceptor interaction. We focus on the orbital overlaps where the 6" acceptor orbital is simply the antiphase form of the Xe bond-forming hybrid. A simple function that expresses the loss of stabilization as the F-Xe-F bond angle changes from 180 ~ is, E(~) = BOF • ka[ 1 - A(o~+ ~)2]
 
 (22)
 
 where ot is the bond angle, ka is the VALBOND parameter, BOF is a bond order factor (equal to 0.25 in this example), and A is the overlap integral. The phase shifting of the hybrid overlap is accomplished by adding 180 ~ to the bond angle (o0 and the overlap integral (A) is computed according to Eq. 7. The bond-order factor is present to account for the lower formal bond-order of 3-center 4-electron bonding interactions (each partial 2-center bond has an order of 0.5). For cases such as XeF 2 there is just one bond angle; each "bond" in the angle has an order of 0.5 leading to a BOF - 0.5 • 0.5 = 0.25. XeF 2 is perhaps the simplest hypervalent molecule. More complex hypervalent molecules have more ligands and more resonance configurations. The simplest way to bookkeep electrons in more complex hypervalent molecules is to count the total number of electrons associated with the central atom from the best Lewis structure. By this formula, XeF 2 has 10 electrons at Xe, XeF 4 has 12 electrons, and XeF 6 has 14 electrons. Similarly, CIF3 has 10 electrons at C1, SF4 has 10 electrons at S, and SF 6 has 12 electrons at S. For every pair of electrons at the central atom beyond the octet of electrons, there must be one 3-center 4-electron bonding interaction. Therefore, molecules with one 3-center 4-electron bond include XeF 2, SF4, and CIF3. Those with two 3-center 4-electron interactions include XeF 4 and SF 6 and XeF 6 has three "hypervalent bonds", or 3-center 4-electron interactions. From a qualitative viewpoint, we can rationalize the shapes of these hypervalent molecules simply by considering: (1) the high p-character of the bonds, and (2) the preference of 3-center 4-electron interactions for linear bond angles. Hypervalent main group molecules should consist primarily of fight angles from the former consideration and 180 ~ from the latter. For example, C1F3 adopts the T-shape because there is one "hypervalent bond" that is linear and one 2-center 2-electron bond that has high p-character and thus prefers 90 ~ bond angles. The same reasoning leads to a square planar geometry for XeF 4 which has two 3-center 4-electron bonds, each preferring to be linear, and high p-character which forces the two hypervalent bonds at 90 ~ with respect to one another. Although it is trivial to assign the 3-center 4-electron bonding interaction of, e.g., C1F3 to the linear bond in the T-geometry, the challenge in applying the resonating valence bond picture to MM computations is to devise a method that works at any geometry. A good MM potential energy surface should be free of cusps and
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 Scheme 1. discontinuities and should permit the molecule to undergo its natural fluxional motions. In order to satisfy these constraints, we have adopted a geometry-dependent, linear combination of MM configurations framework for hypervalent molecules. Consider the structure and dynamics of CIF3. The electronic structure of C1F3 involves one 3-center 4-electron bonding interaction and one 2-center 2-electron covalent bond. Three limiting arrangements of the bonding interactions are shown below; we call each of these a MM configuration. (N.B. that, in our terminology, a VB resonance structure and a MM configuration are slightly different in that each MM configuration comprises the two F- +CI-F resonance structures of the 3-center 4-electron interaction.) In the diagram shown below, the 3-center 4-electron interaction is represented by the symbol F .... CI ....E As the geometry of the molecule changes, so does the contribution made by each of the MM configurations (A, B, and C) to the total MM energy as shown in Eq. 23. Eto t = c A X E A + CB X E n + c c x E c
 
 (23)
 
 The contributions, or fractional populations, of the individual MM configurations is based on a simple angular formula, hype l-I COS20i
 
 Cj
 
 i=1 = res hype
 
 (24)
 
 l-I COS20i
 
 j=l i=1 where res = number of resonance configurations and hype = number of hypervalent angles. In the limit of the perfect T-geometry only one MM configuration is populated. At Ca-symmetric geometries each configuration is populated equally. The VALBOND picture of CIF3 makes some surprising predictions concerning the nature of the CIF3 axial-equatorial interchange process. One can imagine four possible exchange pathways: those that pass through D3h (trigonal planar), C3~ (trigonal pyramidal), C2v (planar, Y-shape), and Cs (pyramidal, Y-shape) geometries. Computations with VALBOND yield lower energies for planar geometries
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 but show a substantial preference (ca. 5 kcal/mol) for the C2v geometry rather than the more symmetric D3hgeometry. To a good approximation, one can characterize the axial-equatorial exchange pathway as maintaining the near 90 ~ angle between one of the axial ligands and the equatorial ligand while moving the other axial ligand from a cis to trans relationship with the equatorial bond. Also surprising is the magnitude of the exchange barrier. VALBOND computations using generic parameters predict a barrier of nearly 46 kcal/mol, nearly an order of magnitude greater than the Berry pseudorotation barrier in PFs! Perhaps most surprisingly, we find that the VALB OND results mirror those of good quality ab initio computations. Thus, at the MP2 level using effective core potential basis sets we compute an axial--equatorial exchange barrier of ca. 37 kcal/mol with a C2v transition state geometry (the O3hgeometry lies 3 kcal/mol higher in energy). The geometries of the VALBOND and ab initio transition states are quite similar; the F-C1-F bond angles computed by the two methods are 91 o, 134.5 o, 134.5 o and 100 ~ 130 ~ 130 ~ respectively. These results are particularly interesting because other qualitative theories, such as VSEPR [38,39], are not designed to analyze transition states. If one attempts to extend the principles of VSEPR to transition state geometries, it is difficult to rationalize such a low-symmetry transition state and such a high barrier. Apparently, quantitative computations based on a localized bond perspective illuminate our understanding of the forces controlling shapes in unique ways. Initial results [30] for the application of VALBOND to other hypervalent structures are promising. For the simple hypervalent fluorides (AF n) the VALBOND scheme consistently generates the correct gross shape (e.g., SF 6 and XeF 6 are octahedral, XeF 4 minimizes at the square planar shape, PF 5 adopts the trigonal bipyramidal geometry, SF4 has the seesaw geometry, and BrF 5 is square pyramidal; see Figure 4). The axial--equatorial exchange pathway in PF 5 has a low barrier (3 kcal/mol) and proceeds through a square pyramidal transition state. However, some of the finer details of the geometries systematically are discrepant with experimental structures. The most glaring discrepancy is the tendency of the F's to slightly splay away from one another, whereas the experimental geometries commonly distort from the idealized geometry by drawing the F's closer together. For example, the experimental structure of CIF3 is not a perfect T-shape. The two axial F's make angles with the equatorial F that are slightly less than 90~ i.e., the shape is an arrowhead. In contrast, the VALBOND structure of C1F3 distorts in the opposite direction by a degree or two to yield a slightly Y-shaped geometry. Similarly, we find the VALBOND structures distort from the idealized geometry in the opposite sense of the experimental distortions for BrF 5 and SF4. Apparently, the failure of the VALBOND method to model these fine distortions arises from the lack of explicit lone pairs in the computations (vide infra). Of course one of the tremendous successes of VSEPR is the ease with which these distortions are rationalized. In VSEPR theory, the primary forces controlling the movement of the F's closer together are the large volumes of lone pair domains and the small volume of bond pairs to highly electronegative ligands, such as E
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 Figure 4. VALBONDcomputed and experimental ( ) geometries of some hypervalent molecules.
 
 For heteroleptic hypervalent molecules of the main group, it is commonly found that more electronegative ligands occupy the axial sites. Such a finding is not unexpected from a valence bond description which emphasizes stabilization of the 3-center 4-electron bond due to resonance of ionic configurations. We have begun to model this important effect. Essentially the approach is to vary the various weighting coefficients in Eq. 23 according to the electronegativities of the ligands constituting the 3-center 4-electron interaction. Our preliminary work [30] indicates that site preference energies and geometric distortions in heteroleptic hypervalent molecules are modeled well by this approach.
 
 C. Transition Metal Hydrides Perhaps the most difficult geometries to rationalize, at any simple level of theory, are those of transition metal complexes. The high coordination numbers, the strong influence of the d-electron configuration and spin states on structure, the high ionic character of many of the bonds, the presence of Jahn-Teller distortions, and the highly delocalized binding of unsaturates such as cyclopentadienyl groups all sum to yield complex electronic and molecular structures. Given the multitude of effects at play, a broad examination of very simple transition metal complexes is warranted. We have initiated such an examination (as have others, notably Prof. Siegbahn [40] at Stockholm) beginning with the homoleptic hydrides and alkyls of the transition metals. The geometries of simple hydrides and alkyls of transition metals are surprisingly complex. Here our information comes primarily from the computational work of Albright [41-43], Schaefer [44], Eisenstein [42], and Siegbahn [40], and the experimental work of Haaland [45,46] and Girolami [47]. Let us use structures of WH 6 and WMe 6 as illustrations. The gas phase electron diffraction data for WMe 6
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 led Haaland and co-workers [45] to conclude that the structure is not octahedral. Rather the structure is either trigonal prismatic (D3h) o r a distorted trigonal prismatic (C3v). Morse and Girolami [47] determined that the structure of the isoelectronic [Li(tmeda)2]Zr(CH3) 6 is best described as a distorted trigonal prism. Computational predictions of the structures of WH 6 and WMe 6 using ab initio methods agree with experiment. Thus, Albright and co-workers [43] find that the trigonal prism is the global minimum for WMe 6. The structure of the methyl complex results in part from intermethyl steric interactions that are absent in the case of WH 6. Extensive searching of the WH 6 conformational space yields at least four true minima, two with C3v symmetry and two with C5v symmetry. Interestingly, Schaefer [44] estimates that the energy of octahedral WH 6 is ca. 140 kcal/mol less stable than the minimum energy structures. From a thermodynamic viewpoint, the enthalpic penalty for homolytic cleavage of a W-H bond in WH 6 is less than that for distorting to an O h geometry! The strong preference of WH 6 for nonoctahedral structures has been rationalized as a second-order Jahn-Teller distortion and as a method of maximizing s and d orbital participation in the formation of covalent W-H bonds. Our application of the VALBOND force field to the structures of simple metal hydrides and alkyls forms a compelling case for the validity of localized bond concepts in describing the shapes of simple transition metal complexes [29]. Our primary tool for probing the electronic structure of metal hydrides has been NBO analysis of good ab initio density matrices. We have devised a set of simple rules guides the descriptions of localized, covalent bonds in simple metal hydrides and alkyls. These are: 1. Use only s and d orbitals on the metal in forming hybrid orbitals. 2. In forming n bonds use sd n-1 hybrids (i.e. maximize the s-character of the bond hybrids). 3. Place lone pairs on the metal in pure d-orbital. 4. If the metal electron count exceeds 12 electrons, form linear H - M - H 3-center 4-electron bonds by resonance of the Lewis structures H-M :H ~ H: M-H. According to these rules, WH 6 requires sd 5 hybridization leading to six W-H electron pair bonds; ZrH 4 has sd 3 hybridization and Tall 5 has sd 4 hybridization. The 12 valence electrons of TcH5 are accommodated in one pure d lone pair and five bond-forming sd 4 hybrids. The dihydride, PtH 2, has four pure d lone pairs and two sd ~ hybrids that make the Pt-H bonds. Molecules with more than 12 valence electrons are hypervalent. Thus, PtH42- (16 electrons) is described as four lone pairs and two 3-center 4-electron bonding interactions. Each 3-center 4-electron interaction of PtH42- involves resonance of two Lewis structures, each having a Pt-H covalent bond with sd hybridization and an unbound hydride (:H) ligand. Molecular shapes of the simple metal hydrides correlate beautifully with the bond hybridizations. According to the VALBOND scheme, the predicted structures are
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 Table 4. VALBOND Predictions and Ab Initio Structures for Nonhypervalent
 
 Metal Hydrides
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 those which minimize (Eq. 20). For sd 5 hybridization minimization of Eq. 20 occurs at geometries having H-M-H bond angles of 63 ~ and/or 117 ~ Four geometries which achieve these combinations are exactly the minima (two C3v and two C5,,) found independently by Schaefer and Albright! Some of our results for nonhypervalent metal hydrides are summarized in Table 4.
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 WMe6 Inversion Coordinate
 
 AE=3.0 kcal/mol
 
 Scheme 2.
 
 MM computations can model the steric effects that might cause WMe 6 to distort from the minima preferred by WH 6. VALBOND computations [29] on WMe 6 suggest that the minimum energy structure is distorted approximately midway between the D3htrigonal prism and the lowest energy C3v structure adopted by W H 6. Dynamics simulations reveal a facile inversion coordinate that interconverts two C3v structures via a O3htrigonal prismatic transition state (Scheme 2). The inversion barrier is computed to be ca. 3 kcal/mol. Preliminary results indicate that the internuclear distance distributions obtained in dynamics simulations are consistent with those determined by electron diffraction. According to the VALBOND scheme, many transition metal complexes should be considered hypervalent because most transition metal complexes formally have more than 12 valence electrons. The 18-electron rule is the most fundamental rule for predicting the coordination numbers and stabilities of organotransition metal complexes. Although the VALBOND scheme does not allow one to understand why special stability is associated with 18-electron complexes, it does allow one to rationalize the geometries of hypervalent hydrides. For PtH42- mentioned above, the crystallographically determined square planar geometry is expected due to the presence of two 3-center 4-electron bonds by analogy with XeF 4. Recall that for XeF 4 the linear bond angles arise from the resonance stabilization of the 3-center 4-electron bonds, whereas the 90 ~ bond angles are typical of ligands that prefer hybrids with high p-character. For PtH42- the 180 ~ bond angles are rationalized similarly and the 90 ~ bond angles are the natural consequence of sd 1 hybridization. This strong analogy between hypervalent main group shapes and hypervalent transition metal shapes is general. For example, molecules that are hypervalent by
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 one electron pair include the pair PdH 3- and C1F3, which are T-shaped, and RhH 4and SF 4, which both adopt seesaw geometries. Both Fell 4- and XeF 6 exceed 12-electron counts by three electron pairs and each adopt a structure that is close to octahedral. A classic polyhydride with no main group analog for which VALBOND rationalizes the molecular shape is ReH 2- . This complex essentially is an sdS-hybridized ReH~ fragment with three H- ligands stabilized through 3-center 4-electron bonding interactions. The structure is constructed from a C3v shape for the ReH~ to which three linear hypervalent bonds are added. Minimization of the total strain leads to the observed trigonal prism with capping of the three rectangular faces. Preliminary indications suggest that the VALBOND approach can be extended to ligands other than hydrides and alkyls [31]. For example, simple phosphine complexes, such as Rh(PR3) ~, have geometries, such as the T-shape, that can be rationalized using the rules listed above. However, at the current level of development the VALBOND rules are insufficient for all transition metal complexes. Several factors must be considered: (1) many metal-ligand bonding interactions are highly ionic; the VALBOND hybridization schemes are poor approximations to the electronic structures in these instances; (2) often metal-ligand interactions involve significant re-components with the ligands acting as either donors (e.g. F) or acceptors (e.g. CO)---the hybridization prescriptions of VALBOND do not account for multiple bonds at this stage; (3) the hybridization rule that precludes valence p-orbital participation is inaccurate for some early transition metal atomsmfor example, the p-orbitals of Y lie low enough in energy and the s2d I configuration is sufficiently stabilized relative to the sd 2 configuration that YH 3 has considerable p-character in its bond orbitals and adopts a trigonal planar geometry; (4) in some instances two Lewis structures, such as molecular H 2 versus two M-H bonds, lie so close in energy that the structure might best be considered a mixture of the two (e.g., the MP2 optimized geometry of PdH 2 has a bond angle of just 70 ~ perhaps reflecting a mixing of the molecular hydrogen and dihydride limiting geometries). Nonetheless, the current work on simple metal hydrides forms an excellent point of departure for considering the structures of more complicated metal-ligand bonding scenarios.
 
 V. FUTURE DIRECTIONS Although our application of valence bond (VB) concepts to molecular mechanics (MM) computations leads to some improvements of MM methods and provides some unique insights into the origins of molecular shapes, it also raises many questions and new opportunities. I will briefly consider four areas of active research: (1) new force field terms derived from a VB perspective, (2) the role of lone pairs in determining molecular shapes, (3) reconciling valence bond concepts with structures of nonhydridic metal complexes, and (4) modeling chemical reactions with MM techniques.
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 Scheme 3.
 
 Although we have employed VB concepts primarily to the derivation of new angular terms in MM computations, a localized bond perspective should apply to the derivation of torsion terms (both proper and improper) as well. For example, consider the torsional motions of ethylene. These motions can be decomposed into two types: pyramidatization of the sp 2 hybridized carbons and twisting of the C = C double bond (Scheme 3). We have found [48] that the energy penalty associated with the pyramidalization motion can be modeled by considering the nonorthogonalities of the p-orbital of the n-bond with the ca. sp2-hybridized orbitals of the framework (see below). For the twisting of the double bond, the energy changes are modeled well by considering the loss of overlap between the two p-orbitals making the n-bond. For the VALBOND methods summarized above, the influence of lone pairs is indirect only. That is, the positions of lone pairs are not computed and do not affect the energies. Lone pairs do exert an influence, however, in the determination of bond hybridizations. Our simple algorithm has separate weighting factors for lone pairs and singly occupied orbitals. In general, lone pairs have high intrinsic preferences for s-character; this preference leads to substantial p-character in the bonds to atoms. Thus, ammonia is pyramidal. Lone pairs have been excluded from explicit representation in MM computations primarily for simplicity and because lone pairs generally are not located in structure determinations. In principle, the nonorthogonalities of lone pair hybrids with each other and with bond hybrids are as important in determining molecular structure as the nonorthogonalities of bond hybrids. The inclusion of lone pairs brings the emphases of VALBOND closer to those of VSEPR theory. Lone pairs are particularly important in rationalizing the distortions to small bond angles of hypervalent molecules. For example, the small distortion of C1F3 from
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 the T-shape to the arrowhead geometry is consistent with the nonorthogonalities of the lone pairs forcing the F's closer together. The advantage of incorporating VB methods into a MM computation is that this notion can be tested quantitatively. Indeed, we find that explicit inclusion of two lone pairs into our VALBOND model of CIF 3 does indeed force the Feq-Cl-Fax angles from values greater than 90 ~ to smaller values (89~ Similar results are found for SF4. It is interesting to explore the interconnections between VALBOND with explicit lone pairs, VSEPR [38,39], and Bader's analyses of electron density distributions [49]. One could assert that the effect of hybridization and minimization of nonorthogonalities is analogous to partitioning electron density surfaces and minimizing repulsions between them. For this analogy to work we must assert that hybridization provides a reasonable approximation of electron density distributions. Bader finds [49] angles between regions of bonded and nonbonded charge density which are consistent with those based on simple hybridization ideas for molecules in which bond bending is not too severe. A more profound distinction between the hybridization model and the VSEPR/charge concentration model arises for the structures of simple metal hydrides. The structures of minima on the potential energy surface ofWH 6 and many other simple metal hydrides are fully consistent with hybridization ideas. VSEPR theory apparently is incompatible with the structures of all minima on the WH 6 surface (unless, of course, one uses s-d hybridization to obtain the regions of charge concentration). If one considers the valence shell of WH 6 to consist of six equivalent bonding pair of electrons, VSEPR principles suggest an octahedral structure. However, such results do not invalidate VSEPR ideas; VSEPR has limited applications to transition metals and does not claim wide applicability [39]. The case of the Y-shaped transition state for axial--equatorial ligand exchange in CIF 3 is another example in which the VB concepts prove to be more enlightening. Therefore, although the VSEPR/charge concentration model and the VB model share many features they are distinguishable. In some instances it appears that hybridization models provide more powerful prescriptions for predicting and quantitating the structures of molecules. The structures of nonhydridic transition metal complexes place formidable challenges on simple computational models, such as VALBOND. For example, although VALBOND accounts for the nonoctahedral structure of WH 6, the structure of WF 6 is octahedral. Both the high ionicity and re-donor interactions of WF 6 presumably contribute to the change in structures. However, the problems of identifying simple rules and potential energy expressions that deal with these effects are considerable. Added to these problems are those associated with Jahn-Teller distortions, x-acceptor interactions (e.g. CO), and the bonding of highly delocalized ligands (e.g. cyclopentadienyl groups). Our approach is to carefully examine the structures of simple molecules containing these more complex ligands using ab initio methods and NBO analyses. One of the most exciting areas for application of MM methods is the modeling of reaction transition states. Superficially, it would appear that MM computations
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 are ill-suited to modeling processes in which bonds are made or broken and atom types change because the framework of MM computations consists primarily of the bond topologies and the atom typing information. However, Rapp6 and coworkers [50] recently have shown that the VALBOND scheme enables an accurate and smooth description of the bond-breaking process. Consider the homolytic cleavage of a C-H bond in methane. To model this potential energy surface with MM computations one must smoothly transform the shape of the carbon fragment from tetrahedral to trigonal planar as the bond is stretched. This can be accomplished by (a) using a Morse or Rydberg potential for the bond that is broken, and (b) changing the hybridization weighting factor of the dissociating H ligand from that of H to that of radical as the C-H bond order changes from 1 to 0. Thus, the hybridization becomes distance-dependent. Rapp6 and co-workers find that this approach yields a model of the three-dimensional (where the dimensions are the C-H distance, the H--C-H bond angles of the nondissociating bonds with threefold symmetry imposed, and the potential energy) potential energy surface that varies from that computed by CASSCF/CI calculations with an rms deviation of ca. 2 kcal/mol. This treatment of bond-breaking (or its reverse, bond-making) has been combined by Rapp6 with a modification of Jensen's seam-searching technique [28] to create a method that models the transition states of simple concerted reactions (such as Diels-Alder reactions and Cope rearrangements) with impressive accuracy.
 
 VI. SUMMARY Let us emphasize that the conceptual framework of VALBOND does not invoke any fundamentally new ideas about bonding and molecular geometries. Rather, the context of developing molecular mechanics (MM) methods that span the periodic table presents the opportunity to refine and adapt the simple, but robust, concepts of valence bond (VB) theory into quantitative potential energy expressions. For example, our development of generalized hybrid orbital strength functions, a quantitative hybridization algorithm, a geometry-dependent multiconfiguration model of hypervalency, and simple rules for hybridization in metal complexes all are refinements of previous ideas that were prodded by our desire to improve MM methods. Although we are at an early stage of developing and testing these expressions, I believe that the results summarized in this chapter constitute a vigorous demonstration of the power of VB descriptions applied to the MM description of molecular shapes. An alternate view of the work summarized in this chapter emphasizes the validation of VB concepts through MM computations. That is, MM methods can be considered the computational expression of our simplest bonding models. Qualitative VB theory, along with qualitative MO theory and VSEPR theory, is a widely used model of bonding and molecular structure. Most chemists think in terms of localized bonds, hybridizations, and resonance because these concepts are
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 simple and deeply rooted in our educational system. I have attempted to demonstrate that the V A L B O N D M M scheme enlightens our understanding of p h e n o m e n a such as the fluxional pathways and energetics of C1F 3 and the shapes of simple metal hydrides more effectively than other simple models, such as qualitative M O methods and V S E P R theory. Perhaps it is not too surprising that VB concepts are so well adapted for describing molecular shapes: the VB concept of hybridization arose in order to rationalize molecular geometries. What is truly remarkable about these VB concepts, first developed by Linus Pauling over six decades ago without the aid of digital computers or large structural databases, is how they have not only endured but continue to illuminate our understanding of molecular structures.
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 ABSTRACT Seventy four empirical relationships including in an explicit form one or two of the structural parameters (bond length, bond angle, torsion angle) are collected and classified. Additional material (27 cases) refers to those relationships which were reported in the literature only in the graphical form. Three empirical equations published earlier have been updated using new data (Figures 1,5, and 8). Furthermore, seven new relationships (Figures 2-4) are reported for the first time. The geometrical
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 parameters are correlated mostly in a linear way, although other types of correlations also occur. Structural geometrical parameters are found to correlate to the following basic characteristics: 9 spectra (frequency of vibration, force constant, amplitude of vibration, d-d transition); 9 energy (energy of dissociation, strain energy, ionization potential); 9 miscellaneous (spin-spin coupling constant, electronegativity, Taft constant).
 
 I.
 
 INTRODUCTION
 
 There are many empirical relationships observed in physics and chemistry. Some of these have proven to be very helpful and important either in classifying experimental data or in stimulating the theoreticians to find an explanation. Probably one of the best examples of this kind is an empirical formula relating to the spectrum of hydrogen suggested by a Swiss teacher, Balmer [1], and later confirmed by Bohr [2] on the basis of his theory for the hydrogen atom. Another outstanding classical example is the Mendeleev periodic system of elements. As Maksic notes: "It is an empirical finding which is purely symbolic and abstract. The subunits are atoms but explicit dependence and periodicity of their properties is difficult to express in a mathematical form. In spite of its qualitative nature, the periodic system had a predictive power, and anticipated existence and properties of several missing elements which were subsequently discovered. It is common knowledge that the periodicity of atomic properties and the Mendeleev system itself can be interpreted by the shell model of the quantum electronic structure theory of atoms" [3]. (A more quantitative application was presented in a recent paper by Allen et al. [4] which describes the use of Van Arkel-Ketelaar triangles [5, 6] to classify binary compounds according to their bonding: metallic, ionic, or covalent. By representing each element with a number, its configuration energy in electron volts, the bonding described in the periodic table is quantified.) Empirical relationships and models play an important role in phenomenological chemistry. They help to classify similar compounds into families exhibiting characteristic properties. The purpose of this review is to give an overview of some empirical relations used in modem structural chemistry. Because the term "structural chemistry" seems to be rather diffuse, only those relationships which contain at least one of the three independent structural (geometrical) parameters are included. These parameters are: internuclear distance (bond length), r; bond angle (valence angle), or; and dihedral (torsion) angle, tp. (More information about these parameters is given in refs. 7-9.) The structural parameters referred to above can be measured for free molecules using electron diffraction and microwave spectroscopy, or for those in crystals by X-ray and neutron diffraction methods.
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 Empirical Correlations
 
 Unfortunately, many authors did not treat their data by curve-fitting methods to obtain analytical expressions, which greatly facilitate their subsequent application, but present it only in graphical form. Many examples can be found in books by Hargittai [10] and Hefferlin [11]. However, because such information may be useful or important, graphical examples are collected in descriptive form. The reader will find a group of equations devoted to each of the parameters, r, t~, and tp, respectively. This order also refers to an appearance of particular relations. For example, if relations of the type: r=f(~)
 
 or
 
 t~=f(r)
 
 are considered, they appear only in the section devoted to bond lengths, although the cross-references are given in the appropriate text. To avoid a lengthy presentation, the analytical forms are given with very short descriptions; details may be found in the original publication. A limited number of figures which show typical trends is included. A certain inconsistency in symbols used for designation of the structural parameters in the empirical relationships arises from the wish to reproduce without modification the analytical forms cited in the original references. Obviously, the relations presented are not a complete list of those reported in the literature. It is impossible to conduct a systematic search because empirical correlations are not usually mentioned in titles, abstracts, or keywords; they form a part of the discussion in the original paper. For this reason, this compilation is principally based upon our own experience in the field of structural chemistry, and, therefore, may be very subjective.
 
 I!.
 
 DATA S U M M A R Y
 
 A. Bond Lengths Chemists were and are today always interested in estimating the length of chemical bonds and distances between nonbonded atoms. For this reason many systems of atomic radii have been suggested. Among them the most popular systems are: atomic radii (covalent radii), van der Waals radii, and 1,3-radii (see
 
 [8,12-14]). However, it was noted a long time ago that for some chemical bonds the length was shorter than that calculated by summing the covalent radii. In order to take into account this shortening, Schomaker and Stevenson [15] in 1941 suggested the helpful relationship, rAB = r A + r B - CI~A-- XBI where Z = the electronegativity; c = constant. This rule was modified by Blom and Haaland [ 16] in 1985 who used new structural information (114 experimental data) which appeared after the original paper,
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 where c = 8.5 pm; n = 1.4. More recently, O'Keefe and Brese [17] showed that bond lengths could be estimated for diverse bond types (ionic, covalent, and metallic) by,
 
 rirj(~r i + ~rj) 2 Rij= ri + rj -
 
 ric i + rjcj
 
 where r is an atomic size parameter (might be considered as the "covalent single bond radius") and c is a parameter which may, or may not, be related to electronegativity. The authors tabulated the best values of r and c for 92 elements fitted by least squares using 883 bond lengths from crystal and molecular structures. Rij can be corrected for variation of bond length with valence by use of the empirical correction,
 
 d o = R i j - b In ~Jij where dij is the corrected value of the bond length; b is a constant = 0.37/k; and aJij is the valence of a bond between two atoms i andj and is defined so that the sum of all valences from a given atom i is:
 
 2'Dij-- Vi. J Therefore, as can be seen from above, there are many ways to assess the bond lengths of common chemical bonds. van der Waals' radii are frequently used in interpretation of crystallographic data when two molecules in a unit cell approach each other. These radii can also be applied when a single molecule adopts such a shape that parts of the molecule come into close contact. The usefulness of 1,3-radii (sometimes called "intramolecular van der Waals' radii"), which were suggested by Bartell [18,19] and Glidewell [20], was demonstrated by Hargittai [21] in discussing the difference between two models found for tetrafluoro-1,3-dithietane by different authors who studied this molecule:
 
 The 1,3 F...F distance in the molecule was reported to be 2.154 + 0.004 and 2.090 /~ (no uncertainty reported), respectively. The fluorine 1,3 radius, as postulated by Bartell [18], is 1.08/~ which implies that the F-..F distance should be 2.16 ]k. This is consistent with the value found for the first model, whereas the 2.09 ,~ seems to
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 Table 1. Empirical Relations Including Internuclear Distances, r Empirical Relation r(C--C) = 1.299 + 0.040n
 
 Equation
 
 References
 
 (1)
 
 [22]
 
 (2)
 
 [23]
 
 (3)
 
 [24]
 
 (4)
 
 [24]
 
 (5)
 
 [25]
 
 (6)
 
 [24]
 
 (7)
 
 [26]
 
 (8)
 
 [27]
 
 (9)
 
 [28]
 
 (10)
 
 [28]
 
 (11)
 
 [28]
 
 (12)
 
 [29a, b]
 
 (13)
 
 [30]
 
 (14)
 
 [31]
 
 (15)
 
 [321
 
 (16)
 
 [33]
 
 Carbon-carbon bonds in aliphatic hydrocarbons (Stoicheff's rule), n = number of bonds adjacent to the C - C bond in question, n = 2-6. rg(C-C) = 1.285 + 0.0533n - 0.0020n 2 An improved version of the previous equation. r(C-C) = 1.079 + 0.058n Carbon-carbon bonds in closo- and nido-carboranes, n = 6,8,9,10. r(C-C) = 1.510 + 0.0020n Exopolyhedral bonds in carboranes. r(C-B) = 1.249 + 0.77n c B - C bonds in the most symmetrical closocarboranes, n c is the coordination number of carbon (n c = 4,5,6). r ( B - B ) = 1.780 + 0.006m B - B bonds in carboranes are classified by types [k, l] where k and I indicate the number of carbon atoms linked to every boron atom; m = k + l = 0,1,2,3,4. E s = -5.74 + 1.56Ar Strain energy (E s) in cycloalkanes is a function of the difference between the standard value. 1.533/~, and the C - C bond in question. A r = 11.533 - ri 103.
 
 K = c(r e - do) -3 Badger's rule. K is the force constant; c and d are constants.
 
 (O= Ho(re - dij) 2/3 tO= frequency (Eqs. 9-11 can be deduced from Badger's rule, Eq. 8). ZeOe = No(r e - dij) 1/2 (Xe(%) = anharmonicity. D e = laij/(r e - dij) 5/2 D e = dissociation energy. is ro(XH) = a - b VXH is Vxa_l = isolated XH stretching frequency. X = C: a = 1.3982: b = 0.0001023. X = Si: a = 1.87229; b = 0.001798. u(CC) = 0.013837 + 0 . 0 2 3 3 9 8 r - 0.000147 2 u = amplitude of vibration. 1.217 < r < 5.618 ,~, (71 points). u(CC) - --0.071855 + 0 . 1 2 4 1 6 2 r - 0.028974 2 1.2086 < r < 1.549 ,g, (57 points). u(CH) = 0.050135 + 0 . 0 2 7 3 6 8 r - 0.001805r 2 1.080 < r < 4.617/~, (74 points). < O - - S - - O = - 1 . 4 7 7 r + 331.7 [r = r ( S = O ) ] . In a large series of XSOzY molecules with increasing electronegativity of X and Y, the S = O bond shortens and the Z O = S = O opens.
 
 (continued)
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 Table 1. (Continued) Empirical Relation = 120.9 - 17.4r(N---)Si)
 
 Equation
 
 References
 
 (17)
 
 [34]
 
 (18)
 
 [351
 
 (19)
 
 [36a]
 
 (20)
 
 [37]
 
 (21)
 
 [38]
 
 (22)
 
 [39]
 
 (23)
 
 [40]
 
 (24)
 
 [41]
 
 (25)
 
 [42]
 
 (26)
 
 [43]
 
 (27)
 
 [10]
 
 (28)
 
 [101
 
 (29)
 
 [44]
 
 (30)
 
 [I0]
 
 (31)
 
 [101
 
 = LN---)Si-Requatorial; 16 compounds of this type.
 
 Ar = -0.0027Aoc Distortion of the benzene ring in 1,3,5-X3C6H 3 derivatives in comparison with the standard values, r = 1.399 ,~ and oc = 120 ~ o~ = / C C C (ipso). r(eC) = 1.6711- 0.00234~ 1,3,5-X3C6H 3 derivatives. X = CH 3, Br, CI, F, NO 2.
 
 Er = Constant E = energy of dissociation. Diatomic hydrides.
 
 Er 2 - a + br; Diatomic and polyatomic molecules.
 
 K r / E =a K = force constant. 148 Diatomic molecules of 18 different families.
 
 E = K(a + br + cr 2) Diatomic molecules, a, b, and c are constants. Z X - M - X = 101.3 + 0.082r x - 0.088r N + ~y X3MY molecules, r x and r M = covalent radii of atoms X and M; )~y = electronegativity of Y. r(CS) = l l . l n 2 + 52.311 + 221.2 n = bond order. r(CS) =-33.4n~ + 185.5 n~ = ~ bond order. log v ( S = O ) = 4.301 log r ( S = O ) + 3.3770 Sulfoxides. v = - 3 6 . 9 5 0 r + 6549.4 Sulfoxides. l o g f ( S e = O ) = -4.551 log r ( S e = O ) + 12.887 f = force constant. E~ = - 0 . 9 1 2 8 r ( S - - O ) + 135.54 XSO2Y molecules. s
 
 = group electronegativity.
 
 I~X = 0.043699r2(S=O) -13.2865r(S=O) + 1012.00 XSO2Y molecules.
 
 (continued)
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 Table 1. (Continued) Empirical Relation r(CC) = 1.5734- 0.3022 cos 2 c~
 
 Equation
 
 References
 
 (32)
 
 [45]
 
 (33)
 
 [46,47]
 
 (34)
 
 [48]
 
 (35)
 
 [49,501
 
 (36)
 
 [51,52]
 
 (37)
 
 [51,52]
 
 (38)
 
 [51,521
 
 (39)
 
 [51,52]
 
 (40)
 
 [53]
 
 (41)
 
 [54]
 
 (42)
 
 [55]
 
 (43)
 
 [56]
 
 (44)
 
 [57]
 
 (45)
 
 [58]
 
 ct = ZC-C-C (13 points). r(CH) = 1.27035 - 0.00146ct c~ = Z H - C - H (cycloalkanes, 9 points). r(NN) = 1.37 - 0.006466x + 0 . ~ 6 2 1 5 x
 
 2
 
 x = out-of-plane amino bend (o) in nitroamines (60 X-ray data).
 
 g = qa/(b + N) N = bond order, R = bond length, a and b = constants characteristic of the bonded atoms. ASi = 0 . 6 6 1 r - 124 Silatranes. r is the Si-N distance (in pm) and ASi is the distance from the plane of the 3 pseudoequatorial oxygens (n = 32 data points; corr. coef. = 0.970). AN = --0.218r + 84 AN is the distance from the plane of the 3 carbons bonded to N (n = 30, corr. coef. = -0.674). d(Si-C) = -0.260d(Si-N) + 246 C refers to the carbon of the R group bonded to Si (n = 24. corr. coef. = -0.731). d(Si-N) = - 3 7 . 5 s
 
 + 253
 
 a] = inductive constant. d(M-M) = b + c cos o~ M - M is the metal-metal multiple bond distance in dinuclear compounds of the types M2X 8, MeX8L, and M2XsL 2 (M = Cr, Mo, W, Tc, Re, Os, Rh). b corresponds to the expected M-M distance when t~ = 90~ c gives the measure of the M - M bond length to pyramidalization, and ct is the M - M - X bond angle. A = -0.441d + 1.123 A is the distance of C 3 from the C3--C14-O plane, and d is the N4--C3 distance in strychnos alkaloids (4 compounds). r = 1.647 - 0.1841n K r = ( C = O ) bond length and K is the corresponding force constant for 24 transition metal carbonyls.
 
 kr = 180 XxZy - 160 k = the force constant and X = the Pauling electronegativity for 1 1 diatomic alkali halides, XY. kr is in kcal mol- /~- (corr. coef. = 0.9948). r e (C-H) = 1.1133(33)- 0.0001890(174)j(13CH) j(13CH) = the spin-spin coupling constant (19 compounds; Corr. coef = 0.935).
 
 kr = c~ (ro)5; N = bkr; N = bc/(ro) 5 r o = M - M bond distance between group VIB metals; kr = force constant of M - M bond; N = bond order; b and c = constants specific to the bimetal bond. Mo: b = 0.9537 and c = 137.4. Cr: b = 1.633 and c = 45.02.
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 be too low. Thus, one result m a y be preferred o v e r the other just on s t e r e o c h e m i c a l grounds. T h e empirical relations listed in Table 1 include internuclear distances, r. In the majority of cases r refers to the distance b e t w e e n atoms c o n n e c t e d by a c h e m i c a l bond; however, in the cases o f Eqs. 13, 15, 17, and 3 6 - 3 9 , r refers to n o n b o n d e d distances. T h e r e are only a few cases, like the B a d g e r rule, w h e r e the particular
 
 Table 2, Graphical Correlations
 
 1
 
 10 11 12
 
 13 14 15 16
 
 17
 
 18
 
 Correlation
 
 References
 
 "Ring centroid-metal-ring centroid" angles as a function of metal radii in decamethylmetallocenes in both the solid and gas phases. Relation between open-chain, cyclic, bicyclic polyhedral compounds. The average C-C distances are given for three families of tetrahedrane, prismane, and cubane (gas phase data). Bond lengths C-I and C--C as a function of coordination number of carbon. The extrapolation of data known from stereochemistry of organic compounds is shown to be inadequate for carboranes with coordination number six. Periodicity of internuclear distances A-H in diatomic hydrides (distances are a function of periodic number ZA) Mutual dependence of A-CI and A-H distances in the corresponding diatomic molecules. Plot of observed deuterium-isolated C-H stretching frequencies versus ab initio calculated C-H bond lengths (linear relation). Calculated (6-31G) C-H bond lengths versus experimental isolated frequencies. Variation of bond lengths P--S and P=O in X3P--S and X3P--O molecules (X = Me, Br, CI, F) versus electronegativity of ligands. Correlation of Si--O bond lengths, and Si-O--C bond angles for acyclic Si-O--C fragments (X-ray crystallographic data). Similar correlation for C-O/Si-O-C is also given, augmented by ab initio calculations. Bond order-bond distance relationship, C-F bonds Plot of N-F force constants versus N-F bond lengths for NE NF2, NF 3, NFO, and F3NO. Ln-O and O-O distances vs. atomic number of Ln in dipivaloylmethane complexes of lanthanides, Ln(dpm)3 (Ln = Sm, Eu, Gd, Tb, Dy and Ho)" dpm = (CH3)3CCOCHCOC(CH3). (Gas phase data.) JBH coupling constant versus B-L distances in BH3L complexes. (L = H-, OH, CN-, CI-, NH 3, and PHF2). N-N bond lengths in sesquibicylic hydrazines are correlated with O~av pyramidality. N-F force constants versus bond lengths in the series MenNF3_n with n = 0-2. Correlation between ~H and r(O.. O) for 108 compounds with a short hydrogen bond (O-H-O or O-D--O) based on X-ray and neutron diffraction data. ~n = proton stretching vibrational frequency. 2.40 < r(O- 9O) < 2.69 ,~ Correlation of nuclear magnetic deshielding constant, & with compression of interstitial atoms in transition-metal clusters, i5(13C) versus r(C), carbides; ~(ISN) versus r(N), nitrides. Linear relation between the C-NH 2 bond length in 6 aromatic amines and the deviation from planarity (pucker) of the amino group (X-ray data).
 
 [59] [60]
 
 [60]
 
 [61] [61] [62] [63] [64]
 
 [65]
 
 [66a1 [66b1 [67]
 
 [68] [69] [70] [71]
 
 [72]
 
 [73]
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 equation is applied to many chemical bonds (see, e.g. Eqs. 20-24, 40, 43, and 45). In the vast majority of cases the relations found pertain only to some particular bond, i.e., C--C, C-H, C-Si, C-B, B-B, N-N, N-+Si, C-S, S--O, or Se=O. There are examples where r is related to certain parameters, but it sometimes acts as a variable. In addition, there are 18 cases where correlation was demonstrated by the authors only in graphical form (Table 2). These include the following distances: C--C, C-H, C-I, A-H and M-CI, P = X (X = O,S), C--O, Si-O, C-F, N-F, N-N, C-N, O-.-O, Ln-O. Although, as mentioned earlier, internuclear distances and bond angles in a given molecule are usually independent, they seem to be correlated in some series of compounds. This relationship is demonstrated by Eqs. 18 and 19 which refer to bond lengths C-C and bond angles CCxC in the following compounds: X
 
 xj t, x Figure 1 shows an updated version ofEq. 19 and also includes electron diffraction data reported for 1,3,5-(CN)3C6H 3 (model b) [36a] and reinvestigated data of
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 Figure 1. Empirical correlation between the C-C bond length in the benzene ring of
 
 1,3,5-X3C6H 3 and the ipso C-Cx-C bond angle. The data points are numbered as follows: (1) X = CH3, (2) CN, (3) Br, (4) CI, (5) NO2, (6) F. (The equation given in the figure includes new data for X = F [36b] and is an updated version of Eq. 19 mentioned in Section II.A. R is the correlation coefficient.)
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 Expression
 
 Equation References
 
 Z X - M - X = 92 + 8~;M + 37(x + ~ Molecules X3MY; )C = electronegativity. / H - C - H = 126.1-0.175 ZC-C--C
 
 (46)
 
 [74]
 
 (47)
 
 [75,76]
 
 51 ~ < ZC--C-C < 117 ~ in cyclic and alicyclic hydrocarbons (CCH2C fragments). It was later applied to compounds having CCX2C, CAX2C fragments (X = F, CI, Br, CH3; A = Si, Ge, Sn). ZC--C--C = 0.836 + 18.282n
 
 (48)
 
 [77]
 
 1J13c_n = 256.05 - 2.09170~ + 0.008202t~ 2 Ij13c_H = coupling constant; o~ = bond angle C - C - C in cyclic hydrocarbons.
 
 (49)
 
 [78]
 
 1J13c_a = 251.715 - 1.963t~ + 0.0073t~ 2
 
 (50)
 
 [26]
 
 Independent version of above equation. ct = 1.816~; + 116.146
 
 (51)
 
 [79]
 
 E s = 111.2-0.895t~1; E s = 100.6- 0.894ct 2 cxI = Z C - C = C , and o~2 = / C - C - C in cycloalkenes; E s = strain energy. v ( C = O ) = 1278 + 6 8 K - 2.2o~ v ( C = O ) = frequency of vibration in unconjugated ketones; K = force constant; tx = ZCCC in C - ( C = O ) - C .
 
 (52)
 
 [26]
 
 (53)
 
 [80]
 
 tXl5 = 0.569~24 + 150.0; o~24= -0.5778~24 + 151.9
 
 (54)
 
 [81]
 
 (55)
 
 [48]
 
 (56)
 
 [76,82,831
 
 (57)
 
 [76]
 
 (58)
 
 [76]
 
 (59)
 
 [84]
 
 A n g l e b e t w e e n two b r i d g i n g c a r b o n atoms in s y m m e t r i c a l bicyclo[m.m. 1]alkanes. n = m + 3 = ring size.
 
 o~ = ipso C - C - C angle in C6HsX (X = H, I, Br, CI, F); Z = electronegativity of X.
 
 F1 2.~
 
 3
 
 13
 
 4 ~
 
 I2
 
 Variation of the axial angle oq5 and the equatorial angle o~24 versus the dihedral angle ~24 as structural distortion for five-coordinate Si(IV). Z C - N - C = 121.312 + 0.376x - 0.02x 2 x is the out-of-plane bend in nitroamines (60 X-ray data).
 
 IP = IP o - nOkzxc Saturated heterocycles of formulas X(CH2) n where X = NH, O, or S, and n = 2,3,4,5. IP = molecular ionization potential; IP o = energy of the electron around the heteroatom if a hypothetical zero degree angle could exist without a dramatic change in orbital contribution. Linear regressions fit of experimental and theoretical data. v(C--O) = 1600.9 - 6.2054ct - 0.04486 ct2 tx is the C - C - C bond angle in cyclic ketones. v ( C = C ) = 1824.82- 1.5289t~ o~ is the C-C--C bond angle in methylenecycloalkanes. ZN-P-Nendo = 0.215~ip + 110.65 is the 31p NMR chemical shift in cyclophosphazenic structures investigated by X-ray crystallography.
 
 (continued)
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 Empirical Correlations Table 3. (Continued) Expression
 
 Equation References
 
 ZkEo_d = 144.250- 9784 Isolated CuC12- chromophore. AEd_d = maximum d-d transition (crn-1); O = average of the two largest trans C1-Cu-CI angles (a measure of the distortion of the CuC1]- chromophore from Ta symmetry). (8 points). Note: the equation given above corrects a typographical error in original paper. AEd_.d = -34110 + 506.480 - 1.345202 Room temperature band maxima. (24 points). See discussion concerning use of limited data to establish a linear relationship. Also, Figures 6 and 7.
 
 (60)
 
 [85]
 
 (61)
 
 [86]
 
 1,3,5-F3C6H 3 [36b]. S o m e other e x a m p l e s o f similar correlations, r/m, can be found in Eqs. 16, 32, 33, and 40.
 
 B. Bond Angles B o n d angles are usually associated with a theory of directional valence of atoms, and together with dihedral angles (see Section II.C below) are mostly responsible for the shape of the molecules. S o m e idea about possible b o n d angles c o m e s f r o m the previous section where 1,3-radii were m e n t i o n e d [18-20]. B o n d angles can s o m e t i m e s be rationalized in terms of the packing of spherical atoms. For instance the t r i g o n a l - p l a n a r h e a v y - a t o m skeleton of N(SiH3) 3 m a y be v i e w e d as conseq u e n c e of a Si...Si contact. In a pyramidal a r r a n g e m e n t which is characteristic for the vast majority o f amines, NX3, the Si...Si distance w o u l d be prohibitively short.
 
 Table 4. Graphical Correlations Involving Bond Angles Correlation 1
 
 Bond angles at sulfur in analogous sulfones (502X2), sulfoxides (SOX2),and sulfides (SX2) (gas phase data). The ipso angle and the mean C-C bond length of the ring in paradisubstituted 1,4-C6H4X2 benzene ring derivatives. X = E C=--N, H, CH 3, SiMe 3 (gas phase data). Variation of ipso angle versus electronegativity of ligand in many benzene derivatives (crystal data). Variation of ipso angle versus electronegativity of ligand in C6H5X derivatives (X = H, I, CI, F); structural parameters derived from direct couplings measured by NMR in liquid crystal solvents. Correlation between the separation of CH2 stretching frequency and the H-C-H bond angle in molecules containing the HzC= group. Relationship between the proton affinity in zeolites and the bond angles around the oxygen atoms.
 
 References [87]
 
 [87] [88] [89] [90] [91]
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 Table 3 list 16 analytical expressions (Eqs. 46--61) which include bond angles. Additionally, there were several other cases mentioned in Section II.A, Eqs. 16-19, 24, 32-34, and 40. Also, six cases of graphical relations involving the bond angles are given in Table 4. Additionally, in Section II.A similar cases may be found in correlations 9, 14, and 18 in Table 2. Recently some empirical relationships involving bond angles were reviewed by Mastryukov and Zefirov [76]. However, the most general way to assess the bond angles is via application of the VSEPR model rules which in spite of being very empirical in nature have recently received a strong support from quantum mechanical calculations [8].
 
 C. Dihedral Angles There is no other part of structural chemistry which is more related to the study of dihedral angles than conformational analysis. Many regularities for dihedral angles holding for particular families of molecules were established by conformational studies carried out during the last decades [92-95]. Table 5 lists eight expressions (Eqs. 62-69) that involve dihedral angles. See also Eq. 54 of Section ll.B. Three additional examples of graphical relations are also included (Table 6). Figures 2 and 3 illustrate the relationship between the dihedral angles and the average interior ring angles of the central ring of thianthrenes and phenoxathiins. Most of the following compounds were studied by one of us using X-ray diffraction methods (the correlations have not been published, thus the equations were not included in Sections II.B or II.C):
 
 //'-,.o ~ The molecules have a folded C2v configuration; the fold angle is defined as the dihedral angle between the planes of the two outer aromatic tings (1 and 2), not including the heteroatoms. As the 1,4-dithiin and 1,4-oxothiin rings flatten, the interior C--C-X and C-X-C angles increase slightly to accommodate the change. In Figure 2 the average C--C-S and C-S--C angles are plotted versus the dihedral angle using data from the crystal structures of: thianthrene and 1-azathianthrene [102]; 2,7- dimethylthianthrene [103], 4-nitro-2-azathianthrene (2 mols/asymmetric unit) [104]; 1,4-diazathianthrene (2 mols/asymmetric unit) [105]; perfluorothianthrene [106], 2,7-dichlorothianthrene [ 107]; 1,4,6,9-tetraazathianthrene [108]; 1,6-dinitro-3,8-bis(trifluoromethyl)thianthrene [109]; (rl6-2-methylthian threne)-(rlS-cyclopentadienyl)iron(II) hexafluorophosphate [110]; (rlS-cyclopen tadienyl)(rl6-thianthrene) iron(H)hexafluorophosphate (2 mols/asymmetric unit) [111]; benz[b]-l,4-diazathianthrene [112]; dibenzo-[b,i]-l,4,6,9-tetraazathianthrene [113]; and 2,3,7,8-tetramethoxythianthrene (3 mols/asymmetric unit) [114].
 
 Empirical Correlations Table 5.
 
 175 Empirical R e l a t i o n s I n c l u d i n g D i h e d r a l A n g l e s
 
 Expression l Jl3c_n = -176.0 + 3.123~ - dihedral angle in bicyclo[n.l.0]alkanes, n = 1-4. ~ f =-5.75 + 7.39n ~ f = dihedral angle in fused four-membered ring of bicyclo[n.2.0]alkanes. n - 1, 2, 4. ~4~ = 69.5 -8.75n ~4~ = dihedral angle in bridged four-member ring of bicyclo[n.l.1]alkanes. n = 1-3. ~5 = 71.83 - 8.02n q)5 = dihedral angle in five-membered ring of bicyclo[n.2.1 ]alkanes. n = 1-3. (~6 -- 7 5 . 2 - 6.4n ~6 = dihedral angle in six-membered ring of bicyclo[n.3.1 ]alkanes, n = 1-3. Vmax =-106A + 16260 Vmax = highest energy d-d transition (cm -1) of CuC12- chromophore; A = dihedral angle. J{In = A + B cosO + C cos20 J{IH is a vicinal proton spin-spin coupling constant, O is the dihedral angle H--C-C'-H'. J = A cosO + B cos20 + C cos30 + D cos220 + W(E cosOE Agi cos~j + FY~Agicos2~i+ G A~i) + H{o~1 +032)/2- 110} + l(rc_C - 1.5) + K Z Ag~ cos 2Vj + Lr -4 + M
 
 Equation
 
 References
 
 (62)
 
 [26]
 
 (63)
 
 [96]
 
 (64)
 
 [96]
 
 (65)
 
 [96]
 
 (66)
 
 [96]
 
 (67)
 
 [97]
 
 (68)
 
 [98]
 
 (69)
 
 [99]
 
 is the group electronegativity; ~ is the dihedral angle H--C-CH; 0)l and or2 are the C = C - H bond angles; rc_c is the C-C bond length; W is the dihedral angle between a coupling proton and the 13-substituent; and r is the distance between a coupled proton and a non-bonded atom within the same molecule in close proximity to this proton.
 
 Table 6.
 
 Graphical Correlations Involving Dihedral Angles
 
 Correlation 1
 
 2
 
 Relationship between Av(OH) values for intramolecular hydrogen bond formation OH--M and the torsion angle for energetically favorable conformations of a-metallocenylcarbinols of the iron subgroup (M = Fe, Ru, Os). (13 points). Relations among different torsion angles, e.g. 13- ~' and 13- ~5showing conformations of various oligo- and polynucleotides (established and proposed). Angle names are arranged in the following order: - C 4, - C 3, - 03, - p - 05 , - C 5, -
 
 3
 
 C 4, -
 
 References [100]
 
 [101]
 
 C 3,
 
 Linear relation between the C-NH 2 bond length in 6 aromatic amines and the dihedral angle between the ring and the NH 2 plane. (X-ray data).
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 ~r~ 1 1 5 1. In order to determine C m and M m, it should be observed that from each system of symmetry C2h or C2v with m edges, two systems with the same symmetry and m + 2 edges can be generated; one edge is added appropriately to each of the ends. In this way, only nonisomorphic systems are generated, and no systems of the C2h and C2v symmetries will be missed if m is increased successively. In summary, the recurrence relations,
 
 Cm+2-- 2Cm, gm+2 = 2M m
 
 (6)
 
 are valid. However, the initial conditions for the two symmetry groups are different. One has C e = 0, C~ = 1, but M 2 = Mz = 1. Now the combinatorial (explicit) formulas for C m and M m are readily obtained with the results listed in Chart 4 for Ceh and Cev, respectively. Consequently, also the total (In) is accessible as explained above, and finally A m for the C~ symmetry can be deduced from the same formula apparatus. Numerical values from the above analysis are entered in Table 3.
 
 Generating Functions The basic properties of the kind of generating functions which are employed in the present work, are explained in Chart 3. Take, for instance, Z(x). Here the expansion of Z(x) around x = 0 converges for Ixl < 1. Otherwise it is of no interest to assign specific values to the variable x. It is the very expansion which we concentrate upon; it reproduces the numbers Z h as coefficients for the appropriate powers of x. Such an expansion is sometimes called counting series. The counting series in the following is a geometrical series: oo
 
 S(x) = (1 - 2x)-1 = ~ 2 i x / = 1 + 2x + 4x 2 + 8X3 + 16X4 + . . . i=0
 
 Herefrom one obtains readily:
 
 (7)
 
 Symmetry Do.h
 
 Combinatorial Formula
 
 Generating Function
 
 1 for m = 1
 
 x
 
 C2h
 
 [,~(m-3)/2 . ~-tm = 3,5,7 .... ) 10 for m = 1,2,4,6 ....
 
 3 x 1 - 2x 2
 
 Czv
 
 [ 0 for m = 1
 
 Cs
 
 [ 0 for m = 1,2
 
 x2(1 + x)
 
 2L(m-2)/zj (m > 2)
 
 1 - 2x 2
 
 2m-3 _ 2L(m-3)/2J (m > 3)
 
 x4 (1 - 2x)(1 - 2x 2)
 
 2 m-3 + 2L(,n-3)/2J (m > 3)
 
 Total
 
 x(1 - x -
 
 ( I - 2x)(~-2xz)
 
 1 f o r m = 1,2
 
 Formulasfor the numbers of unbranched polyenoids.
 
 Chart 4.
 
 Table 3. m
 
 2x 2 + x 3)
 
 Formula
 
 Number of Unbranched Polyenoids* C2h/D.oht
 
 C2v --
 
 Cs
 
 Total
 
 1
 
 C2H 4
 
 1
 
 2
 
 C3H 5
 
 0
 
 1
 
 --
 
 1
 
 3
 
 C4H 6
 
 1
 
 1
 
 --
 
 2
 
 4
 
 C5H 7
 
 0
 
 2
 
 1
 
 5
 
 C6H 8
 
 2
 
 2
 
 2
 
 6
 
 6
 
 C7H 9
 
 0
 
 4
 
 6
 
 10
 
 7
 
 CsHI0
 
 4
 
 4
 
 12
 
 20
 
 8
 
 C9HII
 
 0
 
 8
 
 28
 
 36
 
 9
 
 CIoH12
 
 8
 
 8
 
 56
 
 72
 
 10
 
 CllH13
 
 0
 
 16
 
 120
 
 136
 
 11
 
 C12H14
 
 16
 
 16
 
 240
 
 272
 
 12
 
 C13HI5
 
 0
 
 32
 
 496
 
 528
 
 13
 
 CI4HI6
 
 32
 
 32
 
 992
 
 1056
 
 14
 
 ClsHl7
 
 0
 
 64
 
 2016
 
 2080
 
 15
 
 C16Hl8
 
 64
 
 64
 
 4032
 
 4160
 
 16
 
 C17H19
 
 0
 
 128
 
 8128
 
 8256
 
 17
 
 CIsH2o
 
 128
 
 128
 
 16256
 
 16512
 
 18
 
 C19H2]
 
 0
 
 256
 
 32640
 
 32896
 
 19
 
 C20H22
 
 256
 
 256
 
 65280
 
 65792
 
 20
 
 C21H23
 
 0
 
 512
 
 130816
 
 131328
 
 Notes: *Fromformulas of Balaban [60]; see also the text. *D**h only for m = 1.
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 oo
 
 J(x) = xS(x) "- Z 2m-lxm =
 
 x + 2x 2 +
 
 4x 3 + 8x4 + 16x5 + . . .
 
 (8)
 
 m=l
 
 This is the generating function for the crude total in Eq. 2: oo
 
 J(x) = Z Jmxm -" x ( 1
 
 - 2 x ) -1
 
 (9)
 
 m=l
 
 The generating function for D m is trivial" D (x )= x. The generating functions for C m and M m, viz. C(x) and M(x), respectively, are obtained, as well as J(x), by means of the auxiliary function S(x) of Eq. 7. First, one has, S(x2) = (1 - 2x2)-1 = 1 + 2 ~ + 4x4 + 8x6 + 16x8 + . . .
 
 (10)
 
 and consequently: C(x) = x 3 S(x2), M(x) = x2(1 + x) S(x2)
 
 (11)
 
 The explicit forms of these functions are found in Chart 4. Relations analogous to those of Eqs. 3 and 4 hold also for the appropriate generating functions. Therefore, one has in analogy to Eq. 5: l(x) = l[j(x) + 3D(x) + 2C(x) + 2M(x)]
 
 (12)
 
 Herefrom the generating function l(x) for the total numbers of unbranched polyenoids was deduced as given in Chart 4, and finally the function for C s was determined.
 
 D. Enumeration of Polyenoids: More Advanced Mathematical Solution
 
 Introductory Remarks The enumeration problem was solved for polyenoids, and the solution is presented below in terms of generating functions. The mathematical methods which were employed basically follow Harary and Read [43] in their enumeration of catafusenes. The Redfield-P61ya theorem [8] is implied, but has not been invoked explicitly. Chemical graphs representing planted, rooted, and free (unrooted) trees are introduced. In contrast to Harary and Read [43], all kinds of symmetry were allowed already in the enumeration of rooted trees. Nevertheless, the method of Otter [63] for passing from rooted to unrooted trees could be adapted. Thus the treatment became more surveyable, and the somewhat cumbersome considerations of the mirror symmetry for unrooted trees was avoided. In the below exposition the developments are outlined without going into details.
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 m-I Um+l= 2Urn+ E UiUm-i(m
 
 > 1), U 1 = 1, U 2 = 2
 
 i=1 oo
 
 U(x)= E Umxm=--~[1- 2x- (I - 4x) 1/2] m=l
 
 = x + 2x 2 + 5x 3 + 14x 4 + 4 2 x 5 + 132x 6 + 4 2 9 x 7 + 1430x 8 + 4 8 6 2 x 9 + 16796x l~ + ...
 
 \/ eo
 
 n(x) = ~
 
 ~ =
 
 = ~33 1 -
 
 x2 -
 
 2x3)
 
 m=l
 
 1 [(1 -x)(1 -4x) 1/2 + 3(1 +x)(1 -4x2) 1/2 + 2(1 -4x3) 1/2] 12x 3 = x + x 2 + 6x 3 + 1 6 r 4 + 52x 5 + 170x 6 + 5 7 9 x 7 + 1996x 8 + 7 0 2 1 x 9 + 2 4 8 9 2 x 1~ + ...
 
 (continued)
 
 ChartS. From the top: formulas for the Um numbers of planted polyenoids, including the generating function U(x); generating function A(x) for the Am polyenoids rooted at a vertex (atom-rooted); generating function ~x) for the Bm polyenoids rooted at an edge (bond-rooted). The U4 = 14 planted, A4 = 16 atom-rooted and B4 = 12 bond-rooted polyenoids are depicted.
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 m=l
 
 =x +x 2 + 5x3 + 12x4 +45.5
 
 + 143x6 + 511x7 + 1768xs + 6330x9 + 22610xl~+ ...
 
 / - ._/-'x
 
 \ .../
 
 Y Chart 5. (Continued)
 
 For the sake of clarity, it is emphasized that the unbranched and branched polyenoids taken together are counted in the following. Furthermore, both nonoverlapping and overlapping systems are included.
 
 Planted and Rooted Polyenoids In a r o o t e d polyenoid, at least one vertex is distinguished as not being equivalent with anyone of the other vertices. If this unique vertex has the degree one, we speak about a p l a n t e d polyenoid. As a starting point, the U m numbers of unsymmetrical planted polyenoids are to be determined. Among the depictions in Chart 5, an arrowhead points at the unique vertex in the examples of these systems. If the arrowhead itself is interpreted as an edge, one gets the symmetry right: all these systems belong to C s and are referred to as "unsymmetrical" because they only have a trivial plane of symmetry since they are planar. However, this "arrowhead edge" should not be counted among the m edges of each system. Chart 5 includes a recurrence relation for U m and its initial conditions. Furthermore, the derived U(x) generating function is displayed along with the counting series up to m = 10. The next task is to enumerate the polyenoids rooted at a vertex, here referred to as a t o m - r o o t e d polyenoids. In Chart 5 the unique vertex in such systems is marked by a black dot larger than the dots which indicate the other vertices. The number of nonisomorphic atom-rooted polyenoids with m edges each is identified by the symbol A m. The number A m can be interpreted chemically as the number of nonisomorphic polyenes with m bonds, where exactly one carbon atom is labeled, e.g. as 13C while all the other carbons are 12C. The deduction of the appropriate generating function, A(x), is somewhat complicated, but the methods of Zhang et
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 al. [64] for catafusenes rooted at a polygon core can be adapted to the actual case. In terms of the function U(x), which is given in Chart 5, it was found: 1
 
 1
 
 .,q(x) = ~- [U(x) + U2(x) + - ( 1 + x)U(x2)] +
 
 1
 
 [U3(x) + 2U(x3)]
 
 x
 
 (]3)
 
 The explicit form of ~ x ) is found in Chart 5. Also the polyenoids rooted at an edge, viz. the Bm bond-rooted polyenoids need to be enumerated. The unique edge of these systems is drawn heavy in the pertinent depictions of Chart 5. A chemical interpretation of such a system is a polyene where exactly two adjacent carbons are labeled. Again the approach of Zhang et al. [64] with modifications is applicable for the relevant generating function, B(x). It was arrived at the following result in terms of U(x):
 
 B(x) = -~x + xU(x) + -~xU2(x) +
 
 u(x 2) + xug(x) + -~xU4(x)
 
 (14)
 
 The explicit form is found in Chart 5.
 
 Polyenoids of Specific Symmetries The numbers of (free, unrooted) polyenoids belonging to the different symmetry groups are of interest. The relevant generating functions, which were deduced, are collected in Chart 6. The functions for the symmetrical systems (all but Cs) were determined by exploiting the method of stupid sheep counting (see above) to a high extent. The function for Cs was determined by subtractions from the total. But now we are anticipating the development; the l(x) function for the numbers of nonisomorphic free polyenoids has to be determined first. For this purpose, we shall find that the systems of symmetries Do.h, D2h, and C2h are especially important. These systems possess one central edge each. Hence their numbers are identical with those of the bond-rooted polyenoids of the same symmetries and relatively easy to deduce. It was found, D(X) "- X[ l + U(X4)]
 
 (15)
 
 for the systems of Doohand D2h symmetries taken together, and,
 
 I C(x) = ~I - U(x2)_ ~-x[l + U(x4)]
 
 (16)
 
 for C2h. The generating function for the numbers of C2v systems, say M(x), which is given explicitly in Chart 6, splits into Ma(X) + ~ ( x ) , where the terms pertain to the symmetry types C2v(a) and C2v(b), respectively. There is a one-to-one correspondence between the C2h and C2~(b) polyenoids so that Mb(X) = C(x). A pair of such corresponding systems are the syrdanti-conformers, of which the smallest pair representing the buta-1,4-dienes is found in Figure 7 (cf. also the bottom row of Figure 1).
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 Symmetry
 
 Generating Function
 
 O~h
 
 x
 
 D3h
 
 A_[ 2x 3 1 - (
 
 1 - 4x6)1 /2]
 
 Gh
 
 -~[(1
 
 46) 1/2
 
 D2h
 
 - ~ [ 1 - 2x4 - (1 - 4x4)] 1/2]
 
 C2h
 
 4-~[(1 4.4)1/2 (1 4x2)1/2 2x2]
 
 C2v
 
 1 2x3[(1-4x6) 1/2 + ( 1 - 4x4)1/2 -(1 +x)(1 -4x2) 1/2 - 1 + x - 2.x2 - 2 x 3]
 
 G
 
 - ~ 1 + x)+ 24--~[(1 -4x) 3/2 + 3(3 + 2x)(l -4x2) 1/2
 
 -
 
 (1
 
 _
 
 -
 
 4x3) 1/2 2x 3] _
 
 2x -
 
 _
 
 -
 
 _
 
 + 2(1 - 4x3)1/2 - 6(1 - 4x4)1/2 - 6(1 -4x6) 1/2]
 
 Total
 
 ~ 3 1 + x)(1 - 2x 2) + 24-~[(1 -4x) 3 / 2 - 3(3 + 2x)(1 - 4x2)1/2 - 4(1 -4x3) 1/2]
 
 Chart 6. Generating functions for the numbers of polyenoids.
 
 Free
 
 Poiyenoids
 
 The next step is to pass from the rooted to unrooted (free) trees. The method of Otter [63], which was explained and applied by Harary and Read [43], is also applicable to the present problem. The sets of symmetrically equivalent vertices and edges in the free polyenoids are to be counted under the different symmetry types. Denote the numbers of these sets by n* and m*, respectively, and refer to the sets themselves as symmetrically equivalent sets; in mathematics they are usually called equivalence classes. In the case of Cs, all the vertices and edges form symmetrically equivalent sets each by themselves; hence n* = n, m* = m, and therefore,
 
 n*-m*=n-m=
 
 i
 
 (17)
 
 where Eq, 1 has been employed. As another example, consider a polyenoid of s y m m e t r y C3h. S u c h a system has one central vertex, while the other n - 1 vertices are distributed into symmetrically equivalent sets with three vertices in each set. All the m edges, on the other hand, are simply distributed by three edges in each symmetrically equivalent set. Hence,
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 n*=l+~-(n-1),
 
 (18)
 
 m*=3 m
 
 and consequently: n*-m
 
 ,
 
 =3(n-m)+~-=l
 
 (19)
 
 2
 
 In a similar way, one finds that n* - m* = 1 altogether in the cases D3h, C3h, Czv(a), and Cs. A polyenoid of symmetry C2h exhibits different properties. Such a system has a central edge, while the other m - 1 edges are distributed into symmetrically equivalent sets with two edges in each set. Simultaneously, the n vertices are simply distributed by two vertices in each symmetrically equivalent set. Hence, 1 n*=~n, m*=
 
 1 1 + ~-(m-
 
 1
 
 1)=~(m
 
 +
 
 (20)
 
 1)
 
 and consequently: (21)
 
 , , 1 1 n - m = Zx(n -- m) - -~-= 0
 
 Table 4. m
 
 Formula
 
 Numbersof Polyenoids
 
 D3h
 
 C3h
 
 D2h/Dooh*
 
 C2h
 
 C2v w
 
 1
 
 C2H 4
 
 --
 
 --
 
 1
 
 w
 
 2
 
 C3H 5
 
 --
 
 --
 
 0
 
 w
 
 3
 
 C4H 6
 
 1
 
 D
 
 0
 
 1
 
 Total 1
 
 1
 
 1
 
 1
 
 3
 
 4
 
 CsH 7
 
 0
 
 --
 
 0
 
 0
 
 2
 
 4
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 Note: *D.h only for m = 1.
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 The same relation, viz. n* - m* = 0, is altogether found in the cases D=h, D2h, C2h, and C2v(b). Consider a free polyenoid P. It is clear that P is counted n* times among the Am atom-rooted polyenoids and m* times among the B m bond-rooted polyenoids. Therefore A m - B n catches up every free polyenoid of the symmetry types D3h, C3h, C2v(a), and C s exactly once, while those of O.oh, D2h, C2h, and C2v(b) are missed. Notice that the number of C2h and C2v(b) systems with a given m is the same. In conclusion, when passing to the language of generating functions, one obtains for the total number of nonisomorphic free polyenoids: l(x) = A ( x ) - B(x) + D(x) + 2C(x)
 
 (22)
 
 This function was worked out in terms of U(x) by means of Eqs. 13-16, and finally in the explicit form as given in Chart 6.
 
 Numerical Values In Table 4 the total numbers of nonisomorphic polyenoids are listed. The distributions into symmetry groups are included, but a column for the Cs symmetry was omitted for the sake of brevity. These missing numbers are easily retrieved by subtractions from the totals.
 
 VI.
 
 NONOVERLAPPING POLYENOIDS: COMPUTER PROGRAMMING
 
 The prospects to synthesize polyenes which correspond to the overlapping polyenoids are bad because of severe steric hindrances. Therefore it is obviously of chemical interest to sort out the nonoverlapping polyenoids. These systems are exactly those which were considered by Kirby [55]. However, the steric hindrances are still not eliminated completely when the hydrogen atoms are taken into account. For the numbers of nonoverlapping polyenoids, no mathematical solution is available and is not likely to be found. Therefore we resorted to computer programming, like Kirby [55], in order to produce these numbers, but using quite different methods which allowed an extension of his data. The results up to m = 14, which were achieved, are collected in Table 5. In this table again (as in Table 4), the numbers pertaining to C s symmetry are suppressed. All the polyenoids depicted in Figure 9 are nonoverlapping. The nonoverlapping polyenoids were simulated by a certain class of benzenoids via their dualists because of the large experience which has been accumulated on computerized enumerations of benzenoids or polyhexes [10,46,48,50,65-67]. In the present computations, the very useful DAST (dualist angle-restricted spanning tree) code [50,67] was employed. The symmetries of the generated systems were recognized by means of an algorithm, of which the principles are described elsewhere [66].
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 Notes: *D.a~only for m = 1. aKirby (1992) [55]; the smallest numbers were of course known before this publication.
 
 VII. OVERLAPPING POLYENOIDS: COMBINATORIAL CONSTRUCTIONS
 
 The numbers of overlapping polyenoids up to m = 14 are now available on subtracting the numbers of Table 5 from the corresponding numbers of Table 4. The results are shown in Table 6. Thus it is seen, for instance, that the smallest overlapping polyenoid occurs at m = 6. The form of this C2v(a) system is depicted in Fig. 10, together with the forms of the five overlapping polyenoids at m = 7. Also the number of these systems and their symmetries are consistent with the data of Table 6. The first of these m = 7 systems (from the left in Figure 10) belongs to C2v(b); the last one to C2v(a). Table 6 has no entries for the symmetry groups O3h and C3h. Overlapping polyenoids of these symmetries do exist, however, but the smallest of them occur just beyond the range of the listing. In Figure 11 these m = 15 systems are shown. In Figures 9-11, the forms of the smallest systems of certain categories are displayed. They were generated just by systematic drawings and demonstrate the method of combinatorial constructions in its simplest form. A systematic approach according to this method, supported by graph-theoretical proofs, has been developed and applied to helicenes [68-69]. This approach can straightforwardly be adapted for the present purpose. The following definition is analogous to the definition of irreducible helicenes [68]. An overlapping polyenoid is irreducible if no smaller overlapping polyenoid can be produced from it by deleting one edge; otherwise it is reducible.
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 Table 6. Numbers of Overlapping Polyenoids m
 
 Formula
 
 6 7 8 9 10 11 12 13 14
 
 D2h
 
 C7H 9
 
 --
 
 CsHIo
 
 --
 
 C9Hll
 
 --
 
 CIoHI2 CllH13
 
 -~
 
 C12H14
 
 ~
 
 Cl3Hl5
 
 ~ 2 0
 
 C 14H 16
 
 ClsHl7
 
 C2h
 
 C2v
 
 Cs
 
 Total
 
 ---~ -3 0 21 0
 
 1 2 4 10 15 44 56 177 212
 
 -3 20 99 450 1896 7771 30895 121144
 
 1 5 24 109 465 1943 7872 31095 121356
 
 It is clear that an irreducible overlapping polyenoid must be unbranched and possess exactly one pair of overlapping vertices. The system is associated with a cycle which is broken, but would be restored if the two overlapping vertices coalesce. All reducible overlapping polyenoids can clearly be generated by adding edges to the irreducible polyenoids. The smallest irreducible overlapping polyenoid is the m = 6 system found in Figure 10. Denote it by 0 6. The five overlapping polyenoids with m = 7 (see Figure 7) are all reducible and generated by adding one edge at a time in different positions to 0 6. Symmetry must be taken into account in order to avoid isomorphic systems. In the following, we shall demonstrate the systematic generation of the m = 8 overlapping polyenoids according to the method of combinatorial constructions. The next smallest irreducible overlapping polyenoids are three nonisomorphic systems with m = 10. Therefore the m = 8 overlapping polyenoids are additions of edges to 0 6 only; more specifically, they are obtained by adding one edge at a time
 
 C) m=7
 
 m=6
 
 -C)
 
 Figure 10. All nonisomorphic overlapping polyenoids with m < 7.
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 ( _
 
 v
 
 . .
 
 %h
 
 %h
 
 Figure 11. The smallest trigonal overlapping polyenoids; symmetries D3h (one system) and C3h (two systems).
 
 to the five overlapping polyenoids with m = 7. Denote by 07 the coiled polyenoid with m = 7 (found among the forms in Figure 10), and by 08 the coiled polyenoid with m = 8 (see Figure 8). Case 1. Addition of two edges to 06 SO that 07 is not formed as a subgraph (or fragment). In Figure 12 (top row) one edge added to 06 is supposed to be fixed, while the possibilities for adding the second edge are indicated by numerals. Precaution was taken so as to avoid isomorphic systems, taking symmetry into account. The sum of the numerals, viz. 19, indicates the number of nonisomorphic systems under Case 1. Case 2. Addition of one edge to 07 so that 08 is not formed. The 4 possibilities are mapped in the bottom part of Fig. 12. Case 3. The system 08.
 
 1 1
 
 :
 
 1
 
 2
 
 2\ 1
 
 1
 
 Figure 12. Systematic generation of the overlapping polyenoids under Case 1 (top row) and Case 2 (bottom drawing); see the text.
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 In conclusion, there are found to be 24 overlapping polyenoids with m = 8, in perfect agreement with the appropriate entry in Table 6. Also the prediction of four C2v systems with m = 8 is verified: three of them are found under Case 1, in addition to 08 (Case 3). The method of combinatorial constructions was also used to generate the 10C2v + 9 9 C s = 109 overlapping polyenoids with m = 9, again in agreement with Table 6. For the sake of brevity, we omit the details.
 
 VIII.
 
 CONCLUSION
 
 This chapter deals with enumerations of chemical graphs or systems, reflecting the traditional enumerations of isomers and conformers in chemistry. A particular interest of this topic for structural chemists is exemplified by a comprehensive survey of alkane isomer/conformer enumerations, including new developments for the staggered conformers. Challenging unsolved problems in this area are pointed out.
 
 Several methods of enumeration, specified as (1), (2) and (3) in the Introduction, are treated in detail. All of them are demonstrated in the application to polyenoids, which correspond to conjugated polyenes. An algebraic treatment involving generating functions is characterized as elementary for the unbranched polyenoids and more advanced for the polyenoids in total (unbranched + branched). Results for the numbers of nonoverlapping polyenoids from computer programming are reported. Next, the numbers of overlapping polyenoids are determined by taking differences between the totals from the deduced generating functions, and the computer-generated numbers for nonoverlapping systems. In this way, relatively small numbers emerge as differences between larger numbers, e.g. 82 - 77 = 5,228 - 204 = 24. Some of these smaller numbers are verified by the method of combinatorial constructions. This positive test of internal consistency between numbers from the algebraic solution, computerized enumeration, and a paper-and-pencil method (combinatorial constructions) increase our confidence in the correctness of the present analyses.
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 Advances in Molecular Structure Research Edited by M a g d o l n a Hargittai, Structural Chemistry
 
 Research Group, Hungarian Academy of Sciences, Budapest, Hungary and Istvdn Hargittai, Institute of General and Analytical Chemistry, Budapest Technical University, Budapest, Hungary "Progress in molecular structure research reflects progress in chemistry in many ways. Much of it is thus blended inseparably with the rest of chemistry. It appears to be prudent, however, to review the frontiers of this field from time to time. This may help the structural chemist to delineate the main thrusts of advances in this area of research. What is even more important though, these efforts may assist the rest of the chemists to leam about new possibilities in structural research. This series will be reporting progress in structural studies, both methodological and interpretational. We are aiming at making it a "user-oriented" series. Structural chemists of excellence will be critically evaluating a field or direction including their own achievements, and charting expected developments."
 
 m From the Preface Volume 1, 1995, 352 pp. ISBN 1-55938-799-8
 
 $97.50
 
 CONTENTS: Introduction to the Series: An Editor's Foreword, Albert Padwa. Preface, Magdolna Hargittai and Istvan HargittaL Measuring Symmetry in Structural Chemistry, Hagit Zabrodsky and David Anvir. Some Perspectives in Molecular Structure Research: An Introduction, Istvan Hargattai and Magdolna HargattaL Accurate Molecular Structure from Microwave Rotational Spectroscopy, Hans Dieter Rudolph. GasPhase NMR Studies of Conformational Processes, Nancy S. True and Cristina Suarez. Fourier Transform Spectroscopy of Radicals, Henry W. Rohrs, Gregory J. Frost, G. Barney Ellison, Erik C. Richard, and Veronica Vaida. The Interplay between X-Ray Crystallography and AB Initio Calculations, Roland Boese, Thomas Haumann and Peter Stellberg. Computational and Spectroscopic Studies on Hydrated Molecules, Alfred H. Lowrey and Robert W. Williams. Experimental Electron Densities of Molecular Crystals and Calculation of Electrostatic Properties from High Resolution X-Ray Diffraction, Claude Lecomte. Order in Space: Packing of Atoms and Molecules, Laura E. Depero.
 
 Advances in Strain in Organic Chemistry Edited by Brian Halton, Department of Chemistry, Victoria University, Wellington, New Zealand Advances in Strain in Organic Chemistry provides timely essays on the many facets of strained organic molecules. These contributions from experts in the area provide insights not only for the practicing organic chemist but also for the student at the senior undergraduate and graduate level.
 
 Volume 1, 1991,283 pp. ISBN 1-55938-180-9
 
 $97.50
 
 CONTENTS: Introduction to the Series: An Editor's Foreword, Albert Padwa. Preface. Strain in Organic Chemistry: A Perspective, Brian Halton. Gem-Dihalocyclopropanes in Chemical Synthesis, Martin G. Banwell and Monica E. Reum. 1Halo- and 1,2-Dihalocyclopropenes: Useful Synthetic Intermediates, Mark S. Baird. Cyclization and Cycloaddition Reactions of Cycloprop~nes, Albert Padwa and Glen E. Fryxell. New Synthetic Pathways From Cyclobutanones, Edward LeeRuff. Cyclic Alkynes, Enynes and Dienynes: A Synthetic Challenge, Herbert Meier. Index. Volume 2, 1992, 267 pp. ISBN 1-55938-318-6
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 CONTENTS: Preface. Bridgehead Olefins and Small-Ring Propellanes, Gunter Szeimies. Photoelectron Spectra of Some Strained Hydrocarbons, Rolf Gleiter and Jens SpangetLarsen. Strained Polycyclic Systems: Effect of Strain on the Chemical Behavior of Cage Compounds, Binne Zwanenburg and Antonius J. H. Klunder. Intramolecular Cycloadditions of Ketenes and Keteniminium Salts with Alkenes, Barry B. Snider. Structural Studies of Strained Molecules, Roland Boese. Index. Volume 3, 1993, 282 pp. ISBN 1-55938-450-3
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 REVIEW: "This is an outstanding volume. Area experts have been enticed to write reviews which not only inform but also inspire. Dolbier's chapter focuses on the thermal rearrangements of floudnated cyclopropanes with side by side comparisons to the hydrocarbon analogues to provide important insights into the reactions of both. Kabe and Ando contribute a very detailed chapter on small-ring organo-silicon, germanium, and tin compounds with 269 references. Toda provides an excellent overview of highly unsaturated four-membered ring systems, like dimethylenecyclobutene with proper attribution to the pioneering efforts of Huntsman. And who better
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 to summarize the work on small and strained cyclophanes but Bickelhaupt and de Wolf? Finally, Luef and Keese's chapter on small fenestranes provides important analyses of approaches to planar carbon. Halton is to be congratulated for his selection of topics and authors in this volume. It is an excellent addition to one's library." Joseph J. Gajewski, Indiana University CONTENTS: Preface, Brian Halton. Thermal Rearrangements of Fluorine-Containing Cyclopropanes, William R. Dolbier. Small-Ring Organo-Silicon, Germanium and Tin Compounds, Wataru Ando. Dimethyleneclyclobutene, Benzocyclobutadiene, Benzodicyclobutadiene and Their Related Compounds, Fumio Toda. Planarizing Distortions in Carbon Compounds, Wolfgang Leuf and Reinhart Kesse. Small and Strained Cyclophanes, E. Bickelhaupt and V. deWolf. Index. Volume 4, 1995, 350 pp. ISBN 1-55938-832-3
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 CONTENTS: Preface, Brian Halton. Matrix-Isolation of Strained Three-Membered Ring Systems, Wolfram Sander and Andreas Kirschfield. Synthetic Utility of Cyclobutanones, Harold W. Moore and Benjamin R. Xerxa. Electrophilic Additions to Bicyclo [1.1.0] butanes, Manfred Christi. From Spiropentanes to Linear and Angular Oligo- and Polytriangulanes, Armin de Meijere and Sergei Kozhushkov. [N]Staffanes, Piotr Kaszynski and Josef Michl. Index. Volume 5, In preparation, Spring 1996 ISBN 0-7623-0075-2
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 CONTENTS: Preface, Brian Halton. Cyclopropene-Vinylcarbene Isomerization and Some Applications in Synthesis, John Warkentin and John McK. R. Wollard. Preparation and Subsequent Reaction Reactions of Halo- and Alkoxyhalocyclopropanes, Leiv K. Sydnes and Einar Bakstad. The Phenylenes: Synthesis, Properties and Reactivity, K.Peter C. Vollhardt and Debra L. Mohler. Cyclobutadienes and Azacyclobutadienes in the Synthesis of Valence Isomers of Six-Membered Aromatic and Heteroaromatic Compounds, Manfred Regitz, Heinrich Heydt and Uwe Bergstr~sser. Supplement: Stability Data of Cyclopropenes, John McK. R. Wollard.
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 Advances in Theoretically Interesting Molecules Edited by Randolph P. Thummel, Department of Chemistry, University of Houston Volume 1, 1989, 467 pp. ISBN 0-89232-869-X
 
 $97.50
 
 CONTENTS: Introduction to the Series: An Editor's Foreword, Albert Padwa. Preface, Randolph P. Thummel. Isobenzofurans, Bruce Rickbom. Dihydropyrenes: Bridged [14] Annulenes Par Excellence. A Comparison with Other Bridged Annulenes, Richard H. Mitchell[I.m.n.] Hericenes and Related Exocyclic Polyenes, Pierre Vogel The Chemistry of Pentacyclo [5.4.0.02 '6 .0,310 .05 '9 ] Undecane (PCUD) and Related Systems, Alan P. Marchand. Cyclic Cumulenes, Richard P. Johnson. Author Index. Subject Index. Volume 2, 1992, 223 pp. ISBN 0-89232-953-X
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 Volume 2 in this series continues in the vein established by the first volume. The contributors are distinguished organic chemists whose work helps bridge the gap between theory and experiment. Leo Paquette has been intrigued for nearly two decades by the dynamics of cyclooctatetraene (COT) ring inversion. Using elegantly designed synthetic techniques, he has substituted COT in such a way as to force it to reveal these dynamics quite clearly. The reader who studies this story carefully will find himself rewarded by a veritable banquet of truly classic physical organic chemistry. Ken Shea is the world's foremost leader in the battle to shatter Bredt's Rule. Dealing with bridgehead olefins, which exist at the limit of what structural theory will allow, helps to shed light on structure-activity relationships for this most fundamental functional group. His chapter is an attempt to quantify and organize the data available in this field and relate these data to molecular mechanics approximations and chemical reactivity. Bill Hemdon attacks the notion that planarity is a strict requirement for the so-called phenomenon of aromaticity. He tackles the problem from a graph-theoretical point of view and offers bright prospects for the eventual characterization of highly nonplanar condensed aromatic systems. Ron Warrener has extended the benzene valence-isomer concept to heterocyclic systems, most notably furan. The synthetic protocols that he has developed for the preparation of these elusive molecules have led to an intriguing and general application of acetylene stacking and transfer technology to the preparation of unsaturated cyclic compounds.
 
 From the Preface
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 Advances in Molecular Modeling Edited by Dennis Liotta, Department of Chemistry, Emory University "... as a result of the revolution in computer technology, both the hardware and the software required to do many types of molecular modeling have become readily accessible to most experimental chemists. Because the field of molecular modeling is so diverse and is evolving so rapidly, we felt from the outset that it would be impossible to deal adequately with all its different facets in a single volume. Thus, we opted for a continuing series containing articles which are of a fundamental nature and emphasize the interplay between computational and experimental results."
 
 From the Preface to Volume 1
 
 REVIEWS: 'q'he first volume of Advances in Molecular Modeling bodes well for an exciting and provocative series in the
 
 future."
 
 - - Journal of the American Chemical Society " . . . . provide a useful overview of several important aspects of molecular modeling. Their didiactic approach would make them particularly valuable for readings in a molecular moiling course."
 
 Journal of the American Chemical Society Volume 1, 1988, 213 pp. ISBN 0-89232-871-1
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 CONTENTS: Introduction to the Series: An Editor's Foreword, Albert Padwa. Preface, Dennis Liotta. Theoretical Interpretations of Chemical Reactivity, Gi//es K/opman and Orest T. Macina. Theory and Experiment in the Analysis of Reaction Mechanisms, Barry K. Carpenter. Barriers to Rotation Adjacent to Double Bonds, Kenneth B. Wiberg. Proximity Effects
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 CONTENTS: Preface, Dennis Liotta. The Molecular Orbital Modeling of Free Radical and Diels-Alder Reactions, J.J. Dannenberg. MMX, an Enhanced Version of MM2, Joseph J. Gajewski, Kevin E. Gilbert and John McKelvey. Empirical Derivation of Molecular Mechanics Parameter Sets: Application to Lactams, Kathleen A. Durkin, Michael J. Sherrod and Dennis Liotta. Application of Molecluar Mechanics to the Study of Drug-Membrane Interactions: The Role of Molecular Conformation in the Passive Membrane Permeability of Zidovudine (AZT), George R. Painter, John P. Shockcor and C. Webster Andrews. Volume 3, 1995, 224 pp. ISBN 1-55938-326-7
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 'qhe field of molecular modeling continues to evolve rapidly and to grow in its diversity. Consistent with this growth, Volume Three of this series presents a potpourri of articles dealing with several different aspects of this field. Some of the studies report on the use of modeling techniques to gain insight into the origins of enantioselectivity and diastereoselectivity in a number of important chemical reactions. Others deal with modeling methodology and the problems associated with obtaining accurate structural information about a ubiquitous class of compounds, carbohydrates. Finally, the creative merging of experimental and theoretical methods demonstrates the power modeling techniques for elucidating accurate, three dimensional models of important biomacromolecules, such as the polymerase domain of HIV reverse transcriptase. Although vastly different in scope, each of these studies shares a common theoretical foundation and each has the simple goal of providing insight which is complementary to that which can be obtained from experimental methods. I hope the reader will find all of these contributions to be interesting, informative and thought-provoking." m From the Preface CONTENTS: Preface, Dennis Liotta. Origins of the Enantioselectivity Observed in Oxazaborolidine-Catalyzed Reductions of Ketones, Dennis C. Liotta and Deborah K. Jones. Semi-Empirical Molecular Orbital Methods, D. Quentin McDonald. Construction of a Three-Dimensional Model of the Polymerase Domain of HIV Type 1 Reverse Transcriptase, George R. Painter, C. Webster Andrews, David W. Barry and Phillip A. Furman. Episulfonium Ions May Not Be the Stereodeterminants in Glycosylations of 2-Thioalkyl Pryrnosides, Deborah Jones and Dennis Liotta. Stereospecific Synthesis of 1B-Methylcarbapenem Intermediates: Understanding the Selectivity Observed, Deborah K. Jones and Dennis Liotta. Molecular Modeling of Carbohydrates, Ross Boswell, Edward E. Coxon and James M. Coxon. The Molecular Modeling Potential Energy Surface, D. Ross Boswell, Edward E. Coxon and James M. Coxon. Index.
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