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 Introduction to Second Edition
 
 Today, even more than when the first edition of this book was written, the use of microcontrollers has expanded to an almost unbelievable level. A typical car has 15 microcontrollers. A modern home can have more than 50 microcontrollers controlling everything from the thermostat, to the furnace, to the microwave. Microcontrollers are everywhere! In the mean time, many new chips have been placed on the market as well. Also, there have been significant modifications to our programming languages. The standard C language is now called C99 rather than C89. There have been several changes in the language, but most of these changes will not be available to us for some time. Many of the modifica tions to the language will be of little use to programs for embedded systems. For example, complex arithmetic has been added to the lan guage. It is rare that we use even floating-point arithmetic, and I have never seen an application for an embedded system where complex arith metic was needed. However, other additions allow improved optimization processes, such as the restrict keyword and the static keyword used to modify the index of an array. Other changes have less impact on the generation of code, such as the // opening to a single line comment. Also, today you will have no implicit int return from a function. All in all, expect the new versions of C compilers to be significant improvements over the older versions. Also, expect that the new compilers will not break older code. The features of the new standard should begin showing up in any new version of the compilers that you use. The C++ standard committee has completed its work on the first language standard for C++. There is much clamor about the use of C++ for embedded systems. C++ as it stands is an excellent language, but it is aimed primarily at large system programs, not the small programs that we will be developing into the future. C still remains the grand champion at giving us embedded programmers the detailed control over the computer that we need and that other computer languages seem to overlook. The first six chapters of the book have been revised and any errors that were found were corrected. Every chapter has been altered, but not so much that you would not recognize it. Chapter 7 has been added. In that chapter, a relatively complex program is developed to run on the M68HC912B32. The development system was based on this chip and it had no significant RAM to hold the code during development. Therefore, all of the code was completely designed, coded, and tested on a DOS vii
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 based system. Extensive tests were completed to make certain that there were no hidden bugs. The modules were small and easy to test. Each module was tested with a program written to exercise all parts of the module. When the several modules were integrated into a single program, the program worked in the DOS-based system. All changes needed to convert this program were implemented under the control of conditional compiler commands. When the program was converted to the M68HC12 version and compiled, it loaded correctly and ran. Chapter 8 introduces a new chip for Motorola, the MMC2001. This chip is a RISC chip. Many of the good things to be said of RISC configurations are absolutely true. This chip is very fast. Each of its instructions requires only one word, 32 bits, of memory. Almost all instructions execute in a single clock cycle. The chip that I used here ran at 32 mHz, and you could not feel any temperature rise on the chip. It is from a great family of chips that should become a future standard. The first edition of this book had several appendices. These were needed to show general background material that the reader should not be expected to know. Also, quite a few specialized header files used to interconnect the program to the peripheral components on the microcontroller were included. Also, with the first edition, there was a card with which the reader could order two diskettes that contained all of the source code in the book, demonstration compilers that would compile the source code, and other useful information. All of these things have been included on the CD-ROM that comes with this edition. Additionally, you will find PDF versions of all appropriate Motorola data manuals and reference manuals for all of the chips discussed in the book. Also included are copies of all header files used with the programs, and some more that will probably be useful to you.
 
 Introduction to First Edition
 
 Early detractors of the C language often said that C was little more than an over-grown assembler. Those early disparaging remarks were to some extent true and also prophetic. C is indeed a high level language and retains much of the contact with the underlying computer hardware that is usually lost with a high level language. It is this computer relevance that makes people say that C is a transform of an assembler, but this computer relevance also makes C the ideal high level language vehicle to deal with microcontrollers. With C we have all of the advantages of an easily understood language, a widely standardized language, a language where programmers are readily available, a language where any trained program mer can understand the work of another, and a language that is very productive. The main purpose of this book is to explore the use of C as a programming tool for microcontrollers. We assume that you are familiar with the basic concepts of programming. A background in C is not necessary, but some experience with a programming language is required. I have been teaching C programming for microcontrollers for several years, and have found that my students are usually excellent programmers with many years of experience programming microcontrollers in assembly language. Most have little need or interest in learning a new language. I have never had a class yet where I was able to jump into programming microcontrollers without providing substantial background in the C lan guage. In many instances, students believe that a high-level language like C and microcontrollers are incompatible. This forces me, unfortunately, to turn part of my class into a sales presentation to convince some students that microcontrollers and C have a future together. I am usually able to show that the benefits gained from using C far outweigh the costs attrib uted to its use. The first two chapters are included for those who are unfamiliar with C. If you are already familiar with C, feel free to skip ahead to Chapter 3. C is a very powerful high level language that allows the programmer access to the inner workings of the computer. Access to computer details, memory maps, register bits, and so forth, are not usually available with high level languages. These features are hidden deliberately from the programmer to make the languages universal and portable between ma chines. The authors of C decided that it is desirable to have access to the heart of the machine because it was intended to use C to write operating systems. An operating system must be master of all aspects of the machine ix
 
 x
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 it is controlling. Therefore, no aspect of the machine could be hidden from the programmer. Features like bit manipulation, bit field manipulation, direct memory addressing, and the ability to manipulate function ad dresses as pointers have been included in C. All of these features are used in programming microcontrollers. In fact, C is probably the only popular high level language that can be conveniently used for a microcontroller. Every effort has been made to present the C aspects of programming these machines clearly. Example programs and listings along with their compiled results are presented whenever needed. If there are problems hidden in the C code, these problems are explored and alternate methods of writing the code are shown. General rules that will result in more compact code or quicker execution of the code are developed. Example programs that demonstrate the basis for these rules will be shown. C is a rich and powerful language. Beyond the normal high level language capability, C makes extensive use of pointers and address indi rection that is usually available only with assembly language. C also provides you with a complete set of bit operations, including bit manipula tions and bit fields in addition to logical bit operations. In C, the program mer knows much about the memory map which is often under program mer control. A C programmer can readily write a byte to a control register of a peripheral component to the computer. These assembly language-like features of the C language serve to make C the high level language of choice for the microcontroller programmer. As a language, C has suffered many well-intended upgrades and changes. It was written early in the 1970s by Dennis Ritchie of Bell Laboratories. As originally written, C was a “free wheeling” language with few constraints on the programmer. It was assumed that any pro grammer using the language would be competent, so there was little need for the controls and hand-holding done by popular compilers of the day. Therefore, C was a typed language but it was not strongly typed. All function returns were assumed to be integer unless otherwise specified. Function arguments were typed, but these types were never checked for validity when the functions were called. The programmer could specify an integer argument and then pass a floating point number as the argument. These kinds of errors are made easily by the best programmer, and they are usually very difficult to find when debugging the program. Another set of problems with the language was the library functions that always accompanied a compiler. No standard library was specified. C does not have built-in input/output capability. Therefore, the basic C standard contained the specifications for a set of functions needed to provide sensible input/output to the language. A few other features such as a math library, a string handling library, and so forth started out with the
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 xi
 
 language. But these and other features were included along with other enhancements in a helter-skelter manner in different compilers as new compiler versions were created. In 1983, an ANSI Committee (The X3J11 ANSI C Standards Com mittee) was convened to standardize the C language. The key results of the work of this committee has been to create a strongly typed language with a clear standard library. One of the constraints that the ANSI committee placed upon itself was that the existing base of C code must compile error free with an ANSI C compiler. Therefore, all of the ANSI dictated typing requirements are optional under an ANSI C compiler. In this text, it is always assumed that an ANSI compliant compiler will be used, and the ANSI C form will be used throughout. C compilers for microcontrollers—especially the small devices— must compromise some of the features of a compiler for a large computer. The small machines have limited resources that are required to implement some of the code generated by a compiler for a large computer. When the computer is large, the compiler writer need not worry about such problems as limited stack space or a small register set. But when the computer is small, these limitations will often force the compiler writer to take extraor dinary steps just to be able to have a compiler. In this book, we will discuss the C programming language, not an abbreviated version that you might expect to use with some of the smaller microcontrollers. In the range of all microcontrollers, you will find components with limited register sets, memory, and other computer necessary peripherals. You will also find computers with many megabytes of memory space, and all of the other important computer features usually found only on a large computer. Therefore, we will discuss the language C for the large computer, and when language features must be abbreviated because of computer limita tions, these points will be brought out. All of the programs found in this book have been compiled and tested. Usually source code that has been compiled has been copied directly from computer disks into the text so that there should be few errors caused by hand copying of the programs into the text. The compilers used to test these programs are available from Byte Craft Ltd. of Hamilton, Ontario, Canada (for the MC68HC05) and Intermetrics of Cambridge, Massachu setts (for the MC68HC11 and MC68HC16). If you wish to develop serious programs for any of these microcontrollers, you should purchase the appropriate compiler from the supplier. How does one partition a book on C programming for microcontrollers? First, the text must contain a good background on the C language. Second, it is necessary to include a rather extensive background on some microcontrollers. Finally, C must be used to demonstrate the creation of code for the specified microcontrollers. This approach is used here. The C
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 background is complete. The background on the chosen microcontrollers is presented briefly, as this book is not intended to be a text on microcontrollers. Therefore, the chapters that cover specific microcontrollers are to the point. The references found in each chapter contain texts and data books that will cover the various microcontrollers discussed. This book grew out of my teaching activities, so chapters include several exercises suitable for classroom as well as individual use. The only way to learn programming is to program, and the exercises are designed to let you put the material in each chapter to use in typical microcontroller program ming situations. Chapters 1 and 2 contain a background on ANSI C. Data in these chapters is basic to all C programs. There is no specific coverage for microcontroller programming. Chapter 3 contains a brief background on microcontrollers, and it also contains general programming guidelines that should be used when writing code for microcontrollers. Chapter 4 is devoted to writing programs for the MC68HC05 family. In this chapter, the use of microcontroller specific header files is intro duced. These header files are written for a specific part, and must be included in any program for the part. In Chapter 5 you will find techniques for programming the MC68HC11 family of parts. Several of the peripherals on these parts are examined, and code to access these peripherals is written. More complex microcontrollers are found in the MC68HC16 and the MC68300 families. Programming the MC68HC16 is discussed in Chapter 6. This part contains an internal bus with several peripherals placed on this bus. Access to these peripherals is through memory mapped registers and how these peripherals are accessed will be found in Chapter 6. There are several appendices. Appendix A contains several header files that are useful in programming MC68HC05 programs. Appendix B contains some code that demonstrates the power of the types defined by structures, and how these types can be made into very convenient new types by the typedef keyword. One of the advantages of a high level language is that it isolates the programmer from the details of the computer being programmed. There are both plusses and minuses to this idea. First, as a programmer, you do not need to know details of the register map and the programmers model of the computer being programmed because the language takes care of these details for you. On the other hand, microcontrollers all have periph erals and other components that must be accessed by the program. The programmer must be able to write C code that will set and reset bits and flags in control registers for these parts. It would be desirable to write this book with no detailed discussion of the insides of the microcontrollers you
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 xiii
 
 will be programming; however, I could not do it. I needed a careful discussion of the ways peripheral components are used. Appendix C and Appendix E contain detailed descriptions of the MC68HC11 and the MC68HC16 family parts respectively. I am particularly indebted to Motorola Semiconductor Products, Inc. for the contents of Appendix E. This Appendix is a very slightly modified version of the Appendix D found in the MC68HC16Z1 users manual. Appendix C contains a header file for the MC68HC11Ex series, and Appendix F contains several header files needed to program the MC68HC16 components. This book has taken entirely too much time to write. As the author, it is my fault, and I have been a burden to those around me while I have labored on this task. The basis for the text comes from about three years of teaching classes on programming microcontrollers in C. This class has been taught as a three or four day course, mainly to Motorola customers. I am amazed that it is possible to learn from every class that I teach. During the time I have been writing, I have learned object oriented programming and the C++ language, and I have also taught classes on this subject. It is difficult to move from one language to another, especially languages with similar roots like C and C++, and not get them mixed up. I am comfort able that this book is on C without C++ spilling into the material. I have received much help in writing this book. My dear wife, who understands nothing about computers, has read most of the book and made comments about the contents. If this text is more readable than usual, it is her contribution. Any problems that you find are my responsibility entirely. Motorola has provided me much time and support that I appreciate. Most of the photographs found in the book are from Motorola files. My manager, Neil Krohn, has encouraged me at every phase in the preparation of this manuscript. Neil and Motorola deserve my heartfelt thanks.
 
 [This is a blank page.]
 
 What’s on the CD-ROM?
 
 Programs The programs on this CD-ROM will help you learn how to program small embedded control systems. The directory named Programs contains all of the programs from the book. Programs from each chapter are grouped together in directories named Chapter1, Chapter2, etc., where the number corresponds to the book chapter in which the code is found. The subdirectory Header~1, or Header Files, contains a series of directories that contain the specific header files needed to connect your compiled code to the peripherals found on the indicated chips. These header files have been used extensively, but you will probably still find an occasional bug in them. If you do find a bug, please notify me at the email address below. There are demonstration compilers for the M6805, the M68HC11, and the M68HC16 families of chips. The Byte Craft Limited compiler is placed in directory C6805. Instructions for use of this compiler can be obtained by merely typing \c6805\c6805 with no arguments and the instruction sheet will appear. The two Intermetrics demonstration compilers are placed in HC11DEMO and HC16DEMO respectively. When using one of these compilers, the directory name should be placed in the system path. Only one of the demo directories should be in the path at a time because the two compilers both use the same function names. Confusion will reign if both directories are in the path at the same time. In the Software directory, you will find files named HC16BOOK.TXT and HC11BOOK.TXT. These files are transcriptions of the books normally shipped with the Demo Kit packages from Intermetrics. There is no convenient means to copy the several figures found in these books into these ASCII files. Therefore, the files are complete with the exception of the figures. The text describes the contents of the figures. I am sorry for any inconvenience caused by these necessary omissions. Also, the contents of these books contain discus sions of how you should install the various programs contained in the Demo Kits. These compilers are already installed on the CD-ROM, but the basic programs from which they are installed are found in the directo ries HC16 and HC11. You can reinstall these demonstration compilers from the programs in these directories if you wish. xv
 
 xvi
 
 What's on the CD-ROM?
 
 Intermetrics no longer supports the compilers found on the CD-ROM. If you wish continued support with these compilers, you should contact COSMIC Software at Cosmic Software 400 W. Cummings Park STE6000 Woburn, MA 01801-6512 781 932 2556 x 15
 
 Motorola Reference Manuals and Data Manuals The CD-ROM contains full copies of several Motorola M68HC11 reference manuals and data manuals, along with similar information for the M68HC05, M68HC08, M68HC12, M68HC16, and M683XX family of chips, and the MCORE family. These reference materials have been provided with the permission of Motorola and are there for your use.
 
 eBook Also included on the CD-ROM is a full, searchable eBook version of the text in Adobe pdf format. In addition, there are sample chapters of other electronics engineering references available in both eBook and print versions from LLH Technology Publishing. Good luck on your venture into C. Ted Van Sickle e-mail: [email protected] http://www.a-sync.com/
 
 Chapter 1
 
 Introduction to C
 
 Programming is a contact sport. Programming theory is interest ing, but you must sit at a keyboard and write code to become a programmer. The aim of this introductory section is to give you a brief glimpse of C so that you can quickly write simple programs. Later sections will revisit many of the concepts outlined here and provide a more in-depth look at what you are doing. For now, let’s start writing code.
 
 Some Simple Programs C is a function based language. You will see that C uses far more functions than other procedural languages. In fact, any C program it self is merely a function. This function has a name declared by the language. In C, parameters are passed to functions as arguments. A function consists of a name followed by parentheses enclosing argu ments, or perhaps an empty pair of parentheses if the function requires no arguments. If there are several arguments to be passed, the argu ments are separated by commas. The mandatory program function name in C is main. Every C pro gram must have a function named main, and this function is the one executed when the program is run. Examine the following program: #include <stdio.h>
 
 int main(void)
 
 {
 
 printf(“Microcontrollers run the world!\n”);
 
 return 0;
 
 } 
 
 1
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 This program contains all of the elements of a C program. Note first that C is a “free form” language. Spaces, carriage returns, tabs, and so forth are for the programmer’s convenience and are ignored by the compiler. The first line of the program #include <stdio.h>
 
 is called a preprocessor command. Preprocessor commands are iden tified by the # at the beginning of the line. In this case, #include tells the preprocessor to open the file stdio.h and read it into the program to be compiled with the remainder of the program. The file name is surrounded by angle brackets < >. These delimiters tell the compiler to search for the file in a region designated by the operating system as SET INCLUDE. Had the file name been delimited by double quotes, “ “, the operating system would have searched only the default directory for the file. The default directory is, of course, the directory from which you are operating. The next line of the program is a definition for a function named main. In ANSI C, as opposed to classic C, each function definition must inform the compiler of the return type from the function, and the type of the function’s arguments. In this case, the function main has to return an integer and it expects no arguments. The type int preceding the function name indicates that it returns an integer and that no arguments to the function are expected. The line following the function definition contains an opening brace {. This brace designates the beginning of a block or a com pound statement. The next line of the program contains a function call to the function printf(). This function is made available to the program by the inclusion of the header file stdio.h, and it is a function that writes a message to the computer terminal screen. In this case, the message to be sent to the screen is Microcontrollers run the world!
 
 The escape character ‘\n’ at the end of the message informs the program to insert a new line at that point. The complete message including the new line escape character is enclosed in double quotes. These double quotes identify a string, and the string is the argument to the function printf(). Note that the statement beginning with printf is closed with a semicolon. In C, every statement is termi nated with a semicolon.
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 After the message is sent to the screen, there is nothing more for the program to do, so the program is terminated by executing the statement return 0;. This statement returns the value 0 back to the calling program, which is the operating system. Also, execution of the return statement will cause all open files to be closed. If there were no return statement at the end of the program, the normal pro cessing at the end of the program would close open files, but there would be no value returned to the calling program. This is an area where there is much discussion and many dissent ing viewpoints. Early C did not require that main return a value to the calling program. When the C89 standard was written, it required that main return an int. Unfortunately, many people, set in their ways, have refused to adhere to the standard nomenclature in this case and they often use void main(void) instead of the form above. Most compilers will ignore this form and allow the void main(void) function call. For some reason, this form angers many code reviewers, so you should use the correct form shown above. The program is closed by the inclusion of a closing brace, }, at the end. There could be many statements within the block following main() creating a program of any complexity. The closing brace is the terminator of a compound statement. The compound statement is the only case in C where a complete statement closure does not re quire a semicolon. Another program example is as follows: #include <stdio.h>
 
 int main (void)
 
 {
 
 int a,b,c,d;
 
 a=10;
 
 b=5;
 
 c=2;
 
 d=a*b*c;
 
 printf(“a * b * c = %d\n”, d); 
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 d=a*b+c;
 
 printf(“a * b + c = %d\n”, d);
 
 d=a+b*c;
 
 printf(“a + b * c = %d\n”, d);
 
 return 0;
 
 }
 
 Before discussing this bit of code, we need to talk about the num bers used in it. Like most high-level languages, C provides for different classes of numbers. These classes can each be variable types. One class is the integer type and a second is the floating point type. We will examine these number classes in more detail later, but for now let us concentrate on the integer types. Integer numbers usually have a numeric range of about ±2 (n-1), where n is the number of bits that contains the integer type. Integers are also called integral types. Inte gral types do not “understand” or permit fractions. Any fraction that results from a division operation will be truncated and disappear from the calculation. All variables must be declared or defined to be a specific type prior to their use in a program. The first line of code in main int a,b,c,d;
 
 declares the variables a, b, c, and d to be integer types. This par ticular statement is both a declaration and a definition statement. A definition statement causes memory to be allocated for each vari able, and a label name to be assigned each location. A declaration statement does not cause memory allocation, but rather it merely provides information as to the nature of the variable to the compiler. We will see more of definition and declaration statements later. The three assignment statements a=10;
 
 b=5;
 
 c=2;
 
 assign initial values to the variables a, b, and c. The equal sign signifies assignment. The value 10 is placed in the memory location designated as a, etc. The next statement d=a*b*c; 
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 notifies the compiler to generate code that will cause the integer stored in location a to be multiplied by the integer in b and the result of that product to be multiplied by the integer found in c. Usually, the name a, b, or c is used to designate the content of the memory location assigned to the label name. This integer result will be stored in the location identified by d. The print statement printf(“a * b * c = %d\n”, d);
 
 is similar to the same statement in the first example. In this case, however, the data string “a * b * c = %d\n”
 
 contains a printer command character %d. This character notifies the printf function that it is to take the first argument following the data string, convert it to a decimal value, and print it out to the screen. The result of this line of code will be a * b * c = 100
 
 printed on the screen.
 
 The line of code
 
 d=a*b+c;
 
 demonstrates another characteristic of the language. Each operator is assigned a precedence that determines the order in which an ex pression is evaluated. The parenthesis operators are of the highest precedence. The precedence of the * operator is higher than that of the + operator, so this expression will be evaluated as d=(a*b)+c;
 
 In other words, the product indicated by * will be executed prior to the addition indicated by the +. The expression that follows later in the code d=a+b*c;
 
 will be evaluated as d=a+(b*c);
 
 causing the result of the third calculation to differ from that of the second.
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 The result obtained when running this program is as follows. a * b * c = 100
 
 a * b + c = 52
 
 a + b * c = 20
 
 Here is another example that demonstrates a primitive looping construct: #include <stdio.h>
 
 int main(void)
 
 {
 
 int i;
 
 i=1;
 
 printf(“\ti\ti\ti\n”);
 
 printf(“\t\t Squared Cubed\n\n”);
 
 while(i= ‘A’ && c = ‘a’ && c = ‘A’ will be FALSE. Therefore, the result of the first logical and expression is known to be FALSE without evaluating the term c = ‘a’, and the term c > > 3
 
 causes the variable x to be shifted to the right by three bits prior to its use. Likewise, y 
 
 These statements can be replaced with <statement with ++j>
 
 The preincrement means that you should replace j with j+1 before you evaluate the expression. Likewise the statements <statement with j>
 
 j=j+1;
 
 can be replaced with <statement with j++>
 
 with the post increment, you should evaluate the expression and then replace j with j+1.
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 Often somebody will wonder what will happen if you have mul tiple increments, either pre or post, of a variable within a single expression. There is an easy answer for that question. Do not do it. The standard provides that between sequence points, an object shall have its value modified at most once and the prior value of the object shall be accessed only to determine its value. Interpretations of the above requirements disallow statements such as j = j++;
 
 or a[j] = j++;
 
 or m = j++ + ++j; 
 
 Assignment Operators Another shorthand that was included in C is called the assign ment operator. When you are programming, you will find that expressions such as i = i+2;
 
 or x = x and the sizeof operators will be introduced later. Operator
 
 Associativity
 
 () [] -> .
 
 left to right
 
 ! ~ ++ — + - * & (type) sizeof
 
 right to left
 
 * / %
 
 left to right
 
 +
 
 left to right
 
 -
 
 >
 
 left to right
 
 Precedence and Associativity
 
 < =>
 
 left to right
 
 == !=
 
 left to right
 
 &
 
 left to right
 
 ^
 
 left to right
 
 |
 
 left to right
 
 &&
 
 left to right
 
 ||
 
 left to right
 
 ?:
 
 right to left
 
 35
 
 = += -= *= /= %= &= ^= |= = right to left left to right
 
 ,
 
 Note the very high precedence of the parentheses and the square brackets. It is the high precedence of these operators that allows the programmer to force operations that are not in line with the normal precedence of the language. The second highest precedence is the list of unary operators. These operators are all associated from right to left.
 
 EXERCISES 1. Which of the following words are valid names for use in a C pro gram? able What_day_is_it _calloc Hurting? constant sizeof
 
 toots
 
 WindowBar
 
 8arnold
 
 value
 
 Constant
 
 continue 
 
 2. Write a program to evaluate the constant ( 1.0377x107 + 3.1822x103 ) / ( 7.221x104 + 22.1x106 ) The answer will be 0.468162. 3. Write a function that raises the integer x to the power n. Name the function x_to_the_n, and write a program that evaluates x_to_the_n for several different values of both x and n.
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 4. Write a program that will examine a specified year and determine if it is a leap year. 5. Write a program that will count the number of digits in an input file. Record and print out the number of occurrences of each digit. 6. In C the term “white space” refers to the occurrence of a space, a tab character, or a new line character. Write a program that will evaluate the number of white space characters in an input file.
 
 Program Flow and Control Program flow and control comprise several different means to control the execution of a program. Looping constructs, for example, control the repeated execution of a program segment while adjusting parameters used in the execution at either the beginning or the end of the loop. Two way branches are created by if/else statements, and the choice of one of many operations can be accomplished with the else if or switch/case statements. The following para graphs will provide a quick look at each of these program flow and control methods.
 
 The While Statement There are three looping constructs available to the C programmer: the while() statement, the for(;;) statement and the do/ while() statement. The following program demonstrates the use of the while looping construct along with some other concepts. We have seen the while statement earlier, but the following program will pro vide a new look at its use. #include <stdio.h>
 
 int main(void)
 
 {
 
 int guess,i;
 
 i=1;
 
 guess = 5;
 
 while(guess != i)
 
 { 
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 i = guess;
 
 guess = (i + (10000/i))/2;
 
 }
 
 printf(“The square root of 10000 is
 
 %d\n”,guess);
 
 return 0;
 
 }
 
 As in the first example, the #include statement is used to bring standard input/output features into the program, and the program starts with the function definition main(). Inside of the main pro gram, the first statement is int guess,i;
 
 This statement defines the variables guess and i as integers. No value is assigned to i at this time, but a space in memory is allocated to guess and i and the space is sufficient to store an integer. The first executable statement in the program is i=1;
 
 This statement is called an assignment statement. The equal sign here is a misnomer. The statement is read “replace the contents of the memory location assigned to i with a 1.’’ The next statement guess = 5;
 
 assigns a value 5 to the variable guess. The statement while(guess != i)
 
 invokes a looping operation. The while operation will cause the statement following to execute repeatedly. At the beginning of each loop execution, the while argument guess!=i is checked. This argument is read “guess is not equal to i.” So long as this argument is TRUE, the statement following the while will be executed. When guess becomes equal to i, the statement following the while will be skipped. The while is followed by a compound statement that contains two statements: {
 
 i=guess; 
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 guess = (i + (10000/i))/2;
 
 }
 
 This calculation is known as a Newton loop. It states that if i is a guess at the square root of 10000, then (i+(10000/i))/2 is a better guess. The loop will continue to execute until i is exactly equal to guess. At this time the compound statement will be skipped. When the statement following the while is skipped, program control is passed to the statement printf(“The square root of 10000 is %d\n”,guess);
 
 This statement prints out the value of the last guess, which will be the square root of 10000.
 
 The For Loop Many times, a sequence of code like statement1;
 
 while(statement2)
 
 {
 
 .
 
 .
 
 .
 
 statement3;
 
 }
 
 will be found. This exact sequence was seen in the above example. There is a shorthand version of this sequence that can be used. It is as follows: for(statement1;statement2;statement3)
 
 The for construct takes three arguments, each separated by semi colons. In operation, the for construct is compiled exactly the same as the above sequence. In other words, statement1 is executed followed by a standard while with statement2 as its argument. The compound statement that follows will have statement3 placed at its end, so that statement3 is executed just prior to completion of the statement following the while construct. The for construct can be used to write the above program in the following manner: #include <stdio.h> 
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 int main(void)
 
 {
 
 int guess,i;
 
 for(i=1,guess=5;i!=guess;)
 
 {
 
 i=guess;
 
 guess=(i+(10000/i))/2;
 
 }
 
 printf(“The square root of 10000 =
 
 %d\n”,guess);
 
 return 0;
 
 }
 
 Recall that the for allows three arguments. Not all arguments are necessary for proper execution of the for. In this case, only two arguments are included. The first argument is really two initializa tion arguments separated by a comma operator. When the comma operator is used, the statements separated by commas are each evalu ated until the semicolon is found. At this time, the initialization is terminated. By the way, the comma operator can be used in normal code sequences so that you can string several statements in a row without separating them with semicolons. The second argument of the for construct is i != guess. The for loop will execute so long as this expression is TRUE. Note that there is no third statement in the for invocation. This argument is where you would normally place the change in i that is to take place at the end of each loop. In this case, the opera tion on i is i=guess. If this expression were used for the third argument, at the end of the first loop, the second argument would be FALSE, and execution of the calculation would be prematurely ter minated.
 
 The Do/While Construct Another looping structure is the do/while loop. Recall that the argument of a while statement is tested prior to executing the state ment following. If the argument of the while is FALSE to begin with, the statement following will never be executed. Sometimes, it is
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 desired to execute the statement at least once whether the argument is TRUE or not. In such a case, the argument should be tested at the end of the loop rather than at the beginning as with the while. The do/ while construct accomplishes this operation. The construction of a do-while loop is as follows .
 
 .
 
 do
 
 {
 
 .
 
 .
 
 .
 
 } while (expression);
 
 .
 
 The program will enter the do construct and execute the code that follows up to the while statement. At that time, the expression is evaluated. If it is TRUE, program control is returned to the statement following the do. Otherwise, if the expression evaluates to FALSE, control will pass to the statement following the while. Notice that there is a semicolon following the while(expression). This semi colon is necessary for correct operation of the do-while loop. The following function converts the integer number n into the corresponding ASCII string. The function has two parts: the first part converts the number into an ASCII string, but the result is back ward in the array; the second part reverses the data in the array so that the result is correct. /* convert a positive integer to an ASCII string;
 
 valid for positive numbers only */
 
 void itoa(unsigned int n, char s[])
 
 {
 
 int i=0,j=0,temp;
 
 /* convert the number to ASCII */
 
 do
 
 { 
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 s[i++] = ‘0’ + n % 10;
 
 n /=10;
 
 } while ( n != 0);
 
 s[i]=0; /* make the array a string */
 
 /* but it is backwards in the array — reverse
 
 t*/
 
 i—–; /* don’t swap the NULL */
 
 while( i > j)
 
 {
 
 temp = s[j];
 
 s[j++] = s[i];
 
 s[i--] = temp;
 
 }
 
 }
 
 The function uses three integer variables. The variables i and j are both initialized to zero, and the variable temp does not need to be initialized. The first portion of the program contains a do-while loop. Within this loop, the number is converted into a string. The statement s[i++] = ‘0’ + n % 10;
 
 first calculates the value of the integer modulo 10. This value is the number of 1s in the number. Adding that value to the character ‘0’ will create the character that corresponds to the number of 1s. This value is stored in the location s[i] with i=0 and then i is incremented. The second statement in the loop replaces n with n divided by 10. This code removes any 1s that were in the number originally, and now the original 10s are in the 1s position. Since this division is an integer division, if the result is between 0 and 1 it will be rounded to 0. Therefore, the test in the while argument allows the above two statements to repeat until the original number n is exhausted by re peated divisions by 10. When the do-while loop is completed, s[i] will be the charac ter immediately following the string of characters. A string is created by placing a 0 or a null in this location of the array.
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 To reverse the data, the program starts by decrementing i so that s[i], the last entry in the array, is the most significant character in the number, and it must be placed in the first array location s[0]: . Likewise, the character in s[0] must be placed in s[i]: and so forth. The while loop that follows accomplishes this requirement.
 
 EXERCISES 1. Write a program atoi(s[]) that starts with a character string and converts this string to an int. Assume that the string contains no sign. 2. Write a program that reads a text file one character at a time and counts the number of words in the file.
 
 The If/Else Statement The if/else statement has the general form if(expression)
 
 statement1;
 
 else
 
 statement2;
 
 If the logical evaluation of the expression that is the argument of the if is TRUE, statement1 will be executed. After statement1 is executed, program control will pass to the statement following statement2, and statement2 will not be executed. If the evalu ation of statement is FALSE, statement2 will be executed, and statement1 will be skipped. The else statement is not neces sary. If there is no else statement, the expression is evaluated. If it is TRUE, statement1 will be executed. Otherwise, statement1 will be skipped. The following program demonstrates the use of the if/else flow control method. /* count number of digits and other characters in
 
 input */
 
 #include <stdio.h>
 
 int main(void) 
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 {
 
 int c,nn,no;
 
 no=0;
 
 nn=0;
 
 while((c=getchar())!=EOF)
 
 if(c>=’0'&&c=1000 && new_speed=’0' && new_character = DIVIDE_8_SHIFT;
 
 }
 
 time1=time2;
 
 TOC2=time2+5*measured_period/8; /*debounce time
 
 Is 5/8 revolution */
 
 TMSK1.IC1I=OFF; /* disable IC1 interrupt */
 
 TMSK1.OC2I=ON; /* enable OC2 interrupt */
 
 }
 
 @port void OC2_Isr(void) /* the debounce isr */
 
 {
 
 TFLG1=IC1F|OC2F; /* reset interrupt flags */
 
 TMSK1.OC2I=OFF; /* disable OC2 interrupt */
 
 TMSK1.IC1I=ON; /* enable IC1 interrupt */
 
 }
 
 @port void OC3_Isr( void) /* the PWM isr */
 
 {
 
 TFLG1=OC1F; /* reset OC1 interrupt flag */
 
 TOC1+=PWM_period;
 
 OC1D.OC1D7 ^=ON;
 
 TFLG1=OC3F; /* reset OC3 interrupt flag */
 
 TOC3=TOC1+PWM_count;
 
 if(++count>=COUNT_ONE_QUARTER)
 
 { count=0; /*enter speed control about */ tick=TRUE; /*each quarter of a second */ } if(++count1==COUNT_ONE_SECOND)
 
 {
 
 count1=0;
 
 tick1=TRUE;
 
 }
 
 }
 
 Listing 5-8: The Completed Application
 
 Summary
 
 285
 
 There are three input/output routines that have been written for this program. These routines, putchar(), dprint(), and do_crlf(), can be used with other systems with a serial input/ output system. The Cosmic compiler does provide the usual I/O routines like printf(), gets(), puts(), etc. It does not provide a basic putchar() and getchar() which is used by all of these library routines. The reason that these routines are not provided by the compiler is the wide variety of what the programmer will want to implement with the built-in SCI ports on the MC68HC11 family. The putchar() shown above will work in most instances. The dprint() routine is a recursive routine that converts an integer into an ASCII string and sends it to the SCI port. There is one final modification to the program. In the last lines of the PWM timer routine, count1 and tick1 are processed to set tick1 to be TRUE each second. This flag is then used to control the writing of the motor speeds to the terminal screen.
 
 Summary There has been no attempt to work all of the peripherals on the MC68HC11. The various peripherals are similar to those on the other parts that we have discussed in other chapters or will discuss later. We have seen several timer applications both in the MC68HC11 and in the MC68HC05. We will see other timer applications in the following chapters. We have seen detailed use of the output compare timer subsystem to make a pulse width modulation digital-to-analog converter system. Depending on the program, the system allowed excellent performance in either short on times or maximum on times, but not both without the addition of a significant amount of code. We will see a system in the next chapter that provides excellent performance for both minimum and maximum on times. This performance is not a limitation of the MC68HC11, merely a limitation of the programs presented so far. The input capture subsystem has been used to measure motor speed in a simple DC motor controller. This system used a primitive reed switch to measure the rotation of the motor shaft, and the performance of the switch was poor. A debouncing system was developed that prevented input captures to occur for a specified time after the first input was detected. This approach uses an output
 
 286
 
 Chapter 5 Programming Large 8-Bit Systems
 
 compare channel, but it does not tie up the microcontroller to wait out any delay times during the debounce period. This program is not too removed from many of those encountered in the real world. The organization of the program is similar to how most applications can be programmed, and the way in which the program was developed showed how most problems should be approached. The problem was broken down into a set of small operations that could each be handled easily. These different parts of the program were developed, tested, and debugged separately. This approach keeps the development of the individual parts of the program manageable, and debugging is not too difficult. If the whole program were written and then debugging started, it would have been nearly impossible to separate out the effects of one part of the program on the others. The main interrupt service routines were written first and tested as well as possible by themselves. With these important functions behind us, it was easy to attack the applications portion of the program in which the closed loop system was implemented along with the management of the input/output through the serial port of the device. The MC68HC11 is a powerful enough computer that it is possible to make an ANSI compliant compiler. Parameters can be passed to functions on the stack, and re-entrant or recursive functions can be written for this part as was demonstrated with the dprint() function. Remember, it is the microcontroller that limited the ANSI compliance with the MC68HC05—not the compiler.
 
 Chapter 6
 
 Large Microcontrollers
 
 In this chapter we’ll examine the programming of systems em ploying large microcontrollers. The realm of the large-microcontroller system is not all that different from the 8-bit systems. One of the main advantages of the use of a high-level language is that it keeps the nasty details of the underlying computer hidden from the pro grammer. Usually, the programmer will not see much difference between the code for different types of computers. The fallacy to this idea is that when programming any microcontroller, the program mer must know about and use all of the on-board peripherals found on the microcontroller. These peripherals will vary from machine to machine, and how they are accessed will differ from device to de vice. In this chapter, however, we are going to see an application where a substantial amount of assembly language is required. The chip that we are going to use here has a Digital Signal Processor section. This processor is accessed through special core chip regis ters and the core condition code register. The abstract machine that the compiler creates code for contains no registers. Therefore, the only access to these features is through assembly language. We will show how to create assembly language functions that can be accessed from your C program. The part that we will use for the 16-bit discussions is the Motorola MC68HC16 family of components. These are similar to the MC68HC11 in many ways, but there are important differences. First, there are some new registers that must be programmed directly to make the MC68HC16 work as desired. (The only register in the MC68HC11 that must receive special assembly instructions is the condition code register.) Also, the MC68HC16 does not have automatic stacking of its registers when an exception occurs, unlike the MC68HC11. There fore, all interrupt service routines must begin with code that saves the 287
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 status of the machine before the normal interrupt operations can pro ceed. We will see a few other differences between these devices, but the main difference is in the way peripherals are handled. On the MC68HC16, the core processor is called the CPU16. This central computer is interfaced to an internal bus called the inter-modual bus (IMB). The IMB is very much like the bus a hard ware designer would put onto an external circuit board. It has address and data busses and all of the necessary control signals to control any peripheral that the microcontroller might have applied. In the stan dard device, the MC68HC16Z1, there are five built-in peripherals: the system integration module (SIM), the analog-to-digital converter (ADC), the queued serial peripheral interface module (QSPI), the general-purpose timer module (GPT), and the static random access memory module (SRAM). These modules and others can be added or deleted in future components as the customer needs dictate. The several internal peripheral modules are each interfaced to the IMB. Each module has a specific set of registers that are located at an address relative to the base address of the module. These base ad dresses are set at design time. This is interesting because the same modules are used on the MC68300 series of microcontrollers, which are 32-bit microcontrollers. Therefore, the material presented in this chapter is directly applicable to the MC68300 series of microcontrollers. The only difference that the programmer will see is that the base memory locations of the various peripheral modules are different, but even these differences disappear because of the careful design of the microcontrollers. We therefore can consider this chapter to be on large microcontrollers rather than on the 16-bit systems alone.
 
 The MC68HC16 The MC68HC16 is a truly complicated device. However, for our purposes, it can be divided into its several components, and each component is somewhat as one would expect from a programming standpoint. Therefore, we will examine this family of parts as a col lection of modules. Each module is rather straightforward. The core processor, which is known as the CPU16, is indeed a complete and competent microcomputer. The bulk of its complexity is hidden by the fact that the program is written in C. This section contains a brief description of the MC68HC16Z1 microcontroller that can be used to
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 aid in writing programs for the component in C. There are several Motorola manuals that are useful adjuncts to this chapter. 1 2 3 4 5 6 Copies of these manuals are all to be found on the attached CD ROM. It is recommended that these manuals be reviewed prior to any attempt to write code for this family.
 
 CPU16 Core Processor The CPU16 represents an attempt to bridge the difference be tween the large 8-bit microcontrollers and the high-end components embodied in the MC68300 family. This processor is a 16-bit proces sor. As such, its instructions are each 16 bits wide, instructions are read from memory 16 bits at time, and the instructions are processed 16 bits at a time. On this particular part, a 20-bit address bus with additional control allows the program to access two individual onemegabyte address maps. The controls available distinguish between program memory and data memory. It has been stated several times that the programmer’s model for a microcontroller is not too important when writing code in C. To be able to access all of the features of a CPU16, you will have to use assembly language-based functions. There are certain features that are simply outside the concept of a high-level language. In these cases, it is recommended that functions which access and control these features be written and then you can call these functions from the C program. The main properties of the CPU16 that are not avail able to the C programmer are the DSP type registers found in the part. Programming of these registers is the subject of a later section of this chapter. The 20-bit address space of the CPU16 is a significant deviation from the normal 16-bit address space of the MC68HC11. This change has been handled by the addition of several 4-bit extension registers for those registers that deal specifically with addresses. These regis ters are the program counter (PC), the stack pointer (SP), the three 1 2 3 4 5 6
 
 M68HC16 Family MC68HC16Z1 Users Manual MC68HC16Z1UM/AD M68HC16 Family CPU16 Central Processor Unit Reference Manual CPU16RM/AD Modular Microcontroller Family GPT General Purpose Timer Reference Manual GPTRM/AD Modular Microcontroller Family ADC Analog-to-Digital Converter Reference Manual ADCRM/AD Modular Microcontroller Family QSM Queued Serial Module Reference Manual QSMRM/AD Modular Microcontroller Family SIM System Integration Module Reference Manual SIMRM/AD
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 index registers (IX, IY, and IZ), and the EK register. All these regis ters except for the EK are 16 bits wide. The EK register is an extension register that is used with the extended addressing mode. Any ex tended address calculation will result in a 16-bit number. The result will be concatenated with the EK register to create a 20-bit address. (The EK register has nothing to do with the E accumulator found in the device.) The extension registers are named PK, SK, XK, etc. The extension registers are usually set during initialization of the device, and there is no need to change them during program operation. The content of an extension register is a page pointer. The pages in this case are each 65536 bytes long. Transition from one page to another is automatic. For example, if an address is calculated for a jmp which will pass program control to code in another page, the proper ad dress will be calculated for both base and extension register automatically. The calculation will alter the contents of both the base and the extension register without programmer concern. The MC68HC16 family currently has the several internal modules mentioned above, and it is planned that future versions of the part will have more modules. This complexity has suggested that the arrange ment of the header file for the part be broken into several different files: One file for the main processor, and several different header files, one for each of the peripheral modules in the individual part. This approach is shown in the HEADER/HC16HEADERS directory on the CD-ROM. There you will find a header file named hc16.h along with files named adc.h, gpt.h, sim.h, sram.h, and qsm.h. When writing code for any specific module, you should include the hc16.h file along with the proper files for the peripheral portions needed. The hc16.h file must be included first because there are items defined in this file needed by the other headers. One major difference between the large and small devices is the way the exception vector table is handled. Recall that, in the MC68HC11 family, all interrupt vectors are placed at the top of memory. With the MC68HC16 family, the vector table is contained within the first 512 bytes of memory. Upon reset, the CPU16 core processor reads the first four words of memory where it must find certain data for the opera tion of the program. The address 0 must contain a word whose least significant 12 bits are the contents of the ZK, the SK and the PK reg isters when the part comes out of reset. The address 2 contains the initial program counter, and the address 4 must contain the initial stack
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 pointer. Finally the address 6 must contain the initial value of the IZ register. Note that the word addresses in the MC68HC16 are always even. In this machine you will find words on even boundaries, bytes anywhere, and long words on even boundaries. These data are loaded into this memory area by the use of a vector routine similar to that seen in Chapter 5 for the MC68HC11. With this approach, all of the regis ters needed to begin operation of the basic computer are loaded from memory at reset time. Of course, this operation does not eliminate the need for program initialization; it merely provides a mechanism by which the processor will start accessing memory at the correct ad dresses when the device comes out of reset. Table 6-1 contains a listing of the uses of each entry in the vector table. Note that vectors 0x0 through 0x37 have assigned functions. The vectors 0x38 through 0xff are available for userdefined operations. Note the relationship between the vector number and the vector address. The vector address is always twice the vecTable 6-1: Exception Vector Table Vector Number 0 1 2 3 4 5 6 7 8 9-E F 10 11 12 13 14 15 16 17 18 19-37 38-FF
 
 Vector Address
 
 Type of Exception
 
 0x0000 0x0002 0X0004 0X0006 0X0008 0X000A 0X000C 0X000E 0X0010 0X0012-0X001C 0X001E 0X0020 0X0022 0X0024 0X0026 0X0028 0X002A 0X002C 0X002E 0X0030 0X0032-0X006E 0X0070-0X01FE
 
 Reset—Initial ZK, SK, PK Reset—Initial PC Reset—Initial SP Reset—Initial IZ Breakpoint Bus Error Software Interrupt Illegal Instruction Division by Zero Unassigned, Reserved Uninitialized Interrupt Level 0 Autovector Level 1 Autovector Level 2 Autovector Level 3 Autovector Level 4 Autovector Level 5 Autovector Level 6 Autovector Level 7 Autovector Spurious Interrupt Unassigned, Reserved User-defined Interrupts
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 tor number. When programming the interrupt vectors in the several peripheral modules of the MC68HC16, the programmer will select the interrupt vector. When it comes time to place the interrupt ser vice routine address in the proper memory location, it is to the vector address—NOT the vector number—that this value must be assigned. When setting up the vector table, a wise programmer will fill all of the possible unused vector addresses with the address of a dummy function that provides an orderly return to the program in the event of an unexpected interrupt. Usually the first 0x18 or 24 vectors should be filled with this address. An example function that can be used for this type of operation is static @port void _init_vector(void) { }
 
 This program will compile to a single RTI (return from interrupt) that will return the program control to the location when the interrupt occurred. A static function is not used often. When a function is declared static, it can be seen only in the file in which it is defined. Following is a listing of the routine vector.c. This program is modeled closely after that provided with the Cosmic MC68HC16 C compiler. extern @far @port void _stext(void); /*startup routine */
 
 extern @port void OC3_Isr(void); /* ISR address */
 
 static @port void _init_vector(void); 
 
 static const struct reset {
 
 @far @port void (*rst)(void); /* reset + code
 
 extension */
 
 unsigned short isp; /* initial stack pointer */
 
 unsigned short dpp; /* direct page pointer */
 
 @port void (*vector[252])(void); /* interrupt vectors */
 
 } _reset = { _stext, /* 1-start address */ 0x03fe, /* 2-stack pointer */ 0x0000, /* 3-page pointer */ _init_vector, /* 4-Breakpoint */
 
 _init_vector, /* 5-Bus Error */ 
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 _init_vector, * 6-Software Interrupt */
 
 _init_vector, /* 7-Illegal Instruction */
 
 _init_vector, /* 8-Divide by Zero */
 
 _init_vector, /* 9-Reserved */
 
 _init_vector, /* a-Reserved */
 
 _init_vector, /* b-Reserved */
 
 _init_vector, /* c-Reserved */
 
 _init_vector, /* d-Reserved */
 
 _init_vector, /* e-Reserved */
 
 _init_vector, /* f-Uninitialized Interrupt */
 
 _init_vector, /* 10-Reserved */
 
 _init_vector, /* 11-Level 1 Interrupt Autovector */
 
 _init_vector, /* 12-Level 2 Interrupt Autovector */
 
 _init_vector, /* 13-Level 3 Interrupt Autovector */
 
 _init_vector, /* 14-Level 4 Interrupt Autovector */
 
 _init_vector, /* 15-Level 5 Interrupt Autovector */
 
 _init_vector, /* 16-Level 6 Interrupt Autovector */
 
 _init_vector, /* 17-Level 7 Interrupt Autovector */
 
 _init_vector, /* 18-Spurious Interrupt */
 
 /* vectors 0x19-0x37 unassigned, reserved */
 
 0,0,0,0,0,0,0,
 
 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
 
 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
 
 /* put timer at vector 0x46 0x40 from ICR and 6 for OC3 */
 
 0,0,0,0,0,0,OC3_Isr/*OC3_Isrvectorat0x46addressat0x8c*/
 
 };
 
 static @port void _init_vector(void)
 
 { }
 
 Listing 6-1: The Vector Initialization Routine vector.c
 
 We have already seen the @port command in Chapter 5. The @far command is unique to the Cosmic compiler. This command notifies the compiler that the pointer associated with the command is not the usual 16-bit pointer. An @far pointer is an extended pointer. This 20-bit pointer will be placed into the first two memory words by the vector.c routine. The rightmost 4 bits in word 0 is the program counter extension PK, so that the placement of the 20-bit
 
 294
 
 Chapter 6 Large Microcontrollers
 
 program counter in this location will provide proper initialization of the program counter. In the example above, the interrupt service routine OC3_Isr is placed in the address 0x46. Unfortunately, there is no easy way to accomplish this placement. The structure address must be counted by hand and the pointer placed at the correct location. The structure members are initialized only up to the vector with the highest ad dress. Note that the structure is global, so that its members will all be initialized to zero unless otherwise assigned. Notice also that the vectors up to vector number 0x18 are initialized. These vectors in clude all of the program-generated exceptions. These areas are where one would expect most of the problems to occur in debugging a pro gram. The vector numbers 0x19 through 0xff are left initialized to 0. These vectors are all accessed by either the internal modules or from external interrupts. If there are no hardware problems with the system, it is unlikely that external devices will cause uncalled-for interrupts, and if one of the internal modules causes an interrupt with an uninitialized vector, the CPU16 will access the uninitialized inter rupt vector. One other problem can arise when debugging programs that involve user-specified interrupts. In the event that the isr address is improperly placed in the vector table, the program will become lost whenever the interrupt occurs. If such a program exhibits bizarre behavior, a good trick is to place a break point at the address 0. If the vector is wrong, an interrupt will take the proper vector which will contain a 0 and attempt to execute the code at the address 0. The break point at this location will stop execution and give you a clue as to the program error. A break point at _init_vector can also be useful to determine where the program is when an unexplained exception occurs. If a compiler provides a mechanism that complies to the ANSI standard and one that does not, it is better to choose the ANSI stan dard mechanism rather than the nonstandard approach. For example, ANSI states nothing about how to establish a vector table. The above approach is but one of several that can be used to handle the place ment of the vectors in the vector table. Another approach is to use the vector macro that is found in hc16.h . The disadvantage to the vector macro is that it can place a vector into RAM only. Often with
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 embedded controls, it is necessary to place the vectors into ROM. In that case, the use of the routine vector.c is the best approach. The use of the @port command is certainly not found in the ANSI standard. It is possible to create a complete interrupt service routine without the use of the @port. However, if C is used to the maximum, the isr will have some built-in inefficiencies. For ex ample, the language has no direct register commands so it is necessary to create a function that saves the status of the computer on entry to the routine, and another to restore the machine status prior to the return from the interrupt. Also, a special function must be created to execute the RTI instruction at the end of the interrupt service rou tine. These assembly routines can be created as function calls and saved in the header file. When they are used, it is wise to study care fully the code generated by the compiler to make certain that there are no errors in the code. For example, if a function should happen to clear some space on the stack for local storage, the placement of an RTI instruction in the C code sequence would cause the return op eration to be executed before the stack is restored. Such an error will cause serious problems in system performance if not corrected. Both the @far and the @port commands are not in compliance with the ANSI standard. It is recommended that you use these com mands sparingly because their use causes nonportable code to be generated with the compiler. So far in this text, we have used two significantly different compilers. Each compiler manufacturer claims that their compiler complies to ANSI. In the case of the C6805 com piler from Byte Craft, it probably conforms as closely as can be expected for such a primitive machine. Both the MC68HC11 and the MC68HC16 compilers comply more closely to the standard than the C6805. Both of these machines are so much more computer that one should expect very close compliance. Any extension to the basic lan guage should be used with care. The above two commands are desirable and provide useful functions for the embedded control field. The Cosmic compilers also have an extension that has not been used in this text. The way in which they define the internal registers to the machine is not standard, and it does not permit very efficient use of bit manipulation by the compiler. The approach used here is shown in the various header files written for the parts. The compiler writer assumes that the use of a construct like
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 #define ABLE (*(Register *) 0x2000)
 
 is too complicated for most programmers to understand. The ap proach that they use is nonportable, and the latter approach is completely portable among ANSI compliant compilers. It is recom mended that, even though the header files contain some code that might be difficult to explain, you should use the approach presented here to create code that is as portable as possible. Some of the sections that follow will show how portable code can be used. Examples from both the MC68HC11 and the MC68HC05 will be used on the MC68HC16, and you will see that much of the code will be transferred with little change. Where would you expect changes? Recall the recommendation that each program be broken into three sections: the initialization section, the applications section, and the asynchronous service section. Each section will be subject to some change when moving from one machine to another, but the ap plications section will probably suffer little change and the other two sections will see the most changes when the code is moved. For ex ample, you will see that the initialization of theMC68HC16 is somewhat different from that of the MC68HC11, but the interrupt service rou tines will be nearly the same. In fact, in some cases the isr for the two parts is identical. On the other hand, the way that things are handled on the MC68HC05 is so different that the initialization and isr will probably have to be completely rewritten when moving code to one of the larger machines. However, here the machine-independent portions of the applications routine can be moved with little change.
 
 System Integration Module (SIM) A brief examination of the names of most of the modules will reveal their use. There is one notable exception—what is a system integration module (SIM)? The SIM is sort of the interface between the IMB and the outside world. It is very useful, and contains much of the circuitry that a hardware designer would have to incorporate to make a computer out of a microprocessor. The object of the chip designer with the introduction of the SIM was to make it possible to use the MC68HC16 in a system with a minimum of external cir cuitry. This section is not to provide you with a complete description of the SIM. The SIM Reference Manual is a 200-page document, and I’m not intending to duplicate that manual here. The following
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 paragraphs each contain a brief description of the several blocks found within the SIM. The set up and control of these blocks are all con trolled by the registers described in the SIM book on the CD-ROM.
 
 System Configuration and Protection This module monitors many of the things that can go wrong with the operation of the MC68HC16. Internal and external signals can be generated that signal an error has occurred. Reset signals can be originated from several sources. The reset status monitor keeps track of the source of the latest reset to help with debug operations. The halt monitor responds to a HALT signal on the internal bus. This monitor, if properly enabled, can request a reset. The bus monitor and the spurious interrupt monitor can each request a bus error. The bus monitor responds primarily to an unanswered asynchronous bus transfer request. Such a sequence is usually the result of a program access to unimplemented memory. If properly enabled, the spurious interrupt monitor can initiate a bus error. There are two time-based functions in the system configuration and protection section of the SIM. The first is a software watchdog timer. This timer requires that the program access a memory location with a code sequence. This access resets a timer. With a proper pro gram, the special location in memory is accessed routinely in the normal execution of the program and the timer should never overflow. If it does, there is probably a system error that is corrected by a system reset. The periodic interrupt timer is used whenever a simple clocking sequence is needed. We will see use of this timer in a later section.
 
 System Clock The system clock provides timing signals for the IMB and all of the internal modules of the microcontroller. The time base for the microcontroller can be a 32768-kHz reference crystal , a 4.194-MHz crystal, or an external clock signal. If either of the crystal oscillators are used there is an internal phase-locked loop frequency multiplier that will multiply the operating frequency to the final system clock frequency.
 
 External Bus Interface The external bus interface transfers information between the IMB and external devices. This interface supports a 16-bit data bus, up to a
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 24-bit address bus, a three-line function control signal bus, control sig nals for dynamic bus sizing, and handshaking for external bus arbitration.
 
 Interrupts The CPU16 contains a three-wire, seven-level interrupt system. These interrupts are interfaced to the SIM through the IMB. The outside world is interfaced into the SIM as seven individual interrupt lines which are multiplexed onto the three-wire line within the SIM. There are also two sources of interrupt from within the SIM itself. These interrupts are from the periodic interrupt timer and the soft ware watchdog timer.
 
 Chip Selects There are many signal lines on the microcontroller that might not be needed with a typical system. For example, address lines 20 through 23 all follow the condition of address line 19. Perhaps not all of the external interrupt lines are needed. Often the function con trol lines that can be used to decode the nature of a bus cycle—i.e., either data or program access—are not used. Altogether there are 12 signal lines that can be implemented as chip selects. This line will assert when there is an access within a memory range specified.
 
 Reset and System Initialization The microcontroller has several sources of reset. The reset and system initialization section directs the several resets to the proper operation, and records the source of the resets. Also, when the sys tem is reset initially, the state of several pins on the system bus is analyzed to determine the mode of the part when it exits the reset sequence.
 
 General Purpose I/O There are 16 SIM pins that can be configured as general-purpose input/output signals. These ports are ports E and F, and the pins are all multiply assigned. Port E pins, for example, are bus control pins, and Port F pins have a second use as the external interrupt inputs to the system.
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 A Pulse Width Modulation Program While the MC68HC16 has a built-in pulse width modulation (PWM) system, it is sometimes desired to achieve more flexible reso lution than can be obtained with the built-in system. Therefore, it is not unreasonable that one would want to use the general-purpose timer to create a PWM. Prior to writing the code for a PWM in this manner, we should look at the basic time period of the processor. Unless otherwise directed, all of the timers in the GPT are driven by the system clock. This signal is passed through a prescaler controlled by the bits CPR2 through CPR0 in the register TMSK2. The default prescaler value will cause a clock rate to the GPT of the system clock divided by four. The question now is the clock rate. Recall that the clock control is a portion of the SIM. Within the SIM there is a register named SYNCR. The clock frequency is controlled by the three bit fields named W, X, and Y in this register. When operating at a low crystal frequency—between 25 and 50 kHz—the formula for the system frequency is given by Fs = Fr  4 ( y +1) (22w+x ) where y has a value between 0 and 63, and both w and x can have values of 0 or 1. With a frequency f of 32767 and the W, X, and Y default values of 0, 0, and 63, respectively, the device will come out of reset with a system frequency of 8.388 MHz. To be able to get the finest resolution for our timing functions, let us plan to operate the system clock frequency at its maximum value by changing the value of X from its default value of 0 to 1. This change will cause the system frequency to be 16.776704 MHz. The frequency of the input into the GPT is one-fourth this value or 4.194176 MHz. The time period for this frequency is 238 nanoseconds. The code for a PWM on the MC68HC11 was shown in Chapter 5. A program that implements a PWM on the MC68HC16 is shown below. /* This program provides a pwm output to OC3. The period
 
 will be the integer value found in pwm_period, and the
 
 on time will be the integer value found in pwm_count.
 
 Keep pwm_count less than pwm_period. */ 
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 #include “gpt.h”
 
 #include “sim.h”
 
 #define #define #define #define #define
 
 PERIOD 0x1000
 
 ON_TIME 0x0800 GPT_IARB 5 GPT_IRL 6 GPT_VBA 4
 
 /* function prototypes */
 
 @port void OC3_Isr( void); /* the PWM isr */
 
 WORD pwm_period=PERIOD, pwm_count=ON_TIME;
 
 main()
 
 {
 
 /* The initialization portion of the program */
 
 SYNCR.X=ON; /* set the clock freq to 16.78 MHz */
 
 SYPCR.SWE=OFF; /* disable the watchdog */
 
 GPT_MCR.IARB=GPT_IARB; /* pick an IARB for the Timers */
 
 ICR.IRL=GPT_IRL; /* interrupt level 6 */
 
 ICR.VBA=GPT_VBA; /* vectors start at 0x40 */
 
 OCONM.OCONM3=ON; /* sent OC1 out to pin */
 
 CONM.OCONM5=ON; /* couple OC1 to OC3 */
 
 TMSKON.OC3I=ON; /* enable the OC3 interrupt */
 
 OCOND.OCOND5=ON; /* turn on OC3 when OC1 occurs */
 
 TCTLON.OL3=ON; /* toggle OC3 when OC3 occurs */
 
 TOC1=TCNT+pwm_period;/* set OC1 to the period */
 
 TOC3=TOC1+pwm_count; /* set OC3 time on */
 
 cli(); /* enable the system interrupts */
 
 /* the applications portion of the program */
 
 FOREVER
 
 {
 
 }
 
 }
 
 /* The asynchronous service portion of the program */
 
 @port void OC3_Isr( void) /* the PWM isr */ 
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 {
 
 TFLG1.OC1F=OFF; /* reset OC1 interrupt flag */
 
 if(OC1D.OC1D3==ON) /* compliment OC1D3 */
 
 OC1D.OC1D3=OFF;
 
 else
 
 OC1D.OC1D3=ON;
 
 TFLG1.OC3F=OFF; /* reset OC3 interrupt flag */
 
 TOC1+=pwm_period;
 
 TOC3=TOC1+pwm_count;
 
 }
 
 Listing 6-2: Elementary PWM Program For The MC68HC16
 
 In keeping with the new usage of header files for writing code for the MC68HC16, the header files hc16.h, gpt.h, and sim.h are included in the above program. These files contain definitions of all registers needed for the implementation of this program. You should include hc16.h with every program or function that you write for this part. In this case, most of the program involves registers within the general purpose timer, so gpt.h is included. There is one regis ter accessed from the system integration module. Therefore, the header sim.h is also included. The MC68HC16 contains a software watchdog. The part comes out of reset with the watchdog enabled. Therefore, unless a program periodically accesses the watchdog, the part will execute a watchdog reset. This periodic reset will make debugging of timing operations difficult. The watchdog is disabled in the first instruction of the ini tialization of the program. The next three instructions are MC68HC16-specific instructions. The MC68HC16 has a seven-level interrupt system similar to the MC68000 family of parts. The seventh level is the highest priority and is the only nonmaskable interrupt for the part. The remaining levels are progressively lower priority until the level 0 is found. At level zero, no interrupt is being processed, and this level is where the processor usually operates. When an interrupt occurs, the hardware level of the interrupt is placed in the interrupt priority field of the code register. Further interrupts of the designated level or lower will remain pending until a RTI instruction restores the IP field to a lower level. This approach provides for priority selection among several internal or external interrupt sources.
 
 302
 
 Chapter 6 Large Microcontrollers
 
 Another potential problem occurs when two internal modules are assigned the same priority level. In this case, a second level of arbitration is set up to choose among these several modules, in the event that more than one module requests an interrupt at the same time. The module control register of each module has a field called IARB. This 4-bit field is assigned by the programmer and it is an arbitration level that will be applied when the processor must select between two equal priority interrupts that occur simultaneously. The interrupting module with the largest IARB value will be given con trol of the processor. The IARB field can contain values from 0 to 15. When the module is being used, its IARB field must be assigned a non-zero value, and no two modules can contain the same IARB value. The code line GPT_MCR.IARB=GPT_IARB;/* pick an IARB for the Timers */ places a value 5 into the IARB of the general purpose timer. The interrupt level 6 is assigned to the GPT by the code line ICR.IRL=GPT_IRL;
 
 /* interrupt level 6 */
 
 and the vector base address is assigned a value of 40 by the code line ICR.VBA=GPT_VBA;
 
 /* vectors start at 0x40 */ 
 
 The means by which the vector assignment is accomplished in the GPT is different from that for the remaining modules in the MC68HC16. For the GPT, a 4-bit vector base address field is found in the interrupt configuration register. A vector is an 8-bit value. The vector assignment is accomplished when the value placed in the VBA field of the ICR is used as the high nibble of an 8-bit num ber. The lower four bits are specified by the contents of Table 6-2. There you will note that the vector address of OC3 is at 0xV6. When the contents of the VBA field is 4, then the vector for OC3 is 0x46. The vector address is twice the value of the vector or 0x8c in this case. That is the reason that the address OC3_Isr is placed in the address 0x8c in the vector initialization routine. You will note that each interrupt in the timer will be assigned a vector with the most significant nibble of the value placed in the VBA field of the ICR. There is a prearranged priority among these several interrupts. One interrupt can be moved to the highest priority among the several timer interrupts if desired. The priority adjust bits
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 Table 6-2: GPT Interrupt Priorities And Vector Addresses Name
 
 Function
 
 IC1 IC2 IC3 OC1 OC2 OC3 IC4 IC4/OC5 TCF PAOVF PAIF
 
 Adjusted Channel Input Capture 1 Input Capture 1 Input Capture 3 Output Capture 1 Output Capture 2 Output Capture 3 Output Capture 4 Input Capture 4/Output Capture 5 Timer Overflow Pulse Accumulator Overflow Pulse Accumulator Input
 
 Priority Vector Level Address 0 (highest) 0xV0 0xV1 1 0xV2 2 0xV3 3 0xV4 4 0xV5 5 0xV6 6 0xV7 7 0xV8 8 0xV9 9 0xVA 10 0xVB 11 (lowest)
 
 PAB field in the ICR allows this shift. For example, if the number 6 were placed in the PAB field, then the priority of OC3 would be shifted from 6 to 0, where 0 is the highest priority of the 11 levels with the GPT. In this case, the vector for OC3 would be located at 0x40, and the vector address would be 0x80. None of the other interrupt vectors or priorities would be changed by this operation. The remaining code of the initialization section of the above pro gram is almost the same as that found in Listing 5-5. The register and bit naming conventions used with the MC68HC16 are such that the code written for the MC68HC11 can be used directly on the MC68HC16. There is one change. In the MC68HC11, it was neces sary to set the DDRA7 bit to allow the output from OC1 to show up on the pin PA7. The GPT has a different output pin arrangement on the MC68HC16 and it does not require the use of the DDRA register at all. One additional modification: A cli() instruction was used in Chapter 5 to enable the system interrupts. There is no single bit in the MC68HC16 that can be used to enable the interrupts. The 3-bit field in the condition code register named IP sets the level of inter rupt that can be acknowledged. Since there is no equivalent instruction, a macro definition of an instruction #define cli() (“andp $ff1f \n”)
 
 is included in the header file hc16.h. There is also a macro #define sei() (“orp $00e0\n”)
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 These two macros accomplish the equivalent of the same instruc tions for the MC68HC16. The cli() instruction clears the bits of the IP to zero, so that any interrupt will be acknowledged by the processor. The sei() instruction set the IP bits so that only a nonmaskable interrupt will be acknowledged. Additional macros can be written that enable the programmer to set the interrupt level any where between 1 and 7 if needed. Recall that with the MC68HC11 the two registers TFLG1 and TFLG2 were different from the usual registers in the part. To reset bits in these registers, it is necessary to write ones to the designated bits rather than zeros. On the MC68HC16, this anomaly has been corrected. On the MC68HC16, to reset bits in the TFLG1 and TFLG2 registers the pro gram must write zeros to the appropriate bits. That change shows up in two locations in the OC3_Isr routine. The much more logical TFLG1.OC1F=OFF;
 
 .
 
 .
 
 TFLG1.OC3F=OFF;
 
 instructions are used here. Otherwise, the remainder of the interrupt ser vice routine shown in Listing 6-2 is the same as that found in Listing 5-5. This portability is what you should expect when changing be tween the MC68HC11 and the MC68HC16 family of parts. Care has been used in the design to assure that register names and bitfield names are common between the families. Therefore, code written for the MC68HC11 should move to the MC68HC16 with little change. The need for change at all is caused by the fact that architectures of the basic machines are different.
 
 EXERCISES 1. Modify the program shown in Figure 6-2 to allow the PWM range to vary from 1 to 0XFFF. Compile this program and test the code. 2. Write a macro that will permit the program to put an arbitrary value between 0 and 7 into the IP field of the condition code register.
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 Cosmic MC68HC16 Compiler The Cosmic compiler for the MC68HC16 is quite similar to the MC68HC11 compiler. Its operation is the same. Several command files are used in the course of executing a compilation, and these files will be shown here. The first file is the program that completely compiles and links the program. This file is shown below: c -dlistcs +s +o %1.c
 
 lnkh16 < %1.lnk
 
 hexh16 -s -o %1.hex %1.h16
 
 pause
 
 This command file requires as an input a file with a .c extension. For example, if you were to compile the program newpwm.c , you would enter c:\>comp newpwm
 
 The first line will invoke the compiler and create a listing file, a source assembly listing, and an object file named newpwm.o . The second line invokes the linker named lnkh16, and requires an input file named newpwm.lnk . The .lnk file is similar to that one dis cussed in Chapter 5, and a listing of the one for this program is shown below. # Link command file for NEWPWM.c
 
 +h # multi-segment output -max 0xfffff # maximum size -ps16 -pc. # set up banking options -o newpwm.h16 # output file name +text -b 0 # reset vectors start address vector.o # vectors +text -b 0x400 # program start address +data -b 0x700 # data start address crts.o # startup routine newpwm.o # application program c:/cc16/lib/libi.h16 # C library (if needed)
 
 c:/cc16/lib/libm.h16 # machine library
 
 +def __memory=__bss__ # symbol used by library 
 
 306
 
 Chapter 6 Large Microcontrollers
 
 Here the entries are fairly well explained by the comments. Note that two additional input files are required by this link file. The vec tor table vector.o is a compiled version of the vector listing given in Listing 6-1. The crts.o object module is an assembled version of the start-up routine for this machine. Both of these routines must be written and compiled or assembled for the specific program. Oth erwise, the link command file is as discussed in Chapter 5. A version of crts.s is shown below: ; C STARTUP FOR 68HC16
 
 ; Copyright (c) 1991 by COSMIC (France)
 
 ;
 
 .external _main, __memory
 
 .external ._main, .__bss__
 
 .public _exit, __stext
 
 .psect _bss sbss: .psect _text __stext: ldk #.__bss__ tbek tbxk tbzk ldab #0fh ; start of the i/o memory space tbyk ; put it in y ldx #sbss ; start of bss clrd ; to be zeroed bra mtest ; start loop bcl: std 0,x ; clear memory aix #2 ; next word mtest: cpx #__memory ; end of memory ? blo bcl ; no, continue aix #1000h ; 4K stack txs ; for instance jsr _main,#._main ; call application
 
 _exit:
 
 bra _exit ; loop here if return 
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 ;
 
 .end
 
 In the above code, the EK, XK, and ZK registers are initialized to the value found in .__bss__ . The initial value of YK is set to 0xf. The Y register will be used by the compiler to contain an offset to all of the data contained in the control registers found in the header files. Therefore, the YK register must be set to the top memory block in the computer memory space.
 
 Using the SCI Portion of the Queued Serial Module The queued serial module (QSM) contains two parts. The first is a convenient serial communications interface (SCI) which provides asynchronous serial communications that is used between comput ers and other devices. The remainder of the QSM is a queued serial peripheral interface that is often used for high-speed communica tions between computers and peripheral devices. This interface is strictly synchronous. Let’s examine an interface between the program and a terminal much like that found in Chapter 5. Here, the interface will simply read in a number from the screen and put that number into the pwm_count value for the PWM program. With this operation in place, the operator can type in a value and change the PWM on time at will. Listing 6-3 contains a program that will accomplish this end. #include #include #include #include #include
 
 “hc16.h”
 
 “gpt.h”
 
 “sim.h”
 
 “qsm.h”
 
 “defines.h” 
 
 #define PERIOD 0x1000
 
 #define ON_TIME 0x0800 #define SIM_IARB 4 #define GPT_IARB 10 #define GPT_IRL 6 #define GPT_VBA 5 /* set the baud rate=fclock/32*baud_rate */
 
 #define BAUD_SET (32768*512)/(32*38400)
 
 /* function prototypes */
 
 @port void OC3_Isr(void); 
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 WORD pwm_period=0x1000, pwm_count=0x0800,new_input=0;
 
 BYTE new_character;
 
 main()
 
 {
 
 /* The initialization portion of the program */
 
 /* initialize the SIM registers */
 
 SYNCR.X=ON; /* set the system freq to 16.78 mHz */
 
 SYPCR.SWE=OFF; /* disable the watchdog */
 
 /* initialize the GPT */
 
 GPT_MCR.IARB=GPT_IARB;/* pick an IARB for the timers */
 
 ICR.IRL=GPT_IRL; /* interrupt level 6 */ ICR.VBA=GPT_VBA; /* vectors start at 0x40 */ OC1M.OC1M3=ON; /* sent OC1 out to pin */ OC1M.OC1M5=ON; /* couple OC1 to OC3 */ TMSK1.OC3I=ON; /* enable the OC3 interrupt */ OC1D.OC1D5=ON; /* turn on OC3 when OC1 occurs */ TCTL1.OL3=ON; /* toggle OC3 when OC3 occurs */ TOC1=TCNT+pwm_period; /* set OC1 to the period */
 
 TOC3=TOC1+pwm_count; /* set OC3 time on */
 
 /* initialize the SCI
 
 SCCR0.SCBR=BAUD_SET;
 
 SCCR2.TE=ON;
 
 SCCR2.RE=ON;
 
 cli();
 
 */
 
 /* set baud rate to 9600 */
 
 /* enable the transmit and */
 
 /* receiver of the SCI */ 
 
 /* enable the system interrupts */ 
 
 /* the applications portion of the program */
 
 FOREVER
 
 {
 
 if (SCSR.RDRF==ON) /* read in data if it is there */
 
 {
 
 new_character=SCDR; /* get new byte, reset RDRF */
 
 while(SCSR.TDRE==OFF) /* wait until transmit
 
 buffer empty */
 
 SCDR=new_character; /* send out byte and reset TDRE */
 
 /* got an input, process it */
 
 if(new_character>=’0'&&new_character=1 && new_input=’0'&&new_character=1 && new_inputMAX_SEC)
 
 {
 
 sec=0;
 
 if(++mts>MAX_MIN)
 
 {
 
 mts=0;
 
 if(++hrs>MAX_HOURS)
 
 hrs=MIN_HOURS;
 
 }
 
 }
 
 if(been_here && !new_input)
 
 { 
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 output_time();
 
 }
 
 }
 
 }
 
 void output_time(void)
 
 { int i; putch(‘\r’); /* send out a carriage return */ putch(‘\t’); putch(‘\t’); /* tab over the pwm_count */ putch(‘\t’); /* on the screen */ send_out(hrs); putch(‘:’); send_out(mts); putch(‘:’); send_out(sec); putch(‘\r’); } void putch(int x) { while(SCSR.TDRE==OFF)
 
 ;
 
 /* wait until data
 
 register is empty*/ 
 
 SCDR = (char) x;
 
 }
 
 void send_out(WORD data)
 
 {
 
 putch(get_hi(data));
 
 putch(get_lo(data));
 
 }
 
 /* The asynchronous service portion of the program */
 
 @port void OC3_Isr( void) /* the PWM isr */
 
 {
 
 TFLG1.OC1F=OFF; /* reset OC1 interrupt flag */
 
 if(OC1D.OC1D3==ON)
 
 OC1D.OC1D3=OFF;
 
 else
 
 OC1D.OC1D3=ON;
 
 TFLG1.OC3F=OFF; /* reset OC3 interrupt flag */
 
 TOC1+=pwm_period; 
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 }
 
 @port void PIT_Isr( void) /* the PIT isr */
 
 {
 
 been_here++;
 
 sec++;
 
 }
 
 Listing 6-4: Clock Routine Added to PWM
 
 If you compare this listing with that shown in Listing 6-3, you will find that there are few structural changes to the program. The code used to initialize the SIM is changed by the addition of the initializa tion of the periodic timer interrupt. This code is shown below. SIM_MCR.IARB=SIM_IARB; PICR.PIRQL=PIC_PIRQL; PICR.PIV=PIC_PIV; PITR.PTP=ON; PITR.PITM=PIT_PITM;
 
 /* IARBs for each module is different */ /* put all timers at level 6 */ /* vector is 0x38, address is 0x70 */ /* 512 prescaler */ /* divide by 16*4, 1 tic per second */
 
 The interrupt arbitration level field in the SIM module control register is set to 4. Recall that the value here can be anywhere be tween 1 and 15, with 15 the highest priority. All active internal modules that are to use an interrupt must have a unique IARB value. The IARB value for the GPT was set to 5. Note that the interrupt level for both the GPT and the PIT is set to the level 6. Therefore, both sources of timing have the same interrupt priority; however, since the IARB of the GPT is higher than that of the PIT, in the event of a simultaneous occurrence of the two interrupts, the GPT service routine will be executed before the PIT. The interrupt vector for the PIT is placed at 0x38. Because the address of the vector is twice the value of the vector, the interrupt vector address is 0x70. A pointer to the PIT interrupt service rou tine will be placed at this address in the vector.c routine. The periodic timer itself is set up by the next two lines of code. This clock is driven by the EXTAL signal. In our case, the frequency of
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 the EXTAL signal is 32768 Hz, not some number around 16 MHz. The formula to calculate the periodic interrupt time is
 
 Tpit = 4 PITM ( 511PTP +1) /Fextal Here PITM is the 8-bit field with the same name found in the PITR. PTP is a single-bit field in the PITR that can have a value of either 0 or 1. As such, if PTP is 1, the prescaler value of 512 is used. Otherwise, when there is no prescaler, the value in the parentheses reduces to 1. With the values placed in these fields in the above code, i.e., PTP of 1, and PITM of 64, and with a 32768-Hz external crys tal, the periodic interrupt time should be one second. Two additional blocks of code are added to the applications sec tion of the code. This code is shown below: if(sec>MAX_SEC)
 
 {
 
 sec=0;
 
 if(++mts>MAX_MIN)
 
 {
 
 mts=0;
 
 if(++hrs>MAX_HOURS)
 
 hrs=MIN_HOURS;
 
 }
 
 }
 
 if(been_here && !new_input)
 
 {
 
 been_here=OFF;
 
 output_time();
 
 }
 
 The first eight lines of code here are taken directly from similar clocking code found in Chapter 4. This code merely counts the time in seconds, minutes, and hours. The second block of code determines if a PIT has been serviced, and if it has, it resets the been_here flag that indicated that the PIT service routine has been entered and then sends the time out the serial port when output_time( ) is executed. Here is a case where several subroutines are used in the applica tions portion of the program. output_time( ) calls functions putch( ) and send_out( ). In turn send_out( ) calls
 
 316
 
 Chapter 6 Large Microcontrollers
 
 convert_bcd( ). putch( ) is straightforward. This routine waits until the transmit data register is empty and then stores the character to be transmitted into the serial communications data reg ister. The routine send_out( ) takes the character parameter passed to it and causes it to be converted from integer format to two binarycoded decimal BCD characters. These two characters are then converted to ASCII characters by the addition of the character ‘0’ to each and then sent to the output. (Recall that convert_bcd( ) was shown in Chapter 4 in Listing 4-8.) Another version of this func tion is shown in Listing 4-7. This alternate version has been tried in the program above and it works as well as the function used above. With the functions putch( ) and send_out( ) available, it is a simple matter to write the code that will output the time to the center of the top line of the screen. It is assumed that the cursor is on the top line when the program begins to run. The last remaining modification is the interrupt service routine PIT_Isr( ). Within this function, the been_here flag is set, and the value in sec is incremented. Since the applications portion of the program will pro cess sec and reset it whenever it reaches a value of 60, there is no need for other code in this isr. For interest, listed below is the out put from the compiler for both OC3_Isr( ) and PIT_Isr( ). ; 150 @port void OC3_Isr( void) /* the PWM isr */
 
 ; 151 {
 
 .even
 
 _OC3_Isr:
 
 pshm k,z,y,x,d,e
 
 tskb
 
 tbek
 
 tbxk
 
 tbyk
 
 tbzk
 
 ; 152 TFLG1.OC1F=OFF; /* reset OC1 interrupt flag */
 
 ldy #0
 
 bclr -1758,y,#8
 
 ; 153 if(OC1D.OC1D3==ON)
 
 brclr -1783,y,#8,L102
 
 ; 154 OC1D.OC1D3=OFF;
 
 bclr -1783,y,#8 
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 ; 155 else
 
 bra L112
 
 L102: ; line 155, offset 33
 
 ; 156 OC1D.OC1D3=ON;
 
 ldy #0
 
 bset -1783,y,#8
 
 L112: ; line 156, offset 41
 
 ; 157 TFLG1.OC3F=OFF; /* reset OC3 interrupt flag */
 
 ldy #0
 
 bclr -1758,y,#32
 
 ; 158 TOC1+=pwm_period;
 
 ldd _pwm_period
 
 addd -1772,y
 
 std -1772,y
 
 ; 159 TOC3=TOC1+pwm_count;
 
 addd _pwm_count
 
 std -1768,y
 
 ; 160 }
 
 pulm k,z,y,x,d,e
 
 rti
 
 ; 161
 
 ; 162 @port void PIT_Isr( void) /* the PIT isr */
 
 ; 163 {
 
 .even
 
 _PIT_Isr:
 
 pshm k,z,y,x,d,e
 
 tskb
 
 tbek
 
 tbxk
 
 tbyk
 
 tbzk
 
 ; 164 been_here++;
 
 incw _been_here
 
 ; 165 sec++;
 
 incw _sec
 
 ; 166 }
 
 pulm k,z,y,x,d,e
 
 rti
 
 Listing 6-5: Interrupt Service Routines
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 Lines 150 through 160 above are the interrupt service routine OC3_Isr( ) and lines 161 through 166 comprise the PIT_Isr( ). The main item that is observed here is the quality of the optimizer for the compiler. In general, interrupt service routines, ISR, must save the com plete status of the machine prior to executing any code. The CCR along with the PC are both saved by the interrupt sequence. The remainder of the registers must also be saved if the ISR can use any of the additional register resources of the computer. Usually this case will be found. Note, for example, in OC3_Isr( ) the first instruction is pshm k,z,y,x,d,e
 
 This instruction causes the contents of all significant registers to be saved on the stack, so that the status of the machine at the time the interrupt occurred can be restored before control is returned to the portion of the program that was interrupted. This restoration is com pleted by the two instructions pulm k,z,y,x,d,e
 
 rti
 
 which refills all of the registers with the values they contained when the ISR was entered, and the rti instruction restores the condition code register to the value it had and the program counter is then restored. Thus, the status of the machine is restored and the program control is returned to the interrupted instruction. Note that the rou tine PIT_Isr( ) compiles to a much simpler routine. This routine has simply two increment instructions and requires no register re sources. The optimizer recognizes this simple operation and does not save the status beyond that saved when the interrupt occurred. This routine has probably been pushed further than it should be, for demonstration purposes. This routine demonstrates multiple in terrupts working simultaneously, keyboard input and output, and generates a simple pulse-width modulation signal whose on period is determined by a number entered from the keyboard. All of these operations are quite similar to those shown in Chapter 5; however, some major modifications in approach are required to meet the sev eral requirements of the peripheral components on the MC68HC16. Let us now look at some other applications often used with microcontrollers.
 
 Table Look-up
 
 319
 
 Table Look-Up Often in the implementation of a practical problem it is necessary to implement a conversion of data in a completely heuristic manner. Observations are made and a curve of sorts is fit to the data. It is then desired to put a few samples of this curve into a data table and then calculate values between these samples with an accuracy that usually requires interpolation between the points contained in the data table. Such tables are usually sparse in that the number of measured points across the range covered by the table are few. The curve in Figure 6-1 shows an example of such a conversion table, and the table itself is shown as Table 6-3. 250 200 150 100 50 0 20
 
 40
 
 80
 
 120
 
 180
 
 Figure 6-1: Data Conversion Curve
 
 X
 
 Table 6-3: Look-Up Table
 
 Y
 
 20
 
 5
 
 40
 
 15
 
 80 120 180
 
 50 120 240
 
 The object of the program is to deliver to the program a number like 67 and get the proper result back from the table look-up routine. The x value of 67 lies between the 40 and the 80 entry in the table. Therefore, the interpolation calculation needed in this case is
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 Result = 15 + ( 50 – 15 )
 
 (67 – 40 ) = 38.625 80 – 40
 
 Notice that there is a product and a division that is the same for all input values between 40 and 80 in this case. This calculation is the slope of the line between the two points being interpolated. Usu ally table look-up operations are used where time constraints on the program are great so that these operations, multiply and divide (es pecially divide), are unwelcome in these programs. There is a way to avoid the divide operation. Note that between each set of points the slope is a constant. Therefore, if the slope of the line is built into the table, the calculation would involve one subtraction, one multiply, and one addition. Let us modify the table above to contain the slopes of the lines between each point. 20
 
 5
 
 40
 
 15
 
 80 120 180
 
 50 120 240
 
 0.5 0.875 1.75 2
 
 Table 6-4: Look-Up Table With Slopes
 
 Note that the slope of the line runs from the lower point to the next point. Therefore, there is no slope for the last point. When this table is built in memory, it consists of a header followed by a fourbyte entry for each entry in the table. The header consists of a single byte that indicates the length of the table. In this case, since the table starts with an independent variable value of 20, there are expected to be no input values less than 20. If there are, however, the value of 5 will be used for these output values. Also, if the value of the indepen dent variable is greater than the maximum of 180, a value of 240 will be returned from the routine. With data from the above table, the calculation above would reduce to Result = 15 + 0.875(67 - 40) = 38.625 which requires a multiply, a subtract and one add. Of course, the routine will truncate the fractional part of the result so that the value returned will be 38.
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 Each table entry contains four bytes. The first byte is the inde pendent variable value, often designated as x. The second byte contains the dependent variable value, usually called y, and the final two bytes contain a floating point format of the slope. The slope must be floating point. The third byte contains the integer position of the slope, and the fourth byte contains the fractional value of the slope. With the binary point placed between the third and fourth bytes of the table entry, we can accomplish some interesting multiply op erations. Prior to looking at the coding of this problem, let us complete the table and convert the slopes into hexadecimal format. 5 20
 
 5
 
 40
 
 15
 
 80 120 180
 
 50 120 240
 
 0x00 0x00
 
 0x80 0xe0
 
 0x01 0x02
 
 0xc1 0x00
 
 Table 6-5: Look-Up Table with Hexadecimal Slopes
 
 How does one build a table of this nature in C? Of course, it is an array of structures, or it could be a structure that contains an array of structures. The latter approach would be struct entry
 
 {
 
 char x;
 
 char y;
 
 int slope;
 
 };
 
 struct lut
 
 {
 
 char entries;
 
 struct entry data[5];
 
 } _lut = {
 
 5,
 
 20, 5, 0x0080,
 
 40, 15, 0x00e0, 
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 80, 50, 0x01c0,
 
 120, 120, 0x0200,
 
 80, 240
 
 };
 
 Note that in the table above, the slopes are entered in the table as two-byte integers. There is no binary point in the slope. The conver sion of these integers to floating-point numbers is accomplished easily. We must merely recognize that these numbers are a factor of 128 too large, so after the slope is used as a multiplier, the result must be divided by 128 to get the correct answer. Of course, division by 128 can be accomplished by a shift right by 8, or more practically merely choosing the left byte of the product. A function that will make use of this table is char table_look_up( char x_in)
 
 {
 
 int i;
 
 for(i=0;x_in>_lut.data[i].x && i=_lut.entries)
 
 return _lut.data[_lut.entries-1].y;
 
 else if (i==0)
 
 return _lut.data[0].y;
 
 else
 
 return _lut.data[i-1].y+(((x_in-_lut.data[i-1].x)*
 
 _lut.data[i-1].slope)>>8);
 
 }
 
 Listing 6-6: Table Look-Up Routine, Version 1
 
 The compiler optimizer will recognize the shift right by 8 in the above function and will merely select the upper byte of the result rather than executing the shift operation indicated. This function was checked on an evaluation system for the single input value of 67 and the result was the expected value of 38. Of course, that did not check the function over its full range of opera tion. The check over the full range was accomplished on a host machine. It is a simple matter to include the above function and table in the following program. #include “tlu.h”
 
 void main(void) 
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 {
 
 int i;
 
 for(i=0;i< 256; i++)
 
 printf(“ i = %d r = %d\n”,i,table_look_up(i));
 
 } 
 
 where tlu.h contains the function and the table above. This code compiles and runs on a MS-DOC PC, and the result is as expected. Here, the program scans the entire input range and prints out the resultant value at each point. A check of the outputs will show that the function hits the break value at each break, and creates a linear interpolation between all points. For values above or below the range, the proper output is observed. In a normal control system, there will often be need for several table look-up operations. The above code is not too good in this case because the code to do the look-up must be repeated with each table. This extra code can be eliminated if the function table_look_up( ) is passed two parameters: the first parameter is the interpolation value, and the second value is a pointer to the look-up table as is shown below: char table_look_up( char x_in, struct lut* table)
 
 {
 
 int i;
 
 for(i=0;x_in>table->data[i].x && ientries; i++) ;
 
 if(i>=table->entries)
 
 return table->data[table->entries-1].y;
 
 else if (i==0)
 
 return table->data[0].y;
 
 else
 
 return table->data[i-1].y+
 
 (((x_in-table->data[i-1].x)* table->data[i- 1].slope)>>8);
 
 }
 
 Listing 6-7: Table Look-Up, Version 2
 
 This form of the table look-up should probably be used in all cases. Here is another example of where it is wise to examine the code generated by a compiler. It will not be listed here, but the as sembly code required for Listing 6-6 is 182 bytes long, and that for listing 6-7 is but 142 bytes. This greatly improved utility automati cally gives a substantial savings in code. It was pointed out that the compiler optimizer will sometimes change the basic code dictated by the programmer. Perhaps, it should
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 be stated that the optimizer changes the code suggested by the pro grammer. Often when you examine the code generated by the compiler, the operations that take place will not even resemble those that the programmer had in mind. This alteration of the code will show up with shifts, and divides or products of powers of two. A proper optimizer should determine if a multiply or a shift is better and provide the best code. Often you will find that the compiler optimizer will provide either fastest execution or minimum code. Usually the two will be different. Faster code will almost always take more memory. It may seem that the lost time is small, but you will always find that if you want fast code, you will not use any looping constructs. The code that increments a counter and tests the counter must be executed each loop. Without the looping construct, this code is completely elimi nated, and its execution each loop will be completely eliminated. Therefore, if you want fast code, you should eliminate looping con structs and repeat the code within the loop the desired number of times. The cost of this move is more code. We have also seen that recursive code can require an inordinant amount of time. Again, recursive code merely creates hidden looping constructs that require frequent genera tion of stack frames prior to new function calls. The construction of these stack frames and return from functions require time which is often masked by the elegant appearance of the code. Usually you will produce faster code if you figure a way to accomplish the same end operation without calls to the executing function. Today, we are at the very beginning of a completely new set of microcontrollers. These machines are based on RISC (reduced instruc tion set computer) techniques. Do not be misled. RISC does not really mean reduced instruction set. The instruction sets are complete and extensive. However, the basic architecture of a RISC machine is quite different from the older machines like those we have been working with. One of the main differences is that the design of the machine is to provide for the execution of one or more instructions with each clock cycle. A standard RISC will allow almost one instruction per clock cycle, and a super scaler architecture will allow two or more instructions per clock cycle. This operation is enabled by the use of instruction pipelines and multiple arithmetic logic units (ALUs). Some times, an instruction must use more than one clock to complete an
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 instruction. For example, an integer multiply instruction might require five clock cycles. In that case, an instruction pipe five instructions long would be implemented within the integer ALU. Therefore, a multiply instruction would be launched into the instruction pipe for execution. In the meantime, other instructions could execute while the multiply is progressing through the pipe. Compiler optimization for these machines must take into account all of the pipes, the separate ALUs, and other unique operations when creating the required assembly code. Clearly, a straightforward cre ation of code in the order that might seem to be natural to a programmer will not necessarily create the quickest code for a RISC machine. Here, speed optimization consists of arranging the code so that, as nearly as possible, the maximum number of instructions are launched each clock cycle. This rearrangement of your code will make it extremely difficult to examine the assembly code version of the program and even make sense of it. So long as the results are not altered, the optimizer for a RISC machine will move instructions around in the code stream to accomplish this end. Therefore, from a practical sense, any debugging on a RISC machine will probably be done with a source level debugger, and not an assembly language version of the program. The chip used in Chapter 8 is of the MCORE family of RISC microcontrollers. We will see more of the above comments in that chapter.
 
 EXERCISE 1. Sometimes two input values are needed to specify a parameter. For example, if you recall from Chapter 5, the change in pulse on time to properly control the motor speed was given by ∆pc = –3809500
 
 ∆p p2
 
 create a sparse two-dimensional look-up table whose inputs are p and ∆p and which provides ∆pc as the result of three interpolations. Is the look-up table better than the calculation in any way—less code, quicker, etc.? Why would you use a look- up table in a problem like this one?
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 Digital Signal Processor Operations Most microcontrollers, regardless of their basic speed, are not really able to process signals in real time. The basic speed of the processors is fast enough to accomplish most signal processing; how ever, the set of things needed to do digital signal processing is not usually available in the regular microcontroller. The basic digital sig nal processor (DSP) function that is required is summarized by three actions: 1) the processor must multiply two values, 2) the processor must add the product into a value, and 3) it must prepare for the next multiply. This set of operations must execute quickly enough that the computer can keep ahead of the real-time input of data being pro cessed. Almost all signal processing operations are based on the multiply-accumulate sequence. Filtering, correlation operations, sca lar products of vectors, Fourier and other transformations, and convolutions are but a few of the operations that are built around the DSP multiply and accumulate sequence above. The MC68HC16 fam ily has an extension to its core that can execute basic DSP operations fast enough to support real-time filtering, correlation, and so forth. Unfortunately, C compilers do not know of these added func tions, so the C programmer would seem to be unable to include DSP operations in programs. We will see here that, while it is rather in convenient, it is possible to write assembly functions that will permit the programmer access to the complete DSP capabilities found in this family of devices. One of the good features of C is that it is not necessary for the programmer to have detailed knowledge of the nature of the basic computer being programmed. So far, we have had little to say about accumulators or index registers or the like. No more! We must now get inside of the computer to create functions that will accomplish our DSP needs. When these functions are complete, we should be able to treat the DSP operations in much the same manner that we would any other function call. The DSP contains four registers and controls three bits in the condition code register (CCR). The first two registers are called the MAC multiplier input registers H and I, re spectively. These registers must be loaded with the multiplier and the multiplicand to be executed. Data stored in these registers are signed fractional binary numbers with the radix point between bits 15 and 14. The product will be accumulated into the MAC accumu
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 lator M register. This register is 36 bits long. For convenience, the register is broken into two portions, bits 35 through 16 and bits 15 through 0. We will see later that different portions of this register are moved by different instructions, so that breaking this register into the two parts is logical. The last register in the DSP register model is the MAC XY mask register. Automatic selection of the addresses for the next multiply needs modulo arithmetic. We will see more modulo arithmetic later. The mask register contains the modulo base for both the x and y index registers which will allow fixed coefficient tables, that can be manipulated as either single-or two-dimensional arrays, to be tra versed automatically during successive multiply and accumulate instructions. The DSP register model is shown in Figure 6-2 below. 20
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 MAC Multiplier Register
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 MAC Multplican Register
 
 R
 
 A M
 
 MAC Accumulator MSB[35-16]
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 MAC Accumulator LSB[15-0]
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 Figure 6-2: MC68HC16 DSP Register Model
 
 The CCR contains three bits that are associated with the DSP. Bits 14 and 12 are DSP overflow flags. These flags will be discussed in detail later. Bit 4 is called the SM bit and is the DSP saturation mode control bit. 15
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 Figure 6-3: DSP Control Bits In The CCR
 
 The accumulator is 36 bits with the radix point between bits 31 and 30. When accumulating into the MAC accumulator AM, there are
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 two types of overflow that can occur. The first is when an addition operation, which should always add fractions, causes an overflow from bit 30 to 31. This type of overflow is reversible because the arithmetic that caused the overflow cannot cause more than a 1-bit overflow error, and bits AM[34-31] are there to absorb this type of overflow. The contents of this register are signed, so that bit 35 of AM is the sign bit. The maximum value that can be placed in the 36-bit AM register is 0x7ffffffff. This value has a decimal value of 15.999969482. The minimum value is 0x800000000 correspond ing to –16. Whenever arithmetic involves the bits AM[34-31] the EV bit will be set, and the program will know that the bits in AM[35-31] are the signed integer part of the number. If successive operations cause the overflow to disappear, the EV bit will be reset. Another situation is less tractable. Suppose an overflow occurs as a result of an arithmetic operation into the AM that causes bit 34 to overflow into bit 35. This type of error is not reversible as is the case above. When this overflow occurs, the MV bit is set to notify the pro gram of the result. An internal latch known as the sign latch SL will contain the value of A[35] after the overflow has occurred. There fore, SL is the complement of the sign-bit when the overflow occurred. To communicate with the DSP portion of the MC68HC16, we have to use assembly language. In keeping with the basic rule to use C whenever possible, the approach to be taken will be to create C-callable functions that access these important capabilities. What features should we include in these functions? Obviously, all possible func tions cannot be conceived. A set of functions that will embody the most important features of the DSP capabilities will be written. Let us examine how this compiler transfers parameters to a func tion. When more than one parameter is passed, the parameters are pushed on the stack starting with the right-most parameter in the function argument list. The leftmost parameter is put into the D reg ister. If a single parameter is passed, it is placed in the D register prior to the function call. Within the function, the D and X register is saved on the stack, and the stack pointer is decremented by an amount needed to provide space for all of the function variables. At that point, the stack pointer is transferred into the X register. An example of this code is shown below. This little function receives three parameters and merely puts these values into three local variable locations.
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 void dot_product(char length, int* xdata, int* ydata)
 
 {
 
 int i,*xp, *yp;
 
 xp=xdata;
 
 yp=ydata;
 
 i=length;
 
 }
 
 Listing 6-8: Sample Parameter Handling Function
 
 The compiled version of the above function is shown below. The first important instruction is the .even assembly directive that causes the code to follow to start on an even boundary. Code must be started at an even address. Note in the program above that three parameters are passed to the function. After the contents of the X and the D registers are saved, the stack pointer is decremented by 6 to provide space for the variables i, *xp, and *yp. The two pointer param eters require 16 bits each, and the character parameter needs only 8 bits. The program, in favor of greater speed, will store the variable i in a 16-bit location even though i is only 8 bits wide. At this time, the value contained in the stack pointer is transferred into the X reg ister. During this transfer, the value will be automatically incremented by two so that the contents of the X register will be pointed to the last value stored on the stack rather than to the next empty location on the stack as is found in the stack pointer. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
 
 ; Compilateur C pour MC68HC16 (COSMIC-France)
 
 .include “macro.h16”
 
 .list +
 
 .psect _text
 
 ; 1 void dot_product(char length, int* xdata, int* ydata)
 
 ; 2 {
 
 .even
 
 _dot_product:
 
 pshm x,d
 
 ais #-6
 
 tsx
 
 .set OFST=6
 
 ; 3 int i,*xp, *yp;
 
 ; 4
 
 ; 5 xp=xdata;
 
 ldd OFST+8,x
 
 std OFST-4,x
 
 ; 6 yp=ydata;
 
 ldd OFST+10,x 
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 std OFST-6,x
 
 ; 7 i=length;
 
 ldab OFST+3,x
 
 clra
 
 std OFST-2,x
 
 ; 8
 
 ; 9 }
 
 ldx 6,x
 
 ais #10
 
 rts
 
 .public _dot_product
 
 .even
 
 .psect _data
 
 .even
 
 .psect _bss
 
 .even
 
 .end
 
 Listing 6-9: Compiled Version Of Parameter-Handling Function
 
 The diagram shown in Figure 6-4 will help you visualize what is happening here. On the right side of this diagram you will find the location at which the stack pointer is pointed at various times during the function call and its execution. On the left side of the diagram, you will see the locations pointed to by the X register. An offset named OFST is established by the program. This offset will have a value equal to the space emptied on the stack with the ais instruc tion: in other words, in this case OFST will be 6. In every case from this point forward in the program, variable and parameter accesses will be indexed relative to the X register, and the total offset from the X register will be a value OFST+k where k is a positive or negative value that corresponds to the address of the parameter being accessed. For example, the instruction ldd OFST+8,x
 
 will load the value at x+OFST+8 which you can see in Figure 6.4 is the value *xdata. This value is stored at the location x+OFST-4 by the instruction std OFST-4,x
 
 which is the location where xp is stored on the stack. Remember that each word on the stack is two bytes, so that all of the offsets and address will be even numbers.
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 The code in lines 16 through 20 above saves the values of xdata and ydata in xp and yp respectively. The operations shown in lines 21 through 24 save the 8-bit value found in the B register to the 16-bit location at x+OFST-2. To be certain that the value is not corrupted by some garbage value in the A register, the clra instruc tion is inserted prior to the time that the value is saved.
 
 Stack Contents
 
 X after tsx X + OFST X at rts
 
 *yp *xp length X D CCR PC *xdata *ydata
 
 SP after ais #-6 SP after pushm x, d SP after function call SP before function call
 
 Figure 6-4: Stack Contents During Function Operation
 
 After the closing brace of the function in the above listing, two important operations take place. First, the contents contained in the X register on entry to the function are restored by the instruction ldx 6,x
 
 and the stack pointer content is restored to the value it contained when the function was entered. At this point in the program, an rts instruction will return the program control to the instruction follow ing the jsr or bsr instruction used to enter the function code originally. When the function return is executed, the registers D, E, Y, Z, and CCR are all undefined. A 16-bit return from the function will be returned in the D register, and a 32-bit return will be contained in the E and the D register. The least significant portion of the return is in the D register.
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 What is a dot_product( )? In vector algebra, a dot product, or a scalar product, operates on all of the members of two vectors and returns a single scalar result. This value is the magnitude of the projection of one vector on the other. The familiar arithmetic form for a dot product is n–1
 
 c = ∑ ak bk 0
 
 Note that all corresponding members of the two vectors are mul tiplied and summed. The result is a single number. Another important calculation needed to be accomplished by a DSP is called convolu tion. A convolution is the time domain operation of a filter. Most of the time, a designer thinks of a filter as operating on the different frequencies of the signal being processed. In the frequency domain, at every frequency the filter has a gain which is complex. “Complex” in this case means the gain has two dimensions that can be thought of as magnitude and phase. The signal also has a similar two-dimensional description in frequency. At each frequency, the magnitude of the filter gain multiplies the magnitude portion of the signal, and thephase of the filter gain adds to the corresponding phase of the signal. There are easy ways to treat this operation in the frequency domain. In fact, the design of most filters takes place in the frequency domain. However, the frequency domain is an artifact that we can never really get our hands on. In reality, the signals we must deal with are varying voltages or currents. These varying signals can be continu ous, or when converted to a tractable form for operation in a computer, they are a series of samples. Let us call them xk. Here x is the value of the signal at sample points k. Now k might be thought of as re lated to time, and in fact different values of k do correspond to samples taken at different times. Usually, k corresponds to samples taken pe riodically at carefully spaced, equal intervals. A filter in the time domain has what is called a weighting func tion. The weighting function is indeed the Fourier transform of the complex frequency response of the filter. In the continuous domain, there is a mathematical trick that allows the weighting function to be shown. A function called a Dirac Delta function is defined as a func tion that is 0 everywhere except at one point. The integral across this point is one. Such a function really does not exist. However, if such
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 a function were delivered into the input of a filter, the output of the filter would be the filter weighting function. As we move to the digital realm, the Dirac Delta function is re placed by the Kroniker Delta function. This simple function, δk , is 0 for all values of k except for k = 0 where its value is 1. If this func tion is sent through a digital filter, the output observed is the weighting function of the filter. In both cases, analog and digital, the frequency response of the filter is the Fourier transform of the filter weighting function. This duality between the frequency response and the time domain response makes it possible to design filters to accomplish what is really de sired. Usually, the filter specification is best established in the frequency domain. The designer knows what frequencies are to be passed or rejected by the filter. There has been a long history in the field of passive network synthesis devoted to the “approximation problem.” How does one specify a filter to meet accurately a desired frequency response? This problem has led to many sophisticated approaches to the specification by mathematics of a frequency re sponse to meet the system need. More important, these frequency responses have a nature that can be realized by a finite collection of passive electrical components—resistors, capacitors, and inductors. In other words, these frequency responses are realizable. A series of mathematical transformations exist that can be used to transform frequency responses directly to filter weighting func tions. We will not go into these transformations here, but will refer you to Elliott for practical means to specify the weighting functions for digital filters.7 A more general text on this subject is by Antoniou.8 The time domain response calculation is called a convolution. If there is a signal xk applied to a filter with a weighting function hk there will be an output from the filter at each time sample, and this output will be called yk . The relations between these parameters are given by the equation n–1
 
 y k = ∑ x k–i h i i=0
 
 7 
 
 8 
 
 Elliott, Douglas F., Handbook of Digital Signal Processing and Applications: Academic Press Inc. 1987 Antoniou, Andreas, Digital Filter Analysis and Design: McGraw Hill, 1979
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 The convolution is little more than a series of dot products, one dot product for each output sample. Therefore, if you have a function that will calculate a dot product, it can also calculate a convolution. An item of consequence is the use of modular arithmetic in calcu lation of the data addresses. Often times, it is desirable to traverse an array and return to its beginning automatically when the end is reached. Modular arithmetic allows this type of operation. When working in combination with an unusual step value, modular arithmetic will per mit the collection of coefficients from a rectangular array placed in linear memory space. Here the step value refers to one of the numbers associated with the mac or the rmac instruction. These two values are called xo and yo. This value is used to increment the address of the corresponding register whenever data is loaded into either the H or the I register. The location of the array in memory should be placed at special location in memory. This location is discussed below. The ef fective address for the next value to be placed in the X after the value is incremented by the xo register is given by IX = (IX)&~XMASK | ((IX)+xo)&XMASK
 
 Note that XMASK here is an 8-bit mask that defines the length of the circular array. The array length must be a power of two less than or equal to 256. The value placed in XMASK is one less than the array length. When the contents of IX, or (IX), is anded with the comple ment of the sign extended value of XMASK, the value that is left is the starting address of the array. The second term above causes the con tents in IX to be incremented. As the value in IX is replaced by ((IX)+ xo)&XMASK after each multiply and accumulate opera tion. Since XMASK must contain a number that is one less than a power of two raised to the n: its least significant n bits are 1. The value placed in IX is the address with the n least significant bits masked off. When these two values are ORed together, an address is created that will range from the beginning to the end of the array and then back to the beginning in steps of xo. The requirements to make this scheme work are: 1. The array length must be a power of two less than or equal to 256. 2. The array must begin on a specific address. This address is any value where the least n bits are zero. Here n is determined by
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 n = log 2 (array length) or array length = 2 n 3. The value in xo must be equal to the step between adjacent data samples in the array. This scheme can be used to move, in a modular manner, around multiple-dimensional arrays as well as one-dimensional arrays. Let us now modify the earlier code to show how a circular buffer can be used to advantage. The above compilations use the default memory model for the Cosmic C compiler for the MC68HC16. This computer has a memory addressing space of 20 bits. In the design of the part, the basic address registers were all made 16 bits wide, and the additional bits required to address the total space were placed in extension registers. Therefore, for each of the addressing registers, the stack pointer, the program counter, and the index registers X, Y and Z, there is a 4-bit extension register. These registers are called SK, PK, XK, YK, and ZK respec tively. As mentioned earlier, several of these extension registers are initialized upon reset, and the remainder must be initialized prior to the execution of the main program. Usually, when a calculation alters a value in an extension register, this change takes place seamlessly. It is typically not necessary to worry about the contents of the extension registers. Recall in the code for the initialization routine listed above, crts.s, that the values for XK and ZK were set to 0 and the value placed in YK was 0xf. The reason for this choice is that the compiler automatically uses the Y register as an offset when calculating the ad dresses listed in the various header files. Since all of these registers are in the highest memory page, the YK value of 0xf is appropriate. The default memory model is called the compact model, and the code is compiled in the compact model so that all code, data, and stack memory space is contained within one 65 kilobyte (K) memory bank. Therefore, the initialized values of the extension registers need never change. On the other hand, it is sometimes necessary to change the values in these registers, and it is desirable to have the compiler take care of this bookkeeping when needed. All of the additional memory models will provide this tracking of the extension registers. These models are: small, one 65 K bank for code and one 65 K bank for data
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 and stack; program, multiple 65 K banks for code and one 65 K bank for data and stack; data, one 65 K bank for code and multiple 65K banks for data and stack; and finally far, multiple 65 K banks for code, data, and stack. With each of these memory models, it is necessary to keep track and often change the contents of the extension registers. As a result, with these models, it is necessary to alter slightly the stacking sequence. Such a sequence is shown in Figure 6-5. The function call that will cause the stack to be arranged as is shown in the figure below has four arguments. From left to right these arguments are xlen, *xdata, ylen, and *ydata. The lengths are simple character values, and the pointers in this case must be 20-bit values. If a function call to this routine is compiled with the small memory model, or any other model with the exception of the compact model, the stacking will include the extension registers as shown below.
 
 Stack Contents
 
 SP after XK is saved X after tsx SP at rts
 
 XK X D CCR PC *xdatak *xdata ylen *ydatak *ydata
 
 SP after pushm x, d SP after function call SP before function call
 
 Figure 6-5: Stacking Sequence That Passes Extension Registers
 
 The B register, which is the righthand side of the D register, will contain the left-most parameter when the function is called. There fore, the parameter xlen will be found in the least significant bits of the location labeled D in the above stack outline. The routine shown below will make use of both the X and the Y registers. The compiler allows for all registers with the exception of the X register to be
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 altered by any function call. Therefore, it is necessary to save the contents of the X register prior to altering this register. ; int circular_conv(char xlen, int* xdata, char ylen, int* ydata) 
 
 .even
 
 .set xlen=5
 
 .set xk=11
 
 .set xdata=12
 
 .set ylen=15
 
 .set yk=17
 
 .set ydata=18
 
 _circular_conv:
 
 pshm x,d
 
 txK ; save old xk
 
 pshm d
 
 tsx
 
 clrm ; clear the m register
 
 clra ; put ylen into e register
 
 ldab ylen,x ; ylen
 
 addb #-1 ; decrement count to get correct
 
 tde ; number of iterations
 
 ldaa xlen,x ; xlen is the circular part
 
 asla ; of the convolution. Create
 
 coma ; a mask that is the compliment
 
 clrb ; of twice the length.
 
 tdmsk ; put xlen in XMASK
 
 ldab yk,x
 
 tbyk
 
 ldy ydata,x ; ydata with yk extension
 
 pshm x ; save x
 
 ldab xk,x
 
 tbxk
 
 ldx xdata,x ; xdata with the xk extension
 
 ldhi ; load H and I registers for mpy
 
 rmac 2,2 ; do rmac ylen times
 
 tmer ; send result to e and then
 
 pulm x ; restore x
 
 ldx 2,x ; restore it to its original value 
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 pulm d ; restore old xk
 
 tbxk
 
 ais #4 ; fix the stack
 
 ted ; data to be returned
 
 rts ; return
 
 .public _circular_conv
 
 .end
 
 Listing 6-10: Circular Convolution Routine In Assembly Language
 
 Variable names get lost from the program when executing an assembly language program called from C. Therefore, when a func tion is entered, the names of the variables are replaced by offsets from a table saved by the compiler. Programming functions without the aid labels and variable names requires careful attention to the details of stacking and unstacking these data. It is recommended that when a program is to be prepared, an abbreviated version like the function dot_product( ) above—which will guide the program mer in setting up the variable locations in memory—be written. In the above routine, the offset OFST was not used, and the various offsets were assigned names that correspond to the variables. This approach makes it easier to understand what the program is doing and easier to write the code correctly. It is important that the contents of the XK register be restored to its initial value when a function call is returned to the calling program. The content of the X and D registers is saved on the stack and the value or XK is then saved. The contents of the stack are placed in the X register, and this register is incremented by two so that it will point to the last data pushed on the stack. The M register is cleared, and the parameter ylen is moved into the E register. This value is used with the rmac instruction to tell how many times the mac instruction is to be repeated. The value of xlen is the length of the buffer that contains input data. This buffer is fed circularly so that when the calculation reaches the last entry in the buffer the pointer into the buffer will be returned to the top of the buffer to get its next entry. The length xlen is the number of entries in the buffer, but the length for the calculation must be the number of bytes in the buffer. Therefore, the value of xlen must be doubled prior to the creation of a mask to be used in XMASK. In this case, XMASK value is calculated, and YMASK which is stored as the B register content of the D register is made zero. There
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 fore, there will be a circular buffer calculation on X, but there will be no circular calculation on the Y register. After the MASKs are set up, the two 20-bit pointer registers, X and Y, are assigned the values passed as parameters, and then the product data are put into place. The rmac instruction is then ex ecuted the number of times indicated by the contents of the E register. The register contents are then restored and the result of the singlepoint convolution is moved into the D register before control is returned to the calling program. A simple program was written to test the operation of this func tion. This function does not attempt to make a digital filter, but it rather sets up to show how the circular convolution works. In this case, it was intended that the program run on an EVB16 board that has a normal serial interface to an RS232 port. Therefore, the data being tested can be sent out of the serial port to a terminal. The purpose of the program is really quite simple. It is to execute a convolution between a short set of coefficients and a long set of data. The coefficient set is 32 integers long, and the data set is 64 integers long. The coefficient data is a descending array of numbers that are in the upper byte of the number. These numbers start at 31 and reduce successively to zero. The data that will be used here are merely the numbers 0 through 63 in the upper byte of the number. The system is set up, the system frequency is set to 16.78 MHz, and the watchdog is disabled. The serial port is set to 9600 baud and the SCI transmitter is enabled. #include “hc16.h”
 
 #include “sim.h”
 
 #include “qsm.h”
 
 int putchar(char new_character);
 
 void dprint (int c);
 
 void main(void)
 
 {
 
 int circular_conv(char, int*, char, int*);
 
 int data[64], coef[32],point[64],i,j,*ip;
 
 /* initialize the SIM */
 
 SYNCR.X=1; /* set the system freq to 16.78 MHz */
 
 SYPCR.SWE=0; /* disable the watchdog */
 
 /* initialize the SCI */ 
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 Chapter 6 Large Microcontrollers SCCR0.SCBR=55; /* set baud rate to 9600 */
 
 SCCR2.TE=1; /* enable the transmit of the SCI */
 
 for(i=0;i
 
 main()
 
 {
 
 unsigned array[25];
 
 int i;
 
 numbdup(“123456789098765”,array,25);
 
 for(i=0;iheader[0].dataindex=NEXT_OPEN;/* start
 
 the list */
 
 for(i=0;iheader[i].next=END;
 
 }
 
 Listing 7-16: The Reset Function
 
 Input/Output Functions There are three input/output functions that are usually found in the standard I/O library that we will replace with microcontroller specific code here. These functions are putchar(), getchar(), and puts(). In the first two instances, rather than sending and receiving data from devices like stdout and stdin, all output will go to the serial port on the HC12 and input will come likewise from the serial port. Therefore, these routines will have to be written from scratch. In addition to the direct input/output functions, an initialization function that enables the serial port will be needed. This function must set the bit rate for the serial port and enable both the UART transmitter and receiver. This function is as follows: #include “hc12.h”
 
 #define BAUD9600
 
 52 
 
 #define BAUDREG *(BYTE *)&SC0BDL
 
 void inituart(void) { BAUDREG=BAUD9600; SC0CR2.TE=ON; SC0CR2.RE=ON; }
 
 /* Set the bit rate */ /* turn on transmitter */ /* and the receiver */
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 The choice for bit rate for this system is 38.4 kbits per second. To achieve this rate, the baud rate divisor value is given by BR= Eclk/16 BaudRate The E clock for the system is 8 MHz. Therefore, the divisor, BR, is 52 when rounded to the nearest integer value. The register SC0BDL is defined in the header file hc12.h as a type Register, or a collection of eight individual bits. In this case, it is more understandable to put the data into this register as a char rather than as a set of bits. The type of this location can be changed to a type BYTE easily, using the line of code #define BAUDREG *(BYTE *)&SC0BDL
 
 Read this line of code from right to left. It says to cast a pointer to the memory location SC0BDL onto a pointer to a type BYTE and then dereference it. Therefore, whenever the defined name BAUDREG is used, it accesses the BYTE contents found at the address SC0BDL. This address is defined in the header file hc12.h. The next two lines of code turn the bits TE and RE in SC0CR2 on. When these bits are ON, both the UART transmitter and receiver will work. The next function is putchar(). This routine sends the designated BYTE to the serial port. It is necessary to wait until any data in the transmit data register has been completely processed before sending new data to this register. The first line of code does not allow the value of SC0DRL to be altered until the transmit data ready bit, TDRE, is set. Then the value x is stored in the location SC0DRL, which causes the data to be sent to the serial port. void putchar(BYTE x)
 
 {
 
 while(!SC0SR1.TDRE)
 
 ; /* wait until register is ready */
 
 SC0DRL=x; /* send the data out */
 
 }
 
 The last of the I/O functions is getchar(). The getchar() function is a little longer than the putchar() function. This difference is caused by the fact that when a character is read in from the serial port it should be immediately echoed back. Therefore, the entered
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 data are stored in the memory location a and sent out with the instruction putchar(a) before it is returned to the calling program. BYTE getchar(void)
 
 {
 
 BYTE a;
 
 while(!SC0SR1.RDRF)
 
 ; /* Wait for data ready */
 
 a=SC0DRL;
 
 putchar(a); /* echo the data and */
 
 return a; /* then return it*/
 
 }
 
 Finally, the puts() function from the standard library does not terminate transmission when it detects a new line character. For proper operation in this program, it should, so the following function was written. Notice that this function terminates whenever either a new line character or a zero character is detected in the input string. Like the standard library puts() it outputs a new line character regardless of the termination of the data. void puts(char *s)
 
 {
 
 char *sp;
 
 sp=s;
 
 while(*sp!=’\n’ && *sp!=’\0')
 
 putchar(*sp++);
 
 putchar(‘\n’);
 
 }
 
 An interesting observation: If you look in Chapters 4, 5, 6, and 8 you will find similar routines for other chips. In every case, the functions, even though they are for a broad range of different chips, are the same—a testimonial to the use of a high-level language like C to program our microcontrollers. A listing of these three functions is collected together in Listing 7-17 shown below. #include “HC12.H”
 
 #define BAUD9600
 
 52 
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 #define BAUDREG *(BYTE *)&SC0BDL
 
 void inituart(void)
 
 { BAUDREG=BAUD9600;/* Set the bit rate */ SC0CR2.TE=ON; /* turn on transmitter */ SC0CR2.RE=ON; /* and the receiver */ } void putchar(BYTE x)
 
 {
 
 while(!SC0SR1.TDRE)
 
 ; /* wait until register is ready */
 
 SC0DRL=x; /* send the data out */
 
 }
 
 BYTE getchar(void)
 
 {
 
 BYTE a;
 
 while(!SC0SR1.RDRF)
 
 ; /* Wait for data ready */
 
 a=SC0DRL;
 
 putchar(a); /* echo the data and */
 
 return a; /* then return it*/
 
 }
 
 void puts(char *s)
 
 {
 
 char *sp;
 
 sp=s;
 
 while(*sp!=’\n’ && *sp!=’\0')
 
 putchar(*sp++);
 
 putchar(‘\n’);
 
 }
 
 Listing 7-17: The Input/Output Routines Used with the M68HC912B32 Chip
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 You will notice that the file shown in Listing 7-17 is the only file in which the header file hc12.h is included. None of the other code depends in any way on the bit field structures that control all of the peripherals on the chip. There are a few places throughout the code where there are some specific differences between the two programs. The first line of code in the header phone.h is #define DOS
 
 This line is left intact whenever the program is compiled to run under DOS. When the program is compiled to run on the HC12, this line is removed. Then sequences like the following found in monitor.c #ifndef DOS
 
 inituart(); /* initialize the uart to 9600 b/s */
 
 #endif
 
 will cause the execution of inituart() to be ignored when compiled for DOS but it will be included when the program is compiled for the HC12. Such inclusions will be found throughout the various functions that are linked to form the program.
 
 Putting It All Together The above programs were all compiled, linked and tested with the DOS-based compiler provided by MIX Software1. This reliable compiler created satisfactory test code to run on any PC-style computer. When everything was working as desired, the code was moved to the HC12 system. The compiler used in this case was the COSMIC compiler2. This compiler was provided by the same company that provided the compilers used in Chapters 5 and 6. Cosmic provides two software packages that are very useful. The first is called IDEA12. This package is a so-called Integrated Development Environment, IDE. Within the IDE, you can specify things like the default directory, and provide a list of files for a make utility. The make utility will compile all source files that are newer than the corresponding object files. Therefore, as you debug various files in 1 2
 
 Mix Software, 1132 Commerce Drive, Richardson, TX 75081, (972) 783-6001.
 
 Cosmic Software, 400 W. Cummings Park, Ste. 6000, Woburn, MA 01801-6512, (781) 932-2556 x15. 
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 your program, you can automatically compile only those files modified since they were last compiled. There are a couple of additional files needed to complete the program for the phone book. The first is the interrupt vector table. The vector table is stored in nonvolatile memory on this system, and as such, it is best to write a C program that creates this table. This little program is compiled and linked just like any other module in the program. It will be linked as a constant section at the address 0xFFCE. The interrupt vector table program is shown in Listing 7 18. There is only one external module to be linked to this particular table. It is _stext(). The function prototype for this function is included at the beginning of the program, and its name is placed in the proper vector location. Recall from our earlier discussion of complicated declarations that the line of code void (* const _vectab[])()
 
 tells us that _vectab is an array of constant pointers to functions that return the type void. The addresses of the various entries in the array of pointers to functions begin at the memory location 0xFFCE. The remainder of the vectors that follow each have a specific use, and if there were an interrupt service routine needed for the program, its address would be placed in the corresponding location. /* INTERRUPT VECTORS TABLE 68HC912B32
 
 * Copyright (c) 1997 by COSMIC Software
 
 */
 
 void _stext(); /* startup routine */
 
 void (* const _vectab[])() = { /* 0xFFCE */
 
 0, /* Reserved */
 
 0, /* BDLC */
 
 0, /* ATD */
 
 0, /* SCI 1 */
 
 0, /* SCI 0 */
 
 0, /* SPI */
 
 0, /* Pulse acc input */
 
 0, /* Pulse acc overf */
 
 0, /* Timer overf */
 
 0, /* Timer channel 7 */ 
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 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, _stext };
 
 /* /* /* /* /* /* /* /* /* /* /* /* /* /* /*
 
 Timer channel 6 Timer channel 5 Timer channel 4 Timer channel 3 Timer channel 2 Timer channel 1 Timer channel 0 Real time IRQ XIRQ SWI illegal cop fail cop clock fail RESET
 
 */
 
 */
 
 */
 
 */
 
 */
 
 */
 
 */
 
 */ */ */ */ */ */ */ */
 
 Listing 7-18: M68HC912B32 Vector Table
 
 Listing 7-19 shows the next function that must be included for operation on the M68HC12. This start-up program is named crts.s. The .s extension indicates that the function is an assembly language function. This is the sum total of all assembly code needed for the program discussed in this chapter. Rather than give a line-by-line description of the code, we will see that the initial portion of the program initializes the section named bss to all zeros. This section is where all static and external memory are stored. Then the stack pointer is initialized to the value designated as __stack and then control is passed to the function main(). If main() should return, which it should not, the instruction following main() forms an infinite loop that branches to itself and does nothing. ; C STARTUP FOR MC68HC12
 
 ; Copyright (c) 1996 by COSMIC Software
 
 ;
 
 xdef _exit, __stext
 
 xref _main, __sbss, __memory, __stack
 
 ;
 
 __stext: 
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 bra ;
 
 end 
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 ; reset the bss #__sbss loop
 
 ; start of bss ; start loop
 
 2,x+
 
 ; clear word
 
 #__memory zbcl #__stack _main
 
 ; ; ; ;
 
 _exit
 
 ; stay here 
 
 up to the end
 
 and loop
 
 initialize stack pointer
 
 execute main 
 
 Listing 7-19: Crts.s C Program Start-Up Function
 
 Any linker for an embedded system requires some type of linker command file. The command file for this application is as follows. # link command file for test program
 
 # Copyright (c) 1996 by COSMIC Software
 
 #
 
 +seg .text -b 0x8000 -n .text# program start address
 
 +seg .const -a .text # constants follow program
 
 +seg .data -b 0x800 # data start address
 
 +seg .eeprom -b 0xd00 -m768 #identify EEPROM block
 
 +def [email protected] # start address of bss
 
 crts.o # startup routine
 
 monitor.o # applications programs
 
 saveit.o
 
 encode.o
 
 decode.o
 
 reset.o
 
 numbdup.o
 
 putbcd.o
 
 priout.o
 
 priafter.o
 
 serial.o 
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 get.o
 
 “C:\COSMIC\CX12\lib\libi.h12”
 
 “C:\COSMIC\CX12\lib\libm.h12”
 
 +seg .const -b 0xffce # vectors start address
 
 vector.o # interrupt vectors +def [email protected] # symbol used by library +def __stack=0xc00 # stack pointer initial value Listing 7-20: Linker Command File
 
 This file can be broken into three sections. The first section specifies all of the important memory locations needed for the program. The first instruction identifies the text section as beginning at the hex address 0x8000. That is the beginning of the FLASH EEPROM on this chip. The designation text identifies the executing portion of the program. The next line says that all program constants shall be placed in the text section. Since the text section is placed in internal nonvolatile FLASH, nothing in this section can be changed by the program. The internal RAM on this part is the 1024 bytes beginning at the hex address 0x800. The ending address of RAM is 0xBFF. The next instruction places data, variables and stack at the starting address 0x800. Jump to the end of this command file. Note that the parameter __stack is given a value of 0xC00. This value is used because the M68HC12 stack pointer points at the top of the stack rather than the next open location on the stack as was seen with the M68HC11 family of parts. The final segment designation is that of the EEPROM location. This segment has a beginning address of 0xD00 and it contains 768 bytes. The next section of the file contains the files to be linked. There are twelve applications files to be linked. With the exception of the crts.o file, these files are those created and tested earlier in this chapter. After the application program files, two standard compiler libraries are included. These libraries contain all functions needed to complete the program. The last section links the vector table discussed above to the correct address in the program, establishes the value for the initial stack pointer, and remembers the address of the end of the bss section for use in the program. The program was compiled, linked and an srecord of the code created. This code was loaded into an M68EVB912B32 evaluation
 
 Summary
 
 391
 
 board. Loading the code into this board requires the use of another development board, an HC12 FLASH PROGRAMMER. This board contains an M68EVB912B32 board also. The code is downloaded into the programmer board and from there it is transferred to the FLASH memory on the second evaluation board. This combination worked to program the FLASH, and it must be noted that the final program worked as designed after one error was corrected.
 
 Summary In writing this chapter, I have attempted to show that modular development of a program can yield very satisfying results. The program here was reduced to several relatively small functions that could each be developed and tested separately. Then these functions were integrated one-by-one to build the whole program. This is not to say that this approach is less work. Several of the modules listed above are very complicated and require careful design to make certain that they work as desired. Some of these modules require almost invention. For example, the means used to express the Huffman table in the decode routine needed several different starts before a satisfactory one was found. Recall that the complete binary tree needed to express a Huffman code requires 2n–1 nodes where n is the number of items being encoded. I felt that it was desirable to express this tree by an array with no more than 2n–1 members. The array shown in Listing 7-7 contains exactly 2n–1 bytes. It took six different tries to arrive at this particular representation, and hence the code to decode the data. The reward was that the final code worked in the embedded product with almost no error.
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 MCORE, a RISC Machine
 
 Reduced Instruction Set Computer (RISC) machines are the new architecture rage. First, the R in RISC is an absolute misnomer. When first learning the M68000 machine, a CISC (Complicated Instruction Set Computer), I found a controller with about 70 instructions. The MMC2001, a RISC, has about 110 instructions, and it has no instructions for the complex addressing modes that make the CISC machine so easy to program. The RISC has its advantages though. Most of the RISC instructions require only one clock cycle per instruction while the CISC typically requires six clocks per instruction with a range of two clocks to twenty-four clocks per instruction. Therefore, a RISC chip with a 33-MHz clock will execute more than thirty-one million instructions per second, obviously much faster than a similar speed CISC, which would probably execute less than six million instructions per second. However, the RISC machine will require more instructions to execute the same program. Overall, the RISC machine is almost always faster than the corresponding CISC, even though the RISC requires more memory to implement the same code. The RISC/CISC dichotomy will be the source of nearly religious debate until the next big architecture change is introduced. This text is not aimed at comparison of different architectures. The goal is to help you write code for the chips in the C language. Now the problem becomes one of finding an appropriate compiler for the chip. The compiler/debugger combination used in preparing the code found in this chapter is provided by DIAB and SDS.1 2 These software 1 2
 
 Diab Data, Inc., (650) 571-1700, fax (650) 571-9068, email [email protected], www.ddi.com Software Development Systems, Inc., (630) 368-0400, fax (630) 990-4641, email [email protected], www.sdsi.com
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 systems are available as demonstration systems from the respective manufacturers. Contact them directly for information on demonstration systems. A photo of the development system is shown in Figure 8.1. The host computer in this case is a laptop computer. The Extended Background Debug Interface, EBDI, is connected to the computer serial port. A flexible cable connects the EBDI to the AXIOM demonstration board that contains the MCORE chip, the MMC2001. Additional peripheral devices such as a keypad or an LCD display panel can be connected directly to the AXIOM board. There are two serial ports on the Axiom board. These serial ports can be used by any program that needs serial access.
 
 Figure 8-1: Development System
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 Delay Routine In the course of this chapter, we are going to see several small routines and programs that can be used to accomplish some useful tasks. One routine that is often useful is a delay routine. There are several ways to implement a delay. A most important feature of any delay routine is that it must be accurate and it must not depend on counting a number of instruction cycles to measure the delay. Almost all microcontrollers have timer subsystems that can be used to control these delays. A delay program has to cause an executing program to suspend execution for a specified time. What is the program to do during this time? The simplest approach is to have the delay program merely execute a loop until the time has past, and this is the first approach that we will use. If your program consumes essentially all of the computer resources, such an approach is very wasteful. The computer will merely execute a tight loop during the entire delay and exit the loop when the delay is completed. The computer is unable to do anything else during the delay. There is a second approach that returns control of the computer to the calling program and allows other operations to execute during the delay time. This approach uses a semaphore to control execution of the calling program. We will see this approach shortly. Listing 8.1 is the code for the function void delay(int time). This function makes use of the programmable interval timer, PIT, portion of the on-board timer found on the MMC2001. The timer is driven by a 32768-Hz crystal oscillator. The frequency generated by this oscillator is divided by four. Therefore, the time period of clocks entering the PIT is 1/8192 seconds, or 122.070312 microseconds. This is the resolution of the PIT on this chip. There are two registers, the PIT data register, ITDR, and the PIT alternate data register, ITADR. The data written to the ITDR is retained and is transferred to the ITADR the next time that the ITADR underflows, indicating completion of the specified time sequence. At that time, the contents of the ITDR are written to the ITADR, and the PIT interrupt flag ITIF is set. If the interrupt sequence is enabled, a core processor interrupt is requested. Otherwise, the system can be polled to determine when the time has expired. This approach is used in the following program.
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 #include “timer.h”
 
 /***************************************************
 
 Delay by t milliseconds. The data here are passed
 
 as an int because, this routing ties up the
 
 computer the whole delay time. An alternate means
 
 should be used if a long delay is needed. This
 
 routine uses the PIT which counts at about 122 us
 
 per ticks. It is not very accurate because, the
 
 count is at 1/8192 seconds, more nearly 122.070312
 
 us ticks. Not good enough to make a clock, but
 
 good enough to control a few milliseconds.
 
 This modification assumes that the pit is enabled
 
 and shall remain enabled. TVS 6/2000
 
 ****************************************************/
 
 void delay(WORD t)
 
 {
 
 UWORD now,next;
 
 UWORD count;
 
 count=(long)t*1000; /* make the delay in us */
 
 count/=122; /* 122 us per tick */
 
 ITCSR.EN=ON; /* enable the pit */
 
 while(count>0) /* there are probably faster ways to do */
 
 { /* this, but who cares, you are killing time */
 
 now = ITADR; /* and don’t care for speed */
 
 do
 
 {
 
 next = ITADR;
 
 } while(now==next); /* wait until next tick */
 
 count—–;
 
 }
 
 ITCSR.EN=OFF;
 
 /* delay is done don’t need the pit now */ 
 
 }
 
 Listing 8-1: Delay routine
 
 The function parameter time is the delay time in milliseconds. The clocking rate for the counter is each 122.0… microseconds. Therefore the time is converted to counts when it is divided by 122. The PIT is then enabled with the instruction ITCSR.EN = ON;
 
 /* enable the pit */ 
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 This rather clumsy loop reads the value contained in ITADR into the variable now. This register is then read into the location next until the value in ITADR is changed by the clock. That should occur 122 microseconds later. At this time, count is decremented. When count becomes 0 the time has expired. The variables now and next are both declared to be volatile. This declaration is necessary to avoid loss of the whole loop when the code is optimized. The variable ITADR is declared to be volatile in the header file. That declaration does not guarantee to the compiler that the variables will ever change, so the optimizer could well remove the code now = ITADR; /* and don’t care how fast your test is */
 
 do
 
 {
 
 next = ITADR;
 
 } while(now == next); /* wait until next tick */ 
 
 during the optimization phase. That would make the whole function rather pointless.
 
 Semaphore This delay function is used in later code to implement debounce routines. A more practical delay routine can be implemented with the use of a semaphore. Here, we are going to develop a semaphore that follows that developed in Reusable Software Components .3 We will not create a semaphore object as done in that text, but the program will follow the items shown there. A semaphore is merely a flag that is attached to a process like a program or a function. The semaphore is set and the calling program is not able to proceed until the called program resets the semaphore. This reset is usually done in an interrupt service routine implemented in the called program. Let’s look at the elements of a semaphore first. When a semaphore is set, it usually marks a resource as busy. It is interesting, but you will find that many semaphores are used around interrupt service routines and while interrupts are being used. Often a strange race condition can occur that will cause a semaphore to be improperly set. Suppose that I want to set a flag, semaphore, to indicate that a resource is busy. The process of setting the semaphore is to first 3
 
 Reusable Software Components, Ted Van Sickle, Prentice Hall, Upper Saddle River, NJ, 1997
 
 398
 
 Chapter 8 MCORE, A RISC Machine
 
 read the contents of the semaphore and then, if it is in the proper condition, it will be set. Interrupts can come asynchronously at any time. Suppose that in the process of attaching a semaphore, the status of the interrupt is read to be tested, and, prior to marking the semaphore as used, an interrupt occurs. Within this interrupt routine, it also could require an interrupt. In this case, the interrupt that was being processed by the earlier routine will seem to be available, but it is not. In fact when control is returned to the initial portion of the program, the semaphore will be again marked as busy, and now two completely different processes will both assume control over the same semaphore. /* A call to attach_semaphore(‘a’) will attempt to attach
 
 safely a semaphore. If a semaphore can be attached, a
 
 semaphore number will be returned. Otherwise, a -1 is
 
 returned and no semaphore can now be attached. When
 
 attach_semaphore(n), where 0=max)?-1:i;
 
 }
 
 Listing 8-8: General Serial Input/Output Functions
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 The next three functions can be used to send and receive strings through the serial port. To use puts(), you use a string argument. This function will send characters from the string until it finds a zero value in the string. The get string functions perform similar to the standard fgets() function. The difference between gets() and getse() is that getse() echoes the characters read in to the serial output. Otherwise these two functions are identical. You pass gets() two parameters. The first is a pointer to a character array and the second is the dimension of this array. As characters are read into the program, they are stored in the character array. The string input is terminated by either a ‘\n’ or a ‘\r’ character. The input will also be terminated when the input character string is one less than the size of the array size. When termination is detected, the input is terminated with a character zero, making the data a string. The return to the calling program will be –1 in the event that the character array was completely filled. Otherwise, the return is the number of characters entered into the character array. The function gets() reads data from the serial port with the getch() function. This input does not echo the data entered. getse() uses the getchar() to read the data in. getchar() always echoes the input data to the serial output. The above routines were separated into a series of individual functions, which were combined into an archive library file. This file is found on the CDROM under the name libserio.a. This file can be linked during the linking operation like any other library file.
 
 Handling Interrupts All of the onboard peripherals found on the MMC2001 that need access to interrupts are set up to use the core processor Auto Vector capability. Shown in Table 8-1 is a copy of the interrupt vector table. The vector table is placed at a location called the VBA, Vector Base Address, when the chip is initialized. You will note that the table is 0x200, two hundred hex bytes, long. The vector numbers are consecutive. The vector addresses move in steps of 4 and are usually dealt with as hexadecimal values. This table must be filled in some way when the program is initialized. Each vector will contain the address of the function executed when the corresponding exception occurs. Most of these vectors are self-explanatory. Of import here is the Fast Interrupt Autovector location. Note that the offset of this vector is 0x2c.
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 The use of this table is similar to that shown with the MC68HC16 family. Here, though, we will concentrate on the use of the autovector. The autovector is accessed when an interrupt is called with the autovector line to the core processor asserted. When this type of interrupt is executed, control of the processor is automatically transferred to the function addressed contained in the autovector vector. Note in the table that there are two autovector locations, the normal autovector and the fast autovector. The DIAB compiler automatically encodes interrupts to use the fast autovector, so the offset vector location is 0x2c from the Vector Base Address. The MMC2001 has an internal peripheral called the Interrupt Controller. This device handles all interrupt sources from the onboard peripherals. There are several 32-bit registers in the Interrupt Controller. You will notice in the MMC2001 Reference Manual, Section 10, that these registers are each just collections of 32 single bits. These registers control interrupts. The first register is called the Interrupt Source Register, INTSCR. Whenever an interrupt is requested by this controller, it is assigned a level from 0 to 32 and the corresponding bit in the INTSCR is set. There are two interrupt enable registers: Normal Interrupt Enable, NIER and Fast Interrupt Enable, FIER. The program must set the corresponding bit in one of these registers to enable an interrupt to be detected. When an interrupt is requested, the corresponding bit in the INTSCR is set and this register is automatically ORed with the Interrupt Enable registers. The results of these operations are stored in the proper Interrupt Pending Register. These registers, NIPND and FIPND, then contain a bit pattern that show all of the pending interrupts for the system. There is one very convenient instruction available in the MCORE instruction set. This instruction, FF1, indicates “find the first 1 set” in a memory location. This instruction uses the system barrel shifter and requires only one clock cycle. The priority of the several interrupting sources is established by their individual bit locations in the various registers in the controller. In the FIPND registers, bit 31 contains the status of the highest priority pending interrupt, etc. When the FF1 instruction is executed on the FIPND, the result identifies the bit number of the highest priority pending fast interrupt. Table 8-2 shows the interrupt assignments of all on-board peripherals on this chip.
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 The FF1 instruction returns a 0 if bit 31 is set and 31 if bit 0 is set. It also returns a 32 if no bit is set in the designated memory location. Therefore, if the PIT is the highest requested interrupt, the contents of the FIPND register are stored in R3, and the instruction FF1 R3 
 
 is executed, R3 will contain the numeric value 24. We can use this sequence to vector to the correct interrupt service routine. Consider the code shown in Listing 8-9. This function is a general-purpose interrupt handler to control the autovector access. The program starts with the normal file inclusions. In this case, the interrupt controller is being used so the header intctl.h is included. The code that follows must access the contents of the fast pending interrupt register FPIND. The address of this register is placed into the location fIpnd1 for convenient access by the assembly program that is generated later. The next entry defines a struct Table, which contains an array of 32 pointers to functions that require no parameters and return the type void. An instance of this structure is created and named table. The 32 entries in the array are each filled with a pointer to the function unused_vector(). It is difficult to decide what to fill unused vectors with. The choice of zero is not realistic. When an interrupt occurs that needs one of these vectors, control is passed to the address contained in the vector. If the vector contains zero, the computer goes to zero and starts executing instructions found there. The program will surely run amuck until who knows when if it is told to execute the code found at zero! I usually create a simple interrupt service routine that does nothing to help here. The function in the listing below is called unused_vector(). In this case, if an uninitialized interrupt occurs, it will be ignored and control will be passed back to the executing program. This particular approach has the drawback that you are never aware of the occurrence of uninitialized interrupts unless you put a break of some sort in the unused_vector() routine. In practice, you will need to place the names of interrupt service routines in the proper vector locations shown below. We will do this in later code to show you how. #include “mmc2001.h”
 
 #include “intctl.h”
 
 UWORD const fIpnd1=INTCTL_+0X10; 
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 void unused_vector(void);
 
 static struct Table {
 
 void (*vector[32]) (void);
 
 };
 
 struct Table table ={
 
 unused_vector, /* 31 unused */
 
 unused_vector, /* 30 unused */
 
 unused_vector, /* 29 unused */
 
 unused_vector, /* 28 INT7 */
 
 unused_vector, /* 27 INT6 */
 
 unused_vector, /* 26 INT5 */
 
 unused_vector, /* 25 INT4 */
 
 unused_vector, /* 24 INT3 */
 
 unused_vector, /* 23 INT2 */
 
 unused_vector, /* 22 INT1 */
 
 unused_vector, /* 21 INT0 */
 
 unused_vector, /* 20 ISPI */
 
 unused_vector, /* 19 UART1 receive */
 
 unused_vector, /* 18 UART0 receive */
 
 unused_vector, /* 17 UART1 transmit */
 
 unused_vector, /* 16 UART0 transmit */
 
 unused_vector, /* 15 PWM5 */
 
 unused_vector, /* 14 PWM4 */
 
 unused_vector, /* 13 PWM3 */
 
 unused_vector, /* 12 PWM2 */
 
 unused_vector, /* 11 PWM1 */
 
 unused_vector, /* 10 PWM0 */
 
 unused_vector, /* 9 unused */
 
 unsued_vector, /* 8 PIT */
 
 unused_vector, /* 7 Time-of-day alarm */
 
 unused_vector, /* 6 KPP control */
 
 unused_vector, /* 5 UART0 RTS_DELTA */
 
 unused_vector, /* 4 unused */
 
 unused_vector, /* 3 unused */
 
 unused_vector, /* 2 software3 */
 
 unused_vector, /* 1 software2 */
 
 unused_vector /* 0 software1 */
 
 };
 
 #define Do_Interrupt() asm(“ subi R0,32\n subi R0,28\n \
 
 stm R1-R15,(R0)\n lrw R2,table\n \
 
 lrw R3,fIpnd1\n ldw R3,(R3,0)\n \
 
 ldw R3,(R3,0)\n FF1 R3\n lsli R3,2\n \ 
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 addu R2,R3\n ldw R2,(R2,0)\n \
 
 jsr R2\n ldm R1-R15,(R0)\n \
 
 addi R0,32\n addi R0,28\n rfi\n”)
 
 void unused_vector(void)
 
 {}
 
 void handler(void)
 
 {
 
 Do_Interrupt();
 
 }
 
 Listing 8-9: Autovector Interrupt Handler
 
 Following the table initialization, there is an assembly language sequence. This sequence is #defined as the function Do_Interrupt(), which is called in the interrupt service routine handler(). The first five assembly instructions clear 120 bytes on the stack, enough to save the contents of registers 1 through 15, and Table 8-1 Exception Vector Assignments Vector Number(s) 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16-19 20-31 32-127
 
 Vector Offset (Hex)
 
 000
 
 004 008 00C 010 014 018 01C 020 024 028 02C 030 034 038 03C 040-04C 050-07C 080-1FC
 
 Assignment Reset Misaligned access Access error Divide by zero Illegal instruction Privilege violation Trace exception Breakpoint exception Unrecoverable error Soft reset INT autovector FINT autovector Hardware accelerator (Reserved)
 
 Trap #0-3 Instruction Vectors Reserved Reserved for vectored interrupt controller use
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 save these registers on the stack. The following two assembly instructions load the address of table into R2 and the address of fIpnd1 into R3. We want the contents of the value found in the FPIND register. Therefore, we must dereference the value in R3 twice, once to get the address of FPIND and then to get the contents of FPIND. This value has a bit set for every pending fast interrupt. When this value is operated on by the FF1 instruction, the register R3 will contain the 32 minus the bit number of the highest priority pending interrupt. If you look at how table() is constructed, you will find that the highest priority interrupts are listed first down to the lowest priority. Each entry in the table requires four bytes to hold a function pointer with this system. Therefore, we must multiply the value found in R3 by 4, shift it left 2, and then add the result to the value in R2 to find the address of the desired interrupt service routine. All of that is exactly what is done with the assembly language insert shown above. The last instruction jsr R2 passes control of the computer to the specified interrupt service routine. If you look at the C code generated by handler() you will find first that the necessary computer status is saved and then the assembly code in the macro Do_Interrupt() is executed. The last instruction here is the jsr R2 instruction mentioned above. After the code needed for the interrupt service routine is completed, control is returned to handler() where the machine status is restored and control is returned to the interrupted program with an rfi, return from fast interrupt, instruction. The compiler has a #pragma interrupt isr_function. This #pragma causes the function specified by the isr_function to be compiled as an interrupt service routine. These functions save a portion of the machine status, execute the code specified in the isr_function, and restore the machine status before returning to the interrupted program with an rfi instruction. When writing a general function such as the one above, it was found that the partial status save was not enough. No functions could be called from within the interrupt service routine. This limitation was too great for a general-purpose handler like that above, so in this routine, the entire status of the computer is saved and restored rather than the partial save and restore generated by the #pragma. It is safe to execute functions within the interrupt service routines in the handler above.
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 Table 8-2 Interrupt Controller Assignments Bit Number 0, 1, 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
 
 Use Software unused unused UART0 RTS_DELTA KPP control Time-of-day alarm PIT unused PWM0 PWM1 PWM2 PWM3 PWM4 PWM5 UART0 transmit UART1 transmit UART0 receive UART1 receive ISPI INT0 INT1 INT2 INT3 INT4 INT5 INT6 INT7 unused unused unused
 
 A Clock Program A clock program is an excellent program for demonstrating the use of interrupts on a microcontroller. The MMC2001 has a rather extensive timer subsystem. It is broken into three parts. There is a time of day clock, TOD, with a built-in alarm, a watchdog timer and a programmable interval timer, PIT. We will use the PIT in this example. Briefly, the timers are driven by a separate clock. The clock here is a 32768-Hz clock controlled by a watch crystal. The TOD
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 clock is driven by the low-frequency oscillator frequency divided by 128 or 256 Hz. The watchdog and the PIT are both driven by the low-frequency oscillator frequency divided by 4 or 8196 Hz. The TOD keeps track of the time as the number of seconds since a specified time, perhaps midnight. There is no provision for automatic roll over of the registers at the end of the day, so if you want to work from midnight each day, you must reset the TOD clock to zero each midnight. This clock also has an 8-bit fractional second register in addition to the regular 32-bit second count register. The alarm system also contains an 8-bit fractional second register and a 32-bit second register. When the time in the alarm registers matches the time in the time of day register, a flag is set that can be polled or an interrupt can be requested. The PIT system contains a register that is counted down. When this register underflows, it can be reloaded automatically, set a flag to be polled, or request an interrupt. Loading this register is done through a register called the ITDR, the Interval Timer Data Register. If a bit is set, data written to the ITDR will automatically transfer to the ITADR, the register that counts down. When this register underflows, the contents of the ITDR is automatically transferred to the ITADR. The contents of the ITDR can be changed at any time, and it can be changed without altering the contents of the ITADR until the next underflow. The ITADR is clocked 8192 times per second, approximately 122 microseconds. Since it is clocked an exact number of times per second, it is possible to count in exact second intervals. It makes no difference how you break up the time intervals, the clock will decrement exactly 8192 times in one second. Therefore, if you want a basic interval time for other uses in the system, you can cause interrupts to occur at this faster rate and then count the number of interrupts until you achieve the magic number of 8192 ticks each second. For example, many systems need a 1 or 2 millisecond time interval. The system can be set to interrupt about every 2 milliseconds and then in the ISR, a counter incremented. This counter counts to about 500 each second and can be easily used in a clock controller. Of course, “about” is not allowed. The interrupt time must be 0.001953125 seconds and there will be exactly 512 interrupts per second. The program starts out with the creation of a function that we will call keep_time(). This function is executed repeatedly inside
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 of a loop. There are four external variables, hours, seconds, minutes, and count accessed by keep_time(). The variable count is incremented in an interrupt service routine that is executed each 1.953125 milliseconds. The constant TIME_COUNT will have a value of 511. When count becomes greater than TIME_COUNT, count is reset to zero and the parameter seconds are incremented. When seconds exceeds the value 59, seconds is reset to zero and minutes is incremented. When minutes exceeds 59, it is reset to zero and hours is incremented. Finally, when hours becomes greater than 12, it is reset to 1 which corresponds to one o’clock. Once each second, the function output_time() is executed. #include “mmc2001.h”
 
 #include “timer.h” #define #define #define #define #define
 
 TIME_COUNT MAX_SECONDS MAX_MINUTES MAX_HOURS MIN_HOURS
 
 511 59 MAX_SECONDS 12 1
 
 /* function prototypes */
 
 void output_time(void);
 
 void keep_time(void);
 
 /* external—global variables */
 
 WORD seconds,minutes,hours,count;
 
 /* the main applications program. count is incremented in
 
 the isr 512 times each second. Therefore, this routine
 
 must be executed at least once every two milliseconds. */
 
 void keep_time(void)
 
 {
 
 if(count>TIME_COUNT)
 
 {
 
 count=0;
 
 if(++seconds>MAX_SECONDS)
 
 {
 
 seconds=0;
 
 if(++minutes>MAX_MINUTES)
 
 {
 
 minutes=0;
 
 if(++hours>MAX_HOURS)
 
 hours=MIN_HOURS; 
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 }
 
 output_time();
 
 }
 
 } 
 
 Here we are starting to write a program. Therefore, it is smart to do all things correctly. For example, we will attempt to avoid magic numbers by defining mnemonics for the numbers used in the program. Also, whenever a new function is written, its function prototype will be immediately inserted into a function prototype list at the beginning of the program. A series of external variables is used. It is usually better to use local variables when working with parameters in several different functions. In that case, the parameters can be passed as arguments to the functions when they are called. This approach avoids debug problems where it becomes difficult to determine where variables are changed in different functions. In the case here, the variables hours, minutes and seconds are changed in only one function, keep_time(), and the variable count is changed only in the interrupt service routine or the reset time function. Therefore, there is no uncertainty as to where the variables are changed. Note the structure of the if() statements in the function keep_time(). The nesting of these statements if() { . if() { . if() { . } } }
 
 causes the first test to be executed every time the function is executed. The argument of the first test must be TRUE when the second test is executed, and the argument of the second test must be TRUE when the third test is executed, and so forth. Most of the time when the function is executed, the total effort required by the above nested if
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 sequence is the outside test only. Such an arrangement will require a minimum amount of computer time each time the function is executed. Many programmers will not nest the above tests so that each test is executed each time the function is called. It works, but it requires more computer resources than the nesting shown above. In the function keep_time() above, note that the arguments of the several if() statements all involve a “greater than” test. This particular approach is more robust than any test that involves an “is equal to” test. In all cases but the hours, the tested parameter is reset to zero. Therefore, the zero is counted in the sequence and the maximum value is one less than the number that might be expected. For example, the range of seconds is 0..59 not 1..60, the range of count is 0.. 511 not 1..512. When the respective count exceeds the specified maximum value, the parameter is reset to its minimum value. If lightning should strike the chip and the value of seconds be set at 100, the “greater than” test would fix the error the next time that second were tested. In the event that an “is equal to” test were used, it would be a long time before the seconds would count through a wrap-around and be equal to the MAX_SECONDS value again. Also note the if argument if(++seconds>MAX_SECONDS) {
 
 The seconds are first incremented and then the test is completed. This sequence could be completed in two statements, seconds=seconds+1;
 
 if(seconds>MAX_SECONDS)
 
 { 
 
 Some people prefer the latter approach, but the two approaches accomplish exactly the same thing. The important item is that seconds must be incremented before the test is completed rather than after. At the bottom of the seconds loop, a call to output_time() is executed. This function will send the current time to the output device. Here again, the call to output_time() could be placed anywhere in the loop, but the bottom, as is shown above, is best because the output takes place after all of the parameters are updated and the time displayed will be now rather than before all of the updates are completed.
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 A Clock Program
 
 Let us now look at output_time(). For this program, we will send the time to the serial port to be displayed on a terminal. All of the parameters hours, minutes, and seconds each have a range of 0 or 1 to some maximum two-digit value. Therefore, these numbers will contain only tens and units. There will be no hundreds or thousands or fractions, or minus signs for that matter. To convert these values to characters to be sent to a function like putchar(), we have to do two things. First count the number of tens, convert this number to an ASCII digit and use it as an argument to putchar(). Then calculate the number of units in the number, convert it to an ASCII digit and send it to putchar(). These two operations are relatively easy to program. In fact, these little functions can be written as function-like macros easily, as follows: #define hi(x) ((x)/10+’0’)
 
 #define lo(x) ((x)%10+’0’) 
 
 Remember, the value passed to these two macro functions must lie between 0 and 99. The first function hi(x) determines the number of tens in the number and converts the result to an ASCII digit by adding the character zero to the result. The second calculates the number of units in the number by calculating the number modulo 10. This value is converted to an ASCII digit when the character zero is added. With these two little macros in hand, the output_time() function is easy to write: void output_time(void)
 
 {
 
 putchar(‘\r’);
 
 putchar(hi(hours));
 
 putchar(lo(hours));
 
 putchar(‘:’);
 
 putchar(hi(minutes));
 
 putchar(lo(minutes));
 
 putchar(‘:’);
 
 putchar(hi(seconds));
 
 putchar(lo(seconds));
 
 } 
 
 The output_time() function consists of a series of putchar() function calls. The first has an argument ‘\r’. This command causes the cursor on the screen to be returned to its leftmost
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 position. The next two calls send the hours to the screen. Then a colon is printed. This sequence is repeated for the minutes and the seconds except no colon is sent out after the seconds. Our next problem is to set up the PIT. The PIT is to interrupt once each 1.953125 milliseconds. The clock that drives the PIT runs at 8192 Hz and we need a clock rate of 512 Hz. Therefore, we need to count 16 clock ticks between interrupts. I will call this time TWO_MS in the following code. The function below is an initialization function to set up the PIT to operate as needed. Recall, data written to the ITDR is transferred to the ITADR when the ITADR underflows. Data written to the ITDR is automatically transferred to the ITADR if the OVW bit is set when the ITDR is written. This bit will be set first and then the value TWO_MS is written to the ITDR. Next, the reload mode is enabled by setting the RLD bit in the ITCSR register. In this mode, the value in the ITDR is automatically reloaded into the ITADR when the ITADR underflows. This operation assures a periodic interrupt at the period set by the value stored in the ITDR. The interrupt handler shown in the section “Handling Interrupts” will be used here. Recall that function contains a general-purpose interrupt service routine that can be used for any of the autovector interrupts in the MMC2001. For our purposes here, the interrupt vector number 8 in Listing 8-9 will have to be changed from unused_vector to the name of the PIT interrupt service routine. We will call that routine pit_isr and it will be written in the next section. The macro function vector() in the mmc2001.h header file will be used to put the address of the header into the Fast Autovector vector location. Also in the Interrupt Handler section you will find Table 8-1. This table shows the allocation of the interrupt vectors in the base vector table. This table is placed in a specified location by the linker program. With the set-up used for our programs in this book, I placed the system RAM at the address 0x30000000. The first 0x200 entries in this table are the vector table whose outline is shown in Table 8-1 and whose values are established by the interrupt handler routine in Listing 8-9. There you will note that the Fast Interrupt Autovector is offset 0x2c into the vector table. Therefore, the address of the FAST_AUTOVECTOR in our program must be 0x3000002c. The next instruction in the code below will place the address of the pit_isr interrupt service routine in this address.
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 #define TWO_MS
 
 15 
 
 /* initialize the PIT */
 
 void pit_init(void)
 
 {
 
 ITCSR.OVW=ON; /* set-up ITDR to ITADR overload */
 
 ITDR=TWO_MS;/* interrupt each two milliseconds */
 
 ITCSR.RLD=ON; /* enable reload mode */
 
 ITCSR.ITIF=ON;/* clear the interrupt flag */
 
 ITCSR.ITIE=ON;/* enable the pit interrupt */
 
 FIER.EF8=ON; /* enable the AVEC interrupt */ ITCSR.EN=ON; /* enable the pit */
 
 } The final four instructions in the pit_init() function get the chip ready to receive interrupts from the PIT. The first ITCSR.ITIF=ON; /* clear the interrupt flag */ 
 
 clears the interrupt flag ITIF. It is a quirk of the chip that the interrupt flag is cleared by writing a 1 to the chip rather than a 0. This flag should be cleared prior to enabling the interrupts for both the autovector and the PIT. If this bit is set when the interrupts are enabled, the system will immediately respond to the interrupt and that action is not usually what is wanted. The next instruction turns on the interrupt enable flag ITIE for the PIT. The fast interrupt bit 8 is set in the FIER register of the interrupt controller and finally, the PIT is turned on when the bit EN is set in the ITCSR. The FIER register is identified in the intctl.h header file. After this code is executed, the PIT is set up and ready to interrupt every 16 ticks of the 8192-Hz clock. Of course, we will need an interrupt service routine. When the Interrupt Handler is used, the interrupt service routine need not be concerned with saving the system status. That is handled by the interrupt handler. All that is needed in this case is to turn off the interrupt flag in the ITCSR and increment the value of count. The entire interrupt service routine is
 
 A Clock Program /* 
 
 427
 
 in this isr, all that must be done is to turn off the
 
 pit interrupt request bit and increment the global
 
 parameter count */ 
 
 void pit_isr(void)
 
 {
 
 ITCSR.ITIF=ON; /* ON clears the interrupt bit in these
 
 registers */
 
 count++;
 
 } 
 
 The interrupt handler takes care of restoring the status prior to returning to the interrupted program. The next logical function that we will need is the function main(). Main is broken into two parts, the initialization portion of the program and the applications portion of the program. The first three instructions are the initialization portion of the program. Here, the serial I/O system is initialized and the baud rate is set to the value BAUD_RATE. The pit_init() routine written above is executed and then the system fast interrupts are enabled with the assembly language macro function defined in the header file mmc2001.h. #define BAUD_RATE 38400
 
 #define FAST_AUTOVECTOR 0x3000002c
 
 main()
 
 {
 
 inituart(BAUD_RATE); /* initialize the UART */
 
 pit_init(); /* initialize the PIT */
 
 vector(handler,FAST_AUTOVECTOR); /* put handler address
 
 in FAST_AUTOVECTOR. */
 
 Enable_Fast_Interrupts();
 
 FOREVER
 
 {
 
 keep_time(); /* keep track of the time */
 
 if(kbhit())
 
 reset_time();
 
 }
 
 } 
 
 The application portion of the program is quite simple. It is simply a FOREVER loop that repeatedly executes keep_time(). Also in the loop, a test is made to determine if a key has been touched on the terminal attached to the serial port. If it has, the function reset_time() is executed where the clock time can be set.
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 The function reset_time() follows. Recall from earlier discussions that the function getch() was written specifically to read in a character from the serial port after the function kbhit() indicates that the keyboard has received an input. This function, getch(), is used here. The character read in is saved in the location c and then a switch/case statement is set up to determine what to do with the input. It is assumed that the letters m, M, h, and H are the valid inputs. When either an m or an M is received, the minutes will be incremented. Detection of either an h or an H will cause the hours to be incremented. Any other input will merely be discarded, so there is no need for a default statement in the switch/case sequence. If an m, either upper or lower case, is detected, the minutes will be incremented. If the incremented value exceeds MAX_MINUTES, minutes will be reset to 0. Similarly if an h is detected, the hours will be incremented and if the incremented value exceeds MAX_HOURS, hours is reset to MIN_HOURS. After these transactions are completed, the function output_time() is executed. Without this final function call, the setting of the time will be very jumpy, definitely not smooth. void reset_time(void)
 
 {
 
 int c;
 
 c=getch(); switch(c) { case ‘m’: case ‘M’:
 
 case ‘h’: case ‘H’:
 
 if(++minutes>MAX_MINUTES) minutes=0; break; if(++hours>MAX_HOURS) hours=MIN_HOURS; break;
 
 } output_time(); /* send out a new time after each change */
 
 } 
 
 That is the end of the program. The program seems quite simple, and it has been tested thoroughly. Shown below is the whole program
 
 A Clock Program
 
 429
 
 pulled together into a single listing. Several items have been moved around in this listing to make the whole program easier to follow. #include #include #include #include #define #define #define #define #define #define #define #define
 
 “mmc2001.h” “timer.h” “intctl.h” “serial.h” TIME_COUNT MAX_SECONDS MAX_MINUTES MAX_HOURS MIN_HOURS FAST_AUTOVECTOR TWO_MS BAUD_RATE
 
 511 59 MAX_SECONDS 12 1 0x3000002c
 
 15
 
 38400 
 
 #define hi(x) ((x)/10+’0')
 
 #define lo(x) ((x)%10+’0')
 
 /* function prototypes */
 
 void output_time(void);
 
 void keep_time(void);
 
 void reset_time(void);
 
 void pit_init(void);
 
 void pit_isr(void);
 
 void handler(void);
 
 /* external—global variables */
 
 WORD seconds,minutes,hours,count;
 
 /* the main applications program. count is incremented in
 
 the isr every two milliseconds. Therefore, this routine
 
 must be executed at least once every two milliseconds to
 
 keep the outputs to the serial port smooth. */
 
 void keep_time(void)
 
 {
 
 if(count>TIME_COUNT)
 
 {
 
 count=0;
 
 if(++seconds>MAX_SECONDS)
 
 {
 
 seconds=0;
 
 if(++minutes>MAX_MINUTES)
 
 { 
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 if(++hours>MAX_HOURS)
 
 hours=MIN_HOURS;
 
 }
 
 }
 
 output_time();
 
 }
 
 }
 
 void output_time(void)
 
 {
 
 putchar(‘\r’);
 
 putchar(hi(hours));
 
 putchar(lo(hours));
 
 putchar(‘:’);
 
 putchar(hi(minutes));
 
 putchar(lo(minutes));
 
 putchar(‘:’);
 
 putchar(hi(seconds));
 
 putchar(lo(seconds));
 
 }
 
 /* initialize the PIT */
 
 void pit_init(void)
 
 {
 
 ITCSR.OVW=ON; /* set-up ITDR to ITADR overload */
 
 ITDR=TWO_MS; /* interrupt each two milliseconds */
 
 ITCSR.RLD=ON; /* enable reload mode */
 
 ITCSR.ITIF=ON; /* clear the interrupt flag */
 
 ITCSR.ITIE=ON; /* enable the pit interrupt */
 
 FIER.EF8=ON; /* enable the AVEC interrupt */ ITCSR.EN=ON; /* enable the pit */ } /* in this isr, all that must be done is to turn off the pit
 
 interrupt request bit and increment the global parameter
 
 count */
 
 void pit_isr(void)
 
 {
 
 ITCSR.ITIF=ON; /* ON clears the interrupt bit in these
 
 registers */
 
 count++;
 
 }
 
 main() 
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 {
 
 inituart(BAUD_RATE); /* initialize the UART */
 
 pit_init(); /* initialize the PIT */
 
 vector(handler,FAST_AUTOVECTOR);
 
 /* put handler address in FAST_AUTOVECTOR. */
 
 Enable_Fast_Interrupts();
 
 FOREVER
 
 {
 
 keep_time(); /* keep track of the time */
 
 if(kbhit())
 
 reset_time();
 
 }
 
 }
 
 void reset_time(void)
 
 {
 
 int c;
 
 c=getch(); switch(c) { case ‘m’: case ‘M’:
 
 case ‘h’: case ‘H’:
 
 if(++minutes>MAX_MINUTES) minutes=0; break; if(++hours>MAX_HOURS) hours=MIN_HOURS; break;
 
 } output_time(); /* send out a new time after each change */
 
 }
 
 Listing 8-10: Complete Clock Routine
 
 Note that in this program the only functions that have direct access to the memory of the computer are those that involve the PIT. The pit_init() routine is truly chip specific as is the pit_isr(). All of the other routines could be used on just about any computer. It is always good to place the chip-specific routines in functions by themselves. Then when you need to change to another chip, all of the chip-specific code is lumped together and the general-purpose code is easy to lift and move to the new program. All #define object-like and function-like macros are placed at the head of the program. Also, a list of function prototypes is included.
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 Every function in the program with the exception of main() has a function prototype at the beginning of the program. In this case, the functions are all void functions that require no arguments. It is important, however, that every programmer get into the habit of placing these prototypes at the beginning of their programs, either in the form of a header file or a direct listing in the program.
 
 Keyboard The MMC2001 chip has a built-in keyboard interface. This interface can be either synchronously polled by the program, or it can be asynchronously controlled through the use of an interrupt. We will examine the asynchronous control here. This program requires three parts. The first is the initialization routine. This routine sets up the operation of the keyboard to cause an interrupt whenever a key is depressed. The interrupt service detects which key is depressed and saves it in a buffer. The program also saves a semaphore passed to the initialization routine. This semaphore is released when the end of a line is detected in the input. Then the main program prints the buffer to the terminal screen. The initialization routine is shown below: #include “mmc2001.h”
 
 #include “keypad.h”
 
 #include “intctl.h”
 
 static int semaph;
 
 static BYTE *data,*savedata;
 
 static int leng;
 
 /* key board initialization routine */
 
 void kpinit(int sem, BYTE *s, int length)
 
 { KPCRN.LOROWS=0xf; /* enable keypad rows */ KPDRB.COLUMNS=0x0; /* write 0 to KPDR[15:8] */ KPCRN.LOCOLS=0xf; /* make cols open drain */ KDDRN.LOCOLS=0xf; /* make cols outputs */ KDDRN.LOROWS=0x0; /* and rows inputs */ KPSR.KPKD=ON; /* clear KPKD status flag */
 
 KPSR.KDSC=ON; /* clear key depress synchronizer */
 
 KPSR.KDIE=ON; /* set KDIE bit to enable depress
 
 Interrupt */ 
 
 Keyboard KPSR.KRIE=OFF; FIER.EF6=ON; semaph=sem; data=s; savedata=s; leng=length;
 
 433
 
 /* disable release interrupt */ /* enable Fast Interrupt number 6 */ /* save the semaphore */ /* and array information for */ /* use in the isr */
 
 }
 
 It is expected that the calling program will attach a semaphore and provide a buffer into which the input data will be stored. The semaphore is passed to the initialization routine as sem, and the array by a pointer to its first element and its length. We plan to use a 4 by 4 matrix keyboard. This keyboard will be connected to the least significant four rows and columns of the keyboard controller interface. There are several registers that attach to these interfaces. The KPCR is a control register, the KPDR is the data register, and the KDDR is the data direction register. In creating the header file for the keyboard controller, I added an extra letter, N or B, to these pseudovariable names to indicate that they have been broken into groups of bits rather than a register of single bits. A register name that has the letter N appended is split into two 8-bit fields named COLUMNS and ROWS. Those with a letter B appended are split into four fields named HICOLS, LOCOLS, HIROWS and LOROWS. Therefore, the command KPCRN.LOROWS=0xf; 
 
 will cause the least significant bits of the ROWS field in KPCR to be set to 1. The comments above explain the various actions that take place in the initialization routine. The Key Pad Data Register, KPDR, is a register that connects to the external keyboard interface. The most significant 8 bits are to connect to columns and the least significant bits connect to the rows. The plan is to detect cross connections between a column and a row. The columns serve as outputs and the rows inputs. Therefore, the columns will be set as open drain and as outputs through the data direction register. In the KBSR, Key Board Status Register, the Key Pad Key Depressed bit, KPKR, is set whenever the system detects a depressed key. This bit is reset by writing a 1 to it. On both key depress and key release, there is a synchronizer that aims to hide any key bounce that might occur. The key depress synchronizer is cleared by writing a 1 to KPSR.KDSC.
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 Next the key depress interrupt is enabled and the key release interrupt is disabled. The parameters passed to the initialization routine are now saved in static external variables. These parameters are used in the interrupt service routine. The column outputs on the four least significant bits are all set to zero so that any key depression will cause the normally high inputs sensed by the key inputs to be pulled low. This action will initiate the key depress synchronizer operation. Approximately four milliseconds later, if the input key has the same state, a key depressed interrupt will be requested. The key release operates similarly. As long as a key remains depressed, nothing happens. When the key is released, the key release synchronizer initiates its action. If the key has the same state after the synchronizer time-out, a key release interrupt can be requested. For these operations to work, the column outputs must all be held at zero. It is most convenient to use both the key depress and the key release interrupts for the task at hand. Each time a key is depressed, it is detected and the position of the key in the keypad is saved in a buffer. Conditions to cause a key release interrupt are then set up. Then control is returned to the interrupted program. When the key is released, a key release interrupt is requested, and in the interrupt service routine, a key depress interrupt is set up so that the next key press will be detected. Each time a key position is entered into the buffer, the next position in the buffer is marked with a 0xff. I speak of the key position. In the interrupt service routine below, it is first tested to determine if the interrupt was caused by a key depress or a key release. If it is a key depress interrupt, control is immediately passed to a for loop. Within this loop, the columns are first loaded with a 0xe, which will have the three highest bits in the column high and the least significant bit low. A test checks to determine if all of the column bits are high. If not the value of column is impressed on KPDRB.COLUMNS. The next test checks the value found on KPDRB.ROWS. If there is no button depressed that connects column 1 with any of the rows, the result will be 0xff. Therefore, control will go to the next column. If the value found on rows is not 0xff, the least significant four bits will indicate the row in which the switch is depressed. Then, the row and column data is combined into a single value that is stored in the data array. The column contains 4
 
 Keyboard
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 bits, as does the row. These bits are packed into a single 8-bit value by the instruction c=*data++=(~(KPDRB.COLUMNS					    
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