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 Preface
 
 This book will help you develop network applications with .NET, using either the C# or VB.NET programming language. It covers everything you need to know about network programming in .NET, from basic get-started information, to a huge selection of advanced networking technologies that may have seemed like science fiction—until now. Whether you’re looking for a solution to a specific networking issue or for a general all-round knowledge of network application development, you’ll find it in this book!
 
 Who should read this book? This book is aimed at professional developers with some previous programming experience. Basic knowledge of either C# or VB.NET is an advantage, but not essential. This is not a beginners guide to .NET, and as such it is assumed that you already know basic programming constructs such as if statements and loops. No previous experience with network programming is assumed, so even complete newcomers will find this book comprehensive enough cover all the basics. Seasoned programmers may skip the first chapter, and readers will quickly find the pace fast enough to keep even the most expert developers glued to the pages. Although the book is geared for developers, as a solution architect, IT manager, or even computer science undergraduate, you will also find this book of enormous benefit. Every new concept is introduced with its associated technology theory and commercial implications for IT businesses. This book keeps a keen eye on best practice techniques, as well as provides ground-up implementations. Using this approach, project managers can
 
 xv
 
 xvi
 
 Preface
 
 help guide developers towards an implementation that could provide future flexibility or lead to faster end-product deployment.
 
 What hardware and software do you need? In order to use the code examples provided in this book, you should install the latest version of the .NET framework from Microsoft’s Web site. It is also highly recommended that you install Visual Studio .NET, rather than use the command-line based compilers supplied with the .NET SDK. The minimum hardware requirements for Visual Studio .NET are 
 
 Intel Pentium processor; 450 MHz or equivalent
 
 
 
 Microsoft Windows 2000, NT 4.0, or XP
 
 
 
 128 Mb RAM
 
 
 
 3 Gb of available disk space
 
 The telephony examples in chapter 14 require the use of a voice modem and access to a live analog phone line.
 
 How this book is organized The book is divided into three main parts. The following sections will describe what is covered in each part of the book.
 
 Part I: Basic network applications Chapters 1 to 6 cover the established Internet technologies. These include the main activities that we all carry out in our daily lives, everything from browsing the Web, sending e-mail, and maybe uploading files with FTP. Knowing how to implement these basic networking operations from .NET is a must for any serious developer. Ever wanted to link to your company Web site from your application or to send an e-mail whenever the program crashes? These chapters show you how.
 
 Part II: Network application design Chapters 7 to 11 discuss network application design. These chapters are aimed at enterprise-scale development of heavy-duty distributed applica-
 
 Preface
 
 xvii
 
 tions. Provided are five chapters on hardware, encryption, authentication, scalability, and performance. Encryption and authentication provide you with the confidence to know that nobody can defraud your system or compromise the confidentiality of the information held within it. Scalability ensures that you can keep your service working at full tilt even under extreme loads. With an excellent chapter on performance enhancing techniques, after reading this section you can be sure that no customer turns away because they were ”bored waiting.” All together this handful of pages equates to a huge step forward in application quality.
 
 Part III: Specialized networking topics Chapters 12 to 17 are geared toward the more specialized networking topics and the more advanced developer with a keen interest in niche or cuttingedge technologies. Each chapter in this section is the result of months of research, brought to you in simple step-by-step examples. This section includes possibly the first published implementation of frame-level packet capture in .NET, as well as a cool telephony application built from scratch in .NET. These chapters also cover MSMQ, IPv6, WMI, DNS, Ping, WHOIS, Telnet, ARP, RIP, OSPF, BGP/EGP, SNMP, PPP, Web services, remoting, and more!
 
 Conventions used in this book Typographical conventions This book uses fixed-spaced font to differentiate between English text and keywords that are used verbatim in computer code. Words highlighted in italic are used to emphasize a new programming term. Note: A note such as this is used to emphasize an important point or a worthwhile observation. Code Code examples in this book are labeled as either C# or VB.NET and are printed with fixed-spaced fonts, such as the following example: C# public int addition(int a, int b) { return a+b; } Chapter
 
 xviii
 
 Preface
 
 In some cases, other scripts, such as SQL, ASP.NET, or MS-DOS are used and labeled accordingly.
 
 Further information You can find help for specific problems and questions by investigating several Web sites. A good place to start for issues relating to .NET is always Microsoft’s official Web site at msdn.Microsoft.com/net. For definitive information on specific network protocols, you should consult the IETF (Internet Engineering Task Force) Web site at http:// www.ietf.org/rfc.html. You may also contact the author with any questions or comments regarding this book. While every care has been taken to ensure that all the information within is correct and accurate, you are free to report anything you feel is missing or erroneous, so that these can be corrected in future revisions. Fiach Reid [email protected] Co. Donegal, Ireland February 2004
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 1 Understanding the Internet and Network Programming 1.1
 
 Introduction This book will help you develop network applications with .NET, using either the C# (pronounced C-sharp) or VB.NET programming language. It is broken up into three distinct sections: networking basics, distributed application design, and specialized networking topics. The first six chapters of the book cover the established Internet technologies, such as email and the World Wide Web. Leveraging established technologies such as these gives the general public greater access to your software service because most users will already have a Web browser or email client on their computers. The next five chapters discuss network application design. This includes application security, performance, and scalability. Contained within these chapters is practical, hands-on advice to help improve the overall quality of your software. With tougher security, your applications will be less susceptible to theft of intellectual property and privileged information. The performance and scalability improvements described in this section will ensure that your application remains responsive even under the most extreme loads. The specialized networking topics section provides a wealth of information about both niche and cutting-edge Internet technologies. These include chapters on telephony, packet capture, message queues, IPv6, and Microsoft’s latest offerings in the field of distributed application development: Web services and remoting.
 
 1
 
 2
 
 1.2
 
 1.3 What can a network program do?
 
 Why network programming in .NET? One of the first technical decisions to be made whenever a new project is undertaken is what language to use. .NET is a capable platform on which to develop almost any solution, and it offers substantial support for network programming. In fact, .NET has more intrinsic support for networking than any other platform developed by Microsoft. This book assumes that you have already decided to develop with .NET, and languages outside the .NET platform will not be discussed in any great detail, except for comparative purposes. This is not to say that .NET is the be-all and end-all of network-programming applications. If your application runs over a UNIX-only infrastructure communicating via Java remote method invocation (RMI), then .NET is not the way to go. In most circumstances, however, you will find that .NET is more than capable of handling whatever you throw at it.
 
 1.3
 
 What can a network program do? A network program is any application that uses a computer network to transfer information to and from other applications. Examples range from the ubiquitous Web browser such as Internet Explorer, or the program you use to receive your email, to the software that controls spacecraft at NASA. All of these pieces of software share the ability to communicate with other computers, and in so doing, become more useful to the end-user. In the case of a browser, every Web site you visit is actually files stored on a computer somewhere else on the Internet. With your email program, you are communicating with a computer at your Internet service provider (ISP) or company email exchange, which is holding your email for you. This book is largely concerned with creating network programs, not Web sites. Although the capabilities of Web sites and network programs are quickly converging, it is important to understand the arguments for and against each system. A service accessed via a Web site is instantly accessible to users across many different platforms, and the whole networking architecture is ready-built for you; however, there is a point at which features are simply unfeasible to implement using Web sites and at which you have to turn to network applications. Users generally trust network applications; therefore, these programs have much greater control over the computers on which they are running than a Web site has over the computers viewing it. This makes it possible
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 for a network application to manage files on the local computer, whereas a Web site, for all practical purposes, cannot do this. More importantly, from a networking perspective, an application has much greater control over how it can communicate with other computers on the Internet. To give a simple example, a Web site cannot make the computer that is viewing it open a persistent network connection to another computer (except the computer from which the Web site was served). This applies even when the Web site contains embedded content such as a Java applet or Flash movie. There is one exception to this rule, when executable content (such as an ActiveX control) is included in a page. In this case, the page is capable of everything a network program could do, but most browsers and antivirus software will warn against or deny such executable content. Therefore, this scenario is commonly accepted as being unfeasible because of public distrust.
 
 1.4
 
 IP addresses Every computer that connects directly to the Internet must have a globally unique IP address. An IP address is a four-byte number, which is generally written as four decimal, period-separated numbers, such as 192.168.0.1. Computers that connect indirectly to the Internet, such as via their company network, also have IP addresses, but these do not need to be globally unique, only unique within the same network. To find out what the IP address of your computer is, open a DOS console window and type IpConfig (Windows NT, 2000, and XP) or winIpcfg (Windows 95, 98, and ME). In Figure 1.1, the PC has two IP addresses: 192.618.0.1 and 81.98.59.133. This is unusual because this particular PC contains two network cards and is connected to two different networks. Only one of those IP addresses is publicly accessible. If you receive the IP address 127.0.0.1, your computer is not connected to any network. This IP address always refers to the local machine and is used in later examples. In the same way that you can tell whether a phone number is local or international by looking at the prefix, you can tell whether the computer with that IP address is on the same local area network or somewhere else on the Internet by looking closely at an IP address. In the case of IP addresses, they are always the same length, but certain prefixes (192.168 being the
 
 Chapter 1
 
 4
 
 1.4 IP addresses
 
 Figure 1.1 IPConfig.
 
 most common) indicate that the computer is in a local area network, or intranet, and not accessible to the outside world. If you share your Internet connection with other computers on your network, you may have a private IP address. These can be recognized as being within the IP address ranges listed in Table 1.1. Table 1.1
 
 Private IP families. IP Address Range
 
 Number of Distinct Addresses
 
 10.0.0.0 to 10.255.255.255
 
 Up to 16 million computers (Class A)
 
 172.16.0.0 to 172.31.255.255
 
 900,000 computers (Class B)
 
 192.168.0.0 to 192.168.255.255
 
 65,000 computers (Class C)
 
 The same private IP address may exist on two computers in different local area networks (LANs). This does not cause a problem because neither computer can directly contact the other. Whereas a privately addressed computer can initiate a request for information from a foreign computer, no foreign computer can initiate a request for information from a privately addressed computer. The exception to this rule would be where network address translation (NAT) or port forwarding is set up on the router that lies upstream of the privately addressed computer. This is where requests from foreign machines destined for the IP address of the router are forwarded to a designated com-
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 puter behind the router. Responses from this computer are forwarded from the router back to the foreign machine that initiated the request. The benefits of such an architecture are security and the possibility for load balancing, which is described in more detail in later chapters. All computers with private IP addresses must be connected to at least one computer or network router with a public IP address to access the Internet. In order to ensure that no two computers on the Internet have the same IP address, there is a central regulatory body known as the Internet Assigned Numbers Authority (IANA), and more recently the Internet Corporation for Assigned Names and Numbers (ICANN). This body acts through ISPs to assign public IP addresses to organizations and individuals. Although it is possible to be allocated one IP address at a time, it is more common to be allocated IP addresses in contiguous blocks. Contiguous blocks come in three classes: A, B, and C. Class A addresses are blocks of IP addresses with the same first byte only. Class A is more than 16 million IP addresses in size. Class B addresses are blocks of IP addresses with the same first and second byte. Class B holds 65,024 public IP addresses. The full 216 byte range is not available because the last byte of an IP address cannot be 0 or 255 because these are reserved for future use. Class C addresses are blocks of IP addresses with the same first, second, and third byte. Class C holds 254 public addresses, and class C addresses are routinely allocated to companies. A computer may not always have the same IP address. It may obtain its IP address from your ISP’s dynamic host control protocol (DHCP) server. This means that your IP address may change every time you go online. Such an IP address is called a dynamic IP address. If you are on an intranet, you can check to see if your IP address is liable to change by checking the “obtain IP address automatically” radio button in TCP/IP properties, under Network in the control panel. The purpose of DHCP is that if there is a limited number of IP addresses available to the ISP, it will allocate its subscribers with IP addresses from a pool on a first-come, first-served basis. IP addresses are 32bit numbers, with a maximum value of about 4 billion, and the number of computers in the world is fast approaching that figure. IPv6 is a solution to that problem and is discussed in later chapters. There is one identifier built into every network card that is genuinely unique and cannot be changed. This is called the hardware, or media access control (MAC) address. A sample MAC address is 00-02-E3-15-59-6C. Chapter 1
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 1.5 The network stack
 
 This is used on intranets to identify computers when they log on to the network. A system called address resolution protocol (ARP) is used to associate MAC addresses with IP addresses.
 
 1.5
 
 The network stack The digital signals that travel between computers on the Internet are extremely complex. Without the concept of encapsulation, programmers would quickly become bogged down with insignificant details. This technique is used in everyday life, where you may ask a taxi driver to take you to the city center. It is the taxi driver’s responsibility to find the quickest route and to operate the car. At a lower level again, it is the car manufacturer’s responsibility to ensure that gasoline will be present in the engine pistons while the accelerator is depressed. Encapsulation is where the more complex details of a task are hidden, and the programmer only needs to concentrate on what is happening at a higher level. The open systems interconnection (OSI) network stack model has seven layers of encapsulation, as shown in Table 1.2. In modern programming, however, the network stack looks more like Table 1.3. The most important layer for any programmer is the uppermost layer because this will afford the greatest ease of use and will suit most applications. When you head down the stack, implementation becomes more difficult, albeit more flexible. Table 1.2
 
 The traditional network stack. Level Name
 
 Layer Name
 
 Example Protocol
 
 Level 7
 
 Application layer
 
 FTP
 
 Level 6
 
 Presentation layer
 
 XNS
 
 Level 5
 
 Session layer
 
 RPC
 
 Level 4
 
 Transport layer
 
 TCP
 
 Level 3
 
 Network layer
 
 IP
 
 Level 2
 
 Data-Link layer
 
 Ethernet Frames
 
 Level 1
 
 Physical layer
 
 Voltages
 
 1.7 Internet standards
 
 Table 1.3
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 The modern network stack. Level Name
 
 Layer Name
 
 Example Protocol
 
 Level 4
 
 Structured Information layer
 
 SOAP
 
 Level 3
 
 Messaging layer
 
 HTTP
 
 Level 2
 
 Stream layer
 
 TCP
 
 Level 1
 
 Packet layer
 
 IP
 
 This book covers the application layer primarily, but coverage is given to all of the various layers, excluding the physical layer, which would apply only to electronics engineers. In network programming, you generally do not need to concern yourself with how information travels between two computers, just with what you want to send. The finer details are handled at lower levels and are controlled by the computer’s operating system.
 
 1.6
 
 Ports If you want to browse the Web and receive emails at the same time, your computer needs to decide which bits of network traffic are emails and which are Web pages. To tell the difference, every piece of data on the network is tagged with a port number: 80 for Web pages, 110 for incoming email. This information is contained within either the transmission control protocol (TCP) or user datagram protocol (UDP) header that immediately follows the IP header. Table 1.4 lists common protocols and their associated port numbers.
 
 1.7
 
 Internet standards When developing a networked application, it is important not to reinvent the wheel or otherwise create an application that is unnecessarily incompatible with other applications of the same genre. This book often refers to standards documents, so it is worthwhile knowing where to find them. A shining example is dynamic HTML, which was implemented differently on Internet Explorer and Netscape Navigator. This meant that most Web sites that used dynamic HTML would fail to work properly on all browsers. Thus, Web developers avoided it and moved toward crossChapter 1
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 1.7 Internet standards
 
 Table 1.4
 
 Well-known port numbers. Port
 
 Protocol
 
 20
 
 FTP (data)
 
 21
 
 FTP (control)
 
 25
 
 SMTP (email, outgoing)
 
 53
 
 DNS (domain names)
 
 80
 
 HTTP (Web)
 
 110
 
 POP3 (email, incoming)
 
 119
 
 NNTP (news)
 
 143
 
 IMAP (email, incoming)
 
 Source: www.iana.org/assignments/port-numbers.txt.
 
 browser technologies, such as Macromedia Flash and Java Applets. The reason for this downfall is lack of standardization. Two organizations are largely responsible for regulating Internet standards: the Internet Engineering Task Force (IETF) and the World Wide Web Consortium (W3C). The IETF is a not-for-profit organization, which regulates the most fundamental protocols on the Internet. Anyone can submit a protocol to them, and it will be publicly available as a request for Table 1.5
 
 Important RFCs. RFC Document
 
 Protocol Described
 
 RFC 821
 
 SMTP (email, outgoing)
 
 RFC 954
 
 WHOIS
 
 RFC 959
 
 FTP (uploading and downloading)
 
 RFC 1939
 
 POP3 (email, incoming)
 
 RFC 2616
 
 HTTP (Web browsing)
 
 RFC 793
 
 TCP (runs under all above protocols)
 
 RFC 792
 
 ICMP (ping)
 
 RFC 791
 
 IP (runs under TCP and ICMP)
 
 1.8 What is .NET?
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 comments (RFC) on their Web site at www.ietf.org/rfc.html. Table 1.5 lists some important RFC documents. The W3C (www.w3c.org) is designed to facilitate standard interoperability among vendors. Only large corporations can become members of the W3C. The W3C is responsible for hypertext markup language (HTML), cascading style sheets (CSS), and extensible markup language (XML).
 
 1.8
 
 What is .NET? .NET is not a programming language. It is a development framework that incorporates four official programming languages: C#, VB.NET, Managed C++, and J# .NET. Where there are overlaps in object types in the four languages, the framework defines the framework class library (FCL). All four languages in the framework share the FCL and the common language runtime (CLR), which is an object-oriented platform that provides a runtime environment for .NET applications. The CLR is analogous to the virtual machine (VM) in Java, except it is designed for Windows, not cross-platform, use; however, a stripped-down version of the .NET framework, known as the .NET compact framework, is capable of running on Windows CE devices, such as palmtops and certain cell phones. Furthermore, there are initiatives to port the CLR to Linux, such as the MONO project (www.go-mono.com). In this book, the two most popular .NET programming languages, C# and VB.NET, are used. Both languages differ syntactically, but are equally capable and offer identical performance characteristics. Languages in the .NET framework are highly interoperable, so there is no need to be confined to a single language. A class compiled from VB.NET can be called from a C# application and vice versa. Similarly, a class written in VB.NET can derive from a compiled class written in C#. Exceptions and polymorphism are also supported across languages. This is made possible by a specification called the Common Type System (CTS). When an application written in a .NET language is compiled, it becomes the Microsoft intermediate language (MSIL) byte code, which is then executed by the CLR. MSIL code generated from compiling C# is generally identical to MSIL code generated from compiling VB.NET code. Exceptions to this lie with a few language-specific features, such as how C# can use classic C-style pointers within unsafe code and how VB.NET can use VB6-style Windows API definitions.
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 1.8 What is .NET?
 
 One of the failings of interpreted, or semicompiled, languages is a performance loss. .NET avoids this problem by using a just-in-time (JIT) compiler, which is generally transparent to the user. JIT acts ondemand, whenever MSIL code is first executed. JIT compiles MSIL code to machine code, which is optimized for the processor of the computer that is executing the code. In this way, JIT can leverage new features as they become available in new Intel processors without rendering older computers obsolete. .NET languages are object-oriented rather than procedurally based. This provides a natural mechanism to encapsulate interrelated data and methods to modify this data within the same logical construct. An object is a programmatic construct that has properties or can perform actions. A core concept of object orientation is the ability of one class to inherit the properties and methods of another. The most common example used in this book is inheritance from System.Windows.Forms.Form. This provides the standard Windows user interface (i.e., a grey window with a title bar and the Minimize/Restore/Close button set at the top right). You can make your own classes, which could form a base class from which other classes inherit. A typical example would be a class representing a car that could inherit from the vehicle class. .NET does not support multiple inheritance, so the car class cannot inherit from a vehicle class and a Windows form. Interestingly, every class within .NET derives from a root called System.Object. An interface is a contract that stipulates what methods and properties a class must expose. To return to the previous example, the vehicle interface could be that it must be able to move, hold people, and be bought and sold. The benefit of interfaces is that software designed to auction vehicle objects would work with cars, motorcycles, and boats. An object can inherit from multiple interfaces. Thus, a boat could inherit from the vehicle interface and expose extra methods that satisfy with the marine interface (e.g., buoyancy ratings, nationality). The code examples in this book are designed to be stand-alone Windows applications, rather than portable, self-contained classes. This approach is used to ensure that examples are kept as concise as possible. In real-world applications, networking code is generally kept separate from other facets of the application (e.g., user interface (UI), database access). Therefore, it is commonplace to keep classes associated with networking in a separate assembly. An assembly is generally a .DLL file that contains precompiled (MSIL) code for a collection of .NET classes. Unlike standard Win32 DLLs in
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 which developers had to rely on documentation, such as header files, to use any given DLL, .NET assemblies contain metadata, which provides enough information for any .NET application to use the methods contained within the assembly correctly. Metadata is also used to describe other features of the assembly, such as its version number, culture, the originator of the code, and any custom attributes that were added to the classes. .NET provides a unique solution to the issue of sharing assemblies between multiple applications (aptly named DLL Hell). Generally, where an assembly is designed for use with only one application, it is contained within the same folder (or bin subfolder) as the application. This is known as a private assembly. A public assembly is copied into a location where all .NET applications on the local system have access too. Furthermore, this public assembly is designed to be versioned, unique, and tamperproof, thanks to a clever security model. This location into which public assemblies are copied is called the global assembly cache (GAC). If you are developing a component that will be shared among many applications, you can transfer it to the GAC with these simple steps. First, create a key-pair file by typing sn –k c:\keys.snk at the command prompt. You then associate the key file with your assembly by adding the code [assembly:AssemblyKeyFile(“c:\keys.snk“)] to the head of your class. Finally, it can be copied into the GAC, either by copying and pasting into windows\ assembly with Windows Explorer or by typing gacutil /I:MyAssembly.dll.
 
 1.9
 
 Getting started The examples in this book require you to have access to Microsoft Visual Studio .NET. To program in Microsoft .NET, you need to have the Microsoft .NET SDK or Microsoft Visual Studio .NET. The former is freely available at the Microsoft Web site (http://msdn.microsoft.com/netframework/ technologyinfo/howtoget/). The SDK can be used to create .NET applications, but it is awkward to create graphical user interfaces (GUIs) and use command-line-based compilers. Visual Studio .NET is not free, but no serious .NET developer should attempt to write .NET applications without it. A free alternative to Visual Studio .NET is SharpDevelop (http://www.icsharpcode.net/OpenSource/ SD/Default.aspx). This first example will include instructions for developers opting to use the .NET SDK, as well as Visual Studio .NET users, but no further examples will use the .NET SDK.
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 1.10 Using Visual Studio .NET
 
 Figure 1.2 Visual Studio .NET, New Project dialog.
 
 All examples are given in the two most popular .NET languages: C# and Visual Basic .NET. Both languages have exactly the same capabilities, and there is absolutely no difference in performance between the two languages. If you are familiar with C or C++, you should choose to develop in C#. If you are familiar with Visual Basic, you should choose to develop in Visual Basic .NET. When developing an application, you should not swap between languages. The first example demonstrates how to display a Web page within a .NET application.
 
 1.10 Using Visual Studio .NET Open Visual Studio .NET, and click New Project. Then type in a name and location for your project (Figure 1.2). Select the Visual Basic Windows application or Visual C# Windows application, depending on which language you wish to develop in. When the form appears, right-click on the toolbox and select Customize Toolbox (Visual Studio .NET 2002) or Add/Remove Items (Visual Studio .NET 2003). Then select Microsoft Web Browser from the dialog box (as shown in Figure 1.3), and press OK.
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 Figure 1.3 Visual Studio .NET, Customize Toolbox dialog.
 
 Drag the Explorer icon onto the form, and then drag a button and textbox onto the form. The finished form should look like Figure 1.4. The next step is to set the properties of all the user interface elements. Right-click on the button and select the Properties option. You will see the Properties snap-in window appearing. Scroll up to the top of this window, and click on the property labeled (Name). Enter in the new name, btnBrowse, as shown in Figure 1.5. Similarly, name the textbox tbURL and the Microsoft Web Browser control webBrowser. If you double-click on the button, you will see a page of code already written for you. Find the reference to btnBrowse_Click and insert the following code: VB.NET Private Sub btnBrowse_Click(ByVal sender As _ System.Object, ByVal e As System.EventArgs) Handles _ btnBrowse.Click webBrowser.Navigate(tbURL.Text) End Sub
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 1.10 Using Visual Studio .NET
 
 Figure 1.4 Visual Studio .NET, form design view.
 
 C# private void btnBrowse_Click(object sender, System.EventArgs e) { object notUsed = null; webBrowser.Navigate(tbURL.Text,ref notUsed,ref notUsed, ref notUsed, ref notUsed); }
 
 The code consists simply of a single method call, navigate. This invokes the standard process that Internet Explorer goes through as it navigates the Web. The reason for the extra parameters to the method in the C# version is that C# does not support optional parameters. The navigate method has four optional parameters: Flags, targetFrameName, postData, and Headers. None of these is needed for this simple example. In the application, click Debug→Start, type in the name of a Web page in the space provided, and press the Browse button. You will see that Web page appearing in the Web Browser control on the page, such as that shown in Figure 1.6. You will quickly notice that the Web browser window behaves identically to Internet Explorer. This is because the component that was added to the toolbox is the main processing engine behind Internet Explorer. This
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 Figure 1.5 Visual Studio .NET, Properties tool window.
 
 component was developed before .NET arrived on the scene, so it uses an older component model than the native .NET-managed controls. Applications written in .NET are referred to as managed, or type-safe, code. This means that the code is compiled to an intermediate language (IL) that is strictly controlled, such that it cannot contain any code that could potentially cause a computer to crash. Applications written in native code have the ability to modify arbitrary addresses of computer memory, some of which could cause crashes, or general protection faults. Components designed before the advent of .NET are written in native code and are therefore unmanaged and deemed unsafe. There is no technical difficulty in combining unsafe code with a .NET application, as shown previously; however, if an underlying component has the potential to bring down a computer, the whole application is also deemed unsafe. Unsafe Chapter 1
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 1.11 Using the .NET SDK
 
 Figure 1.6 Visual Studio .NET, form at runtime.
 
 applications may be subject to restrictions; for instance, when they are executed from a network share, they could be prevented from operating. On the whole, though, if a component can do the job, use it. The Internet Explorer component is a Common Object Model (COM) control. This type of model was used most extensively in Visual Studio 6.0. When a COM object is imported into a .NET application, a Runtime callable wrapper (RCW) class is created. This class then exposes all the properties and methods of the COM object to .NET code. In some cases, this importing process produces an interface that is virtually identical to the original COM object; however, as aptly demonstrated in the previous example, there may be some differences in the syntax of function calls. In the original COM object, the Navigate method’s last four parameters were optional, but in the case of C#, the optional parameters had to be passed ref notUsed.
 
 1.11 Using the .NET SDK Using the .NET SDK to develop .NET applications makes a lot more work for a developer. This section shows you how to write and compile a .NET application from the command line. The command line may be adequate for development of console applications, ASP.NET, and components, but it is not feasible to develop large
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 Windows forms applications from the command line. The previous example, although easy to implement in Visual Studio .NET, would require a large and complex program. Nevertheless, it should be informative to Visual Studio .NET developers to be aware of the code that is autogenerated by Visual Studio .NET. In the true programming tradition, we shall start with a program that simply displays “Hello World.” To make this different, the program will be written as a Windows form. After all, DOS console applications are very much past their sell-by date, and there seems little point in using them at all. The code for this application may seem daunting at first, but this should illustrate how much extra work is required to implement applications without Visual Studio .NET. First, decide which language you want to develop in, either C# or Visual Basic .NET. Open a text editor, such as Notepad, and type in the following code: C# using System; using System.Windows.Forms; namespace helloWorld { public class Form1 : System.Windows.Forms.Form { public Form1() { this.Text = "Hello World"; } [STAThread] static void Main() { Application.Run(new Form1()); } } }
 
 VB.NET Imports System Imports System.Windows.Forms Public Class Form1 Inherits System.Windows.Forms.Form Chapter 1
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 Public Sub New ( ) InitializeComponent( ) End Sub Private Sub InitializeComponent( ) Me.Text = "Hello World" End sub End Class Module Module1 Sub Main ( ) Application.Run ( new Form1 ( ) ) End sub End Module
 
 All this code does is open a window with the caption “Hello World,” which is somewhat underwhelming for the amount of code entered. Looking closely at the code, you can see the process of events that make up a Windows application in .NET. An application in .NET is made up of namespaces, some of which are system defined and others are coded in. This application contains three namespaces: System, System.Windows.Forms, and helloWorld. The latter is the only namespace of the three that is actually supplied by the programmer. The helloWorld namespace contains a class, named Form1. This class inherits from System.Windows.Forms.Form. This means that the class will have a visible presence on screen. Whenever a class is created, a function known as the constructor is called. This function can be recognized in C# when the name of the function is the same as that of the class. In VB.NET, the constructor is a subroutine named New. In the case of the previous example and in most Windows applications, this constructor is used to place user interface elements (sometimes referred to as widgets) on the form. In the previous example, the constructor calls InitializeComponent, which then sets the window name of the current form (this) to “Hello World.” Every application must have a starting point. It is tradition in virtually every programming language that the stating point should be called Main. In C#, the [STAThread] attribute indicates the function which acts as the entry point for this single threaded apartment (STA) application. Every application must have one, and only one, entry point.
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 [STAThread] static void Main()
 
 In VB.NET, the main function is coded in a different way but operates identically. The main function must appear in a separate module and be coded as follows. A module is a programmatic element that contains code that is global to the entire application. Module Module1: Sub Main ( )
 
 Once a Windows application starts, at least one form (a class inheriting from System.Windows.Forms.Form) must be created in order for there to be a visual interface. To create a new form, we call Application.Run, passing an instance of the form.
 
 1.11.1
 
 Compiling with Visual Basic.NET Save the file to d:\temp\helloworld.vb. Open the command prompt by →Run and then typing cmd for Windows NT, 2000, or XP or pressing Start→ command for Windows 95, 98, or ME. Note: Path names mentioned differ among computers, depending on installation options. Type the following: DOS
 
 D:\temp> path %path%;C:\WINDOWS\Microsoft.NET\Framework\v1.0.3705 D:\temp> Vbc /t:winexe /r:system.dll /r:system.windows.forms.dll helloworld.vb D:\temp> helloworld
 
 Figure 1.7 “Hello World” application.
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 1.11.2
 
 Compiling with C# Save the file to d:\temp\helloworld.cs. Open the command prompt by pressing Start > Run and then typing cmd for Windows NT, 2000, or XP or command for Windows 95, 98, or ME. Note: Path names mentioned differ among computers, depending on installation options.
 
 DOS D:\temp> path %path%;C:\WINDOWS\Microsoft.NET\Framework\v1.0.3705 D:\temp> csc /t:exe helloworld.cs D:\temp> helloworld
 
 1.11.3
 
 Testing the application To run the application, you need to compile it first. Depending on what language you used to program the application, skip to the relevant section. Once it has compiled, you can run the application by clicking on the executable (.exe) file generated from the compilation. You should see a form resembling Figure 1.7.
 
 1.12 Conclusion This chapter should whet your appetite for .NET network programming and give you a better understanding of what you have to bear in mind when working with networks. The following chapter deals with input and output (I/O) in .NET, which forms the foundation for all native .NET networking functions.
 
 2 I/O in the .NET Framework
 
 2.1
 
 Introduction This chapter lays the foundation for virtually every networking example contained in this book. Without a working knowledge of how .NET handles I/O, it may prove difficult to adapt the code examples in this book to your own needs. I/O applies to network data transfers, as well as saving and loading to your computer’s hard disk Later chapters will describe how to perform network transfers; however, this chapter will be concerned with the underlying I/O operations that are common to both types of transfers. The first half of this chapter will demonstrate how to read and write to disk, using .NET streams. The second half of this chapter develops the stream concept by demonstrating how to convert complex objects, such as database queries, into a format that can be written to a .NET stream.
 
 2.2
 
 Streams In order to provide similar programmatic interfaces to the broad range of I/O devices with which a programmer has to contend, a stream-based architecture was developed in .NET. I/O devices can be anything from printers to hard disks to network interfaces. Not all devices support the same functions. For example, it is possible to read only the second half of a 1-Mb file, but not possible to download only the second half of a Web page. Therefore, not all streams support the same methods. Properties such as canRead(), canSeek(), and canWrite() indicate the capabilities of the stream when applied to a particular device. 21
 
 22
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 The most important stream in the context of this book is the networkStream, but another important stream is fileStream, which is used extensively throughout this book to demonstrate file transfers over networks. Streams can be used in two ways: asynchronously or synchronously. When using a stream synchronously, upon calling a method, the thread will halt until the operation is complete or fails. When using a stream asynchronously, the thread will return from the method call immediately, and whenever the operation is complete, a method will be called to signify the completion of the operation, or some other event, such as I/O failure. It is not user friendly to have a program “hang” when it is waiting for an operation to complete. Therefore, synchronous method calls must be used in a separate thread. Through the use of threads and synchronous method calls, computers achieve the illusion of being able to do several things at once. In reality, most computers have only one central processing unit (CPU), and the illusion is achieved by quickly switching between tasks every few milliseconds. The following application illustrates the two techniques. The code in this book will tend toward using synchronous streams, but it is important to be able to recognize and understand asynchronous streams.
 
 2.2.1
 
 Streams for files Start a new Visual Studio .NET Windows application project. Drag an File Open Dialog control onto the form. Name this control Then add a textbox, to be named tbResults, which should be set with multiline=true. Add two buttons to the form, and name them btnReadAsync and btnReadSync. openFileDialog.
 
 First, we shall implement asynchronous file reading. Press Read Async and enter the following code: C# FileStream fs; byte[] fileContents; AsyncCallback callback; private void btnReadAsync_Click(object sender, System.EventArgs e) { openFileDialog.ShowDialog();
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 callback = new AsyncCallback(fs_StateChanged); fs = new FileStream(openFileDialog.FileName, FileMode.Open, FileAccess.Read, FileShare.Read, 4096, true); fileContents = new Byte[fs.Length]; fs.BeginRead(fileContents, 0, (int)fs.Length, callback, null); }
 
 VB.NET Dim fs As FileStream Dim fileContents As Byte() Dim callback As AsyncCallback Private Sub btnReadAsync_Click(ByVal sender As _ System.Object, ByVal e As System.EventArgs) _ Handles btnReadAsync.Click OpenFileDialog.ShowDialog() callback = New AsyncCallback(AddressOf fs_StateChanged) fs = New FileStream(OpenFileDialog.FileName, FileMode.Open, FileAccess.Read, FileShare.Read, _ 4096, True) ReDim fileContents(fs.Length) fs.BeginRead(fileContents, 0, fs.Length, callback, Nothing) End Sub
 
 This code requires a little explanation. First, the magic number, 4096, is simply a performance characteristic because it is quicker to transfer data from disks in 4-Kb chunks than 1 byte at a time. The final parameter in the FileStream constructor indicates whether the operation is to be completed asynchronously or synchronously. The most important thing to note is that there is no reference to tbResults; this implies that some other function must handle the data once the read is complete. The AsyncCallback constructor refers to another function, which is also referenced in the BeginRead method, so this must be it. As you can see from the code, the fs_StateChanged function has not yet been implemented. This function is called whenever the file is finished reading.
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 Note: Synchronous use of FileStream is more efficient when the file size is less than 64 Kb and the file is located on the local machine.
 
 C# private void fs_StateChanged(IAsyncResult asyncResult) { if (asyncResult.IsCompleted) { tbResults.Text = Encoding.UTF8.GetString(fileContents); fs.Close(); } }
 
 VB.NET Private Sub fs_StateChanged(ByVal asyncResult As _ IAsyncResult) If asyncResult.IsCompleted Then tbResults.Text = Encoding.UTF8.GetString(fileContents) fs.Close() End If End Sub
 
 Now, let’s look at how the same operation is carried out using synchronous streams and threading. Click on the Read Sync button, and enter the following code: C# private void btnReadSync_Click(object sender, System.EventArgs e) { Thread thdSyncRead = new Thread(new ThreadStart(syncRead)); thdSyncRead.Start(); }
 
 VB.NET Private Sub btnReadSync_Click(ByVal sender As _ System.Object, ByVal e As System.EventArgs) Handles _ btnReadSync.Click
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 Dim thdSyncRead = New Thread(New ThreadStart _ (AddressOf syncRead)) thdSyncRead.Start(); End Sub
 
 This code doesn’t perform any file handling; instead, it creates a new thread, whose entry point is the syncRead function. When this thread runs, it does so in parallel with any other code that is running at the same time, which includes the background operating system (OS) “housekeeping” (Windows message handling) functions. If the code above were replaced by a simple call to syncRead(), the program would still operate; however, if the file happened to be several gigabytes in size, the user would quickly perceive the application to be “hung.” A hung application is notably nonresponsive and may turn white when dragged behind another application. What is actually happening is that the main thread of application is taking 100% processor time and does not give the OS time to handle simple tasks such as redrawing the user interface. In certain time-critical applications, it may be necessary to take 100% processor time, but any application with a user interface should remain responsive at all times. The next task is to implement the syncRead function: C# public void syncRead() { openFileDialog.ShowDialog(); FileStream fs; try { fs = new FileStream(ofd.FileName, FileMode.OpenOrCreate); } catch(Exception ex) { MessageBox.Show(ex.Message); return; } fs.Seek(0, SeekOrigin.Begin); byte[] fileContents = new byte[fs.Length]; fs.Read(fileContents, 0, (int)fs.Length); tbResults.Text = Encoding.UTF8.GetString(fileContents); Chapter 2
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 fs.Close(); }
 
 VB.NET Public Sub syncRead() OpenFileDialog.ShowDialog() Dim fs As FileStream Try fs = New FileStream(ofd.FileName, _ FileMode.OpenOrCreate) Catch ex As Exception MessageBox.Show(ex.Message) Return End Try fs.Seek(0, SeekOrigin.Begin) ReDim fileContents(fs.Length) fs.Read(fileContents, 0, fs.Length) tbResults.Text = Encoding.UTF8.GetString(fileContents) fs.Close() End Sub
 
 In the above code, you will notice that the FileStream constructor is enclosed in a try/catch block. This allows the program to recover gracefully from problems such as a missing file or an unreadable disk. In realworld applications, any operation that relies on the existence of files or network resources should be contained within a try/catch block. This allows programs to continue execution, even if something unexpected happens. In most examples throughout this book, try/catch blocks are not used in order to keep the examples concise and readable. Three namespaces must be included in the code as follows: C# using System.IO; using System.Text; using System.Threading;
 
 VB.NET Imports System.IO Imports System.Threading Imports System.Text
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 Figure 2.1 Reading files using synchronous and asynchronous methods.
 
 Note: The most concise way to read text files (under 1 Gb) is: (new StreamReader(filename)).ReadToEnd();
 
 To test the application, press Debug→Start. Press either button, and then open a file, and you will see its contents in the textbox opposite, as shown in Figure 2.1. Many files, such as those designed to hold audio or video data, will display as pages of seemingly random characters because the data is not designed to be displayed as text and requires another program to interpret into something we can see or hear. An interesting observation you can make with this application is that if you compare the textual representation of a database file (.mdb) with an Mp3 (.mp3), you will notice that the database file contains many identical pages of text, whereas the Mp3 file contains a real mixture of characters. The similarity of data within a file is known as its entropy. By reducing the entropy of data in a file, the file size can be reduced. This is why a database shrinks in size when compressed, but an Mp3 doesn’t. Chapter 11 deals with this topic in more detail. The significant methods and properties for FileStream are shown in Table 2.1.
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 Table 2.1
 
 2.2.2
 
 Significant members of FileStream. Method or Property
 
 Purpose
 
 Constructor
 
 Initializes a new instance of the FileStream. It may be invoked thus: FileStream(string, FileMode).
 
 Length
 
 Gets the length of the file. Returns long.
 
 Position
 
 Gets or sets the current position of the file pointer. Returns long.
 
 BeginRead()
 
 Begins an asynchronous read. It may be invoked thus: BeginRead(byte[] array,int offset,int numBytes, AsyncCallback userCallback, object stateObject).
 
 BeginWrite()
 
 Begins an asynchronous write. It may be invoked thus: BeginWrite(byte[] array,int offset,int numBytes, AsyncCallback userCallback, object stateObject).
 
 Write
 
 Writes a block of bytes to this stream using data from a buffer. It may be invoked thus: Write(byte[] array,int offset,int count).
 
 Read
 
 Reads a block of bytes from the stream and writes the data in a given buffer. It may be invoked thus: Read(in byte[] array,int offset, int count).
 
 Lock
 
 Prevents access by other processes to all or part of a file. It may be invoked thus: Lock (long position, long length).
 
 Encoding data In the previous example, in both synchronous and asynchronous modes, a call was made to Encoding.UTF8.GetString() in order to convert the byte array to a string. The reason for such a verbose statement is the variety of ways in which a byte array can represent a string. Other valid formats are Unicode (Encoding.Unicode), ASCII, and UTF7. Unicode Transformation Format 8 (UTF8) represents each byte as a different character; Unicode represents every two bytes as a character. This system is used for Eastern languages such as Japanese, but also covers English. Applications designed for worldwide markets should have all human-readable strings encoded in Unicode to facilitate localization at a later date.
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 Binary and text streams When data contained in streams is of a well-known format, such as XML, plain text, or primitive types, there are methods available to greatly simplify the parsing of such data. Plain text is most commonly used in streams that are designed to be human readable and editable. Plain-text streams exist in many network protocols that were originally designed for text-only UNIX computers. A common guise for plain-text files is the end-user modifiable application configuration files such as the ubiquitous .INI or .CSV; however, these are being somewhat replaced by XML in .NET. A common feature of plain text is that each unit of information is terminated with an {enter}. This is actually a sequence of two UTF8 codes, 10 and 13 (represented in C# by \n and by VBCrLf in VB.NET). This can be tricky to parse out of a string, so methods such as ReadLine have been implemented in the textReader class. To read a file one line at a time to the end, you could use code similar to the following application. Start a new project in Visual Studio .NET, and draw a button on the form. Name this button btnRead. Click on this button, and enter the following code: C# private void btnRead_Click(object sender, System.EventArgs e) { OpenFileDialog ofd = new OpenFileDialog(); ofd.ShowDialog(); FileStream fs = new FileStream(ofd.FileName, FileMode.OpenOrCreate); StreamReader sr = new StreamReader(fs); int lineCount=0; while (sr.ReadLine()!=null) { lineCount++; } fs.Close(); MessageBox.Show("There are " + lineCount + " lines in " + ofd.FileName); }
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 VB.NET Private Sub btnRead_Click(ByVal sender As System.Object, _ ByVal e As System.EventArgs) Handles btnRead.Click Dim ofd As OpenFileDialog = New OpenFileDialog() ofd.ShowDialog() Dim fs As FileStream = New _ FileStream(ofd.FileName,FileMode.OpenOrCreate) Dim sr As StreamReader = New StreamReader(fs) Dim lineCount As Integer = 0 While Not sr.ReadLine() Is Nothing lineCount = lineCount + 1 End While fs.Close() MessageBox.Show("There are " & lineCount & _ " lines in " & ofd.FileName) End sub
 
 The following namespace must be included in the code in order for it to compile correctly: C# using System.IO;
 
 VB.NET Imports System.IO
 
 To test the application, run it from Visual Studio .NET. Press the Read button, and then select a text file from the hard disk. Press OK, and a message box similar to Figure 2.2 will appear shortly. When porting a .NET application from a console application to a Windows application, you will notice that the familiar format of the Console.WriteLine method is not reflected in standard string handling. It is, however, available in StringBuilder.AppendFormat and StreamWriter.WriteLine. Not everything stored on disk or sent across a network has to be human readable. In many cases, significantly more efficient code can be written, which leverages the compact binary representations of variables. For instance, the number 65000 in a 16-bit unsigned Integer binary ( Uint16) is 11111101 11101000 (2 bytes); in text it is “6,” “5,” “0,” “0,” “0” (5 bytes).
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 Figure 2.2 Using streams to help read files.
 
 Table 2.2
 
 The significant methods and properties for StreamReader. Method or Property
 
 Purpose
 
 Constructor
 
 Initializes a new instance of the object. May be invoked thus: StreamReader(Stream).
 
 Peek
 
 Returns the next available character, but does not consume it. Returns -1 at the end of a stream. Takes no parameters.
 
 Read
 
 Reads the next character or next set of characters from the input stream. It may be invoked thus: Read(char[], int, int).
 
 ReadBlock
 
 Reads characters from the current stream and writes the data to buffer, beginning at index. It may be invoked thus: ReadBlock(in char[] buffer, int index, int count).
 
 ReadLine
 
 Reads a line of characters from the current stream and returns the data as a string. Takes no parameters; returns string.
 
 ReadToEnd
 
 Reads the stream from the current position to the end of the stream. Takes no parameters; returns string.
 
 To save an array of variables to disk, you could use the following application. Start a new project in Visual Studio .NET and draw a button on the form. Name this button btnWrite. Click on this button and enter the following code: C# private void btnWrite_Click(object sender, System.EventArgs e) { SaveFileDialog sfd = new SaveFileDialog(); sfd.ShowDialog(); FileStream fs = new FileStream(sfd.FileName, FileMode.CreateNew); Chapter 2
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 BinaryWriter bw = new BinaryWriter(fs); int[] myArray= new int[1000]; for(int i=0;i is used. The server should reply 250
 
 TO:\private$\< Queue name >, where < Server name > can be either the computer name of the MSMQ server or “ .” for the local server. When the MSMQ server is not on the local intranet, then MSMQ over HTTP may be used. In this case, the server name can be an IP address or domain name. MSMQ HTTP support must be installed from Add/Remove Windows components in the Control Panel (Figure 15.2). HTTP message queues are hosted by IIS and reside in the msmq virtual folder. In this way, queues over HTTP take the form: http:///msmq/
 
 You will also require the following namespace: C# using System.Messaging;
 
 VB.NET Imports System.Messaging
 
 To test this application, ensure that you have MSMQ installed on your system, and then run this program from Visual Studio .NET. You should then type some text into the box provided and press Send, as shown in Figure 15.3. Go to Message Queuing in Computer Management, and click on Private Queues→Test→Queue Messages. Double-click on the envelope icon on the right-hand side, and click on the Body tab in the new window. You should see an XML representation of the text that was sent (Figure 15.4). To complete the example, it is also necessary to know how to read in a message from a message queue, as well as how to write to it. Draw a textbox, tbStatus, and a button, btnListen. tiLine is set to true for the textbox. Click on btnListen
 
 Ensure that Muland enter the fol-
 
 lowing code:
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 Figure 15.2 MSMQ HTTP support.
 
 Figure 15.3 Basic MSMQ application.
 
 C# private void btnListen_Click(object sender, System.EventArgs e) { Thread thdListener = new Thread(new ThreadStart(QThread)); thdListener.Start(); }
 
 VB.NET Private Sub btnListen_Click(ByVal sender As Object, _ ByVal e As System.EventArgs) Dim thdListener As Thread = New Thread(New _ ThreadStart(AddressOf QThread)) thdListener.Start() End Sub
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 Because it is possible that there are no messages on the queue, the server will block (hang) at the point of calling the Receive method; therefore, QThread is invoked as a new thread. Figure 15.4 Native XML format of a message in MSMQ.
 
 C# public void QThread() { string queuePath = ".\\private$\\test"; MessageQueue queue = new MessageQueue(queuePath); System.Messaging.Message msg; ((XmlMessageFormatter)queue.Formatter).TargetTypes = new Type[1]; ((XmlMessageFormatter)queue.Formatter).TargetTypes[0] = "".GetType(); while(true) { msg= queue.Receive(); tbStatus.Text += msg.Body + "\n"; } }
 
 VB.NET Public Sub QThread() Dim queuePath As String = ".\private$\test" Dim queue As MessageQueue = New MessageQueue(queuePath) Chapter 15
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 Dim msg As System.Messaging.Message CType(queue.Formatter, XmlMessageFormatter).TargetTypes _ = New Type(0){} CType(queue.Formatter, XmlMessageFormatter).TargetTypes(0) _ = "".GetType() Do msg= queue.Receive() tbStatus.Text += msg.Body + VbCrLf Loop End Sub
 
 In Figure 15.4, it is clear that messages are stored internally in XML format. This permits the storage of complex types as well as simple strings, but it is necessary to indicate to MSMQ the target type of the object that you want to read back into. In this case, we are reading a string, so the TargetType is set to string (obtained by the "".GetType() construct). It is not necessary to specify the object type when sending to a message queue because .NET can determine this from reflection. The deserialized version of the object is then held in the Message object (Table 15.2). Table 15.2
 
 Significant members of the Message class . AcknowledgeType
 
 Specifies the events that require acknowledgment from MSMQ
 
 Acknowledgment
 
 Determines the type of acknowledgment that is flagged by the message
 
 AdministrationQueue
 
 Specifies the queue to which acknowledgment messages are to be sent
 
 AttachSenderId
 
 Includes the ID of the sending machine in the message
 
 Body
 
 Specifies the message payload, which can be any type of object
 
 Label
 
 Includes a human-readable description of the message
 
 MessageType
 
 Indicates that the message is normal, an acknowledgment, or a report
 
 Priority
 
 Determines where in the queue the message is to be placed
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 Significant members of the Message class (continued). Recoverable
 
 Specifies whether the message is stored in memory or disk
 
 SenderId
 
 Indicates the sending machine
 
 TimeToReachQueue
 
 Specifies the maximum length of time it should take for a message to reach a queue
 
 UseDeadLetterQueue
 
 Determines if the time-expired messages should go to the dead-letter queue
 
 UseJournalQueue
 
 Determines if received messages should be archived in the journal
 
 You will need a reference to System.Messaging.dll and the following namespaces: C# using System.Threading; using System.Messaging;
 
 VB.NET imports System.Threading imports System.Messaging
 
 To test this application, run them both from their .exe files. Type “hello world” into the client, and press Send. The message will not appear on the server because it is not listening yet. Press the Listen button on the server, and the message will appear in the status box, as shown in Figure 15.5.
 
 15.3.1
 
 Queuing complex objects It is perfectly valid to use the serialization and deserialization techniques described in Chapter 2 to send complex objects as strings through MSMQ. In the interest of efficiency and simplicity, it is better to use the built-in functionality in MSMQ to perform this task. In the following example, imagine a situation where a chain of hotels has a central booking agency. This agency takes phone reservations from overseas customers and places each booking in a queue destined for a particular hotel. This hotel would periodically dial in to collect the latest bookings from this queue. Chapter 15
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 Figure 15.5 Basic MSMQ receiver application.
 
 A hotel needs to know the names of the tourists, when they are coming and leaving, and what type of room they are looking for. Furthermore, the reservation system at the hotel is automated, so the message has to be in a well-defined format. Building on the previous example to send strings to a message queue, include a class that represents a hotel reservation. Add the following code directly at the start of the namespace: C# public class booking { public enum RoomType { BASIC, EN_SUITE, DELUXE } public class Room { public Int16 occupants; public RoomType roomType; } public string name; public Room room; public DateTime arrival; public DateTime departure;
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 }
 
 VB.NET Public Class booking Public Enum RoomType BASIC EN_SUITE DELUXE End Enum Public Class Room Public occupants As Int16 Public roomType As RoomType End Class Public name As String Public myRoom As Room Public arrival As DateTime Public departure As DateTime End Class
 
 Select the Form Design tab, and remove the textbox (tbMessage) from the form. Now drag on two textboxes named tbName and tbOccupants. If you wish, you can use labels to indicate what each textbox is used for, although this is not essential. Draw on two Date-Picker controls named dtArrival and dtDeparture. A combo box named cbType is also required. You must click on the Items property for the combo box and add three strings: basic, en suite, and deluxe. Click on the Send button and add the following code: C# private void btnSend_Click(object sender, System.EventArgs e) { string queueName = ".\\private$\\test"; MessageQueue mq; if (MessageQueue.Exists(queueName)) { mq=new MessageQueue(queueName); } else {
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 mq = MessageQueue.Create(queueName); } booking hotelBooking = new booking(); hotelBooking.name = tbName.Text; hotelBooking.departure = DateTime.Parse(dtDeparture.Text); hotelBooking.arrival = DateTime.Parse(dtArrival.Text); hotelBooking.room = new booking.Room(); hotelBooking.room.occupants = Convert.ToInt16(tbOccupants.Text); switch(cbType.SelectedIndex.ToString()) { case "basic": hotelBooking.room.roomType = booking.RoomType.BASIC; break; case "en suite": hotelBooking.room.roomType = booking.RoomType.EN_SUITE; break; case "deluxe": hotelBooking.room.roomType = booking.RoomType.DELUXE; break; } mq.Send(hotelBooking); }
 
 VB.NET Private Sub btnSend_Click(ByVal sender As Object, _ ByVal e As System.EventArgs) Dim queueName As String = ".\private$\test" Dim mq As MessageQueue If MessageQueue.Exists(queueName) Then mq=New MessageQueue(queueName) Else mq = MessageQueue.Create(queueName) End If Dim hotelBooking As booking = New booking() hotelBooking.name = tbName.Text hotelBooking.departure = DateTime.Parse(dtDeparture.Text) hotelBooking.arrival = DateTime.Parse(dtArrival.Text) hotelBooking.myroom = New booking.Room() hotelBooking.myroom.occupants = _ Convert.ToInt16(tbOccupants.Text)
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 Select Case cbType.SelectedIndex.ToString() Case "basic" hotelBooking.myroom.roomType = booking.RoomType.BASIC Exit Sub Case "en suite" hotelBooking.myroom.roomType = _ booking.RoomType.EN_SUITE Exit Sub Case "deluxe" hotelBooking.myroom.roomType = booking.RoomType.DELUXE Exit Sub End Select mq.Send(hotelBooking) End Sub
 
 You will need a reference to System.Messaging.dll and the following namespaces: C# using System.Threading; using System.Messaging;
 
 VB.NET imports System.Threading imports System.Messaging
 
 To test the application at this stage, you can run it from Visual Studio .NET. Type some reservation details into the boxes provided, and press send (Figure 15.6). If you open the test queue in Computer Management and right-click on →Body for the new message, you will notice a more verbose XML Properties→ representation of the booking object: Fiach Reid 1 Chapter 15
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 Figure 15.6 Complex object MSMQ transfer example.
 
 BASIC 2002-04-28T00:00:00.0000000-00:00 2002-05-07T00:00:00.0000000-00:00 
 
 Now, to deserialize the object at the receiving end, it is just a matter of altering the TargetType in the queue formatter from string to booking. You will also need to display the new booking, and of course, you still need to include the booking class after the namespace. Replace the code in the QThread function with the following: C# public void QThread() { string queuePath = ".\\private$\\test"; MessageQueue queue = new MessageQueue(queuePath); System.Messaging.Message msg; ((XmlMessageFormatter)queue.Formatter).TargetTypes = new Type[1]; ((XmlMessageFormatter)queue.Formatter).TargetTypes[0] =
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 (new booking()).GetType(); while(true) { msg= queue.Receive(); booking hotelBooking = (booking)msg.Body; tbStatus.Text += "tourist name:" + hotelBooking.name + "\n"; tbStatus.Text += "arrival:" + hotelBooking.arrival + "\n"; tbStatus.Text += "departure:" + hotelBooking.departure + "\n"; if (hotelBooking.room!=null) { tbStatus.Text += "room occupants:" + hotelBooking.room.occupants + "\n"; tbStatus.Text += "room type:" + hotelBooking.room.roomType.ToString() + "\n"; }
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 }
 
 }
 
 VB.NET Public Sub QThread() Dim queuePath As String = ".\private$\test" Dim queue As MessageQueue = New MessageQueue(queuePath) Dim msg As System.Messaging.Message CType(queue.Formatter, XmlMessageFormatter).TargetTypes = _ New Type(0) {} CType(queue.Formatter, _ XmlMessageFormatter).TargetTypes(0) = _ (New booking()).GetType() Do msg= queue.Receive() Dim hotelBooking As booking = CType(msg.Body, booking) tbStatus.Text += "tourist name:" + _ hotelBooking.name + vbcrlf tbStatus.Text += "arrival:" + _ hotelBooking.arrival + vbcrlf tbStatus.Text += "departure:" + _ hotelBooking.departure + vbcrlf if not hotelBooking.room is nothing then tbStatus.Text += "room occupants:" & _
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 hotelBooking.myroom.occupants & vbcrlf _ tbStatus.Text += "room type:" & _ hotelBooking.myroom.roomType.ToString() & vbcrlf end if Loop End Sub
 
 This code locates an existing queue named \private$\test on the local machine. Because the message contains only one type of object, the TargetTypes property is set to an array of one type. The first and only object passed is a booking, and therefore element 0 in the array of target types is set to the booking type. The thread now enters an infinite loop. Where it encounters the Receive method, the execution blocks until a new message appears in the queue. This message is converted into a booking and then displayed on-screen. To test this, first check that the top message in the test queue is one that represents a hotel booking. If you are unsure, delete the queue, and then run the preceding program to post a new reservation to the queue. Now run this program from Visual Studio .NET and press Listen. You should see the details of a new booking in the textbox, as shown in Figure 15.7. Figure 15.7 Complex object MSMQ receiver example.
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 Transactions Like databases, MSMQ supports transactions. A transaction is an atomic unit of work that either succeeds or fails as a whole. In a banking system, a transaction might involve debiting a checking account via one message queue and crediting a savings account via another queue. If a system failure were to occurr in the middle of the transaction, the bank would be liable for theft, unless the transaction were rolled back. After the system restarted, the transaction could be carried out again. The following code attempts to add two messages to a queue. The code has a deliberate division by zero error between the two message sends. If this line is commented out, both operations are carried out; if not, then neither operation is carried out. Open the client application in the previous example. Click on the Send button, and replace the code with the following: C# private void btnSend_Click(object sender, System.EventArgs e) { int zero = 0; string queueName = ".\\private$\\test2"; MessageQueueTransaction msgTx = new MessageQueueTransaction(); MessageQueue mq; if (MessageQueue.Exists(queueName)) { mq=new MessageQueue(queueName); } else { mq = MessageQueue.Create(queueName,true); } msgTx.Begin(); try { mq.Send("Message 1",msgTx); zero = 5 / zero; // deliberate error mq.Send("Message 2",msgTx); msgTx.Commit(); }
 
 Chapter 15
 
 436
 
 15.3 Implementing a message queue
 
 catch { msgTx.Abort(); } finally { mq.Close(); } }
 
 VB.NET Private Sub btnSend_Click(ByVal sender As Object, _ ByVal e As System.EventArgs) Dim zero As Integer = 0 Dim queueName As String = ".\private$\test2" Dim msgTx As MessageQueueTransaction = New _ MessageQueueTransaction() Dim mq As MessageQueue If MessageQueue.Exists(queueName) Then mq=New MessageQueue(queueName) Else mq = MessageQueue.Create(queueName,True) End If msgTx.Begin() Try mq.Send("Message 1",msgTx) zero = 5 / zero ' deliberate error mq.Send("Message 2",msgTx) msgTx.Commit() Catch msgTx.Abort() Finally mq.Close() End Try End Sub
 
 This code creates a queue as before. The Begin method initiates a transaction. This means that any changes to the queue will not physically take place until the Commit method is called. If the Abort method is called, or the computer crashes, then any statements issued directly after the Begin method are ignored. In this case, an error occurs before the second message
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 is posted to the queue. This error throws an exception, which causes code to be executed that aborts the transaction. To test this application, run it from Visual Studio .NET with the deliberate error left in the code. Press Send, and then open Computer Management and look at Message Queues. You will notice that a second queue has been created, but neither message has been posted. If you now remove the deliberate error from the code and rerun the application, then press the Send button, you will see both messages appearing in the Queue Messages list.
 
 15.3.3
 
 Acknowledgments Most of the work done by MSMQ is behind the scenes and completely transparent to the application. If MSMQ fails for some reason, the application—and therefore the user—will not know that today’s data was never transferred. Acknowledgments provide a mechanism for the sending application to verify that the receiving application has read the message and that the message queue is functioning correctly. This example builds on the code for the first example in this chapter, so open that project in Visual Studio .NET and click on the Send button. C# private void btnSend_Click(object sender, System.EventArgs e) { string queueName = ".\\private$\\test"; MessageQueue mq; if (MessageQueue.Exists(queueName)) { mq=new MessageQueue(queueName); } else { mq = MessageQueue.Create(queueName); } System.Messaging.Message myMessage = new System.Messaging.Message(); myMessage.Body = tbMessage.Text; myMessage.AdministrationQueue = new MessageQueue(".\\private$\\test"); myMessage.AcknowledgeType = AcknowledgeTypes.FullReachQueue
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 AcknowledgeTypes.FullReceive; mq.Send(myMessage); }
 
 VB.NET Private Sub btnSend_Click(ByVal sender As Object, _ ByVal e As System.EventArgs) Dim queueName As String = ".\private$\test" Dim mq As MessageQueue If MessageQueue.Exists(queueName) Then mq=New MessageQueue(queueName) Else mq = MessageQueue.Create(queueName) End If Dim myMessage As System.Messaging.Message = New _ System.Messaging.Message() myMessage.Body = tbMessage.Text myMessage.AdministrationQueue = New MessageQueue( _ ".\private$\test") myMessage.AcknowledgeType = _ AcknowledgeTypes.FullReachQueue or _ AcknowledgeTypes.FullReceive mq.Send(myMessage) End Sub
 
 The preceding code checks for a private queue named \private$\test. If one is not found, a queue is then created. A message is then created, ready for posting to this queue. This message is set to acknowledge reaching the queue (AcknowledgeTypes.FullReachQueue) and reaching the end-recipient (AcknowledgeTypes.FullReceive). Acknowledgments are set to appear in the same test queue. To test this piece of code, run it from Visual Studio .NET, type some text into the box provided, and press send. On opening Computer Manage→Message Queuing→ →Private Queues→ →Test, you will notice acknowledgment→ ment messages interspersed throughout the list. Acknowledgment messages have a body size of 0 and carry a green circle on the envelope icon (Figure 15.8). The receiver program can recognize acknowledgment messages when a message has its MessageType set to MessageType.Acknowledgment.
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 Figure 15.8 MSMQ acknowledgments.
 
 Note: When each message is received, a second acknowledgment message will appear in the queue, labeled “The message was received.”
 
 15.4 Timeouts “Late data is bad data” is an expression that applies particularly to MSMQ. Imagine a scenario in which MSMQ were used to coordinate last-minute hotel bookings. When a client (a hotel) could not be contacted for more than 24 hours after a booking, it would be imperative that alternative action be taken, such as having an operator call the hotel to confirm the booking manually. Timeouts provide a mechanism to age messages, such that if they do not reach their destination in time, the message can be deleted or moved to a dead-letter queue so that alternative actions can be taken. In this example, messages are sent with a five-second timeout. This means they will only appear in the queue for five seconds after being sent, before they are either read by a receiving application or discarded to the dead-letter messages queue. This example builds on the preceding example. Open the preceding example in Visual Studio .NET, and click on the Send button. Then enter the following code: C# private void btnSend_Click(object sender, System.EventArgs e) { string queueName = ".\\private$\\test"; Chapter 15
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 MessageQueue mq; if (MessageQueue.Exists(queueName)) { mq=new MessageQueue(queueName); } else { mq = MessageQueue.Create(queueName); } System.Messaging.Message myMessage = new System.Messaging.Message(); myMessage.Body = tbMessage.Text; myMessage.TimeToBeReceived = new TimeSpan(0,0,0,5); myMessage.UseDeadLetterQueue = true; mq.Send(myMessage); }
 
 VB.NET Private Sub btnSend_Click(ByVal sender As Object, ByVal e As System.EventArgs) Dim queueName As String = ".\private$\test" Dim mq As MessageQueue If MessageQueue.Exists(queueName) Then mq=New MessageQueue(queueName) Else mq = MessageQueue.Create(queueName) End If Dim myMessage As System.Messaging.Message = _ New System.Messaging.Message() myMessage.Body = tbMessage.Text myMessage.TimeToBeReceived = New TimeSpan(0,0,0,5) myMessage.UseDeadLetterQueue = True mq.Send(myMessage) End Sub
 
 In this code, the TimeToBeReceived for the message is set to five seconds. A related property TimeToReachQueue can also be used to time-out messages that do not reach the queue in a timely fashion. By setting UseDeadLetterQueue to true, all messages that pass their expiration time are moved into the dead-letter queue for administrative purposes.
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 Figure 15.9 MSMQ message timeouts.
 
 To test this piece of code, run it from Visual Studio .NET. Type something into the box provided and press Send. Quickly open Computer Management, and click on the test queue (you may need to right-click and press Refresh). You should see a new message in the list. The messages will disappear again if you refresh the queue after five seconds. Click on System →Dead-letter messages to view expired messages (Figure 15.9). Queues→
 
 15.5 Journal Journaling is where a record is kept of incoming and outgoing messages to and from remote machines. To specify that the message should be recorded in the journal, the UseJournalQueue method is used. In the following example, you will need to have the message receiver program described earlier in this chapter close at hand. When sending a message that uses the Journal queue, it will only be transferred to that queue once it has been received. This differs from acknowledgment because the body of the message is stored rather than simply flagging an empty message. Open the preceding example in Visual Studio .NET, and click on the Send button. Then enter the following code: C# private void btnSend_Click(object sender, System.EventArgs e) { string queueName = ".\\private$\\test"; MessageQueue mq; if (MessageQueue.Exists(queueName)) { mq=new MessageQueue(queueName); Chapter 15
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 } else { mq = MessageQueue.Create(queueName); } System.Messaging.Message myMessage = new System.Messaging.Message(); myMessage.Body = tbMessage.Text; myMessage.UseJournalQueue = true; mq.Send(myMessage); }
 
 VB.NET Private Sub btnSend_Click(ByVal sender As Object, _ ByVal e As System.EventArgs) Dim queueName As String = ".\private$\test" Dim mq As MessageQueue If MessageQueue.Exists(queueName) Then mq=New MessageQueue(queueName) Else mq = MessageQueue.Create(queueName) End If Dim myMessage As System.Messaging.Message = _ New System.Messaging.Message() myMessage.Body = tbMessage.Text myMessage.UseJournalQueue = True mq.Send(myMessage) End Sub
 
 This piece of code creates a queue as before and posts a string as a message to the queue. Because UseJournalQueue is set, the message will be moved to this system queue after it has been received. To test this piece of code, run it from Visual Studio .NET. Type something into the box provided and press Send. Open Computer Management and look at the test queue to confirm that the message is in the system. Start the message receiver program, and press Listen. The message should appear in the textbox of the receiver program and be removed from the queue. →Journal messages should show the message Clicking on System Queues→ once again (Figure 15.10).
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 Figure 15.10 MSMQ, Journal messages.
 
 15.6 Queued Components The bulk of the MSMQ code examples to date are very much concerned with the underlying plumbing of sending and receiving messages. You may wish to write code that abstracts away from the underlying MSMQ send & receive mechanisms and concentrate more on business logic. MSMQ can work in tandem with COM+ component services to provide a means of asynchronous, queued invocation of object methods via Queued Components. In the below example, a component that can perform database updates is created, and a corresponding client is used to call methods on this component. If there were an impermanent connection to this database, then the component may fail during an update, MSMQ handles retries, and queues method calls whenever the component is unavailable. An example application of the below code is where a database update is required, but is of lower priority than other code which must not be delayed whist waiting for the update to complete. You may create a queued component by firstly generating a strong name key file by typing sn –k CompPlusServer.snk at the VS.NET command prompt. You can then start a new class library project in Visual Studio .NET, and enter the following code C# [assembly: ApplicationName("ComPlusServer")] [assembly: ApplicationActivation(ActivationOption.Server)] [assembly: AssemblyKeyFile("..\\..\\ComPlusServer.snk")] [assembly: ApplicationQueuing(Enabled=true, QueueListenerEnabled=true)] namespace ComPlusService Chapter 15
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 { public interface IComPlusServer { void ExecSQLAsync(string SQL,string strDSN); } [InterfaceQueuing(Interface="IComPlusServer")] public class ComPlusServer : ServicedComponent, IComPlusServer { public void ExecSQLAsync(string SQL,string strDSN) { OleDbConnection DSN = new OleDbConnection(strDSN); DSN.Open(); OleDbCommand oSQL = new OleDbCommand("",DSN); oSQL.CommandText = SQL; oSQL.ExecuteNonQuery(); DSN.Close(); } } }
 
 VB.NET Public Interface IComPlusServer Sub ExecSQLAsync(ByVal SQL As String, ByVal _ strDSN As String) End Interface _ Public Class ComPlusServer Inherits ServicedComponent Implements ServicedComponent, IComPlusServer Public Sub ExecSQLAsync(ByVal SQL As String, _ ByVal strDSN As String) Dim DSN As New OleDbConnection(strDSN) DSN.Open() Dim oSQL As New OleDbCommand("", DSN)
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 oSQL.CommandText = SQL oSQL.ExecuteNonQuery() DSN.Close() End Sub End Class
 
 The above code defines an interface, IComPlusServer, which contains a function prototype for the ExecSQLAsync method. The latter method opens a DSN connection to the specified database, executes an insert, update, or delete, and then closes the connection. A limitation of queued components is that they cannot have return values. You will require the following namespaces at the head of your code. C# using using using using using
 
 System; System.Reflection; System.EnterpriseServices; System.Data; System.Data.OleDb;
 
 VB.NET Imports Imports Imports Imports Imports
 
 System System.Reflection System.EnterpriseServices System.Data System.Data.OleDb
 
 In order to use this DLL as a queued component, there are some further steps that must be taken. 1.
 
 Import the DLL into the global assembly cache (GAC) by typing gacutil /I:ComPlusService.dll at the command prompt
 
 2.
 
 Import the DLL into component services by typing regsvcs ComPlusService.DLL at the command prompt
 
 3.
 
 Disable authentication on the component by opening Component →My Services from Administrative Tools, Expand Computers→ →COM+ Applications. Right Click ComPlusServer, Computer→ →Security. Uncheck Enforce access checks for this select properties→ application.
 
 4.
 
 Right click ComPlusServer, and click start. Chapter 15
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 At this point you can now write a client to begin calling methods on this component. Here, we simply create a Windows Forms application in Visual Studio .NET. Add a reference to the ComPlusService DLL created in the previous example, and then draw two textboxes, tbSQL and tbDSN, and a button named btnExecSQL. Double click the button and enter the following code: C# private void btnExecSQL_Click(object sender, System.EventArgs e) { ComPlusService.IComPlusServer ComPlusServer = null; ComPlusServer = (IComPlusServer) Marshal.BindToMoniker ("queue:/new:ComPlusService.ComPlusServer"); ComPlusServer.ExecSQLAsync (this.tbSQL.Text,this.tbDSN.Text); Marshal.ReleaseComObject(ComPlusServer); }
 
 VB.NET Private Sub btnExecSQL_Click(ByVal sender As Object, _ ByVal e As System.EventArgs) Handles btnExecSQL.Click Dim ComPlusServer As ComPlusService.IComPlusServer = _ Nothing ComPlusServer = _ CType(Marshal.BindToMoniker( _ "queue:/new:ComPlusService.ComPlusServer"), _ IComPlusServer) ComPlusServer.ExecSQLAsync(Me.tbSQL.Text, Me.tbDSN.Text) Marshal.ReleaseComObject(ComPlusServer) End Sub
 
 The above code does not directly execute the ExecSQLAsync method on the ComPlusService component. Instead it writes an instruction to the ComPlusService queue in MSMQ, which is then read back by component services, which executes the method on the component. You will need the following namespaces at the head of the code in your application.
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 Figure 15.11 Test COM+ Client.
 
 C# using ComPlusService; using System.Runtime.InteropServices;
 
 VB.NET Imports ComPlusService Imports System.Runtime.InteropServices
 
 To test the application, run the client from Visual Studio .NET, type in a valid DSN and SQL statement, then press the ‘Execute SQL’ button. You will see that the database is updated within a few moments (Figure 15.11). If you temporarily stop the component from component services, and continue to use the client, then the changes will be applied as soon as you restart the component.
 
 15.7 Security Using MSMQ gives an attacker another point of access to sensitive information. Without encryption and authentication, MSMQ could never be used to handle credit card details or other financial transactions. To encrypt a message in MSMQ, you set the UseEncryption property to true before sending the message. This prevents the message from being snooped while in transit, but it is decrypted transparently at the receiving end. The encryption algorithm can be selected using the EncryptionAlgorithm property. This can be set to either RC2 or RC4. The latter is a stream cipher and is thus faster than RC2. To use authentication in a message in MSMQ, you set the UseAuthento true before sending the message. This will guarantee
 
 tication property
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 to the receiver that the message sender is legitimate, but it does not secure against packet snooping. The hashing algorithm can be selected using the HashAlgorithm property. This can be set to MAC, MD2, MD4, MD5, SHA, or none. The default algorithm is MD5, although MAC (keyed hash) is the most secure. An authenticated message needs to be accompanied by an external certificate, as contained within the SenderCertificate property. An external certificate must be registered with the directory service of MSMQ. An external certificate contains information about the certification authority, the certificate user, the validity period of the certificate, and the public key of the certificate user, the certification authority’s signature, and so forth. In cases where message properties usually set by MSMQ are not suited for a particular application, it is possible to tweak low-level security aspects of MSMQ manually. This includes the DestinationSymetricKey property. The latter is simply a byte array used to encrypt and decrypt the message on sending and receipt. The ConnectorType property must be set to a genuinely unique identifier (GUID) to access this property. Low-level authentication properties that can be altered once ConnectorType is set are AuthenticationProviderName, AuthenticationProviderType, and DigitalSignature. These methods specify the name, type, and credentials of authentication applied to the message, defaulting to Microsoft Base Cryptographic Provider, Ver. 1.0, RSA_FULL and a zero-length array, respectively. Where MSMQ is used over HTTP, it is possible to employ standard Web security systems, such as HTTPS. In this case, the MSMQ server domain name would be prefixed with https://. As shown in chapters 8 and 9, it is easy to use ultrastrong encryption algorithms on strings (and serialized objects). Coupled with the use of X.509 certificates, issued by an internationally trusted certificate authority, strong authentication could be easily applied to message queues. To illustrate the example based on the previous hotel booking center analogy, imagine that the booking center also forwarded credit card details to the hotelier via MSMQ. The booking center would need to be absolutely sure that when someone dialed into the MSMQ server, it was in fact the hotelier and not a hacker. Furthermore, it would be a disaster if a technically savvy clerk at the hotel could snoop credit card details from the network installed at the hotel.
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 First, the hotel would need to acquire an X.509 certificate from a certificate authority such as Verisign or Thawte. The certificate containing the private key would remain at the hotel, but the public keyed certificate would be sent to the booking center. When a phone order arrived at the booking center, a message would be placed in the queue, which would be encrypted with the public key from the certificate. At this point, a hacker could still receive the message, but could not read it; however, a problem still remains because the hotelier would not know whether there was ever a new message or if it had been stolen. To avoid this situation, the booking center would require an acknowledgment from the hotel that the booking had been received. The acknowledgment would simply be an acknowledgment reference number encrypted with the private key from the certificate. An attacker would not be able to generate this message, so the message could be reposted awaiting pickup from the correct recipient.
 
 15.8 Scalability When computer systems scale upward, so does the volume of data being sent between them. MSMQ needs to be able to handle larger volumes of data and larger networks, when needed. Note: When installing an MSMQ server behind a firewall, you will need to ensure that TCP 1801 is open. MSMQ can consume a lot of disk space; therefore, it may be necessary to ensure that some queues do not grow to a size that they fill the hard disk and prevent other queues from operating. To do this, set the Queue Quota by opening Computer Management, clicking on Message Queuing, and →test2). Rightthen selecting the queue in question (i.e., Private Queues→ click on the queue and select Properties (Figure 15.12). The queue quota is contained in the Limit message storage to (KB): box. The computer quota can be set in the same manner. Another space-consuming item that is vital to the correct operation of MSMQ is the MQIS database, an internal database that contains queue information and network topology. This is a distributed database, so more than one MSMQ server can hold the data.
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 Figure 15.12 MSMQ queue settings dialog.
 
 In situations where multiple segments in a network are all interconnected with impermanent connections, multiple MSMQ servers can be deployed in each segment. A sample case would be an international chain of shops that centralize their point-of-sale data at the regional office for endof-day processing and send it once a week to the head office for auditing. In MSMQ terminology, the entire chain is called an enterprise, each regional office is a site, and every shop is a client. The MSMQ server located in the head office is called the primary enterprise controller (PEC), and the servers at the regional offices are called Primary Site Controllers (PSCs). Three other types of MSMQ servers are available: backup site controllers (BSCs), routing servers, and connector servers. A BSC requires both a PEC and PSC and stores as a read-only backup of a PSC’s database. This ensures that if the PSC goes offline, clients can still read from the BSC. A routing server provides a mechanism to forward messages through alternate routes if a network connection goes down. To illustrate this feature, envisage two sites, New York and Toronto, and a head office in Dallas.
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 If the link between Toronto and Dallas is broken, but links between the other cities are still operational, then a routing server could relay messages from New York through Toronto. A connector server is used as a proxy between MSMQ and third-party messaging systems, such as IBM MQSeries. The shops can be either dependent clients or independent clients. The difference is that an independent client can store messages locally and forward them to the regional office whenever a connection becomes available. A dependent client requires an always-on connection to the regional office. This may seem disadvantageous, but a dependent client uses less disk space, will run on Windows 95, and becomes one less point of administration Note: You cannot install an independent client when disconnected to the PSC because it requires access to MQIS data to initialize properly.
 
 15.9 Performance issues MSMQ can operate in a multitude of ways, from running locally as an interprocess communications (IPC) mechanism for applications or as a complex structure of hundreds of machines working in tandem. MSMQ is an effective IPC mechanism when the messages are sent in the Express format, where messages are held in RAM rather than on disk. This does mean that the data will be erased on power failure, but the applications will also be stopped abruptly, so it shouldn’t matter. The only IPC that would outperform MSMQ would be Windows messaging (specifically WM_COPY), but this is not an easy undertaking. When operating MSMQ over a network, it is common for all messages to be stored on disk to ensure that no data is lost in the event of a system failure. These messages are known as recoverable messages. They come in two flavors: transactional and nontransactional. Transactions are carried out as a series of in-memory operations and then committed to disk when the operation is complete. They can be coordinated by MSMQ or by the Microsoft Distributed Transaction Coordinator (MSDTC); the former is the more efficient. Nontransactional messages cannot be rolled back, but they are faster than transactional messages. When many messages need to be written to a queue in one operation, a higher performance can be achieved if a thread pool is used. This only Chapter 15
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 applies to writing messages to a queue; reading from a queue using multiple threads actually decreases performance. When using threads, it is important to make sure the connection to the MSMQ server is not reopened in every thread, but rather, a connection is shared among all threads. Where network bandwidth is a concern (e.g., over dial-up connections), actions can be taken to reduce the size of the message body by using binary formatters rather than the default XML formatter. This can be implemented by setting the Formatter property to New calling the Send method. A new feature in MSMQ 3.0 is the use of multicast from within MSMQ. Where a single message is destined for multiple recipients, multicasting can greatly reduce network traffic. This does require access to the MBONE network and, thus, may not be applicable to all situations. BinaryMessageFormatter()before
 
 The most common performance problem with MSMQ is handles to queues being repeatedly opened and closed. This process is extremely wasteful, and it is imperative that a handle to the queue should be maintained for as long as possible. A few bytes from each message can be cut by omitting the system identification (SID), but this is only an option if security features are not being used. Another pitfall could be that the client is requesting too many acknowledgments from the server, which may put an unnecessary strain on both the client and server.
 
 15.10 Conclusion There is little real voodoo behind message queuing, and it would be an easy task to implement a store-and-forward-type proxy server using socket-level programming; however, this chapter is meant to illustrate the advantage of moving to industry-standard techniques by demonstrating the wealth of additional functionality built into MSMQ. After an initial learning curve, MSMQ can easily be seen as a much more scalable solution than any inhouse solution developed in the same timeframe. The next chapter deals with a subject that may not directly impinge on developer’s lives now, but by 2005, it is set to overhaul the entire Internet as we know it, and interoperability with it will become a major selling point with future-proof software products. Make way for IPv6.
 
 16 IPv6: Programming for the Next-generation Internet 16.1 Introduction IPv6 will be the largest overhaul of the Internet since its commercialization. It is due to arrive in 2005 and will incrementally replace the Internet protocol (IP). Many existing network programs will become obsolete as they become incompatible with the emerging networks. This will inevitably create a great opportunity for network programmers who are familiar with the new protocol. Such a large overhaul is extremely expensive, but the simple fact is that the IP cannot accommodate the explosion in market demand for Internet access. In the long run, the migration to IPv6 makes perfect sense and is inevitable. IPv6 will create a bigger, faster Internet that will continue to accommodate the world’s bandwidth-hungry population into the twentysecond century. Making your application IPv6 compatible from the outset will ensure that you will not have to go through a costly overhaul once IPv6 becomes mainstream. This chapter is divided into two sections, beginning with a discussion of IPv6 in general and the utilities you can use to manage IPv6 on your network. The chapter concludes with an example of how to communicate over IPv6 from within a .NET application.
 
 16.2 What is IPv6? IP addresses are 32 bits long, which provides four billion unique addresses. The number of assigned IP addresses is fast approaching this mark. Contributing to this consumption of IP addresses are professionals in the developed world who may have several computers dedicated for their use. The largest source of IP wastage is the way in which addresses are assigned in 453
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 blocks of 256 or 65,355, which could be hundreds or thousands more addresses than are required by one organization. IPv6 addresses this issue by extending the address to 128 bits, which provides 3 billion billion billion billion unique addresses. Even if the world’s computer usage were to double every year, it would take 100 years for the same problem to occur again. There is no provision in IPv4 for storing routing information. It is possible for a router to predict the fastest route for a packet many hops in advance, but the IPv4 packet can only hold the next-hop address, so the receiving router has to recalculate the fastest route. This consumes router processing power and delays packets unnecessarily. IPv6 can hold routing information in its header and can, therefore, be forwarded through routers with minimal time wastage. Furthermore, the header is expandable with optional fields, such that it could hold the routing information the whole way from a computer in Europe to a server in the United States. IPX was once a strong contender to IP, but it was unfortunately not adopted by router vendors and, thus, cannot be used for Internet communications; however, its unique identifier was based on the hardware (MAC) address and, thus, was easily configurable, with no need for assignation protocols such as DHCP, unlike IP. A MAC address is 48 bits long, and therefore can be contained within the IPv6 address. This then negates the need for ARP and DHCP, thus simplifying the job of the network administrator. Systems that implement security features, such as HTTP-form authentication, are built on top of IP. This leaves security holes open for people who have the resources to perform IP spoofing (i.e., the impersonation of IP addresses). IPv6 contains built-in headers to protect against IP spoofing, with encryption, authentication, and privacy. The final difference between IPv6 and IPv4 is the quality-of-service (QoS) provision. In this way, data with absolute priority, such as voice over IP (VOIP) will be forwarded through routers before emails, where it doesn’t matter if they’re a few seconds late.
 
 16.3 The history of IPv6 In 1993, the IETF issued RFC 1550, “IP: Next Generation (IPng) White Paper Solicitation.” This could almost be described as a request for tenders for a replacement of IP. This was followed by a requirements document in RFC 1726, “Technical Criteria for Choosing IP: The Next Generation
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 (IPng).” In January 1995, the initial specification for IPng, RFC 1752, was issued as “The Recommendations for the IP Next Generation Protocol.” Despite the best efforts of the IETF, IPng became commonly known as IPv6 with the release of its final specification in RFC 1883. The first layer 3 protocol to support large addresses was CLNP, more commonly known as TUBA (TCP and UDP over bigger addresses). This had huge 160-bit addresses and was well-established within certain fields; however, it was inefficient in comparison to IP and lacked the ability to multicast. In 1993, two new protocols emerged: simple IP (SIP) and policy IP (PIP), both of which were extensions on IP. SIP addressed the scalability issue, proposing a 64-bit address, whereas PIP addressed policy routing for efficiency. The two protocols were merged to form SIPP and extended to 128-bit addressing. The findings were published in 1994. This led to the development of an experimental protocol, IPv5. This protocol was designed to coexist with IPv4, but used the same addressing scheme. When the limitations in IPv5 were addressed, a new protocol, IPv6, emerged. IPv6 will have knock-on effects to routing and auxiliary protocols such as OSPF, BGP, IDRP, and SNMP. It is predicted that RIP will be replaced by RIP-2 with the rollout of IPv6.
 
 16.4 So what changes? IPv6 is backward compatible with IPv4, so there will be a gradual migration toward the technology. When the last block of IP addresses is assigned, organizations will be given the chance to use IPv6 instead. This may involve buying more expensive IPv6-compatible routers, hubs, and switches. The higher-level protocols, such as TCP and UDP, will not change, although some higher-level protocols may have some compatibility problems (e.g., the PASV command in FTP). Many applications designed for IPv4 will not work on IPv6, producing a market void in IPv6-compatible software. Because some large firms, such as Microsoft, IBM, and Digital Equipment Corporation (DEC), have developed their own IPv6 implementation, it is unlikely that the changeover will affect their software. The first and most obvious difference is the change in the format of the IP address. IPv6 addresses consist of a combination of six identifiers: (1) a 3-bit format prefix (FP), which is always 001 for aggregatable unicast addresses; (2) the 13-bit top-level aggregator (TLA), which would be a number assigned to a backbone service provider; (3) an 8-bit reserved Chapter 16
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 field, set to 0; (4) the 24-bit next-level aggregator (NLA), which would represent an ISP; (5) the 16-bit site-level aggregator (SLA), which would represent the subnet; and (6) the 64-bit interface ID, which identifies a specific interface on a host. The definitive description of this format is described in RFC 2374. A global IPv6 address, therefore, takes the following form: [FP][TLA]:[Reserved][NLA]:[SLA]:[Interface ID]
 
 16.5 IPv6 naming conventions With Ipv4 addresses, it was practical to write each byte in decimal format, such as 195.233.254.33; however, with a 128-bit address, it becomes awkward to write 16 three-digit numbers to represent a single IP address. Therefore, a new naming convention is used to quote IPv6 addresses. IPv6 addresses are quoted in hexadecimal, not decimal. They are broken into 16bit segments, rather than 8 bits, as was the case with IPv4. Therefore, one would write FFFF:FFFF rather than 255.255.255.255. To abbreviate long sequences of zeros, the double colon (::) is used. Sequential blocks of 16 zero bits are replaced with the double colon for brevity. The IPv6 address 2001:0db8:1000:0000:0000:0000:0000:0027 is abbreviated to 2001:db8:1000::27. When an IPv6 address encapsulates an IPv4 address, the IPv4 address is represented in its standard form within the IPv6 address. An example of this would be ::192.44.75.70 ::ffff:192.44.75.70. In order to separate the IPv6 prefix from the IPv6 interface identifier, it is common practice to append a forward slash followed by the length of the prefix to the end of an IPv6 address. For example, in the case of 2001:db8:2000:240:290:27ff:fe24:c19f/64,
 
 the prefix is 2001:db8:2000:240.
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 16.6 Installing IPv6 If you have Windows XP, you can install IPv6 by simply typing IPv6 install at the command prompt. To test IPv6 on Windows 2000 (Service Pack 1) or later, you need to download an add-on from www.microsoft.com/ windowsserver2003/technologies/ipv6/default.mspx. You will need an Ethernet Network adapter, and TCP/IP must be installed. To install IPv6 on Windows 2000, follow these steps: 1.
 
 Download the add-on from Microsoft.com.
 
 2.
 
 Click Start→Settings→Network and Dial-up Connections.
 
 3.
 
 Right-click on your Ethernet card and click Properties.
 
 4.
 
 Click Install.
 
 5.
 
 In the Select Network Component Type box, click Protocol and then click Add.
 
 6.
 
 In the Select Network Protocol box, click Microsoft IPv5 Protocol.
 
 7.
 
 Click OK and then Close.
 
 To install IPv6 on previous versions of Windows, links to third-party vendors are located at www.ipv6.com. To uninstall IPv6 from a host, in Windows XP, you simply type Ipv6 the command line and reboot the computer.
 
 uninstall at
 
 16.6.1
 
 Auto configuration Similar to the loopback address in IPv4 (127.0.0.1), you will always be given an IP address whether you are online or not. In IPv6, the equivalent of the loopback address is the link-local address. This is FE80::1. Non-link-local addresses, such as site-local addresses or global addresses, are automatically assigned based on the receipt of IPv6 router advertisements (akin to DHCP in IPv4). An IPv6-compatible router is required to issue router advertisements.
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 16.7 Using IPv6 utilities If you have Windows XP, you will be happy to know that several handy IPv6 utilities come preinstalled, which is helpful for implementing IPv6 applications.
 
 16.7.1
 
 IPv6 IPv6 is a command-line-based utility that is similar, in some ways, to ipconfig. To use this application in a meaningful way, you should install the IPv6 protocol thus: IPv6 install
 
 After a few seconds, it should report “succeeded.” At this point, you can view your IPv6 address and other technical information about the IPv6 stack. You will be allocated several interfaces, through which you can access the Internet. This includes the physical network interface and hybrid interfaces. You can list the interfaces on your system by typing the following: IPv6 if
 
 To specify an interface, you can type IPv6 if , such as in Figure 16.1, where interface 4 was a network card. Figure 16.1 IPv6 MS-DOS utility.
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 Global configuration parameters for the IPv6 stack can be viewed by typing IPv6 gp. A typical response would be: DefaultCurHopLimit = 128 UseAnonymousAddresses = yes MaxAnonDADAttempts = 5 MaxAnonLifetime = 7d/24h AnonRegenerateTime = 5s MaxAnonRandomTime = 10m AnonRandomTime = 2m21s NeighborCacheLimit = 8 RouteCacheLimit = 32 BindingCacheLimit = 32 ReassemblyLimit = 262144 MobilitySecurity = on
 
 To view the prefix policy table for the IPv6 stack, you can use IPv6 ppt, typical response being the following: ::ffff:0:0/96 -> precedence 10 srclabel 4 dstlabel 4 ::/96 -> precedence 20 srclabel 3 dstlabel 3 2002::/16 -> precedence 30 srclabel 2 dstlabel 2 ::/0 -> precedence 40 srclabel 1 dstlabel 1 ::1/128 -> precedence 50 srclabel 0 dstlabel 0
 
 16.7.2
 
 NETSH This useful utility can be used to read information from the IPv6 stack, as well as to perform many of the tasks of the previous utility. It is more userfriendly than the IPv6 utility and provides much the same level of information (Figure 16.2). To view your IPv6 address using NETSH, type the following at the command line: Netsh interface ipv6 show address
 
 16.7.3
 
 Ping6 There are no prizes for guessing what ping6 does. It is simply an IPv6 implementation of the ping utility. It is a stripped-down version of ping, but it uses IPv6 addresses rather than IPv4 addresses (Figure 16.3). Parameters that are not supported by the Ping6 utility (but not necessarily IPv6) Chapter 16
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 Figure 16.2 NETSH MS-DOS utility.
 
 are TTL, fragment flag, type of service (TOS), and loose and strict routing. The parameters that are supported are listed in Table 16.1. Table 16.1
 
 16.7.4
 
 Command-line parameters for Ping6. Parameter
 
 Purpose
 
 -t
 
 Pings the host until the user presses CTRL + C
 
 -a
 
 Resolves IP addresses to host names
 
 -n 
 
 Sends a specified number of pings
 
 -l
 
 Sends buffer size; default is 32 bytes
 
 -r
 
 Uses the routing header to test the reverse route as well as the forward route
 
 -s 
 
 Uses the specified source address in the ping requests
 
 -w 
 
 Discards any replies delayed longer than the specified time
 
 Tracert6 This program is a migration of the tracert utility from IPv4 to IPv6 (Figure 16.4). Some command-line parameters have changed from the original version, including the j, s, and r command-line parameters. Like ping6,
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 Figure 16.3 Ping6 MS-DOS utility.
 
 tracert6 no longer supports loose and strict routing (j parameter), although it does support the parameters in Table 16.2. Table 16.2
 
 16.7.5
 
 Command-line parameters for Tracert6. Parameter
 
 Purpose
 
 -d
 
 Suppresses the resolving of IP addresses to domain names
 
 -h 
 
 Specifies the maximum number of hops between source and destination
 
 -w 
 
 Discards any replies delayed longer than the specified time
 
 -s
 
 Uses the specified source address in the ping requests
 
 -r
 
 Uses the routing header to test the reverse route as well as the forward route
 
 IPSec6 IPSec6 is a utility that manages IP-level security. This is a long-awaited security feature that effectively makes it impossible for hackers to forge IP addresses. To view the security policies on your system, you can type IPSec6 sp at the command prompt. This displays the contents of the IPSec6 security policies database (illustrated in Figure 16.5; described in Table 16.3). You can also view the security associations database (Table 16.4) by typing IPSec6 sa at the command prompt. Chapter 16
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 Figure 16.4 Tracert6 MS-DOS utility.
 
 Table 16.3
 
 Fields in the IPv6 security policies database. Field
 
 Purpose
 
 Policy
 
 An identifier for the policy, similar to a primary key in a database
 
 RemoteIPAddr
 
 The IP address from which the packet has originated
 
 LocalIPAddr
 
 The IP address at which the packet is arriving
 
 Protocol
 
 The higher-level protocol in use
 
 RemotePort
 
 The port from which the packet came
 
 LocalPort
 
 The port at which the packet arrived
 
 IPSecProtocol
 
 The version of the IPSec protocol in use; default is NONE
 
 IPSecMode
 
 The mode of operation of IPSec
 
 RemoteGWIPAddr
 
 The remote gateway IP address
 
 SABundleIndex
 
 The security association bundle index; default is NONE
 
 Direction
 
 The direction of travel of the packet. The default is BIDIRECT
 
 Action
 
 The action to be taken on any particular packet; default is BYPASS
 
 InterfaceIndex
 
 The interface on which the packet arrives
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 Figure 16.5 IPSec6 MS-DOS utility.
 
 Note: The default for all fields is * (all) unless otherwise specified.
 
 Table 16.4
 
 16.7.6
 
 Fields in the IPv6 security associations database. Field
 
 Purpose
 
 SAEntry
 
 An identifier for the policy, similar to a primary key in a database
 
 DestIPAddr
 
 The destination IP address of the packet
 
 SrcIPAddr
 
 The source IP address of the packet
 
 Protocol
 
 The higher-level protocol in use
 
 DestPort
 
 The destination port of the packet
 
 SrcPort
 
 The source port of the packet
 
 AuthAlg
 
 The authorization algorithm in use
 
 KeyFile
 
 The symmetric or public key in use
 
 Direction
 
 The direction of travel of the packet
 
 SecPolicyIndex
 
 The security policy index
 
 Windows 2000 specific The IPv6 implementation comes with some extra utilities, such as 6to4cfg and checkv4. The first of those two utilities is for use on hybrid IPv6/IPv4 networks. The latter is used to help migrate C++ Windows socket code to Chapter 16
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 IPv6 compliance. C++ network programming code was concerned mainly with interfacing directly into wsock32.dll, which luckily C# or VB.NET programmers are not obliged to do.
 
 16.8 IPv6 routing Every device that runs IPv6 will maintain a routing table, opposed to all routing information being stored in routers. It is logical that PCs should provide some of the processing power to route packets, rather than leaving it up to routers. When a router encounters an IPv6 packet, it will match the destination IPv6 address with entries in the destination cache to determine the nexthop address and forwarding interface. If no matching entry is found in the cache, then the destination IPv6 address is compared against the prefixes in the routing table. The closest match with the lowest cost (as determined from the preference or metrics field) is used. A routing table consists of eight different fields: 
 
 The address prefix, similar to a subnet mask, will match specific IPv6 addresses to particular routes. The prefix can be any length between 0 to 128 bits long. This column is named Prefix in the Windows XP routing table.
 
 
 
 The network interface for each prefix contains an index of the interface over which the packet should be retransmitted. This column is named Idx in the Windows XP routing table.
 
 
 
 The next-hop address holds the IPv6 address of the host or router to which the packet is to be forwarded. This column is named Gateway/ Interface Name in the Windows XP routing table.
 
 
 
 A preference or metric for any particular route is used to provide routers with a means to select what route to send packets when two routes are available. The preference value could be set manually to reduce the cost of bandwidth billable connections.
 
 
 
 The route lifetime is an optional field that can be used to provide for automatic routing cache purges.
 
 
 
 The availability of a routing advertisement is, once again, an optional field, but it can be used to determine if the connecting network is IPv6 compliant.
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 The aging of the route is an optional field that aids in keeping router caches up to date.
 
 
 
 The type of route is an optional field that can determine if a destination is directly attached, remote, an endpoint host, or the default route.
 
 The routing table is constructed automatically and does not require manual input, in the same way as the ARP cache of IPv4 computers is not accessible to users. It is not mandatory for every IPv6 device to maintain a routing table; in fact, it is quite likely that many computers will store only the default route (::/0, i.e., an IPv6 address consisting only of zeros) to the nearest router. To go into a little more detail on the route type field, four different types of routes can be stored in the routing table: directly attached, remote, endpoint host, or the default route. It can be estimated from the route type how far the destination is from the router. A directly attached route is where a subnet is physically attached to the router. In this case, the prefix length would typically be 64 bits, and the distance between the router and the destination would typically only be two hops. A remote route is where the packet is forwarded to a subnet or address space that is not physically connected. In this case, the prefix would be 64 bits or less, and the distance to the destination would typically be over two hops. A host route is where the packet is being routed to an endpoint host, such as a computer. In this case, the prefix length is 128 bits long, and the distance would typically be one hop or less.
 
 16.8.1
 
 Route determination process When the sending host does not specify the source address, then the entire routing table is checked for matches. If a source address is specified, then only entries for interfaces designated to handle that source address are checked. The IPv6 destination address is compared against each entry in the table, looking for matches between the prefix and the high-order bits in the IPv6 destination address. Where a prefix is only 64 bits long, and therefore
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 shorter than the IPv6 address, only the highest 64 bits of the IPv6 address are relevant for this comparison process. If there is more than one match between the IPv6 destination addresses and the prefixes held in the routing table, the prefix with the longest length is selected. When two matching prefixes have the same length, the route with the lowest cost (as determined from the metrics or preference field) is selected. The default route is used only in the case where there are no successful matches. The route selection provides a next-hop address and a forwarding interface. In the case where the next-hop address is not the endpoint host, but another router, then the next-hop address is stored in the next-hop address field in the packet. In the case where the destination host or subnet is unreachable, then the router returns an ICMPv6 packet to the sender of the packet, stating that the host was unreachable. This is analogous to the action of ICMP in IPv4.
 
 16.8.2
 
 Administering the IPv6 routing table The IPv6 routing table is mostly self-maintaining. It builds entries from routing advertisements from other routers and phases out out-of-date or out-of-service routes over time. In the case where the network infrastructure has changed significantly, however, or for experimentation purposes, it may be necessary to configure the routing table of an IPv6 router manually, or in this case, a Windows XP server running the Internet connection sharing (ICS) service. To show the IPv6 routing table (Figure 16.6) on your PC, type the following at the command line: netsh interface ipv6 show routes
 
 If any routes are stored in the routing table, information will follow the form described in Table 16.5. Assume that you wish to add a route to the routing table, where you want packets with a destination IPv6 address starting with 3ffe to be forwarded to the loopback address (fe80::1). For debugging purposes, we can name this route a. Therefore, you may use the following syntax: netsh interface ipv6 add route 3ffe::/16 "a" fe80::1
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 Figure 16.6 IPv6 routing table.
 
 Table 16.5
 
 Fields in the IPv6 routing table. Field
 
 Purpose
 
 Publish
 
 Specifies whether the route is advertised in a routing advertisement message.
 
 Met
 
 Specifies the metric or preference used to select between multiple routes with the same prefix. The lowest metric is the best matching route.
 
 Prefix
 
 Specifies the address prefix; it can have a length between 0 and 128 bits.
 
 Idx
 
 Specifies the interface index, over which packets that match the address prefix may be transferred. Interface indexes can be viewed by typing netsh interface ipv6 show interface at the command prompt.
 
 Gateway/Interface Name
 
 Specifies either an interface name or a next-hop IPv6 address. Remote network routes list a nexthop IPv6. Directly attached network routes list the name of the relevant interface.
 
 Type
 
 Specifies the type of the route. Routes configured by user applications are listed with a route type of Manual. Routes configured by the IPv6 protocol are listed with a route type of Autoconf.
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 To remove this link, you can use the following command: netsh interface ipv6 delete route 3ffe::/16 "a" fe80::1
 
 The IPv6 addresses assigned to interfaces can also be changed. Extra IPv6 addresses can be added to each interface if required. To give a quick example, if you ping6 the IPv6 address fe80::10, it will fail, but if the address is assigned to your local computer thus: netsh interface ipv6 add address "loopback" fe80::10
 
 if you ping6 fe80::10, the ping will succeed because your computer is now multihomed with a second IPv6 address. To remove this address, you can use the command: netsh interface ipv6 delete address "loopback" fe80::10
 
 16.8.3
 
 IPv6 routing advertisements As previously mentioned, the IPv6 routing table is generally populated from received advertisements from other routers. These advertisements contain information about the advertising router’s subnet and optional information such as the prefix information option and the route information option. The prefix information option is described definitively in RFC 2461. It provides the receiving router with the address prefix from which the autoconfigured addresses derive. The route information option is specified in an Internet draft entitled “Default Router Preferences and More-Specific Routes.” This optional data contains prefix and routing information for subnets accessible from the advertising router. This provides a redundancy mechanism, such that if the router that sent the advertisement ever goes offline, it may still be possible to communicate with subnets behind that router if an alternative route exists. A Windows XP machine will not send routing advertisements on the network by default, but it can be set to do so with the following command: netsh interface ipv6 set interface forwarding=enabled advertise=enabled
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 where the interface ID can be determined from the following command, under the Idx field: Netsh interface ipv6 show interface
 
 16.9 IPv6 coexistence IPv6 will not replace IPv4 overnight. Instead, there will be a considerable period when both IPv6 and IPv4 will coexist on the Internet. In time, IPv4 will be phased out entirely. This transitional period is important for developers of mass-market software where the network infrastructure of the enduser can be one of several different hybrid systems. IPv6 deployment will take place in a much more organized way than the MBONE project did. The ad hoc deployment of MBONE created islands of multicast supporting infrastructure and left entire countries with no access to multicast networks. With IPv6, networks that have not yet migrated to IPv6 will still be capable of transporting IPv6 data, once it is encapsulated within IPv4 packets. The encapsulation of IPv6 data within IPv4 packets can take place using one of two mechanisms: the intrasite automatic tunnel addressing protocol (ISATAP) or 6to4. The crucial difference between these two systems is the IPv4 address that each uses to represent the destination. An IPv6 address consists of an interface and subnet identifier. With 6to4, this subnet identifier is created from a public IPv4 address, whereas ISATAP uses a local IPv4 address to create the subnet identifier. Regardless of the mechanism used, the IPv4 packet will contain enough information to determine the source and destination of the packet. Having said that, there will be designated pockets of the Internet that natively support IPv6, known as the 6bone. This region of the Internet will support more efficient and faster transfer of IPv6 data, but IPv6 accessibility will not be limited only to this region.
 
 16.9.1
 
 The 6to4 protocol The 6to4 mechanism is an elegant solution to ferry IPv6 data across IPv4 networks. It is described definitively in RFC 3056. Although hosts employing 6to4 address assignment would not require any manual configuration, it is likely that 6to4-compliant routers will require some level of configuration. 6to4 generates a global IPv6 address from an IPv4 address by suffixing the IPv4 address with a global address prefix (2002 hex), appending the Chapter 16
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 IPv4 address, and retaining the subnet and interface identifier. This creates an IPv6 address of the form: 2002 : HIGH IPv4 : LOW IPv4 : SUBNET : INTERFACE
 
 where high IPv4 is the high-order 16 bits from the IPv4 address and low IPv4 is the low-order 16 bits from the IPv4 address. This type of address is not suited to multicast applications. The high 64 bits of the 6to4 address (which includes the subnet) are used to provide routing information between 6to4-compliant routers. Routers advertise this route to other routers within the IPv6 intranet and also to 6to4 routers outside the network. Any 6to4 network traffic that does not belong within the intranet is forwarded to a router on the border of the intranet. This data then has to be encapsulated into an IPv4 packet because non-IPv6-compliant routers would simply discard native IPv6 packets. The 6to4 router would extract the IPv4 address from the IPv6 address and use it in the header to direct the packet. In Windows XP, the 6to4 service is included with the IPv6 protocol. →Services→ → This service can be administered from Administrative Tools→ 6to4. This service automatically generates 6to4 addresses for all IPv4 addresses assigned to the local computer. It also provides a facility to encapsulate IPv6 packets with IPv4 headers when required and attempts to locate a 6to4 relay router on the Internet using a DNS query. If ICS were enabled on that computer, as it would be with many home or small office networks, the computer will enable IPv6 forwarding on the private interface and broadcast router advertisements, such that any other IPv6 hosts on the network could communicate natively. This effectively configures that computer to become a 6to4 router. Note: Technically, neither the ICS nor 6to4 service provides IPv4/IPv6 address translation, but for all practical purposes, it can be seen as such. In situations where you cannot or do not want to run ICS on the server, it is possible to configure the machine as a 6to4 router without using ICS. In order to configure the computer as a 6to4 router, it must have a publicly accessible IPv4 address and must not have a 6to4 pseudointerface in its routing table. A 6to4 pseudointerface is created when a host computer
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 receives a routing advertisement from an IPv6 or ISATAP router. This generates an entry in the routing table, prefixed 2002::/16 and pointing to a 6to4 relay router on the IPv4 Internet. Enable forwarding and advertising on all interfaces connected to the Internet, and enable forwarding on the 6to4 pseudointerface using the following command (with the interface ID substituted accordingly): netsh interface ipv6 set interface forwarding=enabled advertise=enabled
 
 Add routes to the 6to4 pseudointerface using the following command (with interface ID, subnet ID, and the IPv4 address substituted accordingly): Netsh interface ipv6 add route 2002:::::/64 publish=yes
 
 The subnet ID is, by convention, the index of the interface being used, but it can be any two-byte hex number.
 
 16.9.2
 
 The ISATAP protocol ISATAP serves much the same purpose as 6to4 in providing a means to transport IPv6 data over the existing IPv4 architecture. It has not gained the same level of support as 6to4, but it still remains a valid and usable technology. An ISATAP address uses the following form: ::0:5EFE:[IPv4 Address]
 
 The ISATAP address can be combined with an IPv6 prefix, including 6to4 prefixes if required. Again, ISATAP is not suited to multicast applications. On Windows XP, the ISATAP address for each local interface is automatically configured. This address enables ISATAP hosts to communicate over IPv4 within the same intranet. To allow communication over the Internet, the host must have previously received a router advertisement from the border router from the foreign network. Once this advertisement has been received, the host can then determine other ISATAP addresses from within that network. Chapter 16
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 ISATAP uses an IPv4 address to derive the interface ID. Because it defeats the purpose to have the uniqueness of an IPv6 address depend on the availability of a unique IPv4 address, it is possible to have two identical ISATAP interface IDs for two hosts in separate sites because they would both have different IPv6 addresses, thanks to the unique subnet ID. To configure a computer as an ISATAP router, it must have at least two LAN connections, one of which is connected to the IPv6 network and another connected to the IPv4 network. The first step in configuring a Windows XP machine as an ISATAP router is to enable forwarding on all interfaces connected to the Internet and enable both forwarding and advertising on the automatic tunneling pseudointerface, using the following command (with the interface ID substituted accordingly): netsh interface ipv6 set interface forwarding=enabled advertise=enabled
 
 Add routes to the automatic tunneling pseudointerface using the following command (with interface ID, subnet ID, and the IPv4 address substituted accordingly): Netsh interface ipv6 add route 2002:::::/64 publish=yes
 
 Add a default route to the physical LAN interface using the following command (with interface ID and the IPv6 address substituted accordingly): Netsh interface ipv6 add route ::/0 nexthop= publish=yes
 
 ISATAP hosts use DNS to discover the ISATAP router by resolving the name ISATAP (Windows Server 2003) or _ISATAP (Windows XP). It is therefore necessary either to name the router computer ISATAP or to enter the record into the local DNS server(s). If this cannot be done, you must run the following command on all ISATAP hosts and the router computer itself: Netsh interface ipv6 isatap set state router=
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 The 6over4 protocol 6over4 and 6to4 are similar protocols, but they are different in some significant respects. They are both used to ferry IPv6 data over IPv4 networks; however, 6over4 is designed for use in multicast environments, unlike 6to4 or ISATAP. 6over4 is defined definitively in RFC 2529. 6over4 is disabled by default on Windows XP, but it can be enabled with the command line (substituting the IPv4 address with that of the local computer): netsh interface ipv6 add 6over4tunnel "6over4" 
 
 From this point, 6over4 can be configured in an identical way to ISATAP; however, it should be noted that the underlying IPv4 network must already support multicasting for IPv6 multicasting to be functional.
 
 16.10 IPv6 in .NET IPv6 is supported in version 1.1 of .NET. Migrating code to support IPv6 isn’t difficult. All that is required is a new parameter to be passed to the socket constructor AddressFamily.InterNetworkV6. Locally bound endpoints are created differently, too, using IPAddress.IPv6Any as the loopback address. Support for IPv6 in .NET 1.1 is disabled by default, so before you can begin programming, you need to adjust the configuration for .NET. Using a text editor, open the machine.config file, located in the C:\WINDOWS\ Microsoft.NET\Framework\v1.1.4322 folder. Replace the XML --> with . The following example demonstrates how to transmit some text via TCP/IPv6. There are two parts to this example: a client and a server. We shall start by first implementing the server. Create a new project in Visual Studio .NET. Draw a textbox on the form, named tbMessages, with multiline set to true. First, add a public variable named port. This variable will hold the port number on which the server will listen: C# public class Form1 : System.Windows.Forms.Form { Chapter 16
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 public static int port;
 
 VB.NET Public Class Form1 Inherits System.Windows.Forms.Form Public Shared port As Integer
 
 This server is dual threaded, where the main thread is used to keep the UI responsive, and a secondary “worker” thread is used to accept and handle incoming connections. This server would be incapable of handling more than one connection at a time. In the form Load event, the port is set to 9999, and the worker thread is started. C# private void Form1_Load(object sender, System.EventArgs e) { port = 9999; Thread thdListener = new Thread(new ThreadStart(listener)); thdListener.Start(); }
 
 VB.NET Private Sub Form1_Load(ByVal sender As System.Object, _ ByVal e As System.EventArgs) Handles MyBase.Load port = 9999 Dim thdListener As Thread = New Thread( _ New ThreadStart(AddressOf listener)) thdListener.Start() End Sub
 
 The Listener function works by binding a socket to the IPv6 loopback address on port 9999. It uses Socket.SupportsIPv6 to determine if the .NET run time is capable of handling IPv6. If so, the socket is bound to the address and begins listening. Once a connection is received, a new socket is created, which will read data from the network in 256-byte chunks. It outputs all data to the screen immediately. Once there is no more data, both sockets close, and the server will no longer accept connections. C# public void listener() {
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 Socket sckListener; Socket clientSocket; IPEndPoint ipepLocal = new IPEndPoint(IPAddress.IPv6Any, port); byte[] RecvBytes = new byte[Byte.MaxValue]; Int32 bytes; if(!Socket.SupportsIPv6) { MessageBox.Show("Cannot support IPv6"); return; } sckListener = new Socket( AddressFamily.InterNetworkV6, SocketType.Stream, ProtocolType.Tcp ); sckListener.Bind(ipepLocal); sckListener.Listen(0); clientSocket = sckListener.Accept(); while(true) { bytes = clientSocket.Receive(RecvBytes); if (bytes					    

		

            

	        	    
    		
    		    

    		    

    		

		    			
    
		
	    
		
		Network programming in .NET: C# & Visual Basic .NET

	    
	

	
	    Read more
	

    



		    					    					    					    			
    
		
	    
		
		Programming Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Programming Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Programming Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Programming Visual Basic .NET

	    
	

	
	    Read more
	

    



		    					    			
    
		
	    
		
		Visual C# .NET Programming

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		ADO.NET Programming in Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Windows Forms Programming in Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Windows Forms Programming in Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		ADO.NET Programming in Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Mastering Visual Basic NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Learning Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Visual Basic .NET Bible

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Visual Basic® .NET Unleashed

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Mastering Visual Basic NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Visual Basic. NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Learning Visual Basic .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Самоучитель Visual C++.NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Visual C++ .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Visual C++.NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Vb Net-Sybex-Mastering Visual Basic Net

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Mastering Visual C# .NET

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Visual C++.Net

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Mastering Visual Basic .NET Database Programming

	    
	

	
	    Read more
	

    



		    			
    
		
	    
		
		Object-Oriented Programming with Visual Basic .Net

	    
	

	
	    Read more
	

    



		        	    
 
	            

	
	    
		
	    
            
                
                    Recommend Documents

                

		
		    						    
    
	
	    
	
    

    
	
	    
		Network programming in .NET: C# & Visual Basic .NET	    
	
	
	    

	

    

    

    



						    						    						    						    
    
	
	    
	
    

    
	
	    
		Programming Visual Basic .NET	    
	
	
	    

	

    

    

    



						    
    
	
	    
	
    

    
	
	    
		Programming Visual Basic .NET	    
	
	
	    Programming Visual Basic .NET Dave Grundgeiger Publisher: O'Reilly First Edition January 2002 ISBN: 0-596-00093-6, 464 p...

	

    

    

    



						    
    
	
	    
	
    

    
	
	    
		Programming Visual Basic .NET	    
	
	
	    Programming Visual Basic .NET Dave Grundgeiger Publisher: O'Reilly First Edition January 2002 ISBN: 0-596-00093-6, 464 p...

	

    

    

    



						    
    
	
	    
	
    

    
	
	    
		Programming Visual Basic .NET	    
	
	
	    Programming Visual Basic .NET Dave Grundgeiger Publisher: O'Reilly First Edition January 2002 ISBN: 0-596-00093-6, 464 p...

	

    

    

    



						    						    
    
	
	    
	
    

    
	
	    
		Visual C# .NET Programming	    
	
	
	    

	

    

    

    



					    		

            

        


    





    
	
	    
		
		    ×
		    Report "Network programming in .NET: C# & Visual Basic .NET"

		

		
		    
			Your name
			
		    

		    
			Email
			
		    

		    
			Reason
			-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint


		    

		    
			Description
			
		    

		    
			
			    

			

		    

		    
		

		
		    Close
		    Send
		

	    

	

    




	
	    
		Copyright © 2024 EPDF.PUB. All rights reserved.
		
		    About Us | 
		    Privacy Policy |  
		    Terms of Service |  
		    Copyright | 
		    DMCA | 
		    Contact Us | 
		    Cookie Policy 
		

	    

	    

	
	
	    
		
		    
			×
			Sign In

		    

		    
			
			    
				Email
				
			    

			    
				Password
				
			    

			    
				
				    
					
					 Remember me
				    
				    Forgot password?
				


			    

			    Sign In
			

		    

		

	    

	

	
	
	
	

	
	

	

	
	
	    Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & close
	

	
	
    