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 One-Variable Calculus: Foundations
 
 A central goal of economic theory is to express and llnderstand relationships hetween economic variables. These relationships are described mathematically by functions. If we arc interested in the effect of one economic variable (like government spending) on one other economic variable (like gross national product), we are led to the study of functions of a single variable-a natural place to begin our mathematical analysis. The key information about these relationships between economic variables concerns how a change in one variable affects the other. How does a change in the money supply affect interest rates? Will a million dollar increase in government spending increase or decrease total production’! By how much’? When such relationships are expressed in terms of linear functions, the effect of a change in one variable on the other is captured by the “slope” of the function. For more general nonlinear functions, the effect of this change is captured by the “derivative” of the function. The derivative is simply the generalization of the slope to nonlinear functions. In this chapter, we will define the derivative of a one-variable function and learn how to compute it, all the while keeping aware of its role in quantifying relationships between variables.
 
 2.1 FUNCTIONS ON R’ Vocabulary of Functions
 
 The basic building blocks of mathematics are numbers and functions. Jn working with numbers, we will find it convenient to represent them geometrically as points on a number line. The number line is a line that extends infinitely far to the right and to the left of a point called the origin. The origin is identiticd with the number 0. Points to the right of the origin represent positive numbers and points to the left represent negative numbers. A basic unit of length is chosen, and successive intervals of this length are marked off from the origin. Those to the right are numbered +l, +2. +3, etc.: those to the left are numbered I, -2, -3. etc. One can now represent any positive real number on the line by finding that point to
 
 the rifihr of the origin whose distance from the origin in the
 
 chosen units is that
 
 number. Negative numhcrs we represented in the same
 
 manner, but by moving
 
 to the kft. Consequently,
 
 every real number is represented by exactly one point
 
 on the lint, and each point on the line represents w~c and only one number. See Figure 2.1. We write R1 for the set of all real numbers.
 
 N
 
 > -6
 
 -5
 
 4
 
 -3
 
 -2
 
 -1
 
 0
 
 The mmther
 
 1
 
 2
 
 3
 
 4
 
 5
 
 6
 
 Figure 2.1
 
 lint R’.
 
 A function is simply a rule which assigns a numher in R’ to each number in R’. For example. there is the function which assigns to any number the numher which is one unit larger. We write this function as
 
 f(x)
 
 = I + I. To the number 2
 
 it assigns the number 3 and to the numhcr ~3/2 it assigns the number l/2. We wile lhcsc
 
 assignments as f(2)
 
 =
 
 3
 
 and
 
 f(-3/2)
 
 =
 
 I
 
 /2,
 
 The function which assigns to any numhcr its double can he written as g(x) = 2x. Write ~(4) = 8 and ,&3) = -6 to indicate that it assigns 8 to 4 and -6 to -3, rcspcctively.
 
 ~=,rl,
 
 and
 
 i; = 2~V,
 
 x is called the independent variable. or in ecoInomic applications. the exogenous variable. The output \ariahle ,v is called the dependent variable. or in economic applications. the endogenous variable. respectively. The input vxiahlc
 
 Polynomials
 
 /;(I) = ix’,
 
 f?(i) = Y-.
 
 a n d
 
 f;(r) =
 
 IO.r’.
 
 (‘1
 
 where we write the monomial terms of a polynomial in order of decreasing degree. For any polynomial, the highest degree of any monomial that appears
 
 degree
 
 the
 
 in it is called
 
 of the polynomial. For example, the degree of the above polynomial h
 
 is 7.
 
 rational functions;
 
 There are more complex types of functions:
 
 which are
 
 ratios of polynomials, like
 
 x5 + 7x
 
 2 + 1 Y=x - 1 ’
 
 4‘=
 
 %
 
 -1 5
 
 I
 
 y = xx + 3x + 2’
 
 and
 
 y
 
 =
 
 exponential functions, in which the variable x appears as an exponent, y = l(r; trigonometric functions, like y = sinx and y = cosx; and so on.
 
 like
 
 Graphs Usually, the essential information about a function is contained in its graph. The
 
 graph
 
 of a function of one variable consists of all points in the Cartesian plane
 
 whose coordinates (1, y) satisfy the equation y = f(.x). In Figure 2.2 below, the graphs of the five functions mentioned above are drawn.
 
 Increasing and Decreasing
 
 Functions
 
 The basic geometric properties of a function arc whcthcr it is increasing or decreasing and the location of its local and global minima and maxima. A function is increasing if its graph mopes upward from left to right. More prcciscly. a function f is increasing if I, b xz
 
 implies that f(x,)
 
 > I
 
 The functions in the first two graphs of Figure 2.2 are increasing functions. A fimction is
 
 decreasing
 
 if its graph moves downward from left to right. i.e.. if
 
 The fourth function in Figure 2.2. h(x) The places versa
 
 = -~r7. is a dccrcasing funclion.
 
 where a function changes from increasing to dccrcasing and vice
 
 are also important. If a function
 
 f
 
 changes from decreasing to increasing at
 
 .x1. the graph of / turns upward around the point (xi,,
 
 f(.q,)). as
 
 in Figure 2.3. This
 
 implies that the graph of /’ lies abovc the point (x0, f(x,,)) around that point. Such a point (.r,,. is called a local or relative minimum of the function f’. If the
 
 f(x,,))
 
 graph of a function then (x,),
 
 f&))
 
 f newr lies
 
 is called
 
 global minimum of
 
 f,(l)
 
 below (xi,.
 
 f(x,,));
 
 i.c.. if
 
 a global or absolute minimum = 3.x’
 
 in Figure 2.2.
 
 f(x) 2 f(q) for all
 
 x,
 
 off. The point (0. 0) is a
 
 L2.11 FUNCTIONS ON R’
 
 13
 
 ++jL y The graphs of f(i) = Y + I, g(x) = 2x f,(x) = 3x’. f?(x) -~ xi, and f;(x) = IOX~.
 
 Function
 
 f
 
 Figure 2.2
 
 Figure has a mbrimum
 
 arx,,.
 
 2.3
 
 Similarly, if function g changes from increasing to decreasing at z,l, the graph of fi cups downward at (y,, g(q)) as in Figure 2.4, and (q, g(q)) is called a local or
 
 relative maximum of g; analytically, g(x) 5 g(q) for all x neat for all x, then (z,,, ,&)) is a glubal or absolute maximum fi = -1Ux’
 
 q. If g(x) I g(q) of g. The function
 
 in Figure 2.2 has a local and a global maximum at (0, 0).
 
 Figure 2.4
 
 Domain Some functions ale detined only on proper subsets of R’. Given a function
 
 f,
 
 set
 
 ofthc
 
 of numbersx at which
 
 /(I) is
 
 dcfincd
 
 is
 
 called
 
 five functions in Figure 2.2. the domain is all of
 
 the
 
 domain off.
 
 R’.
 
 Howcvcr~
 
 f(x) = I /I
 
 LCIO is undefined. the rational function it is defined evcrywhcrc clsc. its domain is
 
 For each
 
 sincc
 
 the
 
 division by
 
 is not detincd at x = 0. Since
 
 R ’ {Cl). There are tw” reaso”s w h y the domain of a function might hc rcstrictcd: mathematics-based and applicationhased.
 
 The most common mathematical reasons for restricting the domain arc that
 
 one cannot divide by zero and one cannot take the square root (or the logarithm) of a negative number. For cxamplc. the domain of the function h, (x) = I/(x’ is all I except { I, + I}; and the domain of the function /IT(X) = 9.r 7
 
 i s
 
 I) a l l
 
 I 2 7. The domain of a function may ;ilso he rcstrictcd by the application in which the function uiscs. Fur example. if C(x) is the cost of producing I CWS; s is naturalI! a positive integer. The domain of C would hc the set of posilivc integers. If WL’ rcdcfmc the cost funcCon w that I-‘(*) is the cost of producing .I ~OIZ.Y of cars. the domain of
 
 F is naturally the set of nonnegative real numhcrs:
 
 The nonnegative half-line R. is a cmnmon applications.
 
 domain for functions which arise
 
 in
 
 12.1 I FUNCTIONS ON R’
 
 15
 
 Notation If the domain of the real-valued function y = f(x) is the setD C R’, either for mathematics-based or application-based reasons, we write f: D - R’. Interval Notation Speaking of subsets of the line, let’s review the standard notation for intervals in R’. Given two real numbers a and b, the set of all numbers between a and b is called an interval. If the endpoints a and b are excluded, the interval is called an open interval and written as (a, b) - {x E R’ : a < x < b}
 
 If both endpoints are included in the interval, the interval is called a closed interval and written as [a, b] = {x E R’ : a 5 x 5 b}
 
 If only one endpoint is included, the interval is called half-open (or half-closed) and written as (a, b] or [a, b). There are also five kinds of infinite intervals: (a, =) = (x E R’ : x > a}, [u, x) = {x E R’ : x 2 a}, (-x, a) = (x E R’ : x < a}, (-=, a] = (x E R’ : x 5 a), (-2, +x) = R’.
 
 EXERCISES 2.1
 
 For each of the Then answer the ui) Whcrc is the h) Find the local
 
 following functions, plot enough points to sketch a complete graph. following questions: function increasing and where is it decreasing? and glahal maxima and minima of these functions:
 
 i) y = 3x 2: ii,) y = 1 + x: 2.2
 
 ii) y = -2x; v) y = x3 x:
 
 iii) y = 2 + 1; vi) y = 1x1.
 
 In economic models. it is natural to assume that total cost functions are increasing functions of output. since more output requires more input, which must he paid for. Name two more types of functions which arise in economics models and are naturally
 
 L2.21 LINCAR FUNCT,“NS 1
 
 7
 
 Figure 2.5
 
 Figure 2.6
 
 Computing the slope of line l? three ways. This use of two arbitrary points of a line to compute its slope leads to the following most general definition of the slope of a line. Definition
 
 Let (x0, yo) and (XI, yj) be arbitrary points on a line e. The ratio m YI - Yu XI XII
 
 is called the slope of line 2. The analysis in Figure 2.6 shows that the slope of X is independent of the two points chosen on 2. The same analysis shows that two lines are parallel if and only if they have the same slope. Example 2.2 I
 
 The slope of the line joining the points (4,6) and (0,7) is
 
 This line slopes downward at an angle just less than the horizontal. The slope of the line joining (4, 0) and (0, 1) is also I /4; so these two lines are parallel.
 
 1 2 . 2 1 LINEAKFVNCTIONS
 
 19
 
 The Equation of a Line We next find the equation which the points on a given line must satisfy. First, suppose that the line 4 has slope m and that the line intercepts the y-axis at the point (0. h). This point (0, h) is called the y-intercept of P. Let (I, y) denote an arbitrary point on the line. Using (1, y) and (0, h) to compute the slope of the lint, we conclude that
 
 or
 
 y - h = mx;
 
 that is,
 
 y = mx + b.
 
 The following theorem summarizes this simple calculation. Theorem 2.1
 
 The line whose slope is no and whose y-intercept is the point
 
 (0, h) has the equation y = mr + h.
 
 Polynomials of Degree One Have Linear Graphs Now,.
 
 b. Its graph is b. Given any two
 
 consider the general polynomial of degree one fix) = mx +
 
 the locus of all points (I, y) which satisfy the equation y = vzx +
 
 points (.r,, J;,) and (x2, yz) on this graph, the slope of the line connecting them is
 
 Since the slope of this locus is )?I everywhere. this Incus describes a straight line. One checks directly that its y-intercept is h. So, polynomials of degree one do indeed have straight lines as their graphs. and it is natural to call such functions
 
 linear functions. In applications.
 
 WC
 
 wmctimcs
 
 need to construct the formula of the linear
 
 function from given analytic data. For cxamplc. by Thcorcm slops ,n and x-intercept (0,
 
 2. I, the lint with
 
 b) has equation y = nz.r + h. What is the equation of
 
 the lint with slope wz which passes through a ~more general point, say (xc,, ye)? As in the proof~~f Thcorcm
 
 2. I USC the given point (Q, y,,) and ii gcncric point on the
 
 lint (TV, y) to compute the slope of the line:
 
 It follows that the equation of the given line is y = !n(x- -~ x1,) + y,,, or ,I =
 
 171x +
 
 (!, mx,,).
 
 (3
 
 20
 
 ONE~“ARlABLECALCVLUS:FOVI\‘DATtO~S
 
 121
 
 If, instead, we are given two points on the line, say (nil, yO) and (xl, y,), we can use these two points to compute the slope m of the line:
 
 We can then substitute this value form in (3). Example 2 . 3 Let x denote the temperature in degrees Centigrade and let y denote the temperature in degrees Fahrenheit. We know that x andy are linearly related, that O0 Centigrade OI 32’ Fahrenheit is the freezing temperature of water and that 100” Centigrade or 212’ Fahrenheit is the boiling temperature of water. To find the equation which relates degrees Fahrenheit to degrees Centigrade, we find the equation of the line through the points (0, 32) and (100,212). The slope of this line is 212-32 100-O
 
 180 100
 
 9 J’
 
 This means that an increase of lo Centigrade corresponds to an increase of Y/S” Fahrenheit. Use the slope 9/j and the point (932) to express the linear relationship: v-32 x-0
 
 Y s
 
 “1 J = “x+ 72 5 -’
 
 Interpreting the Slope of a Linear Function The slope of the graph of a linear function is a key concept. We will simply call it the slope of the linear function. Recall that the slope of a line measures how much y changes as one moves along the line increasing x by one unit. Therefore, the slope of a linear function f measurer how much f(.r) increases for each unit increase in x. It measures the rate of increase, or better, the rate of change of the function f. Linear functions have the same rate of change no matter where one starts. For example, if x measures time in hours. if y = f(x) is the number of kilometers travclcd in I hours, and f is linear, the slope off measures the number of kilomctcrs traveled euctz hour. that is, the speed or velocity of the object under study in kilometers per hour. This view of the slope of a linear function as its rate of change plays a key role in economic analysis. If C = I(y) is a linear cost function which gives the total cost C of manufacturing y units of output, then the slope of F measures the increase in the total manufacturing cost due to the production of one more unit. In effect, it is the cust of making one more unit and is called the marginal cost. It plays a central role in the hchavior of profit-maximizing firms. If u = U(x) is
 
 12.21
 
 LINEAR FVNCTIONS
 
 21
 
 a linear utility function which measures the utility u or satisfaction of having an income ofx dollars, the slope of U measures the added utility from each additional dollar of income. It is called the
 
 marginal utility of income. If y = G(z) is a linear
 
 function which measures the output y achieved by usingz units of labor input, then its slope tells how much additional output can be obtained from hiring another unit of labor. It is called the marginal product of labor. The rules which characterize the utility-maximizing behavior of consumers and the profit-maximizing behavior of firms all involve these marginal measwcs,
 
 since the decisions about whether
 
 or not to consume another unit of some commodity or to produce another unit of output are hascd not so much on the total amount consumed or produced to date, but rather on how the next item consumed will affect total satisfaction or how the next itenl produced will affect revenue, cost, and profit.
 
 EXERCISES 2.7
 
 Estimate tht: slqr of Ihe liner in Figure 2.7.
 
 Figure 2.7
 
 22 2.3
 
 ONE-VARIABLE CALCUL”S:
 
 FOVNDATlONS I21
 
 THE SLOPE OF NONLINEAR FUNCTIONS
 
 We have just seen that the slope of a linear function as a measure of its marginal effect is a key concept fbr liner functions in economic theory. However, nearly all functions which arise in applications are nonlinear ones.
 
 How do we measure
 
 the marginal effects of these nonlinear functions? Supposethatwearcstudyingthcnonlinearfuncliony
 
 f(x)and thatcurrently
 
 =
 
 we are at the point (x,), f(,qI)) on the graph of f, as in Figure 2.8. We want tu measure the mte of change off or the steepness of the graph off when x = x,,. A natural solution to this problem is to draw the tangent line to the graph off at x0, as pictured in Figure 2.8. Since the tangent line very closely approximates the graph off around (q,
 
 f(q)),
 
 it is a good proxy for the graph of / itself. Its slope.
 
 which we know how to measure, should really he a good measure for the slope of the nonlinear function at .Y,,. We note that for nonlinear functions, unlike linear functions, the slope of the tangent line will vary from point to point. We use the notion of the tangent lint approximation to a graph in our daily lives. For example, contractws who plan to build a large mall or power plant and farmers who want to subdivide large plots of land will generally assume that they are working on a flut pluw, even though they know that they are working on a rather round~lurwr. In effect, they arc working with the tangent plane to the earth and the computations that they make on it will hc exact places-easily close enough for their purposes. So,
 
 WC
 
 dcfinc the slope of a nonlinear function
 
 f at a
 
 to IO or 20 decimal
 
 point (.a,, /(xi,)) on its
 
 graph as the slope of the tangent lint to the graph off at that point. We call the slope of the tangent lint to the graph uf and we write it as
 
 ,f
 
 at (x,,.
 
 ,f(,q,))
 
 lhe derivative of / iit TV,,.
 
 r2.31 THE SLOPE OF NONLINEAR FUNCTIONS
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 The latter notation comes from the fact that the slope is the change in f divided by the change in x, or Af/Ax, where we follow the convention of writing a capital Greek delta A to denote change. Since the derivative is such an important concept, we need an analytic definition that we can work with. The first step is to make precise the definition of the tangent line to the graph off at a point. Try to formulate just such a definition. It is not “the line which meets the graph off in just one point,” because point A in Figure 2.9 shows that we need to add more geometry to this first attempt at a definition. We might expand our first attempt to “the line which meets the graph off at just one point, hut does not cross the graph.” However, the x-axis in Figure 2.9 is the true tangent line to the graph of y = x3 at (0, 0), and it does indeed cross the graph of x’. So, we need to he yet more subtle.
 
 Figure
 
 Unfortunately, the only way to handle this problem is to use a limiting process. First. recall that a line segment joining two points on a graph is called a secant line. Now. back off a hit from the point (xi,, f(q,)) on the graph off to the point (x,, + /I,, f(xo + h,)), where IJ, is some small number. Draw the secant line JZ, to the graph joining these two points. as in Figure 2.10. Line 4, is an approximation to the tangent line. By choosing the second point closer and closer to (x0, f(q)), we will be drawing better and better approximations to the desired tangent line. So. choose h: closer to zero than h, and draw the secant line JZ, of the graph of j joining (xii, j(xll)) and (x0 + !I-. f(x,, + h?)). Continue in this way choosing a sequence {h,,) of small numbers which converges monotonically to 0. For each n, draw the secant line A?,, through the two dkrinct points on the graph (q, f (x0)) and (q + h,,, f(q + h,,)). The secant lines {g,,} geometrically approach the tangent line to the graph off at (Q, f(q)); and their slopes approach the slope of the tangent line. Since I) for the rest of this discussion. Let 111 = n/r: so II = mr. As II gets larger and goes to infinity, so dots nz. (Rcmcmhcr I’ is tixcd.) Since r/n = I /III,
 
 (l i ;)” =
 
 (I + ;)I”,
 
 =
 
 ((I
 
 +
 
 k)“‘)’
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 by straightforward substitution. Letting n - ~0, we find
 
 In the second step, we used the fact that n’ is a continuous function of x, so that if {x,,,}~=, is a sequence of numbers which converges to x0. then the sequence of powers {XL} converges to x;; that is
 
 ( 1
 
 limx, ’ = ;m, (XL) m-z
 
 If we let the account grow for f years, then
 
 ~~(l+;~=~~((l+~)II) = (/&(I + ;)“) The following theorem summarizes these simple limit computations
 
 Theorem 5.1
 
 As n - x, the sequence 1 + ,i converges to a limit denoted ( ‘)” by the symbol e. Furthermore, lim 1 + k n = e’. “-z n) ( If one deposits A dollars in an account which pays annual interest at rate r compounded continuously, then after f years the account will grow to Ae” dollars. Note the advantages of frequent compounding. At I = 1, that is, at a 100 percent interest rate, A dollars will double to 2.4 dollars in a year with no compounding. However, if interest is compounded continuously, then the A dollars will grow to eA dollars with e > 2.7; the account nearly triples in size.
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 5.3 LOGARITHMS Consider a general exponential function, y = al,
 
 with hex
 
 u > I. Such an
 
 exponential function is a strictly increasing function:
 
 In words, the more times you multiply rr hy itself. the higgcr it gets. As we pointed out in Theorem 4.1, strictly increasing functions have natural invcrscs.
 
 Recall that
 
 the inverse of the function J = f(r) is the function obtained hy solving y = f(x) for x in terms of 4‘. For cxamplc, for a > 0, the inverse of the increasing linear function f(x) = a x + h i s t h e l i n e a r f u n c t i o n &) = (l/o)& h), w h i c h i s computed by solving the equation y = ux + h for n in terms of y:
 
 (2) In a sense, the inverse g off undoes the operation off, so that
 
 df(Q) See
 
 = 1.
 
 Section 4.2 for a detailed discussion of the inverse of a function. We cannot compute the inverse of the increasing cxponcntial function
 
 (I’~ explicitly because we can’t solve J = ~1~’ for
 
 I
 
 in terms of ?. as
 
 However, this inverse function is important enough that it the
 
 The
 
 WC
 
 WC
 
 f(~r) =
 
 did in (7).
 
 give it a name. We call
 
 base II logarithm and write
 
 logarithm ofz; hy detinition, is the power to which one must raise u to yield
 
 z. It follows immediat&
 
 from this definition that
 
 &(Zl
 
 = z
 
 and
 
 W C often write log,,(z) without parentheses_
 
 log,, (a’) = z.
 
 (3)
 
 as log,,:
 
 Base 10 Logarithms Let‘s tirst
 
 work with base
 
 u = IO. The logarithmic function for hasr IO is such
 
 a commonly used logarithm that uppercase L:
 
 it is usually written as )’ = Log.x with an
 
 ~xxumplr5.1 Forexamplc, the Log of 1000 is that power of lOwhich yields 1000. Since 10’ = 1000, Log 1000 = 3. The Log of 0.01 is -2, sine 10 ’ = 0.01. Here arc a few more values of Logz: Log10 = I
 
 s i n c e 10’
 
 = 10,
 
 Log 1tltt.w~ = 5
 
 SinCc 1 0 ’
 
 = 100,000,
 
 Log I = 0 L o g 625 = 2 . 7 9 5 8 8
 
 since since
 
 lo” 10’~‘45K””
 
 =
 
 I, = 625.
 
 For most values of z, you’ll have to use a calculator or table of logarithms to evaluate Logz. One forms the graph of the invcrsc function S-’ by reversing the roles of the horizontal and vertical axes in the graph of f. In other words, the graph of the invcrsc of a function y = l(x) is the reflection of the graph off across the diagonal {x = y}, because (y, z) is a point on the graph off-~’ if and only if (z, y) is a point on the graph off. In Figure 5.4, WC hew drawn the graph of y = lt?’ and reflected it across the diagonal {.r = v} to draw the graph of y = Logx. Since the negative “.r-axis“ is a horizontal asymptote for the graph ofy = IO’, the ncgatiw “y-axis” is a vertical asymptote for the graph ofy = Log-r. Since 10~’ grows wry quickly, Logv grows very slowly. At I = 1000. Logx is just at y = 3; at x cquals a million. Logx has just climbed toy = 6. Finally, since for Avery x, IO’ is a positive number. Logi is only dcfmcd for x Z> 0. Its domain is R--. the set of strictly positive numhcrs.
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 Base e logarithms
 
 Since the exponential function exp(n) = e’ has all the properties that lw has, it also has an inverse. Its inverse works the same way that Logx does. Mirroring the fundamental role that e plays in applications, the inverse of e’ is called the natural logarithm function and is written as Inx. Formally, Inx=y
 
 -
 
 e)=x;
 
 lnx is the power to which one nust raise e to get x. As we saw in general in (3), this definition can also be summarized by the equations e’“’ = x a n d
 
 I”$ =x.
 
 (4)
 
 The graph of ti and its reflection across the diagonal, the graph of In x, are similar to the graphs of 1V and Logx in Figure 5.4. Example 5.2
 
 Let’s work o”t some examples. The natural log of 10 is the power of r that gives 10. Since r is a little less than 3 and 32 = 9, e2 will be a bit less than 9. We have to raise e to a power bigger than 2 to obtain 10. Since 3’ = 27, e3 will be a little less than 27. Thus, we would expect that In 10 to lie between 2 and 3 and somewhat closer to 2. Using a calculator, we find that the answer to four decimal places is I” 10 = 2.3026. We list a few more examples. Cover the right-hand side of this table and try to estimate these natural logarithms. Ine
 
 =l
 
 since e’
 
 = E;
 
 I” 1
 
 =o
 
 since e0
 
 = 1;
 
 InO. = -2.3025...
 
 si”ce
 
 e-2.3o25.
 
 = 0.1;
 
 In 40 = 3.688.
 
 si”ce
 
 pw
 
 = 40;
 
 I”? = 0.6931 ”
 
 si”cc
 
 pa...
 
 = 2.
 
 EXERCISES 5.3
 
 First rstimate the Iollowing logarithms without a calculator. Then, use your calculator to compute an answer correct to four decimal places: a) Log snn.
 
 h) Log5,
 
 c) Log 1234,
 
 d) Loge,
 
 e) In30.
 
 f) I” 100,
 
 g) In.3.
 
 h) In T.
 
 L5.41 5.4
 
 5.4
 
 PROPERTIES OF EXPAND LOG
 
 91
 
 Give the exact values of the following logarithms without using a calculator: u) Log IO,
 
 h) Logo.onl,
 
 c) Log(billion),
 
 4 lo&&
 
 e) log, 36
 
 f) b, O.&
 
 8 W’L
 
 h) hh>
 
 i) In 1.
 
 PROPERTIES OF EXP AND LOG
 
 Exponential functions have the following five basic properties: (1) ar .a‘ = a’+‘,
 
 (2) a -r = I / a ’ , ( 3 ) d/d = a ” , (4) (a’)‘ = a”, and (Pi) a” = 1. Propertics 1, 3, and 4 are straightforward when I and s are positive integers. The definitions that a-” = I/a”, a” = 1, a I”’ is the nth root of a, and a”“” = (a”“)” are all specifically designed so that the above five rules would hold for all real numbers I and S. These tive properties of exponential functions are mirrored hy five corresponding properties of the logarithmic functions: (I) log(r ‘5) = logr + logs, (2) log( I /s) = - logs, (3) log(r/s) = logr - logs. (4) log? = sl”gr,and (5) log I = 0. The fifth property “f logs follows directly from the fifth property of OI and the fact that a’ and log,, are inverses of each other. To prove the other four properties, let LI = log,, r and v = log,, S, so that r = a” and s = a’. Then, using the fact that l”g, 0.
 
 We will pnwc this theorem in stages. That the exponential map is continuous should be intuitively clear from the graph in Figure 5.4; its graph has no jumps or discontinuities. Since the graph of Inx is just the reflection of the graph of 8 across the diagonal {x = y}, the graph of Inn has no discontinuities either, and so the function lnx is continuous for all x in the set R+_ of positive numbers. It turns out to be easier to compute the derivative of the natural logarithm first.
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 Lemma 5.1 Given that y = lnx is a continuous function on R++, it is also differentiable and its derivative is given by (lnx)’ = 5 Proof We start, of course, with the difference quotient that defines the derivative, and we then simplify it using the basic properties of the logarithm. Fix x > 0. In(x + h) - Inx +“(~)=ln(l+y
 
 h
 
 =h(l+$$
 
 1Now, let m = l/h. As h - 0, m - =. Continuing m = l/h, we find
 
 OUT
 
 calculation with
 
 ,im In(x + h) - Inn h-O h
 
 Therefore, (Inx)’ = l/x. The fact that we can interchange In and lim in the above string of equalities follows from the fact that y = Inx is a continuous function: x,,, - sir implies that Ink-,,, - Inxn; or equivalently, l$n(lnx,,,) =
 
 I n
 
 ( “/
 
 limx,,, )
 
 n
 
 The other three conclusions of Theorem S.2 follow immediately from the Chain Rule, as we now prove. Lemma 5.2
 
 If h(x) is a differentiable and positive function, then
 
 !&h(x)) = g PI-oaf WC simply apply the Chain Rule to the composite function f(x) = In h(x). The derivative of f is the derivative of the outside function III-which Iis l/Levdludted at the inside function h(x)-so it’s I/h(x)- times the
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 of the inside function h: (Inh(d) =
 
 1 h’(x) m h’(x) = ho.
 
 .
 
 We can now easily evaluate the derivative of the exponential function y = PI, using the fact that it is the inverse of lnx. (e”)’ = @,
 
 Lemma 5.3 Proof
 
 Use the definition of Inx in (4) to write In e’ = x. Taking the derivative of both sides of this equation and using the previous lemma, we compute
 
 It follows that ($)’ = r*,
 
 .
 
 Finally, to prove part c of Theorem 5.2, we simply apply the Chain Rule to the composite function 3 = @. The outside function is e’, whose derivative is also e’. Its derivative evaluated at the inside function is e”‘,“. Multiplying this by the derivative of the inside function u(x), we conclude that
 
 E.wnr[~ie 5.5
 
 Lsing Theorem 5.2, wc compute the following derivatives:
 
 E.wmpi~~ 5.6
 
 The density function for the standard normal distribution is
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 EXPONENTS AND LOGARITHMS [51 Let’s use calculus to sketch the graph of its core function &) = ,-x2/2, We first note that g is always positive, so its graph lies above the x-axis everywhere. Its first derivative is &&) = -g”/>. Since em”” is always positive, g’(x) = 0 if and only if x = 0. Since g(0) = 1, the only candidate for max or min of g is the point (0, 1). Furthermore, g’(x) > 0 if and only if x < 0, and g’(x) < 0 if and only if x > 0; so g is increasing for x < 0 and decreasing for x > 0. This tells us that the critical point (0, 1) must be a max, in fact, a global max. So far, we know that the graph of g stays above the x-axis all the time, increases until it reaches the point (0,l) on the y-axis, and then decreases to the right of the y-axis. Let’s use the second derivative to fine-tune this picture: &+) = (+*2/Z)’ = &-x’/2 ,-i/z = p _ I) ,~.2/2,
 
 ! Since e-.~/z > 0, g”(x) has the same sign as (x’ - 1). In particular, g”(0) < 0,
 
 and
 
 g”(x) = 0 t) x = il.
 
 (8)
 
 The first inequality in (8) verifies that the critical point (0, 1) is indeed a local max of R, Using the second part of(S), we note that -m<x 0,
 
 -1<x r,,, f,, = 69.44 is indeed the &ha/ max of the present value and is the optimal selling time of the I real estate. Logarithmic
 
 Derivative
 
 Since the logarithmic operator turns exponentiation into multiplication, multiplication into addition, and division into subtraction, it can often simplify the computation of the derivative of a complex function, because, by Lemma 5.2,
 
 and therefore
 
 u’(x) = (In u(x))’ U(X).
 
 (19
 
 If In u(x) is easier to work with than u(x) itself, one can compute u’ mox easily using (19) than by computing it directly.
 
 [5.61 APPLICATIONS Example 5.9
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 Let’s use this idea to compute the derivative of JF2 JJ=-. x2 + 1
 
 (20)
 
 The natural log of this function is
 
 ,” g=J = ; In (2 - 1) - In (2 + I). x2 + 1 ( 1
 
 (21)
 
 It is much simpler to compute the derivative of (21) than it is to compute the derivative of the quotient (20):
 
 Now, “se (1’)) to compute y’:
 
 E ‘= ( 1 x.1 + 1
 
 -3x3 + 5x ,E 2(x2 - I)(,9 + 1) x3 + 1
 
 -3xJ +5x = qx2 - ,y,yx2 + 1)” Ewmple 5. IO A favorite calculus problem, which can only be solved by this mohod 15 the computation of the derivative of g(x) = xx. Since I .‘. (Inxr)’ = (xlnx)’ = Inx + I, the derivative of xx is (1n.r + I) PI by (19). Occasionally. scientists prefer to study a given function y = f(x) by comparing In; and Inx. that is; by graphing f on log-log graph paper. See, for example, our discussion of constant elasticitv demand functions in (7). In this case, they are working with the change of v&bles Y = In? and X = Inx. Since X = In x, x = 6 and dx/dX = $ = x. In XY-coordinates, Y = In f(x) = In f(3)
 
 = F(x).
 
 f
 
 becomes
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 Now, the slope of the graph of Y = F(A’). that is, of the graph of f in log-log coordinates, is given by Wx)
 
 _
 
 dx
 
 dWW).dx dx dx
 
 (by the Chain Rule)
 
 (22) =
 
 & (In f(x))
 
 g = $g
 
 x.
 
 The difference approximation of the last term in (22) is
 
 df(x) dx
 
 L,f.L=af f(x)
 
 Ax
 
 f(x)
 
 Ax
 
 f(x) / x:
 
 the percent change off relative to the percent change of x. This is the quotient we have been calling the (point) elasticity off with respect to x, especially if is a
 
 f
 
 demand function and x represents price or income. This discussion shows that the slope of the graph off in log-log coordinates is the (point) elasticity of /:
 
 f ‘(xl x &=f(X) In view of this discussion, economists sometimes write this elasticity as
 
 [.5.61 APPLICAT,ONS 5.15
 
 5.16 5.17
 
 103
 
 The value of a parcel ?f land bought for speculation is increasing according to the formula V = 2OOOd”. If the interest rate is IO percent, how long should the parcel be held to maximize present value? Use the logarithmic derivative method to compute the derivative of each of the following functions: a) J(x’ + 1)/(x2 + 4), b) (.x2)“. Use the above discussion lo prove that the elasticity of the product of two functions is the sum of the elasticities.
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 Introduction to Linear Algebra The analysis of many economic models reduces
 
 to the study of systems of qua-
 
 dons. Furthermore, some of the most frequently studied economic models are linear models. In the next few chapters, tcms
 
 of equations- linear rysrcms.
 
 WC
 
 will study the simplest possible sys-
 
 Linear systems have the added advantage that we can often calculate exact solutions to the equations. By contrast, solutions of nonlinear systems often cannut be calculated explicitly, and we can only hope to discover indirectly
 
 some of the
 
 properties of these solutions. Equally important for linear systems,
 
 the precise
 
 relationship between the solution of the linear system determining
 
 and various parameters
 
 the system (the ui’s and h in the equation above) can be easily
 
 described. Of course, linearity is a
 
 simplifying assumption. The real world is nonlinear.
 
 Calculus exploits the managcahility of linear systems to study nonlinear systems. The fundamental idea of calcuIus is that we can learn much ahout the behavior of a nonlinear system
 
 of equations by studying suitably
 
 chosen linear approxi-
 
 mations to the system. For example, the hcst linear approximation of a nonlincat
 
 10 the graph
 
 function at any point on its graph is the tangent line to the graph
 
 at that point. We can lcarn much about the hehwior of a function Neal any point by examining the slope of the tangent line. Whether or decreasing can he determined by seeing or falling. The first important cxcrcise
 
 the function is increasing
 
 whcthcr the tangent
 
 lint is rising
 
 in the study of the calculus is to learn
 
 how to calculate this slope-the derivatirv of the function. For a more prosaic example of the importance of linear approximations, consider that few people disagree with the proposition that the earth is roughly spherical. strutting
 
 and yet in cw-
 
 homes, skyscrapers, and even cities, we assume that the earth is Rat
 
 and obtain some rather impressive
 
 results using Euclidean planar gcomctry. Once
 
 again we arc taking advantage of an cffectivs linear approximation to a nonlinear phenomenon. Since a primary goal of multivariahle approximating complicaled
 
 nonlinear
 
 calculus is to provide a mechanism for
 
 systems by simpler
 
 lincu ones. it makes
 
 scnsc to hegin hy squccring OUI all the information we can ahwt Iinca systems ~ the task we take up in the next six chapters. A final reason for looking at lincar frsqucntly
 
 systems first is that some of the mni
 
 studied economic models are linear. We sketch tier such models Ihere.
 
 As we develop our theory of lincx syslems.
 
 WC
 
 will often refer back tu thcsc
 
 models and call attention to the insights which linear theory offers. Keferenccs
 
 for
 
 further stud!; of thcsc topics can hc found in the notes at the end of Ihe chapter.
 
 6.2 EXAMPLES OF LINEAR MODELS Example 1: Tax Benefits of Charitable Contributions
 
 of S
 
 A company cilrns before-tax profits 100.000. It has agreed to contrihuir IO percent of its after-tax profits fo the Red Cross Rclicf Fund. It must pay a stale lax of 5 percent of its protits (after the Red Cross donation) and a federal tax of 40 pcrccnt of its profits (after the donation and state taxes are paid). How much does the company pay in state taxes. federal taxes. and Red Cross donation?
 
 [6.2]
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 Without a model to structure our analysis, this problem is rather difficult because each of the three payments must take into consideration the other payments. However, after we write out the (linear) equations which describe the various dedyctions, we can understand more clearly the relationships between these payments and then solve in a straightforward manner for the payment amounts. Let C, S, and F represent the amounts of the charitable contribution, state tax, and federal tax, respectively. After-tax profits are $lOO,OOO - (S + F); so C = 0.10 (100,000 - (S + F)). We write this as c + 0.1s + 0.w = 10,000, putting all the variables on one side. The statement that the state tax is 5 percent of the profits net of the donation becomes the equation S = 0.05 (100,000 C), or 0.05C + S = 5,000.
 
 Federal taxes are 40 percent of the profit after deducting C and S; this relation is expressed by the equation F = 0.40 [lOO,OOO ~ (C + S)], or 0.4c + 0.4s + F = 40,000
 
 W C can summarize the payments to be made by the system of linear equations c + 0. IS + 0.1F = 10,000 0.05c
 
 +
 
 s
 
 0.4c + 11.4s +
 
 = 5,000
 
 (1)
 
 F = 40.000.
 
 There are a number of ways to solve this system. For example. you can solve the middle equation forS in terms of C. substitute this relation into the first and third equations in (I), and then easily solve the resulting system of two equations in two unknowns to compute C = S,YS6. S = 4,702, and F = 35.737,
 
 rounded to the nearest dollar. The next chapter is devoted to the solution of such systems of linear equations. For the moment, note that the firm’s after-tax and after-contribution p&its are $53_hOS. We can use this linear model to compute (Exercise 6.1) that the firm would have had after-tax profits of $57,000. if it had not made the Red Cross donation. So. the $5.956 donation really only cost it $3.395 (= $57.000 $53.605). Later, we will develop a formula for C. S, and T in terms of unspecified before-tax profits P and even. in Chapter 26. in terms of the tax t&s and contribution percentages.
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 Example 2: Linear Models of Production Linear models of production
 
 are perhaps the simplest production models to de-
 
 scribe. Here we will describe the simplest of the linear models. We will suppose that our economy has n + I goods. Each of goods 1 through II is produced by one
 
 production process. There is also one commodity, labor (good 0), which is not produced by any process and which each process uses in production. A production process is simply a list of amounts of goods: so much of good 1. so much of good 2, and so on. Thcsc quantities are the amounts of input needed to produce one unit of the process’s output. For example, the making of one car rcquircs so much steel, so much plastic, so much labor, so much electricity, and so forth. In fact, some production processes, such as those for steel or automobiles, use some of their own output to aid in subsequent production. The simplicity of the linear production model is due to two facts. First, in these models, the amounts of inputs needed to produce two automobiles are exactly twice those required for the production of one automobile. Three cars require 3 times as much of the inputs, and so on. In the jargon of microcconomics, prw~s exhibits requires 2, 3, or
 
 each production
 
 constant returns to scale. The production of 2. 3, or k cars k times the amounts of inputs required for the production of I
 
 car. Second. in these models thcrc is only one way to produce a car. There is no way to substitute electricity for labor in the production of cars. Output cannot hc increased hy using more of any one factor alone: more of all the factors is needed, and always in the ~ilmc proportions. .This simplifies
 
 the analysis of production
 
 problems, hecauss the optimal input mix for the production of. bay. 1000 cars. does not have to hc computed. It is simply 1000 times the optimal input mix required for the production of I car. Before undertaking an ahstmct analysis. we will work nut an cxamplc to illustrate the key fcaturcs of the model. Consider
 
 the ccon~nny of en org;mic
 
 farm which products twu eoods: corn and fertilircr.
 
 Corn is produced using corn
 
 (to plant) and fertilizer. F&tilircr
 
 is made from old corn stalks (and pcrhaph hy
 
 feeding the u,rn tu cows, who then product
 
 useful end products). Suppose that
 
 the production of I ton of corn requires as inputs 0. I ton of corn and 0.X ton of fertilixr. The production US 1 ton of fertilizer rcquircs no fertilizer and 0.5 ton of c,,m. WC can describe each of the ~MO production processes hy pairs of number\ (u, /I). whcrc i! represents the corn input ;md /J represents the fcrtilizcr input. The corn producti<m process is dcscrihed hy the pair of number\ (0. I, 0.X). The fcrtilizcr production process is dcscrihed by the pair of numhcrs (0.5, 0). The most important question to zxsk of this model is: Whet can hc produced for consumptiwi! Corn i:, used both in the production of corn and in the production of fcrtilizcr. Fertilizer is used in the production of corn. Is thcrc any way o1 running both pn~~sscs so iis to leaw some corn and some fertiliar consumption’? If so. what combinations of corn end fcrtilircr fcasihlc?
 
 for individual
 
 for comumption
 
 are
 
 16.21
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 Answers to these questions can be found by examining a particular system of linear equations. Suppose the two production processes are run so as to produce XC tons of c”rn and X~ tons of fertilizer. The amount of corn actually used in the production of corn is 0. lxc- the amount of c”rn needed per ton of c”rn output times the number of t”ns to be produced. Similarly, the amount of corn used in the production of fertilizer is 0.5~~. The amount of corn left “ver for consumption will be the total amount produced minus the amounts used for production of corn and fertilizer: xc: - 0. Ixc - 0.5x,7, or 0.9~~ ~ 0.5~~ tons. The amount of fertilizer needed in production is 0.8~~ tons. Thus the amount left “ver for consumption is xr 0.8xr t o n s . Suppose we want our farm to produce for consumption 4 tons of c”rn and 2 tons of fertilizer. How much total production of corn and fertilizer will be required? Put another way, how much c”rn and fertilizer will the farm have to produce in order t” have 4 tons of c”rn and 2 tons of fertilizer left “ver for consumers? We can answer this question by solving the pair of linear equations 0.9x, OSXF = 4 , -O.&y +
 
 xp =2
 
 This system is easily solved. Solve the second equation for xr in terms of xc: nfi = o.sxc + 2.
 
 (2)
 
 Substitute this expression for XF into the first equation: 0.4X(
 
 O.S(O.Sx, +
 
 2 )
 
 =
 
 4
 
 and solve for xc: 0.5xc = 5,
 
 20 X(’ = 10,
 
 Finally, substitute xc. = 10 back into (2) to compute u,: = 0.8 10 + 2 = 10. In the general case. the production process for good j can be described by a set of input-output coefficients {alri, a ,,, , u”, }, where a, denotes the input of good i necdcd ro output one unit “f good j. Keep in mind that the first subscript stands for the input good and the second stands for the output good. The production of .rj units of good j requires a x2, Xi) + h Y2, Y3) = (XI + YI> x2 + YZ, 13 + Y?). Notice that we can only add together two vectors from the same vector space. The sum (2, 1) + (3,4, I) is not defined, since the first vector lives in Rz while the second vector lives in R3. Furthermore, the sum of two vectors from R” is a vector, and it lives in R”. When we add (3,5, I, 0) + (990, 1) from R4, we get the vector (3, 5, 1, I) which is also in R4. To develop a geometric intuition for vector addition, it is most natural to think of vectors as displacement arrows. If u = (a, 6) and v = (c, d) in R*, then we want u + v to represent a displacement of a + c units to the right and h + d units up. Intuitively, we can think of this displacement as follows: Start at some initial location. Apply displacement u. Now apply displacement v to the terminal location of the displacement u. In other words, move v until its tail is at the head of u. Then, u + v is the displacement from the tail of u to the head of v, as in Figure 10.8. Verify that u + Y, as drawn, has coordinates (u + L:, h + d).
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 Figure 10.9
 
 EUCUDEAN
 
 SPACES
 
 [I 01
 
 I u+v=v+u. Figure 10.9 shows that it makes no difference whether we think of u + v as displacing first by u and then by Y OI first by v and then by II. Since the hvo arrows representing u in Figure 10.9 are parallel and have the same length and similarly for the two representations of v, the quadrilateral in Figure 10.9 is a parallelogram. Its diagonal represents both u + v and v + u. Formally, Figure 10.9 shows that u + v = v + u; vector addition, like addition of real numbers, is commutative. One can use the parallelogram in Figure 10.9 to draw u + Y while keeping the tails of u and v at the same point. First, draw the complete parallelogram which has u and Y as adjacent sides, as in Figure 10.9. Then, take u + v as the diagonal of this parallelogram with its tail at the common tail of u and v. Physicists use displacements vectors to represent forces acting at a given point. If vectors u and v represent two forces at point P, then the vector u + v represents the force which results when both forces are applied at P at the same time. Vector addition obeys the other rules which the addition of real numbers obeys. These are: the associative rule, the existence of a zem (an additive identity), and the existence of an additive inverse. The zero vector is the vector which represents no displacement at all. Analytically we write 0 = (0, 0, , 0). Geometrically, it is a displacement ?? having the sane terminal point as initial point. Check both algebraically and geometrically that u + 0 = u. If u = (a,, a?, , an), then the negative of u, written --u and called “minus u”, is the vector (pa,, ~a~, , -an). Geometrically, one interchanges the head and tail of u to obtain the head and tail of pu. Symbolically, -3 = z. Check that the algebraic and geometric points of view are consistent and that u + (mu) = 0. In the real numbers, subtraction is defined by the equation a - b = a + (-b). We can use the same rule to define subtraction for vectors. Thus (4,3,5) - (1,3,2) = (4, $5) + (PI, -3, -2) = (4 - 1,3 3,s 2) = (3, 0, 3).
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 More generally, for vectors in R”, ( 01, al>. a 4 - (bl, bz, , b,) = (al - b,, az ~ bz,. >a. ~ b,). Geometrically we think of subtraction as completing the triangle in Figure 10.8. Given u and u + v, find v to make the diagram work. Put another way, x - y is that vector which, when added to y, gives x. Subtraction finds the missing leg of the triangle in Figure 10.11~.
 
 Geometric representation
 
 of x ~ y
 
 Scalar Multiplication It is generally not possible to multiply two vectors in a nice way so as to generalize the multiplication of real numbers. For example, coordinatewise multiplication does not satisfy the basic properties that the multiplication of real numbers satisfies. For one thing, the coordinatewise product of two nonzero vectors, such as (1,0) and (0, 1). could be the zero vector. When this happens, division, the inverse operation to multiplication. cannot bc detined. However, there is a vector space operation which corresponds to statements like, “go twice as far” or “you are halfway there.” This operation is called scalar multiplication. In it we multiply a vector, cuordinatewise, by a real number. or scalar. If r is a scalar and x = (x,, , x~) is a vector, then their product is r x = (TY,. ., rx,.x. For example. 2 (I, I) = (2,2), and 4 (-4,2) = (-2, I). Geometrically. scalar multiplication of a displacement vector x by a nonnegative scalar r corresponds to stretching or shrinking x hy the factor I without changing its direction, as in Figure 10.11. Scalar multiplication by a negative scalar causes not only a change in the length of a vector hut also a reverse in direction. In the algebra of the real numbers, addition and multiplication are linked by the distributive laws:
 
 a (b + c) = oh + ac
 
 and
 
 (a + h) c = UC + bc.
 
 Figure 10.10
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 -2x
 
 Figure 10.11
 
 Scalar multiplication in the
 
 plane.
 
 There are distributive laws in Euclidean spaces as well. It is easy to see that vector addition distributes over scalar multiplication and that scalar multiplication distributes over vector addition: (N) (r + .s)u = ru + su for all scalars r; s and vectors u. (h) ,.(u + v) = I” + IV for all scalars I and vectors u, v Any set of objects with a
 
 vector addition and scalar multiplication which
 
 satisfies the rules we have outlined in this section is called a
 
 vector space. The
 
 elements of the set are called vectors. (The operations of vector addition and scalar multiplication are the operations of matrix addition and scalar multiplication of matrices, respectively. applied to I X n or II X I matrices. as defined in Section I of Chapter 8. The scalar product of the next section will alw correspond to a matrix
 
 operation.)
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 ” + (v + w) = (u + v) + w.
 
 10.4
 
 LENGTH AND INNER PRODUCT IN R”
 
 Among the key geometric concepts that guide our analysis of two-dimensional economic models are length, distance and angle. In this section, we describe the n-dimensional analogues of these concepts which WC will use for more complex, higher dimensional economic models. When we build mathematical models of economic phenomena in Euclidean spaces, we will often be interested in the geometric properties of these spaces, for example, the distance between two points or the angle between two vectors. In this section we develop the analytical tools needed to study these properties. In fact. all the geometrical results of planar (that is. two-dimensional) Euclidean geometry can he derived using purely analytical techniques. Furthermore, these analytic techniques arc all we have for generalizing the results of plane geometry to higher-dimensional Euclidcan spaces. Length and Distance
 
 The most basic geometric property is distance or length. IfP and Q are two points in R”, WC write FL) for the line segment joining P tu Q and PQ for the vector from P to Q. Notation The length of line segment PQ is denoted by the symbol IlPQll. The vertical lines draw attention to the analogy of length in the plane with absolute value in the lint.
 
 We now dcvclop a formula for IIPQII. or equivalently, f					    
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