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 PREFACE
 
 The increasing application of mathematics to various branches of eco-
 
 nomics in the past decade has made it necessary for economists to have
 
 an elementary knowledge of mathematics. A large number of articles cov-
 
 ering many fields such as economic theory, public finance, etc. in, for ex-
 
 ample, the American Economic Review and the Review of Economics and
 
 Statistics use mathematics to varying degrees. Also, the use of elementary
 
 mathematics in teaching graduate economic courses and courses such as
 
 mathematical economics and econometrics are becoming common.
 
 In teaching mathematical economics and econometrics, I found that
 
 students who have had a year of calculus were not quite familiar with the
 
 various mathematical techniques economists use. For example, the La-
 
 grange multiplier technique used to explain maximum and minimum prob-
 
 lems is usually not covered in an elementary calculus course. Further-
 
 PREFACE
 
 more, to ask the student to have a background in such topics as set theory,
 
 differential and difference equations, vectors and matrices, and certain
 
 basic concepts of mathematical statistics would require him to take a con-
 
 siderable amount of mathematics at the expense of his main line of inter-
 
 est, economics. And yet when discussing, for example, demand theory
 
 in a mathematical economics course most of the above-mentioned topics
 
 are necessary, although at an elementary level.
 
 To fill in this gap I experienced in teaching these courses, I selected
 
 certain topics from various branches of mathematics that are frequently
 
 used and taught a separate course, mathematics for economists. I had
 
 found it very difficult to teach mathematical economics and the necessary
 
 mathematical techniques at the same time without disrupting the continuity
 
 of an economic discussion.
 
 These courses in mathematical economics and econometrics were intro-
 
 ductory courses for graduate students, some of whom were planning to
 
 major in mathematical economics or econometrics, but many of whom
 
 were majoring in other branches such as labor, finance, etc. The mathe-
 
 vH
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 matics for economists course therefore had to be less than three or four
 
 credits; it should not become too professional and yet should give enough
 
 coverage to serve as a preliminary for the mathematical economics and
 
 econometrics courses. With this in mind I have written a general survey
 
 of four topics; calculus, differential and difference equations, matrix
 
 algebra, and statistics at an elementary level for economists with only a
 
 high school algebra background and have adopted the following points:
 
 ( 1 ) The topics are discussed in a heuristic manner. References are pro-
 
 vided for those interested in proofs and derivations. Furthermore, the vari-
 
 ous algebraic steps which are usually omitted in mathematics texts have
 
 been included. For an experienced mathematician this is a trivial matter,
 
 but for an unexperienced economist the omission of these steps sometimes
 
 creates unusual difficulties.
 
 (2) The selection of topics has been based on the need of economists
 
 and is quite different from standard mathematics courses.
 
 (3) Emphasis is on surveying the mathematics and not on applications.
 
 It is assumed that students will take a course in mathematical economics
 
 that is solely devoted to applications.
 
 (4) Problems have been kept simple to avoid complicated algebraic
 
 manipulations and yet give exercise of the material covered.
 
 It is difficult to decide how much mathematics an economist should
 
 know. It will probably depend on his field of interest. The mathematical
 
 economics major will have to take advanced professional mathematics
 
 courses, but for the other economists it is hoped that this book will enable
 
 them to read the mathematically orientated articles in such journals as the
 
 American Economic Review and the Review of Economics and Statistics.
 
 I am indebted to the economists and mathematicians whose works have
 
 formed the basis of this book; they are listed throughout the book. I would
 
 also like to acknowledge my thanks to an unknown reviewer who provided
 
 many helpful suggestions. Thanks are also due to the Graduate School of
 
 Arts and Science of New York University and Professor Emanuel Stein for
 
 providing the conducive environment for study and the necessary secre-
 
 tarial work for typing the manuscript. Finally I wish to express my special
 
 appreciation to Miss Cecilia Liang for her excellent job of typing the entire
 
 manuscript.
 
 Taro Yamane
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 Suggested Outline
 
 At New York University the course is given once a week for two hours
 
 Suggested ()utline
 
 and is for two semesters. The first 10 Chapters are covered during the first
 
 semester. Chapters 1 and 2 are mainly for background purposes. Chap-
 
 ters 3 through 7 give basic calculus techniques. Either Chapter 8 (differen-
 
 tial equations) or Chapter 9 (difference equations) are covered, the one
 
 not covered being assigned for winter vacation homework.
 
 During the second semester the Chapters 11 through 18 are covered.
 
 Chapter 18 may be assigned as homework for spring vacation.
 
 If the course is given twice a week for two hours each, the book
 
 may be covered in one semester.
 
 I require students to submit 3X5 cards at the beginning of the lectures
 
 on which they indicate what homework problems they have been able to do.
 
 Based on this students are called upon to do problems with which the ma-
 
 jority of the class seems to have had difficulty. Then the problems are
 
 discussed and questions answered. After all questions concerning home-
 
 work and material covered during the last session are answered, the new
 
 topics are lectured on very briefly. Since the students are graduate students,
 
 only important key points are discussed and the rest is assigned as home-
 
 work. A simple problem is usually assigned to do in class. Short (15 min-
 
 ute) quizzes are given now and then.
 
 Thus, theoretically, the student covers the same material six times. ( 1 )
 
 He reads material before coming to class. (2) He listens to lectures, and
 
 does a problem in class. (3) He does homework. (4) Homework is put
 
 on blackboard and discussed; questions are answered. (5) He prepares
 
 for a quiz. (6) He takes the quiz. When the quiz is difficult, the trouble-
 
 some problems are put on the blackboard at the next session and discussed.
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 CHAPTER 1
 
 Sets
 
 Set theory plays a basic role in modern mathematics and is finding increasing
 
 use in economics. In this chapter we shall introduce some elementary
 
 principles of set theory and follow this with a discussion of the Cartesian
 
 product, relation, and the concept of functions.
 
 1.1 Sets
 
 CHAPTER 1
 
 A group of three students, a deck of 52 cards, or a collection of telephones
 
 in a city are each an example of a set. A set is a collection of definite and well-
 
 distinguished objects.
 
 Let a set be 5, and call the objects elements. An element a is related to
 
 Sets
 
 the set as
 
 a is an element of 5 a E S
 
 a is not an element of 5 Ð° Ñ„ S
 
 We use the symbol e, which is a variation of e (epsilon), to indicate that a
 
 "is an element of" the set S. The expressions, a "belongs to" 5, or a "is
 
 contained in" S are also used. For example, the set 5 may be three numbers,
 
 1, 2, and 3, which are its elements. We use braces (1, 2, 3} to indicate a set.
 
 Then, for the element 2, we write,
 
 2 6 {1,2,3}
 
 In establishing a set, the elements must be distinct, repeated elements
 
 being deleted: 1, 2, 3, 3, is a set {1, 2, 3}. For the present the order of the
 
 elements does not matter. Also note that {2} is a set of one element, 2.
 
 A set with no elements is called a null set or an empty set, and is denoted
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 by 0. Consider a set S of students who smoke. If three students smoke, we
 
 have a set of three elements. If only one smokes, we have a set of one element.
 
 If no one smokes, we have a set of no elements; i.e., we have a null set.
 
 Another example is a set of circles going through three points on a straight
 
 1.1 Sets
 
 line. Note that 0 is a null set with no elements, but {0} is a set with one
 
 element.
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 element.
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 The elements of a set may be sets themselves. For instance, if we let S
 
 be a set of five Y.M.C.A.'s, we may also say that each element (Y.M.C.A.)
 
 The elements of a set may be sets themselves. For instance, if we let S be a set of five Y.M.C.A.'s, we may also say that each element (Y.M.C.A.) is a set where its elements are its members. Another example:
 
 s = {{1 }, {2, 3}, {4, 5, 6}}
 
 is a set where its elements are its members. Another example:
 
 5 ={{!}, {2,3}, {4, 5, 6}}
 
 Two sets Si and S2 are equal if and only if they have the same elements.
 
 This is shown by
 
 Si = O2
 
 Two sets S1 and S2 are equal if and only if they have the same elements. This is shown by
 
 sl
 
 For example, let 5! be the set of numbers
 
 S, = {2, 3, 5, 7}
 
 Let S2 be a set of one-digit prime numbers. Then 5i = S2. If Si and S2
 
 are not equal, we write
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 =
 
 s2
 
 For example, let S1 be the set of numbers
 
 sl =
 
 S^S2
 
 If every element in S, is an element of S, we say 5Â¡ is a subset of S.
 
 {2, 3, 5, 7}
 
 Let 5 = (1, 2, 3}. Then the subsets will be
 
 S0 = 0, $! = {!}, S2={2}, S3={3}
 
 54 = {1,2}, S5 = {1,3}, Sv = {2,3}, S7 = {1,2,3}
 
 Let S 2 be a set of one-digit prime numbers. Then S 1 = S2 • If S 1 and S 2 are not equal, we write
 
 sl =I= s2
 
 S, Â£ S
 
 and read : S, is a subset of S. The symbol Â£ is called the inclusion sign.
 
 We can also say S "includes" 5, and write
 
 S3 5
2 = 2q2. We see that p is an even number, and since p/q has been
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 The point A will correspond to a number that, when squared, will be 2 and we know that 02 == 0 and 12 == I. Thus, the number is neither 0 nor 1. Any other integer will give us a number larger than 2 when squared. Therefore, let us assume A to be a fraction p/q that has been reduced to its lowest term (i.e., there is no common divisor other than l ), and set it
 
 reduced to its lowest term, q must be an odd number. Now, since p is an
 
 even number we can set p â€” 2k, then
 
 Therefore, 2k2 = q2 and q must be an even number. But this contradicts
 
 our first assertion that q is an odd number, so we conclude that there is no
 
 p2 q2 -
 
 ==
 
 2
 
 fraction p/q that will satisfy the point A. This indicates that there is a gap
 
 in this straight line at the point A which is not represented by an integer or
 
 a fraction.
 
 To fill in this gap, a number V 2 is defined. To the left of this are the
 
 fractions smaller than Ð›/2, and to the right are the fractions greater than
 
 Ð›/2. This number v'2, as we know, is called an irrational number. For any
 
 Then p2 == 2q2 • We see that p is an even number, and since p/q has been reduced to its lowest term, q must be an odd number. Now, since p is an even number we can set p == 2k, then
 
 two points on the line that represent rational numbers, we can find points that
 
 correspond to irrational numbers between them.
 
 Let us call the points that correspond to rational numbers rational points,
 
 and the points that correspond to irrational numbers irrational points.
 
 The rational numbers and irrational numbers together are called real
 
 numbers. Thus, when we take a line segment, the points on that line segment
 
 will be a set that corresponds to a set of real numbers.
 
 Without proof, the following statement is made: The set of all real
 
 numbers in an interval is non-denumerable. The common sense of this is,
 
 if we have two successive points on a line segment, we can always find other
 
 real points between them. Because of this, they cannot be put into a one-to-
 
 one correspondence with a set of natural numbers. (But note that we have a
 
 one-to-one correspondence between a set of real numbers and points on a line
 
 segment.)
 
 Examples of non-denumerable sets are sets that include irrational
 
 numbers (or points). The set of points in a square, or circle or cube are
 
 examples.
 
 So far we have given a heuristic explanation of sets, denumerable sets,
 
 and non-denumerable sets. No immediate use will be made of these ideas,
 
 but they will serve as a background to subsequent discussions.
 
 Therefore, 2k 2 == q2 and q must be an even number. But this contradicts our first assertion that q is an odd number, so we conclude that there is no fraction p/q that will satisfy the point A. This indicates that there is a gap in this straight line at the point A which is not represented by an integer or a fraction. To fill in this gap, a number '\(2 is defined. To the left of this are the fractions smaller than v/2, and to the right are the fractions greater than \/2. This number \'/2, as we know, is called an irrational number. For any two points on the line that represent rational numbers, we can find points that correspond to irrational numbers between them. Let us call the points that correspond to rational numbers rational points, and the points that correspond to irrational numbers irrational points. The rational numbers and irrational numbers together are called real numbers. Thus, when we take a line segment, the points on that line segment \\'ill be a set that corresponds to a set of real numbers. Without proof, the following statement is made: The set of all real numbers in an interval is non-denumerable. The common sense of this is, if we have two successive points on a line segment, we can always find other real points bet\veen them. Because of this, they cannot be put into a one-toone correspondence with a set of natural numbers. (But note that we have a one-to-one correspondence between a set of real numbers and points on a line segment.) Examples of non-denumerable sets are sets that include irrational numbers (or points). The set of points in a square, or circle or cube are examples. So far we have given a heuristic explanation of sets, denumerable sets, and non-denumerable sets. No immediate use will be made of these ideas, but they will serve as a background to subsequent discussions.
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 1.5 Cartesian product
 
 (/) Sentences
 
 (i) Sentences
 
 In mathematical logic (symbolic logic) we learn about the calculus of
 
 sentences (or sentential calculus'). By sentence we mean a statement that is (1)
 
 either true or false, or (2) neither. For example,
 
 All men are married. (false)
 
 All men will eventually die. (true)
 
 In mathematical logic (symbolic logic) we learn about the calculus of sentences (or sentential calculus). By sentence we mean a statement that is (1) either true or false, or (2) neither. For example,
 
 are sentences that are either true or false. Let us call such sentences closed
 
 sentences.
 
 All men are married.
 
 (false)
 
 On the other hand, consider the following.
 
 The number x is larger than 5.
 
 All men will eventually die.
 
 (true)
 
 This is neither true nor false. Let us call such a sentence an open sentence.
 
 When x is given a specific number (value), the open sentence becomes a
 
 closed sentence. For example,
 
 The number x = 1 is larger than 5. (false)
 
 The number x = 6 is larger than 5. (true)
 
 are sentences that are either true or false. Let us call such sentences closed sentences. On the other hand, consider the following.
 
 The number x = 5 is larger than 5. (false)
 
 This open sentence can be expressed mathematically as
 
 The number x is larger than 5.
 
 x>5
 
 which is an inequality. In this case, x is called a variable.
 
 Take as another example the sentence
 
 x + 5 is equal to 8
 
 This is an open sentence. When x = 5, or x = 4, this sentence becomes a
 
 This is neither true nor false. Let us call such a sentence an open sentence. When x is given a specific number (value), the open sentence becomes a closed sentence. For example,
 
 closed sentence and is false. When x = 3, it is a closed sentence and is true.
 
 We may write this sentence mathematically as
 
 x+5=8
 
 which is an equation. The statement, x = 3, which makes it true, is a
 
 solution.
 
 Now let us consider a set S
 
 The number
 
 x = 1 is larger than 5.
 
 .(false)
 
 The number
 
 x = 6 is larger than 5.
 
 (true)
 
 The number
 
 x
 
 (false)
 
 =
 
 5 is larger than 5.
 
 5 = {0, 1,2,... , 10}
 
 find the x such that
 
 of x will be
 
 This open sentence can be expressed mathematically as
 
 Let x e S. Furthermore, find the x such that the sentence (inequality)
 
 x>5
 
 x > 5 is true. Then the set of x will be
 
 {x e S: x > 5} = (6, 7, 8, 9, 10}
 
 which is an inequality. In this case, xis called a variable. Take as another example the sentence x
 
 +
 
 5 is equal to 8
 
 This is an open sentence. When x == 5, or x = 4, this sentence becomes a closed sentence and is false. When x == 3, it is a closed sentence and is true. We may write this sentence mathematically as
 
 x+5==8 which is an equation. The statement, x == 3, which makes it true, is a solution. Now let us consider a set S
 
 s == {0, 1, 2, ... , 10} Let x E S. Furthermore, find the x such that the sentence (inequality) x > 5 is true. Then the set of x will be
 
 {xES:
 
 x > 5} = {6, 7, 8, 9, 10}
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 The left hand side is read : the set of all x belonging to (or contained in) the
 
 set S such that (the sentence) x > 5 (is true).
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 The left hand side is read: the set of all x belonging to (or contained in) the set S such that (the sentence) x > 5 (is true). For the other example we have
 
 For the other example we have
 
 {xeS: x + 5 = 8} = {3}
 
 {xES:
 
 The left hand side is read : the set of all x e S such that * + 5 = 8 is true.
 
 x
 
 + 5=
 
 8} = {3}
 
 What have we accomplished ? We have manufactured new sets (subsets)
 
 by use of a sentence. That is, we have generated a subset from the universal
 
 set whose elements make the sentence true.
 
 We shall further state as an axiom that : When given a set A, we can find
 
 a set B whose elements will make true (satisfy) the sentence (condition)
 
 S(x). Here S(x) denotes a sentence.
 
 Thus, if A = (4, 5, 6}, and S(x) is the condition, x > 4:
 
 {x e A : x > 4} = {5, 6} = B
 
 Likewise,
 
 [xeA: x>5} = {6} = B
 
 {xeA: x > 6} = { } = B = 0 (the null set)
 
 Let us show set operations using our newly acquired concepts.
 
 S = S1 U S2 = {x: xeSI or x e S2}
 
 The left hand side is read: the set of all x E S such that x + 5 = 8 is true. What have we accomplished? We have manufactured new sets (subsets) by use of a sentence. That is, we have generated a subset from the universal set whose elements make the sentence true. We shall further state as an axiom that: When given a set A, we can find a set B whose elements will make true (satisfy) the sentence (condition) S(x). Here S(x) denotes a sentence. Thus, if A = {4, 5, 6}, and S(x) is the condition, x > 4:
 
 S = Si n S2 = {x : xeS1 and x e S2}
 
 {x E A: x > 4} = {5, 6} = B
 
 5 = S1 â€” S2 = {x: xeS, and x Ñ„ S2}
 
 Sl = 5 â€” S1 = {x: xeS and x Ñ„ Si}
 
 Recall that when S = {1, 2, 3}, we had 23 = 8 subsets. Let them be SÂ¡
 
 (i = 0, 1, 2 ... 7). Then the collection of these 8 subsets also form a set where
 
 each Si is an element. Let this set be R. Then
 
 This R will be called the power of the set S, and will be denoted by R(S).
 
 (//) Ordered pairs and Cartesian product
 
 Likewise,
 
 {x E A:
 
 x > 5} = {6} = B
 
 {x E A:
 
 x
 
 >
 
 6} = { } = B
 
 ==
 
 0 (the null set)
 
 We now introduce the concept of ordered pairs. With the concept of
 
 sentences and ordered pairs we will be able to define the concept of relation
 
 Let us show set operations using our newly acquired concepts.
 
 which in turn will lead to the concept of a function. We say {Ã , b] is a set of
 
 two elements. Furthermore we know that
 
 s
 
 == S1
 
 u S2 = {x:
 
 X E
 
 S1
 
 or
 
 X E
 
 S2}
 
 That is, the two sets are equivalent, and the order of the elements are not
 
 s=
 
 S1
 
 n
 
 S2
 
 = {x:
 
 X E
 
 S1
 
 and
 
 X E
 
 S2}
 
 s=
 
 S1
 
 -
 
 S2
 
 = {x:
 
 XE
 
 S1 and
 
 Xi
 
 S2}
 
 and
 
 Xi
 
 Sl}
 
 sl = s - sl =
 
 {x:
 
 XES
 
 Recall that when S == {I, 2, 3}, we had 23 == 8 subsets. Let them be Si (i == 0, 1, 2 ... 7). Then the collection of these 8 subsets also form a set where each Si is an element. Let this set be R. Then
 
 This R will be called the pou·er of the set S, and will be denoted by R(S). (ii) Ordered pairs and Cartesian product
 
 We now introduce the concept of ordered pairs. With the concept of sentences and ordered pairs we will be able to define the concept of relation which in turn will lead to the concept of a function. We say {a, b} is a set of two elements. Furthermore we know that
 
 {a, b} == {b, a} That is, the two sets are equivalent, and the order of the elements are not
 
 10
 
 10 SETS Sec. 1.5
 
 considered. Let us now group together two elements in a definite order, and
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 considered. Let us now group together two elements in a definite order, and denote it by (a, b)
 
 denote it by
 
 (a, b)
 
 This is called an ordered pair of elements. The two elements do not need to
 
 be distinct. That is, (a, a) is an ordered pair whereas the set {a, a} becomes
 
 the set {a}. And as can be seen, (a, b)
 
 b-
 
 0-
 
 (b,c) â€¢(Â£â€¢ c) This can best be described by using
 
 a graph. Figure 1-6 shows three points,
 
 M*(a,b) *(6,b) *(c,b) a, b, Ñ� on the horizontal and vertical
 
 axis. The ordered Pair (e, Â¿) is 8iven
 
 by the point M whereas the ordered
 
 J Â¿ Â£ pair (b, a) is given by N. As we shall
 
 see, ordered pairs of numbers (x,y) are
 
 Fig. 1-6 shown as points on a plane. In connec-
 
 tion with this form of presentation, the
 
 first number x is called the x-coordinate, and the second number y is called
 
 the y-coordinate.
 
 Given a set
 
 S ={1,2,3}
 
 how many ordered pairs can we manufacture from 5? This can be approached
 
 as follows: There are two places in an ordered pair. Since we have three
 
 elements, we have three choices in the first place. Similarly, we have three
 
 choices in the second place. Thus there are a total of
 
 3 x 3 = 32 = 9
 
 ordered pairs. This can be shown diagrammatically as
 
 1st place 2nd place ordered pair
 
 This is called an ordered pair of elements. The two elements do not need to be distinct. That is, (a, a) is an ordered pair whereas the set {a, a} becomes the set {a}. And as can be seen, (a, b) -=!= (b, a) if a -=!= b. This can best be described by using c a graph. Figure 1-6 shows three points, b •(c,b) M~o,b) a, b, c on the horizontal and vertical (J axis. The ordered pair (a, b) is given er.c,o) by the point M whereas the ordered pair (b, a) is given by N. As we shall 0 b c see, ordered pairs of numbers (x,y) are Fig. 1-6 shown as points on a plane. In connection with this form of presentation, the first number x is called the x-coordinate, and the second number y is called they-coordinate. Given a set s == {1, 2, 3}
 
 (M)
 
 (1,2)
 
 (1,3)
 
 (2,1)
 
 (2,2)
 
 (2,3)
 
 (3,1)
 
 how many ordered pairs can we manufacture from S? This can be approached as follows: There are two places in an ordered pair. Since we have three elements, we have three choices in the first place. Similarly, we have three choices in the second place. Thus there are a total of
 
 (3,2)
 
 3 X 3 == 32 == 9
 
 (3,3)
 
 Ñ�-
 
 If we have S1 = {1,2, 3}, S2 â€” {4, 5}, how many ordered pairs (x, y)
 
 exist where Ð»: belongs to S! and j belongs to S21 Since there are three choices
 
 ordered pairs. This can be shown diagrammatically as
 
 1st place
 
 2nd place
 
 ordered pair
 
 1
 
 1~2
 
 3
 
 ( 1' 1) ( 1' 2) (I, 3)
 
 --cc:>
 
 3
 
 (2, 1) (2, 2) (2, 3)
 
 3
 
 (3, I) (3, 2) (3, 3)
 
 l
 
 2
 
 1
 
 3
 
 If we have S 1 == {1, 2, 3}, S 2 = {4 . 5}, how many ordered pairs (x . J') exist where X belongs to sl andy belongs to s2? Since there are three choices
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 for the first place and two choices for the second place, there are 3 x 2 = 6
 
 ordered pairs. This is shown as
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 for the first place and two choices for the second place, there are 3 ordered pairs. This is shown as
 
 x
 
 2= 6
 
 1st place 2nd place ordered pair
 
 -4 (1,4)
 
 ordered pair
 
 lst place
 
 -5 (1,5)
 
 (1' 4) (1, 5)
 
 (2,4)
 
 (2,5)
 
 (3,4)
 
 (2, 4) (2, 5)
 
 (3,5)
 
 In general, if S1 has n elements and S2 has m elements, we may form
 
 m x n ordered pairs.
 
 The six ordered pairs we obtained above will form a set where each
 
 {3, 4) (3, 5)
 
 ordered pair is an element. This set of ordered pairs will be denoted by
 
 Si x S2 = {(x,y): x e Si and y e S2}
 
 That is, Sl x S2 is the set of ordered pairs (*, y) such that the first coordinate
 
 Ð»: belongs to Si and the second coordinate y belongs to S2.
 
 In general if we have two sets A and B, the set of all ordered pairs (Ð»:, y)
 
 that can be obtained from A and B such that x e A, y e B, is shown by
 
 A x B = {(x,y): x&A and y Ðµ B}
 
 This set is called the Cartesian product of A and B, or the Cartesian set of A
 
 and B and is denoted by A x B. A x B is read A cross B.
 
 In general, if S 1 has n elements and S 2 has m elements, we may form m x n ordered pairs. The six ordered pairs we obtained above will form a set where each ordered pair is an element. This set of ordered pairs will be denoted by
 
 As we saw earlier, ordered pairs were represented as points on a graph.
 
 The Cartesian product may also be shown graphically. For example, let
 
 A = {1,2,3,4,5,6}
 
 We may think of A as the set of possible outcomes when a die is tossed.
 
 Then the Cartesian product A x A is shown in Figure 1-7. There are
 
 6 x 6 = 62 = 36
 
 ordered pairs. The expression A x A is the set of these 36 ordered pairs.
 
 This is interpreted as the 36 possible outcomes when a die is tossed twice.
 
 If A is the set of all points on a line, then A x A is the set of all ordered
 
 S1
 
 X
 
 S 2 = {(x,y):
 
 X E
 
 S1
 
 and
 
 y
 
 E
 
 S2}
 
 That is, sl X s2 is the set of ordered pairs (x, y) such that the first coordinate x belongs to S 1 and the second coordinate y belongs to S2 . In general if we have two sets A and B, the set of all ordered pairs (x, y) that can be obtained from A and B such that x E A, y E B, is shown by
 
 pairs on the plane, i.e., the whole plane.
 
 It is possible to extend this to more than two elements. We then have
 
 A x B == {(x, y):
 
 x
 
 E
 
 A
 
 and
 
 y
 
 E
 
 B}
 
 ordered triples, ordered quadruples, etc. In the case of ordered triples the
 
 relationship may be shown in a three-dimensional Cartesian diagram. Each
 
 appropriate point will consist of an ordered triple. Thus if
 
 Sl = {a,b,c}, S2 ={1,2,3}, S3={4},
 
 This set is called the Cartesian product of A and B, or the Cartesian set of A and B and is denoted by A x B. A x B is read A cross B. As we saw earlier, ordered pairs were represented as points on a graph. The Cartesian product may also be shown graphically. For example, let A
 
 == {I, 2, 3, 4, 5, 6}
 
 We may think of A as the set of possible outcomes when a die is tossed. Then the Cartesian product A x A is shown in Figure l-7. There are 6
 
 X
 
 6 == 62 == 36
 
 ordered pairs. The expression A x A is the set of these 36 ordered pairs. This is interpreted as the 36 possible outcomes when a die is tossed twice. If A is the set of all points on a line, then A x A is the set of all ordered pairs on the plane, i.e., the whole plane. It is possible to extend this to more than two elements. We then have ordered triples, ordered quadruples, etc. In the case of ordered triples the relationship may be shown in a three-dimensional Cartesian diagram. Each appropriate point will consist of an ordered triple. Thus if
 
 S 1 =={a, b, c},
 
 S2 == {1, 2, 3},
 
 S 3 == {4},
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 then the Cartesian product P will be
 
 P = S 1 X S 2 X Sa= {(a, 1, 4), (a, 2, 4), (a, 3, 4), (b, 1, 4), (b, 2, 4) (b, 3, 4), (c, I, 4), (c, 2, 4}, (c, 3, 4)}
 
 P = S, x S2 x S3 = {(a, I, 4), (a, 2, 4), (a, 3, 4), (b, 1, 4), (b, 2, 4)
 
 (Â¿, 3, 4), (c, 1,4),(c,2,4),(c,3,4)}
 
 The first element of the ordered triple belongs to Slt the second to 52, and
 
 the third to S3. Thus there are 3 x 3 x 1 = 9 ordered triples. Note that
 
 6
 
 The first element of the ordered triple belongs to S1, the second to S2 , and the third to Sa. Thus there are 3 x 3 x 1 = 9 ordered triples. Note that
 
 5-
 
 y
 
 4-
 
 3-
 
 6
 
 2-
 
 t
 
 Fig. 1-7
 
 5
 
 (3, 3, 3) is an ordered triple that would indicate a point on a three-dimensional
 
 Cartesian diagram whereas {3, 3, 3} is not a set of three elements but rather
 
 4
 
 the set {3}.
 
 Problems
 
 3
 
 1. Given the following sets, find the Cartesian product and graph your results.
 
 (a) S, = (a, b, c}
 
 2
 
 (b) Sl = {a, b}
 
 1.6 Relations
 
 Let us now use sentences and ordered pairs to define relations. Consider
 
 • • • • • •
 
 • • • • • •
 
 • • • • • •
 
 • • • • • •
 
 • • • • • •
 
 • • • • • •
 
 2
 
 3
 
 4
 
 5
 
 6
 
 Figure 1-8 which shows the 36 possible outcomes when a die is tossed twice.
 
 Let A and B be the sets of possible outcomes for the first and second throw
 
 respectively. Then
 
 X
 
 A =B= {1,2, 3,4,5, 6}
 
 Fig. 1-7
 
 and A x B is the Cartesian set. Let the ordered pair be denoted by (x,y).
 
 Then .v Ðµ A, y Ðµ B.
 
 Now consider the sentence (condition) : The sum of first and second throw
 
 is greater than 6. This is shown by
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 x+y>6
 
 (3, 3, 3) is an ordered triple that would indicate a point on a three-dimensional Cartesian diagram whereas {3, 3, 3} is not a set of three elements but rather the set {3}.
 
 Problems 1. Given the following sets, find the Cartesian product and graph your results. (a) (b)
 
 sl sl s2
 
 =
 
 {a, b, c}
 
 =
 
 {a, b}
 
 =
 
 {c, d, e}
 
 1.6 Relations Let us now use sentences and ordered pairs to define relations. Consider Figure I-8 which shows the 36 possible outcomes when a die is tossed twice. Let A and B be the sets of possible outcomes for the first and second throw respectively. Then A == B == {I, 2, 3, 4, 5~ 6} and A x B is the Cartesian set. Let the ordered pair be denoted by (x, y). Then x E A, y E B. Now consider the ~entence (condition): The sum of first and second throw is greater than 6. This is shown by
 
 x+y>6
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 This is an open sentence, and we have two variables x and y instead of one
 
 variable. The values of x and y that satisfy this sentence, i.e., make it true,
 
 are
 
 (1,6), (2,5), (2,6), (3,4), (3,5), (3,6)
 
 (4,3), (4,4), (4,5), (4,6), (5,2)
 
 (5,3), (5,4), (5,5), (5,6), (6,1)
 
 (6,2), (6,3), (6,4), (6,5), (6,6)
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 This is an open sentence, and we have two variables x andy instead of one variable. The values of x andy that satisfy this sentence, i.e., make it true, are ( 1' 6), (2, 5), (2, 6), (3, 4), (3, 5), (3, 6) (4, 3), (4, 4), (4, 5), (4, 6), (5, 2) (5, 3), (5, 4), (5, 5), (5, 6), (6, 1) (6, 2), (6, 3), (6, 4), (6, 5), (6, 6)
 
 These "solutions" are ordered pairs and are shown by the heavy dots of
 
 123456
 
 Fig. 1-8
 
 These "solutions'' are ordered pairs and· are shown by the heavy dots of
 
 Figure 1-8. They form a subset of P = A x B. Let this subset be denoted
 
 y
 
 by R. Then we show this subset R by
 
 As another example, let
 
 Then
 
 6
 
 •
 
 5
 
 •
 
 • •
 
 4
 
 •
 
 •
 
 • • •
 
 3
 
 •
 
 •
 
 •
 
 • • • •
 
 2
 
 •
 
 •
 
 •
 
 •
 
 • • • • •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 • • • • • •
 
 2
 
 3
 
 4
 
 5
 
 6
 
 x+y>6, (x,y)eP}
 
 = 6, (x,y)eP}
 
 R = {(x,y): x
 
 will be the set of ordered pairs
 
 {(1,5), (2,4), (3,3), (4,2), (5,1)}
 
 These ordered pairs are easily identified in Figure 1-8. Thus, the sentence
 
 in two variables selects ordered pairs from the Cartesian product so that the
 
 selected subset of ordered pairs makes the sentence true.
 
 The subset A of a Cartesian product is called a relation.
 
 Let us give several more examples. Let
 
 x=y
 
 X
 
 Fig. 1-8
 
 Figure 1-8. They form a subset of P =A by R. Then we show this subset R by
 
 x B.
 
 Let this subset be denoted
 
 X+ y > 6, (x,y)
 
 R = {(x,y):
 
 E
 
 P}
 
 E
 
 P}
 
 As another example, let
 
 x+y=6 Then
 
 R={(x,y):
 
 X+ y
 
 = 6,
 
 (x,y)
 
 will be the set of ordered pairs
 
 {(1, 5), {2, 4),
 
 (3, 3),
 
 (4, 2),
 
 (5, 1)}
 
 These ordered pairs are easily identified in Figure 1-8. Thus, the sentence in two variables selects ordered pairs from the Cartesian product so that the selected subset of ordered pairs makes the sentence true. The subset R of a Cartesian product is called a relation. Let us give several more examples. Let
 
 x=y
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 That is, the number on the first throw of the die is equal to that of the second throw. The relation R is
 
 That is, the number on the first throw of the die is equal to that of the second
 
 R
 
 throw. The relation R is
 
 =
 
 {(x,y):
 
 =y, (x,y)
 
 X
 
 E
 
 P}
 
 R = {(x,y): x=y, (x,y)eP}
 
 This is shown in Figure 1-9.
 
 This is shown in Figure 1-9.
 
 6
 
 5
 
 4
 
 y
 
 Ð·^
 
 6
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 5
 
 •
 
 •
 
 •
 
 •
 
 •
 
 4
 
 •
 
 •
 
 •
 
 •
 
 • •
 
 •
 
 3
 
 •
 
 •
 
 •
 
 •
 
 •
 
 2
 
 •
 
 •
 
 • •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 2
 
 3
 
 4
 
 5
 
 6
 
 2
 
 l
 
 34
 
 Fig. 1-9
 
 56
 
 Next, consider the following case
 
 That is, the number of the second throw is to be twice that of the first throw.
 
 The relation R is
 
 R = {(x,y): x = \y, (x,y)eP}
 
 This is shown in Figure 1-10.
 
 6
 
 •
 
 5
 
 4
 
 3
 
 2-
 
 14
 
 X
 
 234
 
 Fig. 1-9
 
 Fig. 1-10
 
 Next, consider the following case X=
 
 tY
 
 That is, the number of the second throw is to be twice that of the first throw. The relation R is R = {(x,y): X= !y, (x, y) E P} This is shown in Figure 1-10. I 6
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 5
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 4
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 3
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 2
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 •
 
 2
 
 3
 
 4
 
 5
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 Fig. 1-10
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 Let A be a set of real numben. Then the relation obtained from
 
 X =
 
 y
 
 will be R
 
 where P
 
 = A
 
 ,
 
 = {(x,y):
 
 x
 
 = y, (x,y) e P}
 
 x A . Graphically, this is the straight line in Fipre 1- 1t.
 
 ,
 
 I
 
 I
 
 Fta.t-12
 
 ""t-Il
 
 > y > 0 will be = {(x,y): x > y > 0, (x,y) e P}
 
 The relation obtained from x R
 
 Graphically, it is the shaded part in Figure 1-12. A relation is formally defined u follows: Given a set A and a set B, a relation R is a subset of the Cartesian product A x B. The elements of the subset R whk:h are ordered pain (x, y) are such that x e A, y e B. Let us next te\'enc our procesa and assume we ha...e a relation R, R
 
 = {(x,y):
 
 x
 
 = jy,
 
 (x,y) E P}
 
 where Pis a Cartesian product A x B. Let A and B be the ouleomes or a toss or a die as in our pre'iious illustration. Then A = B
 
 The
 
 = {1, 2, •.. , 6}
 
 andy or the ordered pairs (x,y) that are elements or R need not nccess.~rily ranse 0\'er all of the elements of A and B. In fact. usually x and y only ranp o...er some or the elements or A and B. How shall we show whk: h elements or A and B the x andy vary o...er? We may show this as X
 
 set or x
 
 =-
 
 {x: for some y, (x,y) e R}
 
 This shows the set or x that are paired with they in (x. y) which belong to R. This set or X is called the domain or the relation R and is denoted by dom R. Similarly the subset or y in B 0\'er whtch y varies will be shown by
 
 {y: for some x, (x,y) This subset is called the
 
 rt111g~
 
 E
 
 R}
 
 or R and is denoted by ran R.
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 domR={l,2,3}
 
 In our present example, we know that
 
 dornA = {1,2,3}
 
 ran R = {2, 4, 6}
 
 ran R = {2, 4, 6}
 
 For the example where x < y, we have
 
 domR = {1,2,3,4,5}
 
 ran R = {2, 3, 4, 5, 6}
 
 For the example where x
 
 < y, we have
 
 1.7 Functions
 
 dom R
 
 (/) Mappings of sets
 
 = {I, 2, 3, 4, 5}
 
 Reconsider two of our previous examples of relations. They are repro-
 
 duced in Fig 1-13(a) and 1-13(b) for convenience. In (a) for each x there is
 
 ran R
 
 6
 
 =
 
 {2, 3, 4, 5, 6}
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 only one corresponding y, where in (b) for each x there are several corre-
 
 spondingj's (except for x = 5). A. function is a special case of a relation where
 
 4/ for each x (or several x), there is. only one corresponding y. Thus, the rela-
 
 tion in (a) is also a function while the relation in (b) is not a function. We
 
 may now investigate this idea of a function in more detail.
 
 Consider a suburb that has three families and six telephones. Each family
 
 has a telephone, and 3 are kept in reserve. Assume that after a certain period
 
 of time the number of families have increased to 6 and so that each family has
 
 a telephone and there are no extra telephones. Finally, let us assume the
 
 number of families have increased to 12 and as a result two families share one
 
 y
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 only one corresponding y, where in (b) for each x there are several correspondingy's (except for x == 5). A function is a special case of a relation where for each x (or several x), there is. only one corresponding _y. Thus, the relation in (a) is also a function while the relation in (b) is not a function. We may now investigate this idea of a function in more detail. Consider a suburb that has three families and six telephones. Each family has a telephone, and 3 are kept in reserve. Assume that after a certain period of time the number of families have increased to 6 and so that each family has a telephone and there are no extra telephones. Finally, let us assume the number of families have increased to 12 and as a result two families share one telephone.
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 We shall denote the set of families by X and the set of telephones by Y.
 
 The first case of 3 families (set X) and 6 telephones (set Ð£) may be shown as in
 
 Figure 1-14. With every element x (family) of the set X there corresponds an
 
 element y (telephone) of set Y. As Figure l-14(a) shows, only three of the
 
 elements of Ð£ (telephones) are paired with the elements of X (families).
 
 In such a case where all of the elements of Y are not paired with the elements
 
 of X, we shall say the set X has been mapped into the set Y.
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 We shall denote the set of families by X and the set of telephones by Y. The first case of 3 families (set X) and 6 telephones (set Y) may be shown as in Figure 1-14. With every element x (family) of the set X there corresponds an element y (telephone) of set Y. As Figure 1-14(a) shows, only three of the elements of Y (telephones) are paired with the elements of X (families). In such a case where all of the elements of Yare not paired with the elements of X, we shall say the set X has been mapped into the set Y.
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 is
 
 Let us look at this in terms of ordered pairs. The Cartesian product P
 
 P=XxY
 
 and the ordered pairs (x,y) are shown in Figure l-14(b). As can be seen,
 
 there are 3x6=18 such ordered pairs. The ordered pairs we are interested
 
 in are
 
 (1,1) (2,2) (3,3)
 
 This set of three ordered pairs is a subset of P and thus is a relation R which
 
 is shown as
 
 (a)
 
 R = {(x,y): x=y, (x,y)â‚¬P}
 
 X
 
 (b)
 
 The dorn R = {1, 2, 3} = X, ran R = (1, 2, 3} Ñ� Ñƒ.
 
 We now consider the second case where we have 6 families and 6 tele-
 
 Fig. 1-14
 
 phones. This is shown in Figure 1-15, where every element x (family) of X
 
 is paired with an element y (telephone) of Y and all the elements of Y are
 
 Let us look at this in terms of ordered pairs. The Cartesian product P
 
 paired. In this case, we shall say the set X has been mapped onto the set Y.
 
 In terms of relations, we have the Cartesian product P = X x Y which
 
 has 36 ordered pairs (x,y) as shown in Figure 1-15(b). We are concerned
 
 with the relation (subset) R such that
 
 IS
 
 P= Xx Y
 
 R = {(x,y): x=y, (x,y)eP}
 
 and the ordered pairs (x, y) are shown in Figure l-14(b ). As can be seen, there are 3 x 6 = 18 such ordered pairs. The ordered pairs we are interested in are (1, 1) (2, 2) {3, 3) This set of three ordered pairs is a subset of P and thus is a relation R which is shown as R = {(x, y): x = y, (x, y) E P} The dom R = {1, 2, 3} = X, ran R = {1, 2, 3} c Y. We now consider the second case where we have 6 families and 6 telephones. This is shown in Figure l-15, where every element x (family) of X is paired with an element y (telephone) of Y and all the elements of Yare paired. In this case, we shall say the set X has been mapped onto the set Y. In terms of relations, we have the Cartesian product P = X x Y which has 36 ordered pairs (x, y) as shown in Figure l-15(b ). We are concerned with the relation (subset) R such that
 
 R={(x,y):
 
 x=y,
 
 (x,y)EP}
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 This will be the subset of the six ordered pairs (1, 1), (2, 2), ... (6, 6)
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 This will be the subset of the six ordered pairs
 
 (1, 1), (2, 2),... (6, 6)
 
 The dom R = X, ran R = Y.
 
 The dorn R = X, ran R = Ð£.
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 Finally, we have the case where there are 12 families and 6 telephones. This is shown in Figure 1-16 where to every element x (family) of X there is associated (related) an element y (telephone) of Y, and conversely, to every element y (telephone) there is associated at least one (in our present case two) element x (family). In this case, we also say that the set X has been mapped onto the set Y. The Cartesian product P = X x Y has 6 x 12 = 72 ordered pairs. The relation R we are interested in is the subset of 12 ordered pairs shown in Figure 1-16(b).
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 Finally, we have the case where there are 12 families and 6 telephones.
 
 This is shown in Figure 1-16 where to every element x (family) of X there is
 
 (b)
 
 (a)
 
 associated (related) an element y (telephone) of Y, and conversely, to every
 
 element y (telephone) there is associated at least one (in our present case two)
 
 element x (family). In this case, we also say that the set X has been mapped
 
 onto the set Y.
 
 The Cartesian product P = X x Y has 6 x 12 = 72 ordered pairs.
 
 The relation R we are interested in is the subset of 12 ordered pairs shown in
 
 Figure 1-16(b).
 
 (a)
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 The characteristics of all three cases is that to every element Ð»: (family)
 
 there is associated only one element y (telephone) where for every element y
 
 (telephone) there may correspond more than one element x (family). Further-
 
 more, the mapping of X onto Ð£ can be obtained from the mapping of X
 
 into Y as follows : Consider the first case where we had 3 families and 6
 
 telephones. The three telephones (y) that correspond to the three families
 
 (x) can be considered as a subset of Y for which there exists at least one x
 
 in X. Let this subset of y's be A. Then X maps onto A, where A Ñ� Ñƒ.
 
 Fig. 1-17
 
 (//) Functions
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 The characteristics of all three cases is that to every element x (family) there is associated only one element y (telephone) where for every element y (telephone) there may correspond more than one element x (family). Furthermore, the mapping of X onto Y can be obtained from the mapping of X into Y as follows: Consider the first case where we had 3 families and 6 telephones. The three telephones (y) that correspond to the three families (x) can be considered as a subset of Y for which there exists at least one x in X. Let this subset of y's be A. Then X maps onto A, where A c Y.
 
 A function is a relation/(i.e., a subset of ordered pairs) such that to each
 
 element x e X there is a unique element y e Y.
 
 r
 
 Thus, a function is a subset of ordered pairs characterized by certain
 
 given conditions. The term mapping is used synonymously with function.
 
 Mapping conveys the impression of an activity of relating the element of X
 
 to Ð£. Sacrificing rigor, we shall occasionally use the word rule and say a
 
 function is a rule of mapping which emphasizes the conditions under which
 
 the mapping takes place.
 
 These ideas are expressed symbolically as
 
 /: X^ Y
 
 which we shall read as: /is a function that maps X onto Ð£. Let us now
 
 formally redefine a function as follows: A function is a relation / (i.e., a
 
 subset of ordered pairs) that has the following characteristics:
 
 (1) the domain of/ [i.e., the set of x that are paired with y in (x, y)] is
 
 equal to X.
 
 Fig. 1-17
 
 (2) to each * there corresponds a unique y Ðµ Ð£.
 
 To show the association between the element x and the corresponding
 
 unique element y of the ordered pair (x, y) that is an element of the function
 
 (subset)/, we write,
 
 (ii) Functions
 
 f(x)=y
 
 The set of the elements y that correspond to x such that f(x) = y is the
 
 A function is a relation f (i.e., a subset of ordered pairs) such that to each element x E X there is a unique element y E Y. Thus, a function is a subset of ordered pairs characterized by certain given conditions. The term mapping is used synonymously with function. Mapping conveys the impression of an activity of relating the element of X to Y. Sacrificing rigor, we shall occasionally use the word rule and say a function is a rule of mapping which emphasizes the conditions under which the mapping takes place. These ideas are expressed symbolically as
 
 f:
 
 X--+ y
 
 which we shall read as: f is a function that maps X onto Y. Let us now formally redefine a function as follows: A function is a relation f (i.e., a subset of ordered pairs) that has the following characteristics: ( 1) the domain off [i.e., the set of x that are paired with y in (x, J')] is equal to X. (2) to each x there corresponds a unique y E Y. To show the association between the element x and the corresponding unique element y of the ordered pair (x, y) that is an element of the function (subset) f, we write, f(x) = )'
 
 The set of the elements y that correspond to x such that f (x) == y is the
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 range of the function /. For example, in our first case where we had three
 
 families and six telephones, the set of three families (X) is the domain of the
 
 function/. The set of six telephones is Y, but the range of the function is the
 
 subset of three telephones for which there exists families such that/(x) = y.
 
 In the second and third case the six telephones become the range. That is,
 
 Ð£ itself becomes the range, and as we saw, this was the case where we said
 
 X maps onto Y.
 
 If x (family) is any element of X, the element y =f(x) (telephone)
 
 of Ð£ which corresponds to x is called the image of x under (the mapping)
 
 /. Conversely, the set of x (family or families) in X whose image is y e Y
 
 is called the inverse image of y in the mapping/and is denoted by/"1 (y).
 
 Note that we said the set of x. This is because there may be two or more x
 
 (families) that correspond to a definite y (telephone). The image is unique,
 
 but the pre-image or inverse image may be more than one element.
 
 We can state what was just said about images and inverse images in terms
 
 of sets. If A is a subset of X, the set of all elements {f(x): x e A 0 for x Ð¤ y
 
 That is, when x and y are two different points, the distance from Ð´: to y
 
 25
 
 The idea of a limit is basic to our subsequent discussion of calculus. We shall first discuss it in connection with a sequence which is a special kind of a function, and then in connection with a function. This idea of a limit is dependent on the idea of the distance between two points. Very roughly speaking . as two points come closer together, we eventually reach a situation which we call a limit. We first must determine what is meant by the distance between two points. This is usually discussed under the title space, but at the level of this book we cannot present such a rigorous discussion of this topic. Only a heuristic explanation of one of the spaces, viz., the metric space will be discussed. Furthermore, we shall confine our discussion here to Euclidean space.
 
 2.1 Metric spaces Consider the ordered set S ===
 
 {x, y, z, w}
 
 We shall now ask the question: What is the distance between, say, x andy, or x and z? To answer this, we need to define what is meant by distance. Depending on the way distance is defined, various kinds of spaces may be constructed. Here, we shall define distance so that the metric space is obtained. The elements of the set Swill be called points, and Swill be called a point set. Let (x, y) be a pair of points, and assign a real number p = p(x, y) and call it the distance between the two points x andy. Then, p === p(x, y) must satisfy the following axiom: p(x, x) === 0
 
 That is, the distance between two points x, x which are the same point is zero. p(x, y)
 
 == p(y, x) > 0 for
 
 ~
 
 =I= y
 
 That is, when x and y are two different points, the distance from x to y 25
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 equals the distance from y to x and the distance is a positive real number. 26 FUNCTIONS AND LIMITS See. 2.1
 
 p(x, y)
 
 equals the distance from y to x and the distance is a positive real number.
 
 + p(y, z) >
 
 p(x, z)
 
 P(x,y) + p(y,Â¿) ^.p(x,2)
 
 This is known as the triangle inequality and can be understood with the help
 
 of Figure 2-1 and is the familiar axiom concerning a triangle we learn in
 
 high school geometry.
 
 When we have a set S and a distance function defined as above that is
 
 This is known as the triangle inequality and can be understood with the help of Figure 2-1 and is the familiar axiom concerning a triangle we learn in high school geometry.
 
 associated to the points of 5, we call this point set a metric space.
 
 Note that we have defined the distance between two points as p =
 
 X
 
 p(x, y). Depending on how we specify this real-valued function, we will
 
 obtain various kinds of metric spaces. Let us now define thisdistancefunction
 
 and construct a Euclidean space. The process is explained by a simple
 
 illustration. Consider an ordered set
 
 S ={1,2, 3,4}
 
 When this is mapped onto a line as in Figure 2-2, we have a linear point set
 
 01234
 
 Fig. 2-2
 
 that is similar to S. To each pair of points, such as (1, 2), (1, 3), (2, 4) and
 
 so forth, we shall assign a real number p(1, 2), p(l, 3) p(3, 4) and call it
 
 I
 
 the distance between the two points. In our present case we shall define
 
 Fig. 2-1
 
 p(2, 4) = |2 - 4| = 2
 
 as the distance between the two points. That is, we have taken the absolute
 
 value of the difference between two numbers. Let us call this linear point
 
 set with such a distance function a one-dimensional Euclidean space.
 
 When we have a set S and a distance function defined as above that is associated to the points of S, we call this point set a metric space. Note that we have defined the distance between two points as p = p(x, y). Depending on how we specify this real-valued function, we will obtain various kinds of metric spaces. Let us now define this distance function and construct a Euclidean space. The process is explained by a simple illustration. Consider an ordered set
 
 S={1,2,3,4} When this is mapped onto a line as in Figure 2-2, we have a linear point set 2
 
 0
 
 3
 
 4
 
 Fig. 2-2
 
 that is similar to S. To each pair of points, such as (I, 2), (I, 3), (2, 4) and so forth, we shall assign a real number p( I, 2), p( I, 3) p(3, 4) and call it the distance between the two points. In our present case we shall define p( I , 2)
 
 = II - 21 == 1
 
 p( I , 3) ==
 
 II - 31 == 2
 
 p(2, 4) ===
 
 12 - 41 == 2
 
 as the distance between the two points. That is, we have taken the absolute value of the difference between two numbers. Let us call this linear point set with such a distance function a one-dimensional Euclidean space.
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 Extending our discussion, consider the Cartesian product P = 5l x Sr
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 Extending our discussion, consider the Cartesian product p = sl X Sa. Here the set P will have as its elements ordered pairs which become the points of P. Let two points be x and y which we shall denote by
 
 Here the set P will have as its elements ordered pairs which become the points
 
 x = (x 1, xJ
 
 of P. Let two points be x and y which we shall denote by
 
 x = (Ñ…lt xj
 
 y
 
 y = (yi,yt)
 
 = (yl,yJ
 
 Then the question is : What is the distance between the points x and y of
 
 P = 5! x 52? That is, what is
 
 P(Ñ…, y) = p((*l. *Â«). (Ð›. j2Â»?
 
 Illustrating by use of a simple example, we may let 51 = 5a = {1, 2, 3, 4}.
 
 Then the question is: What is the distance between the points x and y of P = S1 X S1 ? That is, what is
 
 = p((x1, Xz), (yt, yJ)?
 
 p(x, y)
 
 Then P = 5X x 52 is as shown in Figure 2-3.
 
 5-
 
 4-
 
 5-
 
 2
 
 Illustrating by use of a simple example, we may let S 1 = S 1 = {1, 2, 3, 4}. Then P = S 1 X S 2 is as shown in Figure 2-3.
 
 123
 0, no matter how small, we can find a positive Ð¾ (that depends on
 
 e) such that
 
 \
 
 \
 
 1/(x) - Â£I< Ñ�
 
 3
 
 '
 
 is satisfied for all values of x in the interval
 
 '
 
 \x - xl\ < Ð¾
 
 except at the point x = .Tl itself.
 
 Note the difference between this definition and the previous definition of
 
 a limit for a sequence. In the present case we look for a Ð¾ whereas in the
 
 sequence case we looked for an N.
 
 -2
 
 ''
 
 2
 
 ' ' ' ..
 
 -1
 
 2
 
 0
 
 Fig. 2-7
 
 Consider as an example a function
 
 y == f(x) == x2 which is shown in Figure 2-7. When x == 0, then y == 0. Obviously, we see that limf(x) = 0 That is, 0 is the limit of the function f(x) as x ___. 0. The formal definition of the limit of a function is as follows: The function f(x) == x 2 has a limit L = 0 as x tends to x 1 == 0, if for each given £ > 0, no matter how small, we can find a positive ~ (that depends on £) such that ff(x)-
 
 Ll 
 0 and f 11 > 0. Thus, dyfdx < 0. Now, what is the rate of change? Is the rate increasing or decreasing? For this we need to find the second derivative, viz., d 2y/dx2 • But, we have just found it in our discussion above, i.e., 2
 
 dy 2 dX
 
 == -
 
 1 [ 3
 
 1u
 
 2
 
 fxxfu- 2f:r11fxfu
 
 + fvufx2]
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 Thus, the sign ofd2y/dx2 will depend on whether or not what is contained in the
 
 brackets is positive or negative. If it is positive, then d2yÂ¡dx2 < 0. This
 
 means, geometrically, that the curvature of the (indifference) curve is concave
 
 upward. We shall have occasion to discuss this again.
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 Thus, the sign of d2yfdx2 will depend on whether or not what is contained in the brackets is positive or negative. If it is positive, then d2yfdx2 < 0. This means, geometrically, that the curvature of.the (indifference) curve is concave upward. We shall have occasion to discuss this again.
 
 4.9 Homogeneous functions
 
 (i) Homogeneous functions
 
 A special type of function that is used frequently in economics is the
 
 4.9 Homogeneous functions
 
 homogeneous function. Let us first illustrate it by use of an example. Let
 
 f(x,y) = x2â€”y2
 
 If we replace x by tx and y by ty in this function, where t is a positive constant,
 
 (i) Homogeneous functions
 
 then,
 
 f(tx, ty) = (tx? - (ty? = t\x2 - /)
 
 = t*f(x,y)
 
 A special type of function that is used frequently in economics is the homogeneous function. Let us first illustrate it by use of an example. Let
 
 If the function is
 
 f(x,y) = x2- y2
 
 f(tx,ty) = t3f(x,y)
 
 By induction we see that if we have
 
 f(x,y) = xn - y"
 
 then,
 
 Other examples of homogeneous functions are
 
 f(x, y) = x2 + xy - 3/
 
 then,
 
 If we replace x by tx andy by ty in this function, where tis a positive constant, then, f(tx, ty) = (tx) 2 - (ty) 2 = t2(x2 - y2)
 
 Ð› Ð£ Ñ‚Ð› â€”
 
 = t2J(x,y)
 
 Ð»Â» j) â€” â€¢
 
 and then
 
 f(tx, ty) =
 
 If the function is
 
 f(x,y) = r - y3
 
 When we have a function that behaves in this fashion, i.e.,
 
 f(tx, ty) = thf(x,y)
 
 then,
 
 we call/(x, y) a homogeneous function of degree A. A type of homogeneous
 
 f(tx, ty) = t3j(x, y)
 
 function used frequently in economics is that of degree zero.
 
 Example I.
 
 f(x, y,z)=* + y
 
 By induction we see that if we have
 
 then,
 
 f(x, y) === x" - yn
 
 zz
 
 then,
 
 f(tx, ty) = t".f(x, y) Other examples of homogeneous functions are
 
 f(x, y) === x2
 
 + xy -
 
 3y2
 
 then,
 
 f(tx, ty) = t2J(x, y) f(x,y) =
 
 r + 3x2y - 3xy2 + y
 
 and then
 
 f(tx, ty) === t3J(x, y) When we have a function that behaves in this fashion, i.e.,
 
 f(tx, ty) = thj(x, y) we callf(x, y) a homogeneous function of degree h. A type of homogeneous function used frequently in economics is that of degree zero.
 
 Example 1. f(x, y, z) == ~
 
 z
 
 +~ z
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 Thus, we have
 
 Thus, we have
 
 tx
 
 ty
 
 x
 
 y
 
 tz
 
 tz
 
 z
 
 z
 
 = - +- =- +-
 
 f(tx, ty, tz)
 
 f(tx, ty,tz) = - + ^ = - + ^
 
 tz tz z z
 
 Example 2.
 
 = f(x, y, z) = t0f(x, y, z)
 
 f(Ñ…, y,z) =
 
 yz xz xy
 
 29 9
 
 Example 2. x2 f(x, y, z) == yz
 
 v
 
 f(X, y,z) = *- + 2- + -
 
 Then,
 
 y2
 
 z2
 
 xz
 
 xy
 
 +- +-
 
 ,22 Ð› 2 .22
 
 /(/X,/y,Ã�Z)=^+-^ + -^
 
 Then, 12x2
 
 t2yz rxz Ð“Ñ…y
 
 2y2
 
 2z2
 
 1 1 + + t yz t xz t xy
 
 = -2
 
 f(tx, ty, tz)
 
 = tÂ°f(x, y, z)
 
 Example 3. Let q be quantity, p be price and y be income. The demand
 
 2
 
 2
 
 function is shown as
 
 0
 
 =
 
 kp
 
 t f(x,
 
 y, z)
 
 where k is a constant. Then,
 
 , 00 = - = = Ã�Â°/(P, JO
 
 /c/p /fP
 
 Thus,
 
 Example 3. Let q be quantity, p be price andy be income. The demand function is shown as
 
 q=f(p,y)=f(tp,ty)
 
 which means, when prices p and income j change by the same proportion t,
 
 q =f(p,y)
 
 that there will be no change in demand q (there is no money illusion).
 
 =~
 
 Example 4. The Cobb-Douglas production function* is shown as
 
 P=
 
 where k is a constant. Then, ty
 
 where P is the amount of products, L is labor, Ð¡ is capital, b and k are con-
 
 f(tp, ty)
 
 stants. We shall write this in functional form as
 
 = -
 
 ktp
 
 P =f(L, C)
 
 Then,
 
 f(tL, tC) = b(tL)k (tC)1-k = tbLk C1-* = tf(L, C
 
 y
 
 = - = t0f(p, y) kp
 
 Thus,
 
 q = f(p, y)
 
 )
 
 == f(tp,
 
 ty)
 
 i.e., the production function is a homogeneous function of degree 1. This
 
 means that if labor and capital are doubled, (/ = 2), for example, then product
 
 P will also double.
 
 Let us next find the marginal product due to labor.
 
 which means, when prices p and income y change by the same proportion t, that there will be no change in demand q (there is no money illusion).
 
 â€”
 
 Ã–L
 
 Example 4. The Cobb-Douglas production function* is shown as
 
 Â» Douglas, P. H., Theory of Wages (New York, 1934).
 
 p == bLkCI-k
 
 where P is the amount of products, L is labor, C is capital, b and k are constants. We shall write this in functional form as P == f(L, C)
 
 Then, f(tL, tC) == b(tL)k (tC)l-k == tbLk CI-k = tf(L, C)
 
 i.e., the production function is a homogeneous function of degree 1. This means that if labor and capital are doubled, (t == 2), for example, then product P will also double. Let us next find the marginal product due to labor. (Jp
 
 oL
 
 =
 
 bkLk-Ict-k
 
 • Douglas, P. H., Theory of Wages (New York, 1934).
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 In functional form, this is 92 FUNCTIONS OF SEVERAL VARIABLES
 
 fL = fL(L, C) = bkLk-1 CI-k
 
 In functional form, this is
 
 Let us check its homogeneity.
 
 fL(tL, tC) =
 
 SEC. 4.9
 
 Let us check its homogeneity.
 
 C1-* = tÂ°fL(L, C)
 
 fL(tL, tC)
 
 that is, the marginal product of labor is homogeneous of degree zero. This
 
 = bk(tL)k-1(tC) 1-k
 
 means that when labor and capital are doubled, the marginal product of
 
 =
 
 labor does not change (but recall the product doubles). Similarly, it can be
 
 bkrk-1+1-kLk-1ct-k
 
 easily checked to see that the marginal product of capital is also homogeneous
 
 of degree zero.
 
 Example 5. Let qÂ¡ be the quantity consumed and qÂ° be the initial endow-
 
 ment of a consumer. Then,
 
 E, = q< -					    
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