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 PREFACE
 
 This book evolved from lecture notes we have used to teach introductory PhD courses in financial economics at the Massachusetts Institute of Technology, Stanford University, and the University of Pennsylvania. Its purpose is to provide the foundations for the study of modern financial economics. Rather than giving a superficial coverage of a wide range of topics, we have chosen to concentrate our discussion on individuals' consumption and portfolio decisions under uncertainty and their implications for the valuation of securities. Chapters 1 through 6 discuss two-period models, where the consumption and portfolio decisions are made only once at the initial date of the economies. Chapter 1 analyzes an individual's behavior under uncertainty. This chapter also shows the comparative statics of an individual's optimal portfolio choice in an economywith one riskless and one risky asset when his initial wealth or attitude toward risk changes. Moreover, we provide sufficient conditions for these comparative statics to apply to economies with three or more assets. In Chapter 2, we discuss three concepts of stochastic dominance. The concepts of stochastic dominance identify conditions that allow risky assets to be ranked based on limited knowledge of individuals' preferences. Chapter 3 shows mathematical properties of a portfolio frontier - the collection of portfolios that have the minimum variance ix
 
 x
 
 Preface
 
 for different levels of expected rates of return. In Chapter 4, we give distributional conditions on the rates of return on assets so that individuals will optimally choose to hold portfolios on the portfolio frontier. As a consequence, expected rate of return on an asset is linearly related to its beta, which measures the contribution of the s e t to the risk of a well-diversified portfolio. This is the Capital Aaaet Pricing Model. We also discuss in this chapter the Arbitrage Pricing Theory, which relates the expected rate of return of an asset to a number of random factors. Chapter 5 begins our description of a state contingent security and its equilibrium valuation. A state contingent security pays one unit of consumption in one state of nature and nothing otherwise. Markets are said to be complete if there is a state contingent security for every state of nature. An allocation of consumption among individuals is said to be a Pareto optimal allocation if there is no other allocation that increasfa an individual's satisfaction without decreasing some other individual's satisfaction. We show how Pareto optimal allocations can be achieved in complete markets as well as in various other market structures. The allocational role of options, in particular, is demonstrated. This chapter also provides the necessary and sufficient conditions on individuals' utility functions for all Pareto optimal allocations to be achievable by holding the portfolio of all assets and borrowing or lending and discusses the relationship between these conditions and an aggregation resplt in securities markets. In Chapter 6, we present general pricing rules for securities that pay off in more than one state of nature and specialize these rules with additional preference restrictions. In particular, we derive a closed form solution for a call option written on a common stock when the random payoffs of the common stock and the aggregate consumption are jointly lognormally distributed and individuals' preferences are represented by power functions with the same exponent. We discuss in Chapter 7 how multiperiod dynamic economies can be modeled. A multiperiod dynamic economy differs from a twoperiod static economy in that trading can take place at more than one date and individuals' expectations about future prices are therefore essential in an equilibrium specification. This leads to a notion
 
 Preface of a rational expectations equilibrium. The general equilibrium valuation principles in a multiperiod dynamic economy are essentially the same as those in a two-period static economy. An important feature of a multiperiod economy demonstrated in detail is that a Pareto optimal allocation can be achieved by trading dynamically in a limited number of long-lived securities. Chapter 8 continues our discussion of a multiperiod economy with emphasis on valuation by arbitrage. We show the connection between an arbitrage-free price system and martingales. This connection allows us to compute prices of a derivative security in a simple way when the derivative security can be priced by arbitrage. As an example, we price a call option written on a stock when the stock price follows a binomial random walk. A common feature of the economies in Chapters 1 through 8 is that individuals are endowed with the same information. In C h a p ter 9 we discuss economies in which individuals have differential information. We demonstrate that equilibrium properties can be very different from those in economies without differential information. Chapter 10 examines econometric issues of testing the Capital Asset Pricing Model. Some test statistics are given geometric interpretations in the context of Chapter 3. Applications of information economics to financial markets have gained significant importance in recent years. Our coverage in Chapter 9 is limiteckin scope. Chapter 10 concentrates on econometric issues in testing the Capital Asset Pricing Model. Empirical aspects of many other theories developed in this book also deserve attention. Separate books can be written on the general topic areas of Chapters 9 and 10. Our selection of subjects covered in these two chapters is intended to be an introduction. 6%. Besides providing material for introductory PhD courses in financial economics, this book can be used for a graduateladvanced undergraduate course in the economics of uncertainty. When supplemented with articles, this book can form the basis for a two semester course. Chapters 1 through 4 and Chapter 10 are recommended for the first semester, while Chapters 5 through 9 are recommended for the second semester. Although the level of presentation is rigorous in general, the necessary prerequisites are only intermediate level
 
 microeconomics, introductory econometrics, matrix algebra, and elementary calculus. We owe a substantial debt to our academic colleagues who have contributed to the strong theoretical foundations of asset choice and valuation under uncertainty and to the empirical methodology for examining testable implications of the theory. This book presents and interprets materials in the existing literature and does not make original contributions of its own. In the end of each chapter, we try to give a brief attribution of the materials covered. But, undoubtedly, our attribution cannot be complete. Many of our colleagues provided either helpful comments on early drafts or encouragement throughout the years that this book was under preparation. Among them, special thanks go to Sudipto Bhattacharya and John Cox, from whom we have received continuous encouragement and invaluable suggestions on the selection of topics; and to Michael Gibbons and Craig MacKinlay, who have helped clarify some questions we had on the materials in Chapter 10. Many of our students have provided helpful comments and suggestions. Among them, special appreciations go to Ayman Hindy, who read through every chapter in detail and pointed out numerous mistakes in notation and derivations; to Caterina Nelsen, whose editorial help has proved indispensible; and to Ajay Dravid and Tomas Philipson, who gave helpful comments in terms of style and topic selection. This book was completed when the first author was on a fellowship provided by Batterymarch Financial Management, whose generous support is greatly appreciated. The entire book is typeset by T)i$ designed by Professor Donald Knuth of Stanford University. Manjul Dravid helped us typeset some parts of this book. Our conversation with Hal Varian improved our understanding of some fine points of Tpy., for which we are thankful. Last, but by no means least, we are grateful to our families for their encouragement and help.
 
 Chi-fu Huang Robert H. Litzenberger
 
 FOUNDATIONS FOR FINANCIAL ECONOMICS
 
 CHAPTER 1 PREFERENCES REPRESENTATION AND RISK AVERSION
 
 1.1. As we mentioned in the preface, the main focus of this book is on individuals' consumption and investment decisions under uncertainty and their implications for the valuation of securities. Individuals' consumption and investment decisions under uncertainty are undoubtedly influenced by many considerations. A commonly accepted theory of asset choice under uncertainty that provides the underpinnings for the analysis of asset demands uses the expected utility hypothesis. Under this hypothesis, each individual's consumption and investment decision is characterized as if he determines the probabilities of possible asset payoffs, assigns an index to each possible consumption outcome, and chooses the consumption and investment policy to maximize the expected value of the index. More formally, an individual's preferences have an expected utility representation if there exists a function u such that random consumption iZ is preferred to random consumption if and only if Eb(x)} 2 E[u(i)l, where E[-]is the expectation under the individual's probability belief. 1
 
 2
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 In the first half of this chapter we give behavioral conditions that are necessary and sufficient for an individual's preferences to have an expected utility representation. We then go on to discuss the necessary and sufficient condition for an individual's preferences t o exhibit risk aversion under the expected utility representation assumption. Different measures of risk aversion will be proposed and used to analyze the comparative statics of an individual's portfolio behavior when faced with one risky asset and one riskless asset. Finally, we will discuss sufficient conditions for the comparative statics for the one risky and one riskless asset case to generalize to the case of multiple risky assets and a riskless asset. Before we proceed, we note that throughout this book we will use positive, negative, greater than, smaller than, increasing, decreasing, and etc. to mean weak relations. When a relation is strict, we will emphasize it by using a "strictly" to modify it, for example, by using "strictly positive."
 
 1.2 Suppose for now that there are two dates, time 0 and time 1, and there is a single consumption good available for consumption only a t time 1. Uncertainty in the economy is modeled by uncertain states of nature t o be realized a t time 1. A state of nature is a complete description of the uncertain environment from time 0 to time 1. We denote the collection of all the possible states of nature by f! and denote an element of 0 by w . At time 0, individuals know that the true state of nature is an element of 0 but do not know which state will occur a t time 1. A consumption plan is then a specification of the number of units of the single consumption good in different states of nature. Let a; be a consumption plan. We will use xw to denote the number of units of the consumption good in state w specified by x. When there are five states of nature denoted by wl, . . . ,W E . Table 1.2.1 tabulates a consumption plan x, which has 2 units of consumption in state wl, 3 units of consumption in states w2, etc. As we defined above, a consumption plan is a vector specifying units of consumption in different states of nature. Since the time 1 realized consumption is uncertain, a consumption plan x can also be viewed as a random variable and we will use 2 t o denote it when we use the "random variable" aspect of a consumption plan.
 
 Preferences Representation and Risk Aversion
 
 Table 1.2.1: A Consumption Plan An individual is represented by his preference relation >_ defined on a collection of consumption plans. We will formally define a reference relation shortly. Roughly, a preference relation is a mechanism that allows an individual to compare different consumption plans. For example, given two consumption plans, x and x', a preference relation enables an individual to tell whether he prefers x to x' or x1 to x. For concreteness, we would like an individual's preferences t o be represented by a utility function, or H, in the sense H(xl). We that the individual prefers x to x' if and only if H(x) will see later in this chapter that, under some regularity conditions, a preference relation can always be represented this way. When the number of states is very large, a consumption plan x is a vector of large dimension and the function H will be complicated t o analyze. It would be more convenient if there existed a function u that allowed comparison among consumption plans that are certain and a probability P that gave the relative likelihood of states of nature such that the preference relation can be represented as an expected utility in the sense that consumption plan x is preferred to consumption plan x' if and only if the expected utility of x is greater than the expected utility of x', that is,
 
 >
 
 Denoting the expectation operator under P by E\'\, (1.2.1) can be equivalently written as
 
 where we have used the random variable aspect of x and x'. No$ that a consumption plan is certain if the number of units of consumption does not vary across different states of nature. Note also that in the above expected utility representation, if x and x' are both certain or sure things, that is xw = z
 
 and x k = z'
 
 Vw
 
 e 0,
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 for some constants z and z', then E[u(Â£)= ufz) and E[u(~')]= u(zl). In this sense, u compares consumption plans that are certain. Certainly not all preference relations have an expected utility representation. Indeed, we have to put a fair amount of structure on a preference relation to achieve this purpose. In general, there are two approaches for a preference relation to have an expected utility representation, depending on whether one treats the probabilities of the states of nature as objective or subjective. The former approach was introduced by von Neumann and Morgenstern (1953) and the resulting function u is thus called the won Neumann-Morgenstern utili t y function. The latter approach was taken by Savage (1972), who views probability assessments as an integral part of an investor's preferences and thus purely subjective. However, the distinction between subjective and objective probability assessments is inconsequential to our purpose in this book. Hence for the analysis to follow, we will not distinguish between them and always call the function u defined on sure things a von Neumann-Morgenstern utility function. Before discussing the representation of a preference relation by an expected utility, in the next section, we give a definition of a preference relation and discuss conditions under which a preference relation can be represented by a utility function H.
 
 1.3. Formally, let X be the collection of consumption plans under consideration. A binary relation 2 on X is a collection of pairs of consumption plans (x, y). If (x, y) is in the relation, we write x y and say x is preferred to y. If (x, y) is not in the relation, then we write x V: y and say x is not preferred to y. A binary relation is transitive if x y and y v imply x v; that is, if x is preferred to y and y is preferred to v, then x is preferred to v . A binary relation is said to be complete if for any two consumption plans x and y, we either have x >_ y or y >_ x; that is, any two consumption plans can always be compared. A preference relation is a binary relation that is transitive and complete. We can also define an indifference relation and a strict preference relation. Formally, given a preference relation 2, two consumption plans x and y are said to be indifferent to each other y and y >. x, denoted by x y. The consumption plan x if x
 
 is said to be strictly preferred to y, denoted by x + y, if x > y and y 2 X. Note that a strict binary relation and an indifference relation can also be similarly defined for any given binary relation.
 
 1.4. When X has a finite number of elements, a preference relation can always be represented by a utility function. This assertion can be proved in a straightforward manner. The readers are asked to furnish a proof in Exercise 1.1. Here we shall give an example to demonstrate the essential idea. Suppose that there are three consumption plans in X, denoted by xi, x2, and xi. Pick any consumption plan, say xs, and define
 
 >
 
 ,
 
 where b is an arbitrary constant. Next take xi. Since a preference relation is complete, xl and xs can be compared. We define
 
 1
 
 That is, compare xl and xs. If xl is strictly preferred to xs, we assign a value strictly larger than b to H(xl); and similarly for other cases. Without loss of generality, suppose that x i > xs. Finally, we compare x2 with xl and xs, and define
 
 >
 
 >
 
 >
 
 -
 
 >
 
 >
 
 Here we compare x2 with xl and xs and assign values to H(x2) in a natural way. It should now be transparent that H(xn)
 
 > H(xm)
 
 ifandonlyif
 
 Xn>Xm,
 
 n,m=1,2,3.
 
 That is, H as defined above represents the preference relation >-. When X has a countable number of elements, the above idea can be carried out -in a similar way to conclude that a preference relation can always be represented by a utility function.
 
 c
 
 Preferences Representation and Risk Aversion 1.5. Matters are not as simple when an individual expresses his preferences on an uncountably infinite number of consumption plans. In such event, there exist well-known examples of preference relations that cannot be represented by utility functions. The socalled Lexicographic preference relation is one such example; we refer readers to Exercise 1.2 for a brief description. Thus, for general X, additional conditions on a preference relation will be needed for an expected utility representation to exist. It turns out that the additional condition needed is purely technical in nature and is stated in Exercise 1.2. Interested readers should consult Debreu (1954) and Fishburn (1970) for details.
 
 1.6. Now we turn to the representation of a preference relation by an expected utility. Let P be a probability defined on the state space 0, which can be either objective or subjective. (For the technically inclined readers, we are a bit informal here. When 0 has uncountably infinite elements, a probability is actually defined not on f2 but rather on a collection of subsets of 0 that satisfies a certain structure.) A consumption plan is a random variable, whose probabilistic characteristics are specified by P. We can define the distribution function for a consumption plan x as follows:
 
 &(z) = P { w ? 0 : Xu
 
 < z}.
 
 >
 
 If a preference relation has an expected utility representation with a utility function u on sure things, the expected utility derived from X is
 
 7
 
 1.7. To simplify matters, we shall assume that an individual only expresses his preferences on probability distributions defined on a finite set 2. In other words, the collection of consumption plans X on which an individual expresses his or her preferences must have the property that
 
 For example, if Z = {1,2,3}, then the units of consumption in any state can only be 1, 2, or 3. This assumption can be justified, for example, when the consumption commodity is not perfectly divisible and the supply of the commodity is finite. In this case, we can represent a consumption plan x by a function p(-) defined on 2, where p(z) is the probability that x is equal to z. Thus p(z) 0 for all z 6 Z and Eaezp(z) = 1. The distribution function for the consumption plan x discussed in Section 1.6 is then
 
 >
 
 and
 
 One can also think of a consumption plan as a lottery with prizes in 2. The probability of getting a prize z is ~ ( z ) . We denote the space of probabilities on Z by P and its elements by p, q, and r. If p 6 P, the probability of z under p is ~ ( z ) .
 
 +oo
 
 E[u(x)} = From the above relation, we see that if two consumption plans x and x' have the same distribution function, they will yield the same expected utility and are indifferent to each other. This demonstrates that the primitive objects on which an individual expresses his or her preferences are probability distributions of consumption. Note that two consumption plans having the same distribution function can have very different consumption patterns across states of nature.
 
 1.8. The following three behavioral axioms are necessary and sufficient for a binary relation defined on P to have an expected utility representation.
 
 Axiom 1. > is a preference relation on P. A x i o m 2. For all p,q,r 6 P and a E (0,1\, p > q implies up a)r + aq (1 - a)r.
 
 +
 
 + (1 -
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 This axiom is commonly called the substitution axiom or the independence axiom. Think of p, q, r as lotteries and up + (1- a)r as a compound lottery: First an experiment with two outcomes (say head and tail) is carried out, where the probability of a head is a. If a head shows up, the lottery p is performed. If a tail shows up, the lottery r is performed. The motivation for this axiom is the following: The difference between up+ (1 - a)r and aq+ (1 - a)r is what happens if a head shows up, so how an individual feels about a p + (1- a)r versus aq + (1- a)r should be determined by how he feels about p versus q. In other words, satisfaction of consumption in a given event does not depend on what the consumption would have been if another event had occurred. Axiom 3. For all p, q, r E P, if p + q > r then there exists a , b E (0,l) such that up (1 - a)r > q > bp (1 - b)r.
 
 +
 
 +
 
 1.9. We will show in the following section that a binary relation >- on P has an expected utility representation if and only if it satisfies the above three axioms. Before we do that, we will first record some very intuitive properties of a binary relation when the three axioms
 
 9
 
 are satisfied. Their proofs are straightforward, and we leave them for the readers as Exercise 1.3 at the end of this chapter. We will need the following notation. For z E 2,let Pz be the probability distribution degenerate at z in that
 
 That is, P, represents the sure consumption plan that has z units of consumption in every state. Suppose henceforth that >- is a binary relation on P that satisfies the above three axioms. Then
 
 1. p > q and 0 < a < b < 1imply that bp+ (1 - b)q > up+ (1- a)q. 2. p > q >! r and p > r imply that there exists a unique a* E [O, 11 such that q a*p (1 - a*)r. 3. p > q and r > s and a ? [O,l] imply that up (1 - a)r + aq (1 - a)s.
 
 -
 
 +
 
 +
 
 +
 
 This is called the Archimedean axiom. It roughly says that there is no consumption plan p so good that for q > r a small probability b of p and a large probability (1 - b) of r is never worse than q. Similarly, there is no consumption plan r so bad that for p >- q a large probability a of p and a small probability (1 - a) of r is never preferred to q. It is called an Archimedean axiom because of the resemblance to Archimedes' principle: No matter how small z > 0 is and how big z' is, there is an integer k such that kz > z'. When p, q, and r are sure things, say when p(z) = 1, q(zl) = 1, and r(zl') = 1,the Archimedean axiom says that there exists a lottery awarding z with a probability a and awarding z" with a probability (I-a) which is strictly preferred to the sure consumption level z'; and there exists a lottery awarding z with a probability b and awarding z" with a probability (1- b) so that the sure consumption z' is strictly preferred to this lottery.
 
 \
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 -
 
 +
 
 4. p q and a p > Pzofor all p E P.
 
 The first property says that if p is strictly preferred to q, then any compound lottery on p and q with a strictly higher weight for p is strictly preferred to a compound lottery with a lower weight for p. The last property can be seen as follows. Suppose that always prefers more to less. Since Z has only a finite number of elements, there exist a maximum zOand a minimum zo. A sure consumption plan PZois certainly preferred to any other consumption plan, and conversely for Pzo . Other properties can be interpreted similarly.
 
 >
 
 1.10. Now we will prove that >: has an expected utility representation. We take cases. Case 1. Pzo Pan. Then p q for all p, q H ( q ) if and only if
 
 We claim that this function is a von Neumann-Morgenstern utility function. Before we prove our claim, we remark that the above definition of u is a natural one. The von Neumann-Morgenstern utility function u is a function on sure things. Thus we define u ( z ) t o be the utility, according to H , for the sure consumption plan Pz.Here is the proof for our claim. Let p ? P. It is easily seen that
 
 hence, if and only if p > q . Therefore, H is a utility function that represents This is not good enough, however. We want t o show that there exists a function u defined on Z such that
 
 >.
 
 zâ‚ ",J!
 
 Since H represents
 
 >,
 
 We will achieve this by construction. First, repeated use of property 5 of the previous section implies that, for all p, q E P and a E [O, 11,
 
 Note that by the definition of H we know that H ( p ) and H ( q ) are greater than 0 and less than 1. Hence, a H (p} ( 1 - a ) H ( q ) is between 0 and 1 and the right-hand side of the second indifference relation of (1.10.1) is a well-defined compound lottery. Since H represents >, it follows that
 
 +
 
 where the second equality follows again from the definition of H . We thus conclude that H must be linear in that
 
 where the second equality follows from the repeated use of the linearity of H , and the third equality follows from the definition of u . Thus any binary relation on P satisfying the three axioms has an expected utility representation. Finally, it can be shown that u is only determined up to a strictly positive linear transformation in that if C is also a von Neumann-Morgenstern utility function, then there exist two constants c > 0 and d such that G = c u d . You will be asked to provide a proof of this in Exercise 1.4. Conversely, it is easily verified that if a binary relation >has an expected utility representation in that there exists u such that, for P.9 p,
 
 +
 
 p
 
 >, if and only if
 
 u(z)p(z) 2 u ( z ) q ( z ), sse-z zâ‚
 
 then >Â¥ satisfies the three axioms of Section 1.8. We leave the proof of this assertion to the readers in Exercise 1.4.
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 1.11. We proved the expected utility representation theorem for the case where Z is a finite set. When Z is an infinite set, for example when Z contains all the positive real numbers, the representation theorem is no longer true. We need a fourth axiom called the sure thing principle. In words, it basically says that if the consumption plan p is concentrated on a set B ?E Z such that every point in B is at least as good as q, then p must be at least as good as q. With this fourth axiom as well as some technical conditions, we have a representation theorem for general Z. We refer interested readers to Fishburn (1970) for details.
 
 1.12. When consumption occurs at more than one date, say at times t = 0,1,. . . ,T, our previous discussion can be generalized in a straightforward manner. Let Z be a collection of T+1-tuples z = (20, . ,. ,zT),where zt denotes the number of units of consumption at time t for sure. Suppose that Z is a finite set. A probability p on Z is a mapping with the following properties:
 
 1. p(z) E [O, l] Vz E Z; and 2- EzEzP(%)= 1An individual expresses his preferences over the probabilities defined on Z, or, equivalently, an individual expresses his preferences on lotteries whose prizes are consumption at times t = 0,1,. .. ,T. Denote the collection of probabilities on Z by P. Now mimic the analysis of Sections 1.8 t o 1.10 to conclude that the binary relation >- is a preference relation satisfying the Substitution axiom and the Archimedean axiom if and only if there exists a von Neumann-Morgenstern utility function u on sure things such that for all p, q ? P, p >- q if and only if
 
 where p(z = 20,. . . ,zT) is the probability that consumption from time 0 to time T is (zo,. .. ,zT). For tractability, most analysis of the equilibrium valuation of risky assets in later chapters uses von Neumann-Morgenstern utility functions that are time-additive. That is, there exist functions uÃ§(-
 
 such that
 
 T
 
 This is a rather strong assumption. It basically says that what an individual consumes a t one time will not have any effect on his desire to consume at any other time. For example, it says that having a big lunch will not affect one's appetite for a seven course dinner. So, readers should be cautioned to note that results reported there are colored by this time-additivity assumption. 1.13. One implication of the expected utility theory is that a von Neumann-Morgenstern utility function is necessarily bounded when probability distributions of consumption involve unbounded consumption levels. This is a consequence of the Archimedean axiom. To see this, suppose that u is unbounded. Without loss of generality, let u be unbounded from above, and let Z contain all positive levels of consumption. Then there exists a sequence of consumption levels {zn}% such that zn + oo and u(zn) 2". NOW consider a consumption plan p such that p(zn) = n = 1,2,. ... This consumption plan has unbounded consumption levels. The expected utility of this consumption plan is
 
 &,
 
 >
 
 Now let q, r E P be such that p > q > r. We know immediately that the expected utilities associated with q and r must be finite. It is then easily seen that the Archimedean axiom can not be satisfied. The boundedness of a utility function is somewhat discomforting since many utility functions used in economic applications are unbounded. For example, the log utility function is unbounded from above and from below. Any power function, u(z) = z l , is bounded from below and unbounded from above if b < 1 and bounded from above and unbounded from below if b > 1. There are, however, ways to get around this kind of difficulty. For example, if we only consider consumption plans that concentrate on a finite number of consumption levels, then the above problem certainly will not arise. This will
 
 Preferences Representation and Risk Aversion be the case in many of our discussions in the subsequent chapters. There we usually take the state space fl to have finite elements. Then a consumption plan naturally takes a finite number of consumption levels. The number of consumption levels is at most equal to the number of states of nature! In such an event, the consumption levels are certainly bounded. Another possible resolution when Z contains all the positive consumption levels is to use a preference relation that exhibits risk aversion and consider consumption plans that have finite expectations. We will see in later sections of this chapter that risk aversion in this case implies that u is concave. Being a concave function, u is differentiable at some point, say b > 0 . It then follows that u(z) < u ( b )
 
 + uf(b)( z - b)
 
 Vz,
 
 (1.13.1)
 
 where ul(b)denotes the derivative of u at b. Now let x be a consumption plan having a finite expectation. Then the expected utility of x is E[u(x)] 0.
 
 Note that j' may not equal j , because when there is more than one risky asset, E[G - rf] > 0 does not necessarily imply aj > 0. However, when there is only one risky asset, condition (1.19.1) indicates that a positive risk premium implies positive investment in
 
 1.20. Henceforth until specified otherwise, consider a strictly risk averse individual who prefers more to less in an economy where there is only one risky asset and one riskless asset and where the risk premium of the risky asset is strictly positive. (Here we note that this individual will strictly prefer more to less.) Note that Section 1.19 demonstrates that a strictly positive risk premium would induce a strictly positive risky investment. This section examines the minimum risk premium that is required to induce the individual to invest all of his wealth in the risky asset. Let ? and a denote the rate of return of the single risky asset and the amount invested in it, respectively. For an individual to invest all his wealth in the risky asset it must be that E[u'(Wo(1
 
 + ?))(? - r /)] > 0. +
 
 Taking a first order Taylor series expansion of uf[W0(l q)] around uf[Wo(l rj)], multiplying both sides by the risk premium, and taking expectations gives
 
 +
 
 E[ul(Wo(l
 
 + ?))(? - rf)] = uf(wO(l+ rf))E[? - rf]
 
 + u"(wo(1 + rj))E[(? - r j ) 2 ] ~ ~ + o(E[(? - r/)21),
 
 where ~ ( E [ ( ? - r / ) ~ ldenotes ) terms of smaller magnitude than E[(?Risk is said to be small when E[(? - rf)2] is small and terms involving E[(? - rf)'] and higher orders can be ignored. Ignoring the remainder term, the minimum risk premium required to induce full investment in the risky asset may be determined by setting the right-hand side of the above relation to 0 and getting E[F - rf\ 2 RA (Wo(l+ rf )) WOE[(? - r/l21,
 
 where RA(-) = -ul'(-)/ul(-) is the measure of absolute risk aversion defined by Arrow (1970) and Pratt (1964). Note that for small risks, absolute risk aversion is a measure of the intensity of an individual's to risk. From (1.20.1), the higher an individual's absolute risk aversion, the higher the minimum risk premium required to induce full investment in the risky asset. Intuitively, the curvature of an individual's utility function would be related to the minimum risk remiurn required to induce full investment in the risky asset. The bsolute risk aversion is a measure of the curvature of an individactions are only unique up to a strictly positive affine transformascalar). Therefore, the second derivative alone cannot be used to characterize the intensity of risk averse behavior. The Arrow-Pratt measure of absolute risk aversion is invariant to a strictly positive affine transformation of the individual's utility function. 1.21. The characteristics of an individual's absolute risk aver-
 
 ood when choosing between a single risky asset and a riskless asset. An individual's utility function displays decreasing absolute risk version when RA(-) is a strictly decreasing function. Similarly, R ~ ( z ) / d z= 0 Vz implies increasing absolute risk aversion, and a onstant dRA(z)/dz Vz implies constant absolute risk aversion. Obviously, a single utility function may display more than one of the above characteristics over different parts of its domain. Several interesting behavioral properties of utility functions that display the same sign of d R ~ ( z ) / d zover the entire domain of RA('} were derived by Arrow (1970). Arrow showed that decreasing absolute risk aversion over the entire domain of RA(*)implies that the risky asset is a normal good; i.e., the (dollar) demand for the risky asset increases as the individual's wealth increases. Increasing absolute risk aversion implies that the risky asset is an inferior good, and constant absolute risk aversion implies that the individual's demand for the risky asset is invariant with respect to his initial wealth. That is
 
 +
 
 Similarly, in the event that F < r f , we have V@ < Wo(l rf) and thus RA(W)
 
 The proof for only the decreasing absolute risk aversion case is presented as the proofs for the other two cases follow the same structure. At an optimum, we have:
 
 (1.21.26)
 
 Multiplying both sides of (1.21.2a) and (1.21.2b) by - u ' ( m gives
 
 > - R A ( W O ( ~irf))u1(*)(; in the event that ? > 9,and "(*)(?
 
 'Sf
 
 8
 
 The change in the individual's optimal risky asset investment with respect to a change in initial wealth can be determined by:
 
 > R ~ ( w o ( l +rf)).
 
 /
 
 -
 
 rf)
 
 I f ( @ ) ( ?- r f ) > -RA(WO(I
 
 - rf)
 
 + rf))ul(@)(f - rf)
 
 -
 
 ri\
 
 (1.21.3~)
 
 (1.21.36)
 
 in the event that F < rf. Relations (1.21.3a) and (1.21.3b) imply
 
 1. Differentiating the first order condition for an optimum (that is determined for a given initial wealth level) with respect to his or her initial wealth;
 
 2. Setting the first derivative equal to zero to move along the individual's optimal portfolio path; and 3. Solving for the implicit relationship between the change in risky asset investment and the change in initial wealth that would move the individual's risky asset investment along an optimal path as his initial wealth changes. This process is referred to as implicit differentiation of a with respect to Wo and gives
 
 + +
 
 where as usual I@ = Wo(l rf) a(F - r f ) denotes the individual's end of period (random) wealth. The denominator is positive because strict risk aversion implies ul1(@) < 0; therefore, sign (da/dWo) = sign { E[u'I(@)(F - rf)]}.
 
 >
 
 Under decreasing absolute risk aversion, in the event that ? r f , we have w Wo(l + r f ) since the amount invested in the risky asset is strictly positive. Thus
 
 >
 
 +
 
 RA(*) 5 R ~ ( w o ( 1 rf)).
 
 (1.21.2a)
 
 where we recall from Section 1.18 that the probability that F > rf must lie in (0,l) for an optimal solution to exist. Substituting the first order condition E[UI(W)(F- ry)] = 0 into (1.21.4) gives the desired result. Note that the property of non-increasing absolute risk aversion implies that the third derivative of the individual's utility function is strictly positive:
 
 where we have used u"' to denote the third derivative of u. This follows because ul(z) > 0 and [ ~ " ( z ) > ] ~0. Thus d R ~ ( z ) / d z 0 implies ul"(z) > 0.
 
 
 0
 
 -
 
 Vz, the wealth elasticity of the individual's demand for the risky asset
 
 is strictly less than unity. That is, the proportion of the individual's initial wealth invested in the risky asset will decline as his wealth increases. Under constant relative risk aversion, dRR(z)/dz = 0 Vz, the wealth elasticity of demand for the risky asset would be unity, and under decreasing relative risk aversion, dRn(z)/dz < 0 Vz, the wealth elasticity of the demand for the risky asset would be strictly greater than unity. The wealth elasticity of the demand for the risky asset, q, may be expressed as
 
 7.t
 
 I
 
 ,+
 
 Multiplying both sides of the above relations by -u'(w)(F - r,) reduces the relations t o
 
 t(
 
 u"{W) W ( r - rf) in the event that ?
 
 < - R ~ ( w o ( l +rf))u'(W)(?
 
 - rf)
 
 (1.22.3~~)
 
 > r f , and
 
 in the event that F < r f . Relations (1.22.3a), (1.22.3b)) and the fact that at a portfolio optimum ~[u'{W)(r - rf)] = 0 give E[~"(W)W(F- rf)] < 0.
 
 (1.22.4)
 
 Thus, under increasing relative risk aversion the wealth elasticity f demand for the risky asset is less than unity. If an individual were to have a utility function displaying increasing relative risk aversion, he fraction of his initial wealth that he invests in the risky asset Id decline as his initial wealth increased. Using a similar deriva, the properties of decreasing and constant relative risk aversion be shown to imply wealth elastic and wealth unitary demands respectively, as you are asked to do in Exercise 1.6.
 
 Substituting the right-hand side of (1.21.1) for (da/dWo) into the right-hand side of relation (1.22.1) and rearranging terms gives
 
 Note that the numerator of the second term on the right-hand side of the above relation may be expressed as
 
 1.23. The following utility functions are commonly used in nance to illustrate the properties of risk aversion that were discussed Thus, the elasticity coefficient may be expressed as First, consider a concave quadratic utility function (which is ufficient for the demand for risky assets to be only a function of the can and variance of portfolio returns): The denominator of the second term on the right-hand side of (1.22.2) is positive because uM(z)< 0. Whether the demand elasticity for the risky asset is elastic, q > 1, unitary elastic, q = 1, or inelastic, q < 1, depends on the sign of the numerator. That is
 
 ul(z) = 1- bz; u"(z) = -b.
 
 sign (q - 1) = sign {~[u"(@)W(r- rf)]}. &
 
 Under increasing relative risk aversion, RÃ§(wo(l+r
 
 in the event ? > r f , 2 R R ( W ~+( rf)) ~
 
 { < RRIWo(l + r I]
 
 in the event ? < rf.
 
 For the marginal utility to be non-negative, z has to be less than l i b . The quadratic utility function is graphed in Figure 1.23.1. The quadratic utility function displays increasing absolute risk aversion:
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 Figure 1.23.1: A Quadratic Utility Function Thus, a quadratic utility function implies that the risky asset is an
 
 r
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 Figure 1.23.2: A Negative Exponential Utility Funct ion
 
 t
 
 9 4
 
 Next, consider a narrow power utility function:
 
 f
 
 I'
 
 Consider next the negative exponential utility function: U(Z)=-~-~', 6 2 0 ; ul(z) =be-^ > 0; urr(z)= - b2e-*' < 0.
 
 and is bounded from above, which implies a finite utility level for infinite wealth: lim u(z) = 0. z+oo
 
 This utility function displays constant absolute risk aversion:
 
 Thus, the negative exponential utility function implies that the demand for risky assets is unaffected by changes in initial wealth, with riskless borrowing and lending absorbing all changes in initial wealth.
 
 ur(z) = 2-*,
 
 I1
 
 u
 
 1 (2) = --2-B-
 
 B
 
 l
 
 1
 
 .
 
 Note the following:
 
 and . ..
 
 Thus, for an individual having a narrow power utility function the proportion of wealth invested in the risky asset is invariant with respect to changes in his initial wealth level. Finally, consider an extended power utilitu function:
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 Direct computation yields
 
 where %(-) denotes individual k's utility function. Relation (1.24.1) is a necessary and sufficient condition for E[rÃ‘Tfto be the minimum risk premium that induces individual k to put all his wealth into the risky asset. If we can show that
 
 > 0 if and only if A > 0; = 0 if and only if A = 0; < 0 if and only if A < 0. Extended power utility functions exhibit decreasing or increasing relative risk aversion depending upon whether A is negative or positive. Note that when A = 0 an extended power reduces to a narrow power utility function. Finally, we remark that the exponent of a (extended) power function is equal to the coefficient of z in the above examples. This is just for convenience in writing the derivatives. They do not have to be equal.
 
 where ui(-) is individual Ãˆ' utility function, then we are done. Relation (1.24.2) implies that individual Ãˆ' optimal investment in the risky asset is less than or equal to Wo. This in turn implies that the required risk premium for Ãˆ to invest all his wealth into the risky asset is greater than that required by k.
 
 dRR(Z) -dz
 
 1.24. The analysis in Section 1.20 is essentially a local analysis. When risk is small, the higher the individual's absolute risk aversion a t Wo(l r f } , the higher the risk premium which is required for him t o invest all his wealth in the risky asset. Thus, in a sense, RA(-)is a local measure of risk aversion. Pratt (1964) showed that RA(-) is also a measure of risk aversion in a global sense. That is, if there are V z, then individual Ã two individuals Ã and k with E ' Z ) will pay a larger insurance premium than k to insure against a (not necessarily small) random loss. Individual Ã is then said to be more risk averse than individual k. In the framework of Section 1.20, it will be demonstrated below that if individual Ã is more risk averse than individual k and they are endowed with the same initial wealth, then the risk premium required for individual Ã to invest all his wealth in the risky asset is larger than that required by individual k. The above statement is valid in a global sense where risk does not have to be small. Suppose that
 
 1.25. We will first prove a useful relation between ui and ui;. We claim that there exists a strictly increasing and concave function G such that t ~= i G(uk) (1.25.1)
 
 >
 
 R*), Vz. We will prove the necessity part and only if %(z) rst. Since ui; is strictly increasing, we define G(y) = U W ( ~ ) ) , here u p denotes the inverse of uk. Substituting y = uk(z) into the efinition, we immediately have (1.25.1). We still have to show that (.) is strictly increasing and concave. Differentiating (1.25.1) once ves (1.25.2) U: (2) = G ' ( u ~ (z))u#).
 
 +
 
 >~2%)
 
 By the fact that u[(z) > 0 and u z z ) > 0, G must be strictly increasing in the domain of its definition. Now differentiating (1.25.2) with respect to z gives uy (z) = G" (ui;(z))(u; (2)) * ',
 
 + G ' ( u ~(2))
 
 U: (2).
 
 Dividing (1.25.2) into (1.25.3) gives
 
 a)
 
 By the hypothesis that > R\{z) Vz, (1.25.4) implies that G is concave. This completes the proof for the necessity part.
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 Next suppose that there exists a strictly increasing and concave function G such that (1.25.1) holds. By differentiation we have (1.25.2) and (1.25.3). Dividing (1.25.2) into (1.25.3) gives (1.25.4). Since G is strictly increasing and concave, we immediately conclude R*), Vz, which concludes the proof for the sufficiency that R:(Z) part.
 
 >
 
 1.26. Now we are ready t o show that if ui = G(uk), the minimum risk premium required for i to invest all his wealth in the risky asset is higher than that for k. We will first fix some notation. Let 2 and ? be two random variables. We use E[*? > 01 to denote 0; similarly for the conditional expectation of 2 given that ? < 01. Then we have by definition,
 
 >
 
 E[X\Y
 
 >
 
 >
 
 where P(? 0) denotes the probability that ? 0 and similarly for P(? < 0). Using the above relation we can write
 
 + >
 
 >
 
 0, we have Wo(1 ?) Wo(l+ rf). By the monoWhen F - rf tonicity of ui and the concavity of G, we get
 
 When
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 where the equality follows from (1.24.1). Therefore, the more risk averse an individual is, the larger the risk premium required for him to invest all his wealth in the risky asset. 1.27. The comparative statics we demonstrated in the previous few sections depend upon the fact that there are only two assets, one risky and one riskless. When there is more than one risky asset, in general we cannot say, for example, that the wealth elasticities of the demands for risky assets are greater than unity when an individual exhibits decreasing relative risk aversion. When an investor's initial wealth increases, he may want to change his portfolio composition of the risky assets such that the investment in one risky asset increases while the investment in another decreases. Obviously, if an individual always chooses t o hold the same portfolio of risky assets and only change the mix between that portfolio and the riskless asset for differing levels of initial wealth, then the comparative statics for the two asset case will be valid in a multiasset world. In such event, the individual's optimal portfolios for differing levels of initial wealth are always linear combinations of the riskless asset and a risky asset mutual fund. This phenomenon is termed two fund monetary separation. Cass and Stiglitz (1970) have demonstrated that a necessary and sufficient condition on utility functions for two fund monetary separation is that marginal utility satisfy
 
 + - rf < 0, along the same line of argument, we get ~ [ G ' ( u k ( W o ( l +F ) ) ) u'k(Wo(l+ ?))(? - rf)lF - rf < 01
 
 +
 
 E[u'k(Wo(l < G ' { U ~ ( W ~ (rf))) ~
 
 + r))(r - rf)lr - rf < 01
 
 Using the fact that ui = G (uk) and summing the above two relations, we get
 
 >
 
 where B > O,C < 0, and z max[O, -(A/B)], or A > 0, B < O,C > 0 and 0 z < -(A/B) for (1.27.1) and where A > 0, B < 0 and z 0 for (1.27.2). The conditions on A, B and C are to insure that the utility functions are strictly concave and increasing. The proof for necessity of (1.27.1) or (1.27.2) is tedious and we refer interested readers to Cass and Stiglitz's treatment. In what follows, we shall demonstrate the sufficiency of (1.27.1) or (1.27.2).
 
 >
 
 
 x', there exists y C? Y such that a; >: y >: x'. In words, given any two consumption plans that are in the binary relation >, and can be strictly compared, there always exists an element of Y that lies between the two. The set Y is a countable >-order dense subset of X if it is a b o r d e r dense subset of X and has a countable number of elements. A representation theorem for arbitrary X is as follows: The binary relation can be represented by a utility function H if and only if is a preference relation and there is a countable >--order dense subset Y of X. Now let X = [o, 11x [O, 11 and define (xl, 3-2) (yl, y2) if xi > yi or if X I = yl and x2 > y2. 1.2.1. Verify that is a preference relation. (This is the so-called Lexicographic preference relation .) 1.2.2. Show that if (xi, x2) (yl, y2) and (yl, y2) >: (xl, x2) then x i = yl and a;z = y2. 1.2.3. Demonstrate that cannot be represented by a real-valued function. (Hint: Show that there does not exist a counter ?-order dense set and use the representation theorem above for arbitrary X.) 1.3. Prove the properties of Section 1.9.
 
 >
 
 u(z) q(z),
 
 >
 
 u(Wo - z) = pu(Wo
 
 >
 
 + h i ) + (1 - p)u(Wo + h-i}.
 
 Obviously, z depends upon the initial wealth, Wo, and we will denote this dependence by z(Wo). Show that, when the risk is small,
 
 >
 
 >
 
 >
 
 IS
 
 1.9. Show that utility functions of (1.27.2) imply two fund monetary separation.
 
 Preferences Represen tation a& R e m a r k s . Discussions in Sections 1.3 to 1.15 are adapted from Kreps (1981). For discussions of a continuous preference relation and its representation by a continuous real-valued function, see Debreu (1964). For representation of a preference relation by a continuous von Neumann-Morgenstern utility function, see Granmont (1972). The example of the unbounded expected utility of Section 1.13 is a generalization of the so-called St. Petersburg Paradox. Arrow (1970) is an excellent source for a discussion of this and other related issues. Nielsen (1985, 1986) develops a set of axioms under which a preference relation can be represented by a possibly unbounded expected utility function. Discussions of Sections 1.17 through 1.22 are freely borrowed from Arrow (1970). Some of the results of Sections 1.24 and 1.25 are contained in Pratt (1964). The sufficiency proof of Section 1.28 is adapted from Rubinstein (1974). We will discuss a stronger measure of risk aversion in Chapter 2 that gives some intuitively appealing comparative statics in a portfolio problem with two risky assets. Readers interested in different measures of risk aversion should see Pratt and Zeckhauser (1987). Machina (1982) discusses measures of risk aversion when an individual's preferences can be represented by expected utility only locally. For some negative results on the comparative statics for portfolio choice problems when there are many assets see Hart (1975).
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 CHAPTER 2 STOCHASTIC DOMINANCE
 
 2.1. In Chapter 1, we discussed the relationship between the k premium and Arrow-Pratt measures of risk aversion in a context here there are only two securities, one riskless and one risky. The t part of this chapter addresses the following question: Suppose t there are two risky securities. Under what conditions can we ambiguously say that an individual will prefer one risky asset to other when the only information we have about this individual is her that he is nonsatiable or that he is risk averse? To answer this estion, we will introduce two concepts of stochastic dominance. ne concept turns out to be useful in comparing the riskiness of isky assets. This concept, however, does not allow us to compare any two risky assets, and in the terminology of Section 1.3, it does not define a complete order among risky assets. We will analyze the comparative statics of an individual's problem with a portfolio of one risky and one riskless asset when the riskiness of the risky asset increases. These comparative statics depends upon ArrowPratt measures of risk aversion in a complicated way. We will also demonstrate through an example that the Arrow-Pratt measures of risk aversion are too weak to study the comparative statics of
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 an individual's portfolio problem when faced with two risky assets. A stronger measure of risk aversion that gives intuitively appealing comparative statics is then discussed.
 
 2.2. We will say that risky asset A dominates risky asset B in the sense of First Degree Stochastic Dominance, denoted by A P&J B, if all individuals having utility functions in wealth that are increasing and continuous either prefer A to B or are indifferent between A and B. Intuition suggests that if the probability of asset A's rate of return exceeding any given level is not smaller than that of asset B's rate of return exceeding the same level, then any nonsatiable individual will prefer A to B. It turns out that this condition is not only sufficient but also necessary. Here we note that an individual is nonsatiable if and only if his utility function is strictly increasing. For ease of exposition, we shall assume that the rates of return on A and B lie in the interval [O,11 throughout this chapter. However, the results to be shown are valid in more general contexts when some regularity conditions are satisfied. Let F A ( - ) and Fa(-) denote cumulative distribution functions of the rates of return on A and B respectively. Suppose that:
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 First Degree Stochastic Dominance
 
 Table 2.2.1: An Example of First Degree Stochastic Dominance Since FA(.) and F a ( - ) are cumulative distribution functions, they are continuous from the right and F A ( l ) = Fa ( 1 ) = 1 . However, FA(0) may not be equal to F B ( 0 ) since FA(-) and F a ( . ) can have different masses at zero. Relation (2.2.1) is graphed in Figure 2.2.1. For any z, the probability that the rate of return on asset A is less than z is less than that for asset B. Putting it differently, the probability that the rate of return on asset A is greater than z is greater than that for asset B. Note that (2.2.1) does not mean that asset A has a realized rate of return that is always greater than that of asset B. The following example illustrates this point. Suppose that rates of return on assets A and B can only take on three ~ossiblevalues: 0, 1/2, and 1 with cumulative probabilities described in Table 2.2.1. It is easily seen that condition (2.2.1) is satisfied. Ex post, when asset A has a
 
 realized rate of return 0, asset B can have a realized rate of return 1. If the rates of return on A and B were independent, then the probability that the rate of return on A is 0 and the rate of return on B is 1 would be 0.05.
 
 2.3. Let u ( - ) be any continuous and increasing utility function representing a nonsatiable individual's preferences and assume without loss of generality that this individual has unit initial wealth. If the individual invests in asset A, his expected utility is E [ u ( l G)] and similarly for asset B, where we use FA and TB t o denote the rates of return on asset A and asset B, respectively. We want to show that
 
 +
 
 (2.2.1) implies that E[u(l + FA)]
 
 > E[u(l + FB)], or equivalently,
 
 where
 
 and similarly for the integral on the right side. Integration by parts gives:
 
 Figure 2.3.1: Relation (2.3.2) we put s(y) = F^y)
 
 -
 
 FB(y), then (2.3.2) can be depicted in
 
 Since FA(^) = FB(1) = 1, we get ncreases only on [l+ x, 1+ c], then (2.3.1) would have a negative sign, which contradicts the hypothesis that A F& B. This can be accomplished by defining
 
 
 FB(x) for some x E [O, 1). Note that x # 1, as FA(l) = FB(l) = 1. Since cumulative distribution functions,are increasing and right continuous, there must exist an interval [x,c] E [O, 11 such that:
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 +
 
 2)
 
 =
 
 lz
 
 v 2 E [o, 11,
 
 ~ [ I + z , I + c ] (t)~ + dt
 
 (2.3.3)
 
 where l[z,cl(t)equals 1 if t E [x,c] and 0 elsewhere. It is quickly checked that u(-) is increasing and continuous. Moreover,
 
 "71 + 4 = l[l+z,l+c](l+ 4 =
 
 {,,
 
 +
 
 + +
 
 1 if 1 z â [l x, 1 c], (2.3.4) otherwke ,
 
 that is, the marginal utility is equal to 1 on [l elsewhere, as graphed in Figure 2.3.2.
 
 -
 
 + x, 1+ c] and 0
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 E[u(l+ ?A)] = E[u(l TB a)] 2 E [ u ( l + TB)], for all increasing u(-). The inequality of the last expression follows from the positivity of & and the monotonicity of u(-). One can also D then there exists a positive random variable 6 hat is, if A F ~ B, ch that &SFB 5. Since this characterization is quite intuitive; d its proof is technical, we omit its proof. Combining the results of this section and Section 2.3, we thus ve the equivalence of the following three statements:
 
 +
 
 2. FA(z) 5 FB(z)VZ E [O, 11;
 
 Figure 2.3.2: Relation (2.3.4) Now using (2.3.1) and (2.3.2), we get
 
 From 3 above, if A P% B, then asset A must have at least as an expected rate of return as asset B. The converse is not true,
 
 2.5.
 
 Suppose now that the only information we have about individual is that he is risk averse. Under what conditions can
 
 which contradicts A
 
 PSD
 
 B. Thus we must have
 
 A necessary and sufficient condition for A F S D B is thus established to be FA(z)O
 
 Vz
 
 tion of s*.
 
 They show that A
 
 F~ =d F A + ? ,
 
 sSD
 
 B if and only if:
 
 with E[?IFA]= 0 .
 
 That is, the rate of return on asset B is equal, in distribution, to the rate of return on asset A plus a noise term. The sufficiency part is easy. Let u ( - ) be a concave function. Then:
 
 b-a
 
 + e)] = E [E[u(?A+ e ) l F ~ ] ]
 
 E[u(rB}\ = E [ u ( f ~ i i
 
 a
 
 b
 
 z
 
 Figure 2.7.1: Relation (2.7.3)
 
 +
 
 +
 
 only on [I a, 1 b], then the inequality of (2.6.3) will be violated and thus the hypothesis that A s S D B will be contradicted. We can accomplish this by defining '
 
 < E[~(;A)],
 
 where the first equality follows from the fact that FB and + E have the same distribution, the second equality follows from the law of iterative expectations, and the inequality follows from the conditional Jensen's inequality. The necessity part is much more difficult, and we refer interested readers to Rothschild and Stiglitz (1970) for details. We have, therefore, three equivalent statements:
 
 1. A s^s B; 2. E[rA\=E[TB\a n d S ( z ) < O V z ~ [ O , l ] ; a n d 3.
 
 +
 
 1 l[i+a,i+b]
 
 (1
 
 + t)dt-
 
 + ?, with E[qFA]= 0.
 
 Denoting by Var(-) the variance of a random variable and by Cov(-,-) the covariance of two random variables, one direct consequence of statement (3) above is that Var(FB) 2 Var(FA), since E[ejFA]= 0 implies Cov(FA,Z) = 0. Thus if AS$DB, it must then be the case that E[r^\ = E[rs} and Var(FA) Var(FB). However, the converse does not hold. Henceforth, whenever one of the above three conditions is satisfied, we say that asset B is more risky than asset A.
 
 which is continuously differentiable and concave with ~ ' ( 1 z) =
 
 ?B%A
 
 (2.7.3)
 
 
M
 
 This contradicts the hypothesis that A s^o B, Therefore, A s& B implies (2.5.2). We have therefore demonstrated that (2.5.1) and (2.5.2) are necessary and sufficient for A s$ B.
 
 I
 
 second degree stochastic monotonic dominance denoted by SSD if all risk averse and nonsatiable individuals prefer A t o B. Given earlier discussions on first degree and second degree stochastic dominance, it can be verified that the following three statements are equivalent:
 
 /
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 Given (2.10.3) and the hypothesis that A sfo B, a sufficient condition for (2.10.4)is that V ( z )= u l ( ( l r f ) a ( z - r f ) ) ( z- r f ) is a concave function of z . Differentiating V ( t ) twice and denoting 1 r f a(z - r f ) by za, we get ~ " (= t )a[ul"{za)a(z - r f ) 2u1'(za)]
 
 1. A:; B; 2. E[TA] E[rB\ and S ( z ) 5 0 V z E [0,1];
 
 + +
 
 > d 3. FB=TA + ?, with E[?\FA]< 0.
 
 + +
 
 We will not provide detailed proofs for the eqilivalence of the above relations. They are minor extensions of the earner results. 1
 
 1.
 
 2.10, Rothschild and Stiglitz (1971) present an application of the concepts developed above. Consider a risk averse individual with unit initial wealth to be invested in a risky asset A with a rate of return 6 and a riskless asset with a rate of return r f . The necessary and sufficient condition for a to be an optimal amount invested in the risky asset is:
 
 ,
 
 Relation (2.10.2) indicates that the individual's utility will be improved upon if the amount he invests in the risky asset is less than a. We shall transform relations (2.10.1) and (2.10.2)to be more in line with the notation of this chapter. Let FA(-)and FB(-)be the distribution functions for FA -- and b - with a commoln support [0,1]. Then relations (2.10.1) and (2.10.2) can be written as: u l [ ( l r f ) a ( z - r f ) ] ( z- r f ) ~ F A ( %=) 0
 
 and
 
 (2.10.3)
 
 '
 
 = a { [ l - RR ( Z a )
 
 +
 
 + RA(%a)]uIt(za)+ [ R i
 
 (&a) -
 
 &(za)]ul(^a)
 
 - a'" (%a)r f } (2.10.5) where we recall that R A ( - )and RR('} are the Arrow-Pratt measures ,of absolute and relative risk aversion. When a > 0, a set of sufficient ;conditions for V(-) to be concave is that the relative risk aversion ' is less than one and increasing and that the absolute risk aversion is decreasing. Here we recall from Section 1.21 that nonincreasing absolute risk aversion implies u'" > 0. It is clear from (2.10.5) that V(-) may not be concave. Thus when the riskiness of the risky asset increases, a risk averse individual 'may well increase his investment in the risky asset!
 
 where u ( - )is the individual's utility function. Imagine the following situation. There is another risky asset B that is more risky than asset A in that A SSD B. We ask the following question. If the same individual is to invest in risky asset B and the riskless asset, is he going to invest less in the risky asset because now the risky asset is more risky? We can render a yes to this question if we have
 
 + +
 
 51
 
 2.11. In Section 1.26, it is demonstrated that a more risk averse individual will require a higher risk premium on the risky asset for him to invest all his wealth in it than will a less risk averse individual, when there are two assets: one risky and one riskless. Equivalently, a more risk averse individual will never invest more in the risky asset than a less risk averse individual. Recall that individual i is said to be more risk averse than individual k if R\(z) R ~ ( z V) z . Unfortunately, this result does not extend to a setting where the two traded assets are both risky. This is illustrated by the example presented below, which is adapted from Ross (1981). Consider a two asset portfolio problem where FA and TB denote the rates of returns on the two risky assets. Denoting i = TA - h,we assume that, for every realization of fg, EIZIFB] 0 . This implies that asset A is more risky than asset B and also has a higher expected
 
 >
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 2.12. ROSS(1981) proposes another measure of risk aversion. Individual i is said to be strongly more risk averse than individual k
 
 rate of return. In particular, we assume for the time being that 2 and ?B are independent with '-=
 
 {
 
 with probability - 1 with probability
 
 2
 
 1 0
 
 with probability with probability
 
 !j,
 
 inf
 
 1;
 
 2
 
 u"(z) ut(z)
 
 Ã‘*Ã
 
 u'A4 > sup -
 
 2
 
 uL(z),
 
 Relation (2.12.1) implies that for arbitrary z, we have
 
 !j,
 
 1.
 
 Let uk(-)be an increasing concave utility function for individual k with Rearranging gives u;'(z) u'.(z)
 
 --
 
 > --u'.(z) -
 
 u,{zYe
 
 which implies that individual i is more risk averse than individual k in the sense of Arrow-Pratt. The following example shows that (2.12.1) is strictly stronger than (2.12.2). Let uj(z) = - e a z and uk(z) = - e b z , with a > b. It is easily verified that i is more risk averse in the sense of Arrow-Pratt than k. However,
 
 Also let G(-) be a concave function with
 
 Now define uj = G ( u ~ ) .
 
 From Section 1.25, we know that individual i with utility function u; is more risk averse than individual k. Assume without loss of generality that both individuals have unit initial wealth. It is easily verified that a = 1/4 satisfies the following relation
 
 u;' (z2)
 
 u'.(zl) 
 
 to a multi-assets case. The sufficiency proofs of PSD and s S D are adapted from Hadar and Russel (1969). For a bibliography on the subject of stochastic dominance, see Bawa fl9811.Exercise 2.4 was provided to us by Richard Khilstrom.
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 CHAPTER 3 H
 
 3.1. In Chapter 2 we demonstrated that when risky asset A second degree stochastically dominates risky asset B , risky asset A must have the same expected rate of return as risky asset B and a lower variance. When there are more than two assets and when portfolios can be formed without restrictions, if there exists a portfolio of assets that second degree stochastically dominates all the portfolios which have the same expected rate of return as it has, then this dominant portfolio must have the minimum variance among all the portfolios. This observation is one of the motivations to characterize those portfolios which have the minimum variance for various levels of expected rate of return. 3.2. The mean-variance model of asset choice has been used extensively in finance since its development by Markowitz (1952) more than two decades ago. A preference for expected return and an aversion to variance is implied by monotonicity and strict concavity
 
 Foundations for
 
 60
 
 A
 
 ~
 
 A
 
 &onomics C ~
 
 of an individual's utility function. However, for arbitrary distributions and utility functions, expected utility cannot be defined over just the expected returns and variances. Nevertheless, the meanvariance model of asset choice is popular because of its analytical tractability and its rich empirical implications. Two technical motivations, besides the one stated in Section 3.1, exist and are briefly reviewed below.
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 3.4. For arbitrary distributions, the mean-variance model can be motivated by assuming quadratic utility. Under quadratic utility, the third and higher order derivatives are zero and, therefore. E[R3]= 0 for arbitrary distributions. Hence, an individual's expected utility is defined over the first two central moments of his end of period wealth, @,
 
 3.3. An individual's utility function may be expanded as a Taylor series around his expected end of period wealth,
 
 where
 
 denotes the n-th derivative of u. and where Assuming that the Taylor series converges and that the expectation and summation operations are interchangeable, the individual's expected utility may be expressed as
 
 where
 
 no
 
 -
 
 and where mn(6') denotes the n-th central moment of 6'. Relation (3.3.1) indicates a preference for expected wealth and an aversion to variance of wealth for an individual having an increasing and strictly concave utility function. However, relation (3.3.2) illustrates that expected utility cannot be defined solely over the expected value and variance of wealth for arbitrary distributions and preferences, as indicated by the remainder term which involves higher order moments.
 
 Thus, when expected rates of return and variances are finite, quadratic utility is sufficient for asset choice to be completely described in terms of a preference relation defined over the mean and variance of expected returns. Unfortunately, quadratic utility displays the undesirable properties of satiation and increasing absolute risk aversion. The satiation property implies that an increase in wealth beyond the satiation point decreases utility. Increasing absolute risk aversion implies that risky assets are inferior goods. Thus, economic conclusions based on the assumption of quadratic utility function are often counter intuitive and are not applicable t o individuals who always prefer more wealth to less and who treat risky investments as normal goods. 3.5. For arbitrary preferences, the mean-variance model can be motivated by assuming that rates of return on risky assets are m u l t i v a r i a t e n o r m a l l y distributed. The normal distribution is completely described by its mean and variance. Under normality, the can be expressed third and higher order moments involved in E[R3] is, therefore, solely as functions of the first two moments, and E[R3] a function of the mean and variance. Normal distributions are also stable under addition; i.e., the rate of return on a portfolio made up of assets having returns that are multivariate normally distributed is also normally distributed. The lognormal distribution is also completely described by its mean and variance; however, it is not stable under addition. That is, a portfolio made up of assets having returns that are multivariate lognormally distributed is n o t lognormally distributed. Thus, for utility functions that are defined over a
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 normally distributed end of period wealth, the assumption that asset returns are multivariate normally distributed implies that demands for risky assets are defined over the mean and variance of portfolio rates of return. However, for other classes of utility functions such as u(z) = ln(z), expected utility is not defined over non-positive wealth levels. Unfortunately, the normal distribution is unbounded from below, which is inconsistent with limited liability and with economic theory, which attributes no meaning to negative consumption. Fortunately, multivariate normality is only a sufficient distributional condition for all individuals to choose mean-variance efficient portfolios, not a necessary condition.
 
 thematics of the Portfolio Frontier are strictly positive. 3.8. A portfolio is a frontier portfolio if it has the minimum variance among portfolios that have the same expected rate of return. A portfolio p is a frontier portfolio if and only if w p , the N-vector portfolio weights of p, is the solution to the quadratic program: 1 min - w T v w tw} 2
 
 (3.8.1)
 
 w T e = E[&] and w T l = 1,
 
 3.6. Based on the above, the mean-variance model is not a general model of asset choice. Its central role in financial theory can be attributed to its analytical tractability and the richness of its empirical predictions. This chapter develops the analytical relations between the means and the variances of rates of return on feasible portfolios. This will provide the basis for the development of more general conditions for mean-variance asset choice and mean-variance asset pricing models in Chapter 4.
 
 >
 
 3.7. We suppose that there are N 2 risky assets traded in a frictionless economy where unlimited short selling is allowed and that the rates of return on these assets have finite variances and unequal expectations, unless otherwise mentioned. It is also assumed that the random rate of return on any asset cannot be expressed as a linear combination of the rates of return on other assets. Under this assumption, asset returns are said to be linearly independent and their variance covariance matrix V is nonsingular. The variancecovariance matrix is also symmetric because Cov($, ri) = Cov(Fj, for all i, j. Such a symmetric matrix is said to be positive definite if for arbitrary N-vector of constants w , with w # 0, w T V w > 0, where denotes "transpose" and where w # 0 means there is at least one element of w that is not zero. V is a positive definite matrix because w T V w is a portfolio variance even when the portfolio weights do not sum t o unity and because variances of risky portfolios
 
 where e denotes the N-vector of expected rates of return on the N risky assets, E[Fp]denotes the expected rate of return on portfolio p, and 1is an IV-vector of ones. The programming problem given in (3.8.1) minimizes the portfolio variance subject to the constraint that the portfolio expected rate of return is equal to E[rp] and that the portfolio weights sum to unity. Note that short sales (i.e., negative portfolio weights) are permitted. Therefore, the range of expected returns on feasible portfolios is unbounded. (This follows from the assumption that assets do not have identical expected rates of return.) Forming the Lagrangian, w p is the solution to the following: 1 min L = - w T v w {w,A,-r} 2
 
 + A(E[rp]- wTe) + 7(1 - w T l ) ,
 
 (3.8.2)
 
 where A and 7 are two positive constants. The first order conditions are
 
 c), where 0 is a N vector of zeros. Since V is a positive definite matrix, it follows that the first order conditions are necessary and sufficient for a global optimum.
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 3.9. Solving (3.8.3a) for wn gives
 
 Premultiplying both sides of relation (3.9.1) by eT and using (3.8.3b) gives -le) 7(eTV-ll}. (3.9.2~)
 
 +
 
 Premultiplying both sides of relation (3.9.1) by lTand using (3.8.3~) gives 1 = \(lTv-le) 7(lTV-ll). (3.9.26)
 
 +
 
 Solving (3.9.2a) and (3.9.2b) for A and 7 gives
 
 Note that relations (3.8.3a), (3.8.3b), and (3.8.3~) are necessary and sufficient conditions for wp to be the frontier portfolio having an expected rate of return equal to E[Fp}.Therefore, any frontier portfolio can be represented by (3.9.4). On the other hand, any portfolio that can be represented by (3.9.4) is a frontier portfolio. The set of all frontier portfolios is called the portfolio frontier. Now we claim that g is the vector of portfolio weights corresponding t o a frontier portfolio having a zero expected rate of return is the vector of portfolio weights of a frontier portfolio having an expected rate of return equal to 1. To see this, we first substitute zero for E[Fp]of relation (3.9.4) to get
 
 and then substitute 1 for E[Fp]of (3.9.4) to get
 
 where
 
 B = e^V-le,
 
 C = lTv-ll, D = BC - /i2. Since the inverse of a positive definite matrix is positive definite, B > 0 and C > 0. We claim that D > 0. To see this, we note that
 
 The left-hand side of the above relation is strictly positive, since V 1 is positive definite. Hence the right-hand side is strictly positive. By the fact that B > 0,we have BC - /i2> 0, or, equivalently, D > 0. Substituting for A and 7 in relation (3.9.1) gives the unique set of portfolio weights for the frontier portfolio having an expected rate of return of E[Fp]: (3.9.4) wp = g hE[Fp]
 
 +
 
 where
 
 and
 
 Next we claim that the entire portfolio frontier can be generated by forming portfolios of the two frontier portfolios g and g be a frontier portfolio having an expected rate of return E[rg}. From (3.9.4), we know that
 
 +
 
 +
 
 Consider the following portfolio weights on g and g h : {I E[Fq], E[r'q]}, whose portfolio weights on risky assets are
 
 +
 
 That is, the portfolio {l - E[fg},E[Fq])on g and g the frontier portfolio q. Since the portfolio q is arbitrarily chosen, we have shown that the entire portfol frontier can be generated by the two frontier portfolios g and g
 
 +
 
 3.10. Note that the arguments in the last section showing that the portfolio frontier is generated by g and g h only use the fact
 
 +
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 do not have identical that the two frontier portfolios g and g expected rates of return. The following much stronger statement is in fact valid: The portfolio frontier can be generated by any two distinct frontier portfolios. To see this, let p i and p2 be two distinct frontier portfolios, and let g be any frontier portfolio. We want to show that g is a portfolio generated by p\ and pi. Since is not equal t o E[Ãˆp2] there exists a unique real number a such that
 
 E[cl]
 
 E[fq]= aE[rp,}+
 
 (1- a)E[Ãˆp2]
 
 (3.10.1)
 
 Now consider a portfolio of pi and pa with weights {a,(1 - a)}. We have
 
 Figure 3.11.1: Portfolio Frontier in the o(?)-E[r] space where the first equality follows from the fact that p i and p; are frontier portfolios, the third equality follows from (3.10.1), and the fourth equality follows from the fact that the weights for a frontier portfolio are uniquely determined. Thus, we have demonstrated that the portfolio frontier can be generated by any two distinct frontier portfolios.
 
 3.11. The covariance between the rates of return on any two frontier portfolios p and g is
 
 where we have used the definition of covariance and the portfolio weights for a frontier portfolio given in relation (3.9.4). The definition of the variance of the rate of return of a portfolio and (3.11.1) give
 
 which is a hyperbola in the standard deviation-expected rate of return spacewith center (0, A/C) and asymptotes E[fp\ = A/C k /D/Co(fp), where o2(Ãˆp and o(Fp) denote the variance and the standard deviation of the rate of return on the portfolio p, respectively. 'Relation (3.11.2a) can equivalently be written as
 
 which is a parabola in variance-expected rate of return space with vertex ( l / C , A/C). The portfolio frontier in mean-standard deviation space is graphed in Figure 3.11.1, and the portfolio frontier in mean-variance space is graphed in Figure 3.11.2. The portfolio having the minimum variance of all possible portfolios, or the minimum variance portfolio, is a t A/C) in Figure 3.11.1. This follows directly from (3.11.2a).
 
 (^/1/C,
 
 3.12. The minimum variance portfolio, denoted henceforth by mvp, has a special property: The covariance of the rate of return on
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 minimum variance portfolio is equal to the variance of the rate of return on the minimum variance portfolio. Note that in the arguments proving that relation (3.12.1) holds for any portfolio p, the assumption that risky assets do not have identical expected rates of return is never used. Thus relation (3.12.1) holds even when risky assets have identical expected rates of return.
 
 I
 
 3.13. Those frontier portfolios which have expected rates of return strictly higher t h a n that of the minimum variance portfolio, A/C, are called efficient portfolios. Portfolios that are on the portfolio frontier but are neither efficient nor minimum variance are called inefficient portfolios. For each inefficient portfolio there exists an efficient one having the same variance but a higher expected rate of return. Let wi, i = 1,2,. . . , m , be m frontier portfolios and a,, i = 1,2,. . . ,m, be real numbers such that a, = 1. Then denoting the expected rate of return on portfolio i by E[fi] for i = 1,2,. . . ,m, we have
 
 ^El
 
 igure 3.11.2: Portfolio Frontier in the u2(F)-E[F] Space
 
 m
 
 m
 
 the minimum variance portfolio and that on any portfolio (not only those on the frontier) is always equal to the variance of the rate of return on the minimum variance portfolio. To see this, let p be any portfolio. We shall demonstrate below that i= 1
 
 COV(Fp Fmvp)= Var (Fmup).
 
 (3.12.1)
 
 -
 
 We consider a portfolio of p and mvp with weights a and I a and with minimum variance. Then, a must be the solution to the following program:
 
 The first order necessary and sufficient condition for a to be the solution is:
 
 Since mvp is the minimum variance portfolio, a = 0 must satisfy relation (3.12.2). Thus we have relation (3.12.1). In words, the covariance between the rate of return on any portfolio and that on the
 
 Recalling (3.9.4)) the second line of the above expression is a frontier portfolio having an expected rate of return equal to aiE[Fi]. Thus any linear combination of frontier portfolios is on the frontier. If portfolios i = 1,2,. . . ,m are efficient portfolios, and if a;, i = 1,2, . . ,m are nonnegative, then
 
 ^El
 
 .
 
 Formally stated, any convex combination of efficient portfolios will be an efficient portfolio. The set of efficient portfolios is thus a convex set. 3.14. One important property of the portfolio frontier is that for any portfolio p on the frontier, except for the minimum variance
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 portfolio, there exists a unique frontier portfolio, denoted by zc(p), which has a zero covariance with p. Setting the covariance between two frontier portfolios p and zc(p}, given in relation (3.11.1), equal to zero: cov(fP,L(,)) =
 
 c
 
 ((Â£[?, - A / c ) ( E [ ~ , ~ ~-) ]A/C)
 
 +D/c2) =0 (3.14.1) ..
 
 and solving for the expected rate of return on zc(p), we get:
 
 In fact, (3.14.2) defines zc(p). The uniqueness assertion follows from uniquely, which in turn deterthe fact that (3.14.2) defines E[Ltp)] mines zc(p) uniquely by (3.9.4). It is also easily seen from (3.11.1) that the covariance of the minimum variance portfolio and any other frontier portfolio is equal to 1/C, which is strictly positive. Therefore, there does not exist a frontier portfolio that has zero covariance with the minimum variance portfolio.
 
 3.15. Equation (3.14.2) gives us a clue to the location of zc(p) for p other than the minimum variance portfolio. If p is an efficient portfolio, then (3.14.2) implies that
 
 thus zc(p) is an inefficient portfolio, and vice versa. Geometrically zc(p) can be located by the following fact: The intercept on the expected rate of return axis of the line tangent to the portfolio frontier in the standard deviation-expected rate of return space at the point associated with any frontier portfolio p (except the minimum variance portfolio) is Alternatively, in the variance-expected rate of return space, the intercept on the E[r} axis of the line joining any frontier portfolio p and the mvp is equal to E[ 1/C, q is constructed by short selling portfolio p and buying the minimum variance portfolio. The expected rate of return of q is
 
 fin,
 
 i v
 
 ft\
 
 Figure 3.15.2: The Location of a Zero Covariance Portfolio in the u 2 ( 3 - ~ [ ; ] Space
 
 Substituting u2(+) = 0 into (3.15.3); we have that the intercept of the line on the expected rate of return axis is equal to E[Lb\\.This result is presented in Figure 3.15.2. Finally, let p be a portfolio which is not on the portfolio frontier as depicted in Figure 3.15.3, which we note is in the u2(F)-E[F] plane. We claim that the intercept on the expected rate of return axis of the line joining p and m v p is equal to the expected rate of return on a portfolio, q, that has zero covariance with p and the minimum variance among all the zero covariance portfolios with p. To see this, we note that wn is the solution to the following program:
 
 1 min -w:vwq w, 2 s.t. w;vwp = 0,
 
 (3.15.4)
 
 which is easily verified to be the intercept on the expected rate of return axis of the line joining p and m v p in the u2(F)-E[f\ plane. In Exercise 3.6 we ask the reader to show that the portfolio frontier generated by two assets or portfolios having distinct expected rates of return passes through these two assets or portfolios. Consider the portfolio frontier generated by p and m v p , which is demonstrated graphically in Figure 3.15.3. Note that this portfolio frontier lies inside the portfolio frontier of all assets and touches it at a single point, the m v p . Since any linear combination of two frontier portfolios is on the frontier, any linear combination of p and m v p is on the portfolio frontier generated by p and m v p . It follows that the portfolio q is on the portfolio frontier generated by p and m v p as it is a linear combination of p and m v p by (3.15.5). 3.16. We have demonstrated the existence of a zero covariance portfolio for any frontier portfolio other than the minimum variance portfolio. A characterization of the relationship between the expected rate of return on any portfolio q, not necessarily on the frontier, and those of the frontier portfolios is given below.
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 where. we have used (3.11.2a) in the second equality, where Pqp = cov(Wp)/a^(rp), and where the fourth equality follows from relation (3.15.2). The expected rate of return on any portfolio q can be written as a linear combination of the expected rates of return on p and on its zero covariance portfolio, with weights Papand 1 - Pap. Note that since z ~ ( z c ( ~= ) )p for any frontier portfolio p other than the mvp, we can also write (3.16.2) as
 
 Figure 3.15.3: Minimum Variance Zero Covariance Portfolio of a Non-frontier Portfolio
 
 From the fact that E[fp] # E[Qp)], there exists a unique number, say a, such that E[fq\ = aE[rp]+(l-a)E[kip)}. Therefore, relations (3.16.2) and (3.16.3) imply that
 
 Let p be a frontier portfolio other than the minimum variance portfolio, and let q be any portfolio. The covariance of Fp and fq is and we can write
 
 where the second equality follows from the fact that p is a frontier portfolio and relation (3.9.1), and where the fourth equality follows from the definition of E[Fq]and the fact that wq is a vector of portfolio weights. Substituting (3.9.3a) and (3.9.3b) for \ and 7, respectively, into (3.16.1) we get
 
 Relations (3.16.2), (3.16.3)) and (3.l6.5) are equivalent relations.
 
 and
 
 3.17. The relationship among the three random variables Fq,Fp can always be written as
 
 &(p)
 
 Fq = Po
 
 + Plccfp) + /?2Fp+ Zq
 
 (3.17.1)
 
 with Cov(Fp,2,) = C O V ( L ( ~ ) , Z =~E[Zq] ) = 0, where (/?o,/31,/?2)are coefficients from the "multiple regression" of fq on Fp and fz(pl. Since FP and GCi^)are uncorrelated, we have
 
 PI = Pqzc(p)
 
 Pi = Pqp-
 
 (3.17.2)
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 en follows from. (3.16.5) that j3o = 0, and thus we can always write the return on a portfolio q as:
 
 fy = (1 - ^qp)fzc(p)+ u
 
 p
 
 +&
 
 (3.17.3)
 
 with C O V ( ? ~ , Â=£C ~O V ( < ~ ( ~ ) , Â =£E[ey} , = 0. This relation will be particularly useful in Chapter 4. 3.18. In previous sections, we have characterized properties of the frontier portfolio when a riskless asset does not exist. When a riskless asset does exist, some simple results follow. Let p be a frontier portfolio of all N + 1 assets, and let wp denote the N-vector portfolio weights of p on risky assets. Then w p is the solution t o the following program:
 
 Figure 3.18.1: A Portfolio Frontier when rf < A/C
 
 where we still use e to denote the N-vector of expected rates of return on risky assets, and rf is the rate of return on the riskless asset. Forming the Lagrangian, we know that wp is the solution t o the following: min {w,A}
 
 1 T - W ~ V W + A ( E [ ? ~ ] - We - ( 1 - w T 1 ) r f ) . 2
 
 where H = ( e - ~ r ~ ) ~ V - l ( el r-f-) = B - 2Arf + C r f 2 and A, B , and C are defined as in Section 3.9. It is easily checked that H > 0 as A2 - BC < 0. The variance of the rate of return on portfolio p is
 
 where the second equality follows from substituting relation (3.18.1). Equivalently, we can write
 
 The first order necessary and sufficient conditions for wP to be the solution are Vwn = A(e - l r f ) and
 
 r^ wT^ - l r f ) = E[rp\. Solving for wp , we have
 
 that is, the portfolio frontier of all assets is composed of two halflines emanating from the point (0, r f ) in the u ( 5 ) - E[Fp] plane with slopes ^/H and -@, respectively. We now consider some special cases. Case 1. rf < A/C. This case is presented graphically in Figure 3.18.1, where e is the tangent point of the half line T{-\-@U(F~) and the portfolio frontier of all risky assets. To verify this, we only
 
 -
 
 78
 
 Foundations for Financial Economics
 
 Mathematics of the Portfolio Frontier
 
 79
 
 \
 
 Figure 3.18.2: A Portfolio Frontier when r f
 
 > A/C
 
 Figure 3.18.3: A Portfolio Frontier when rf = A/C Case 2. r f > A/C. The story here is a little different) The portfolio frontier of all assets is graphed in Figure 3.18.2. Any portfolio involves short-selling portfolio e' and on the half-line rf investing the proceeds in the riskless asset. On the other hand, any portfolio on the half-line rf - f i u ( r p ) involves a long position in portfolio e'. Case 3. rf = A/C. In this case,
 
 +
 
 that is, we use the result in Section 3.15 t o conclude that E[Fxi^] = r f . Now using relations (3.11.2a) and (3.18.4), we get
 
 which is t o be shown. Any portfolio on the line segment r/e is a convex combination of portfolio e and the riskless asset. Any portfolio on the half line r f \/ff(r(fp) other than those on r / e involves short-selling the riskless asset and investing the proceeds in portfolio e. It can also easily be checked that any portfolio on the half line r f involves short-selling portfolio e and investing the proceeds in the riskless asset.
 
 +
 
 Recall that E [ f p = ] A/C& ^ D / C u ( f p )are the two asymptotes of the portfolio frontier of risky assets. The portfolio frontier of all assets is graphed in Figure 3.18.3. In the previous two cases it is very clear how the portfolio frontiers of all assets are generated from looking at the figures. Portfolio frontiers are generated by the riskless asset and the "tangency" portfolios e and er, respectively. In the present case, there is no tangency
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 portfolio. Therefore the portfolio frontier of all assets is not generated by the riskless asset and a portfolio on the portfolio frontier of risky assets. The question is how the portfolio frontier of all assets is generated. Substituting r, = A/C into relation (3.18.1) and premultiplying w p by lT, we get
 
 Therefore any portfolio on the portfolio frontier of all assets involves investing everything in the riskless asset and holding an arbitrage portfolio of risky assets - a portfolio whose weights sum to zero.
 
 .
 
 When there exists a riskless asset, a relation similar to (3.17.2) can be derived. Let q be any portfolio, with wq the portfolio weights on the risky assets. Also, let p be a frontier portfolio, with wp the portfolio weights on risky assets. We assume that E[Fp] # r,. Then cov(rq,rP) = w;vwP
 
 Using (3.18.2), we obtain
 
 This relation holds independent of the relationship between r, and A/C. Given (3.19.1) and Section 3.17, we can readily write
 
 = 0, for any portfolio q and any frontier with Cov(Fp,Cqp)= E[Zqp] portfolio p other than the riskless asset.
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 Exercises 3.1. Let there be two securities with rates of return Fj and F;. Suppose that these two securities have identical expected rates of return and identical variances. The correlation coefficient between $ and F; is p. Show that the equally weighted portfolio achieves the minimum variance independently of p. 3.2. Suppose that the riskless borrowing rate is higher than the riskless lending rate. Graphically demonstrate the portfolio frontier of all assets. Next suppose that borrowing is not allowed. Graphically demonstrate the portfolio frontier of all assets. 3.3. Let p be a frontier portfolio, and let q be any portfolio having the same expected rate of return. Show that Cov(Fp,Yq)= Var(Ãˆp and, as a consequence, the correlation coefficient of Fp and f Ã lies in (0, I]. 3.4. Let fj, j = 1,2,. . . ,n, be efficient frontier portfolios. Show that if E[rp} = wiE[Ffj], where wj = 1, then E[Lip)}# wj EIFzc(fjl].,unless all f, are the same. 3.5. Let fj, j = 1,2,. . . , n, be efficient frontier portfolios, and let A j be the Lagrangian multiplier of (3.8.2) that is associated with Â£[?,,I Show that if E[fp]= wi E[Q], where wj = 1, then E[FÃ£(,) = wjAjEIFzc(fjl\ where Ap is the Lagrangian multiplier of (3.8.2) that is associated with E[fp},where w, 2 0. 3.6. Show that the portfolio frontier generated by two assets or portfolios having distinct expected rates of return passes through these two assets or portfolios.
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 s. Most of the discussions in Sections 3.8 through 3.17 are freely adapted from Gonzalez-Gaverra (1973) and Merton (1972). Many results of Gonzalez-Gaverra (1973) were later independently derived by Roll (1977). Chamberlain (1983) characterizes the complete family of distributions that are necessary and sufficient for the expected utility of final wealth to be a function only of the mean and variance of final wealth or for mean-variance utility functions. Epstein (1985) shows that mean-variance utility functions are implied by a set of
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 decreasing absolute risk aversion postulates.
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 4.1. In Section 3.10 we saw that all portfolios on the portfolio frontier can be generated by any two distinct frontier portfolios. Thus, if individuals prefer frontier portfolios, they can simply hold a linear combination of two frontier portfolios or mutual funds. In that case, given any feasible portfolio, there exists a portfolio of two mutual funds such that individuals prefer at least as much as the original portfolio. This phenomenon is termed two (mutual) fund separation. In the first part of this chapter, we develop conditions on asset returns that are necessary and sufficient for two fund separation given that individuals are risk averse and that variances of asset returns exist. When asset returns exhibit two fund separation, it turns out that the two separating mutual funds must be on the portfolio frontier. It then follows that an individual's optimal portfolio is a frontier portfolio. In equilibrium, markets have to clear. Thus, the market portfolio, a convex combination of individuals' optimal portfolios, is also on the portfolio frontier. As long as the market
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 portfolio is not the minimum variance portfolio, Section 3.16 implies that there exists a linear relation among the expected asset returns with the expected return on the market portfolio as the pivotal variable. This is the Capital Asset Pricing Model - the subject of the second part of this chapter. Finally, we will turn to the Arbitrage Pricing Model, where a linear relation among expected asset returns holds approximately for most of the assets in an economy with a large number of assets, when, roughly, there are no arbitrage o p p o r t u n i t i e s (in the limit). 4.2. We start our formal discussion by giving a definition. A vector of asset rate of returns E is said to exhibit two fund s e p a r a t i o n if there exist two mutual funds 0:1 and a 2 such that for any portfolio q there exists a scalar A such that
 
 = (Fj)L
 
 for all concave u(-). We shall assume that all assets are risky, until specified otherwise. Moreover, we assume that asset returns have finite second moments and that no two asset returns are perfectly correlated, which imply that the variance-covariance matrix of asset returns exists and is positive definite. Then portfolio frontier exists, and every frontier portfolio is uniquely determined in that there is a unique set of portfolio weights associated with each frontier portfolio. The above points were discussed in Chapter 3. Now suppose that the vector of asset rates of return, E, exhibits two fund separation. We first claim that the separating mutual funds o;i and a 2 must be frontier portfolios. To see this, we note that by the definition of two fund separation, for any portfolio q there must exist a scalar A such that
 
 for all concave u(-). This is equivalent to
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 From Section 2.8 we must then have
 
 and
 
 + (1 - A)Fa3]< Var(Fq). That is, the dominating portfolio A a l + (1 - A)a2 must Var[AFa1
 
 (4.2.5) have the same expected rate of return as q and a smaller variance. Suppose, for example, that a 2 is not a frontier portfolio. Then there must exist a portfolio & that has a variance strictly smaller than that of any portfolio formed by a\ and a 2 . This contradicts the hypothesis that a1 and a 2 are separating portfolios. Hence a1 and a 2 must be on the portfolio frontier. 4.3. Next we observe that because a1 and cq are frontier portfolios, any linear combination of them is also on the frontier. Hence, for any portfolio q, the dominating portfolio formed from two separating portfolios is the frontier portfolio that has the same expected rate of return as portfolio q. As the portfolio weights of any frontier portfolio are uniquely determined and any two distinct frontier portfolios span the whole portfolio frontier, whenever two fund separation obtains, it must be that any two distinct frontier portfolios can be separating portfolios. In particular, we can pick any frontier portfolio, p # mvp and its zero covariance portfolio, zc(p), to be the separating portfolios. Sections 3.16 and 3.17 allow us to write, for any portfolio q,
 
 where (Sqp = c ~ v ( ? ~ , ? ~ ) / v aand r ( ~Zqp ~ )is such that E(ZqP)= 0. Note that (4.3.2) 5 (1 - /ÃˆÃ£)&c( + &?p, is the rate of return of the dominating portfolio. Next we claim that the necessary and sufficient condition for two fund separation is
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 4.4. First we will demonstrate the necessity of (4.3.3) for two fund separation. We note that as Q(pqp)is the return on the dominating portfolio, a = 0 is a solution of the following program:
 
 A necessary condition for a = 0 to be a solution is
 
 E[u'(Q (pqp))Â£yp}=
 
 V concave u(-).
 
 (4.4.1)
 
 Suppose (4.3.3) does not hold for some q. We denote ~ [ ? ~ ~ \ Q [ f 3 ~ ~ ) ] by mq(& and the cumulative distribution function of K2 are strictly positive constants. This utility function is graphed in Figure 4.4.1. Then
 
 then
 
 which contradicts (4.4.1). Thus (4.3.3) is a necessary condition for two fund separation. which contradicts the fact that E[ZqP]= 0. Now consider a concave utility function that is piecewise linear:
 
 4.5. Now we will show that (4.3.3) is also sufficient for two fund separation. The separating portfolios are p and its zero covariance portfolio. If q is a portfolio, then the dominating portfolio is (1 ,k$p)Fzcfpl +/^pfp. To see this, let u(-) be any concave utility function.
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 which violates implications of second degree stoc We can, therefore, write
 
 = E[E[~(Q(/?~J+ ~
 
 pI Q)( / ? ~ P ) I I
 
 5 ~[u(Q(/?qp))I, e inequality follows from Jensen's inequality because u(.) is concave. Thus, (4.3.3) is sufficient for two fund separation. As we observed earlier, in this case, any two distinct frontier portfolios can be separating portfolios. Note that the condition for two fund separation can be summarized in words based on (4.3.1) and (4.3.3). The rate of return on any feasible portfolio is equal to the rate of return on a particular portfolio plus a random noise term that has a zero conditional expectation given the rate of return on the particular portfolio. This particular portfolio has the same expected rate of return as the given feasible portfolio and is formed from two fixed mutual funds. As expected rates of return on the two fixed mutual funds are different, portfolios formed from them can have any expected rate of return desired. 4.6. We will say that a vector of asset returns F exhibits one fund separation if there exists a (feasible) portfolio a such that every risk averse individual prefers a to any other feasible portfolio. That is, when one fund separation obtains, there must exist a mutual fund a such that for any portfolio q, we have, for all concave ti(-},
 
 This implies
 
 E[Ta\= E[Fq] and Var(Fa)
 
 < Var(Pq)
 
 by way of second degree stochastic dominance. As q is arbitrary and a is fixed, all assets must have the same expected rate of return. Furthermore, the separating portfolio must be the minimum variance portfolio. Otherwise, pick q to be the minimum variance portfolio. Then var(Fq) < var(Fa),
 
 6==fa+Fq
 
 Vq,
 
 (4.6.1)
 
 with E[Zq]= 0. We claim that the necessary and sufficient condition for one fund separation is EIZqlFa}=O
 
 Vq.
 
 (4.6.2)
 
 The necessity part can easily be demonstrated by reproducing the necessity proof for (4.3.3). Suppose (4.6.2) is not true. We can construct a piecewise linear and concave utility function to show a contradiction. The sufficiency proof is exactly the same as in the two fund separation case. One fund separation can be viewed as a degenerate case of two fund separation. When all assets have the same expected rate of return, the portfolio frontier degenerates to a single point, the minimum variance portfolio. The portfolio frontier is thus trivially generated by a single mutual fund. A necessary and sufficient condition for one fund separation is given by (4.3.3) with pqp= 1.
 
 4.7. In this section, we shall give concrete examples ofdistributions of rates of return that exhibit two fund and one fund separation, respectively. Let the vector of rates of return be multivariate normally distributed. Suppose that the expected rates of return of risky assets are not identical. We claim that two fund separation obtains. Let p be any frontier portfolio and zc(p) its zero covariance portfolio. As any linear combination of normal random variables is itself normal, it follows that fp and are bivariate normal random variables. Let q be any portfolio. Relation (4.3.1) implies that Fqp is also a normal random variable. Recall the following from Section 3.17: = 0. Cov (eqp,fp) = Cov(FqP,?n(p)) = E[Fqp]
 
 (4.7.1)
 
 That is, Fqm Fp and L(p) are uncorrelated. Multivariate normality then implies that Fqp, fp and ?zc(p)are independent. Consequently, ZqP and A/C
 
 is a necessary and sufficient condition for two fund separation, where (Zjet)gl are such that
 
 with Cov(rei,Â£jet= E[Zjei\= 0 and
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 will show in this section that when investors have strictly increasing utility functions, the risk premium of the market portfolio must be strictly positive when the risky assets are in strictly positive supply and (4.12.2) holds. We first claim that an investor will never choose to hold a portfolio whose expected rate of return is strictly lower than the riskless rate when his utility function u(-) is strictly increasing and concave. Let F be the random return of a portfolio chosen by u(-) such that
 
 Pjei = Cov(fj, Fet)/n2(re'). Note that
 
 4.13. We shall assume throughout this section that two fund separation holds. When rf # A/C and risky assets are in strictly positive supply, the tangent portfolios of Figures 3.18.1 and 3.18.2 must be the market portfolios of risky assets in equilibrium. Therefore, in those two cases, the market portfolios of risky assets are on the portfolio frontier. Hence, using (3.19.1), we know
 
 for any portfolio q in the market equilibrium. This is the traditional Capital Asset Pricing Model (CAPM) independently derived by Lintner (1965), Mossin (1965), and Sharpe (1964). When rf = A/C, the story is a little different. If this is an equilibrium, we claim that the riskless asset is in strictly positive supply and the risky assets are in zero net supply. To see this we recall that when two fund separation holds, individuals hold frontier portfolios. In addition, Section 3.18 says that when rf = A/C, an individual puts all his wealth into the riskless asset and holds a selffinancing portfolio. For markets to clear, it is then necessary that the riskless asset be in strictly positive supply and the risky assets be in zero net supply. As for equilibrium relations among asset returns, we cannot say much beyond (3.19.1). 4.14. In Section 4.13, we were not able t o sign the risk premium of the market portfolio in the presence of two fund separation. We
 
 E[u(Wo(l
 
 + ?))I 5 u(E[Wo(l + F)]) < u(Wo(l+ re)),
 
 (4.14.2)
 
 where the first inequality follows from the Jensen's inequality and the second inequality follows from the strict monotonicity of u. Relation (4.14.2) contradicts the hypothesis that the individual chooses to hold the portfolio with a random rate of return f. Given that (4.12.2) holds and risky assets are in strictly positive supply, we know from Section 4.13 that rf # A/C. Suppose that rf > A/C. Then no investor holds a strictly positive amount of the market portfolio. This is inconsistent with market clearing. Thus in equilibrium, it must be the case that rf < A/C and the risk premium of the market portfolio is strictly positive. In this event, no individuals hold inefficient portfolios and the half line in the standard deviation-expected rate of return space composed of efficient frontier portfolios and the riskless asset is termed the Capital Market Line in the literature. Before we leave this section, we note that in the above proof when there exists a riskless asset, an investor will never choose to hold a portfolio having an expected rate of return strictly less than the riskless rate we only used the fact that an investor can always invest all his money in the riskless asset. Hence the conclusion holds even when borrowing is not allowed. We ask the reader t o show in Exercise 4.6 that in such event, when investors choose t o hold efficient frontier portfolios and the riskless asset is in strictly positive supply, (4.11.6) and (4.11.7) are valid and E[?m(m)\ 2 r f . That is,
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 for any feasible portfolio and
 
 Using the definition of a covariance, (4.15.1) can be written as
 
 We also ask the reader to work out a similar conclusion when the riskless borrowing is allowed at a rate strictly higher than the riskless lending rate in Exercise 4.7. In that case, we have
 
 Note that 6'. and are bivariate normally distributed. We will employ the following mathematical result: Let ? and % b e bivariate normally distributed. Then we have
 
 for any feasible portfolio and
 
 where r~ and r;, denote the riskless lending rate and borrowing rate, respectively. The versions of the Capital Asset Pricing Model of (4.14.3) and (4.14.4) and (4.14.5) and (4.14.6) will be termed the constrained borrowing versions of the CAPM. The constrained borrowing versions of the CAPM are the main subjects of discussion in Chapter 10 when econometrics issues in testing the CAPM are discussed. 4.15. In the above analysis, we derived the traditional CAPM and the zero-beta CAPM by way of two fund separation. The risk premiums of risky assets are related to the risk premium of the market portfolio in a linear fashion. In this and the next section, we will discuss two simple situations where we can explicitly write down how the risk premium of the market portfolio is related t o investors' optimal portfolio decisions. First, suppose that there exists a riskless asset with a rate of return rf and that the rates of return of risky assets are multivariate normally distributed. Let Wi denote the optimally invested random time-1 wealth for individual i. Section 1.18 shows that E [ u W [ f , - rf)] = 0 Vi, j , where
 
 N
 
 W, = w ; ( l +
 
 rf
 
 +
 
 - rf)). j=1
 
 5
 
 provided that g is differentiable and satisfies some regularity conditions. This mathematical result is called the Stein's lemma. Assuming that u; is twice differentiable and applying the Stein's lemma to (4.15.2), we have
 
 Defining the i-th investor's global absolute risk aversion
 
 dividing both sides of (4.15.3) by E[u"(tyi)], summing across i, and rearranging gives:
 
 where
 
 I
 
 (4.15.1) Note that I(E:=~ 9,l)"l is the harmonic mean of individuals' global absolute risk aversion. We can interpret ~ ~ ~0 , l () l tog be the = ~ aggregate relative risk aversion of the economy in equilibrium.
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 where
 
 Relation (4.15.4) implies that
 
 (r I
 
 E[Fm- rf] =
 
 O , F ~ ) - ~ M ' ~ ~ V ~ ~ ( F ~ )(4.15.5) ; Relation (4.16.3) implies that
 
 i=1
 
 that is, the risk premium on the market portfolio is proportional to the aggregate relative risk aversion of the economy. Thus, the risk premium of the market portfolio is strictly positive when investors' utility functions are increasing and strictly concave. For example, when investors' utility functions are negative exponential, uj(z) = -1 exp{-aiz}, with a. > 0, ai
 
 a strictly positive constant. Substituting (4.15.4) into (4.15.3) gives the familiar CAP lation (4.13.1). However, in the present situation, we have a relation for the market risk premium (4*15.5).
 
 4.16. Now assume instead that utility functions are quadratic: ui(z) = aiz -
 
 5%' a;, 2
 
 bj
 
 > 0.
 
 (4.16.1)
 
 >
 
 Note that individual i reaches satiation when z a&. We therefore assume that the rates of return of assets and the initial wealth are such that satiation will not be attained. Substituting (4.16.1) into (4.15.1) and rearranging gives
 
 where we have used the definition of covariance. Note that
 
 ( 2-
 
 is equal to 4, the global risk aversion of investor i with a quadratic utility function. This result does not require the assumption that asset returns are multivariate normally distributed. Summing (4.16.2) over i gives
 
 Substituting (4.16.4) into (4.16.3) gives the CAPM relation (4.13.1).
 
 4.17. In the context of the CAPM, a risky asset's beta with respect to the market portfolio is a sufficient statistic for its contribution to the the riskiness of an individual's portfolio. Risky assets whose payoffs are positively correlated with those of the market portfolio have positive risk premiums. In such event, the higher the asset beta, the higher the risk premium. The intuition of this relationship can be understood as follows. Consider two assets A and B. Asset A and asset B have the same expected time-1 payoffs. However, asset A's payoffs are positively correlated with the payoffs of the market portfolio, while asset B's payoffs are negatively correlated with that of the market portfolio. That is, asset A has high payoffs when the economy is in relatively prosperous states, while asset B has high payoffs when the economy is in relatively poor states. One unit of the payoff is more valuable in a relatively poor state than in a relative abundant state. Therefore, asset B is more desirable, and its t i m e 4 price will be higher than that of asset A. Since assets A and B have the same expected payoffs, the expected rate of return of asset A will be higher than that for asset B. In other words, asset A's payoff structure is not as attractive as that of asset B. Therefore, it has to yield a higher expected rate of return than asset B to make itself as attractive as asset B in equilibrium. 4.18. Recall from previous analyses that if the rates of return of risky assets satisfy (4.12 .I) and (4.12.2), two fund separation implies that there exists a linear relation among expected returns of assets. In equilibrium, the coefficients of the linear relation are identified to
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 be related t o the beta's of asset returns with respect to the return on the market portfolio. Relations (4.12.1) and (4.12.2) may be loosely interpreted as saying that the rate of return on an risky asset is generated by a "one factor model" plus a random noise whose conditional expectation given the factor is identically zero. Note however that the residuals from this "one factor model" are not uncorrelated across states. Also, the factor happens t o be the rate of return on a portfolio. In such event, the set of portfolios that will be chosen by some risk averse investor is spanned by the riskless asset and the factor. We have identified this set to be just the portfolio frontier! Suppose that (4.12.2) does not hold, but, instead, the Ge's are uncorrelated. Intuitively, the above mentioned spanning property may still be true approximately, a s long as there are a large numcan be diversified away by forming ber of assets such that the well-diversified portfolios. Then it may follow that a linear relation among expected asset returns will be valid approximately. The following analyses formalize this intuition and show that a linear relation among expected asset returns will hold for most of the assets approximately if there is no arbitrage opportunity (in the limit) and there are a large number of assets. 4.19. We consider a sequence of economies with increasing numbers of assets. In the n-th economy, there are n risky assets and a riskless asset. The rates of return on risky assets are generated by a K-factor model:
 
 where
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 where B' is a fixed strictly positive real number and
 
 /% are real num-
 
 bers. We also assume that the gc's are rates of return on portfolios. Using matrix notation, we can write (4.19.1) as
 
 where a" is an N x 1 vector of
 
 Bn is an n x K matrix whose elements are /%, j = 1,2, ...,n , k = 1,2, ...,K , and 5" is a K-vector of &'s. To avoid degenerate cases, we will only be interested in economies with more than K risky assets. That is, an implicit assumption to be made henceforth is that n > K.
 
 -
 
 4.30. We first note that if
 
 then there exists an exact linear relation among expected rates of return on assets in the n-th economy, if one cannot create something out of nothing. This follows since the returns on risky assets are completely spanned by the K factors (portfolios) and the riskless asset. Formally, consider a portfolio of the K factors and the riskless asset, yy, with K
 
 where y$ is the proportion invested in the riskless asset and y$ is the proportion invested in the k-th factor. The rate of return on this portfolio is K
 
 and
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 Note that the factor components of the rate of return on yy replicate those of asset j.
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 zfal
 
 We claim that a " , h be equal to (1 (%)r /. We shall show that if this is not the case, something can be created out of nothing. Suppose that
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 return is bounded below away from zero while its variance is negligible. That is, it is almost a free lunch. We wish to show that if there is no arbitrage opportunity, then a linear relation among expected asset returns will hold approximately for most of the assets in a large economy. We first claim that,
 
 We establish a portfolio by investing one dollar in y," and shorting one dollar's worth of security j. This portfolio costs nothing. Its rate of return, however, is
 
 which is riskless and strictly positive. Hence something has been created out of nothing, or there exists a free lunch. Barring free lunches and reversing the above arguments for the case a," > (1 (%)r,, we thus have
 
 for most of the asset in large economies, where Ã denotes approximately equal to. To see this, we fix e > 0, however small. Let N(n) be the number of assets in the n-th economy such that the absolute value of the difference between the two sides of (4.21.1) is greater than e . Without loss of generality, assume that
 
 zEl
 
 K a," = (1 - E % ) r , .
 
 (4.20.2)
 
 k= 1
 
 Substituting (4.20.2) into (4.19.5) and taking expectations, we get
 
 E[Fn]= B~E[P- r f l n ] ,
 
 (4.20.3)
 
 where 1" is an n x 1 vector of ones. That is, there exists an exact linear relation among expected asset returns. 4.21. When the T ' s are not zeros, the story is a little complicated. Formally, in economy n, a portfolio of the n risky assets and the riskless asset is an arbitrage portfolio if it costs nothing. An arbitrage opportunity (in the limit) is a sequence of arbitrage portfolios whose expected rates of return are bounded below away from zero, while their variances converge to zero. Roughly, an arbitrage opportunity is a costless portfolio in an economy with a large number of assets such that its expected rate of
 
 
 E fk, let $(k) denote the price at time 0 of an elementary claim on aggregate time-1 consumption ., that pays one unit of the consumption at time 1 if and only if C = k, and let r ( k ) be the probability that 6 = k. The time-additivity and state-independence of utility functions simplify (5.5.3) to be
 
 To rule out arbitrage, we must have
 
 where the second equality follows from (5.12.5) and the third equality follows from the definition of v(k). Now let x be the random payoff of a complex security. Its value
 
 Valuation o f State Contingent Securities
 
 at time zero, denoted by Sy, is 4wxw wen
 
 k wE0.k
 
 where the third equality follows from (5.12.5) and (5.16.1), the fourth equality follows from (5.16.2), and the fifth equality follows from the definition of conditional expectation, and E[-\ denotes the expectation with respect to nu's. From (5.16.3), the price of any complex security can be computed using just its expected payoffs conditional on aggregate consumption states and the prices for the elementary claims on aggregate consumption.
 
 5.17. Recall from Section 5.10 that state prices can be computed from prices of put and call options on a state index portfolio. It then follows that elementary claim prices for the aggregate consumption states can be computed from put and call option prices on the time-1 aggregate consumption. Or equivalently, elementary claims on aggregate consumption states can be manufactured by forming portfolios of put and call options written on time-1 aggregate consumption. Under certain conditions on the possible values of time-1 aggregate consumption, we will show in Section 5.18 that an elementary claim on an aggregate consumption state can be constructed by a butterfly spread of call options. When the time-1 aggregate consumption has a continuous distribution and when the price for a call option on aggregate consumption is twice differentiable with respect to its exercise price, the price for an elementary claim on aggregate consumption states is related to the second derivative of the option's price with respect to its exercise price.
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 prices, p(k), prices of elementary claims on aggregate consumption must be those computed from the replicating portfolio of call options. The portfolio yielding one unit of consumption if and only if time1 aggregate consumption is k consists of buying one call with an exercise price k - 1, buying one call with an exercise price k 1, and selling two calls with an exercise price k, which is a butterfly spread. For example, if L = 3 and the prices of calls are p(0) = 1.7, p(1) = 0.8, and p(2) = 0.1, then the respective prices for elementaryclaims on aggregate consumption are +
 
 +
 
 +
 
 +
 
 +
 
 > +
 
 > +
 
 -
 
 An elementary claim for any given level of time-1 aggregate consumption can be constructed in a similar manner. Given the call
 
 +
 
 +
 
 5.19. In general, if the step size between potential levels of aggregate consumption is A, then, letting k be a possible value of the time-1 aggregate consumption, x(k) -x(k+A) has a payoff vector with zeroes for aggregate consumption 8 k, and A for all levels of aggregate consumption greater than or equal t o k A. Therefore, the portfolio of call options that produces a payment of one unit of consumption if the aggregate consumption is k and zero otherwise is: 1 -(x(k A - A) - x(k)) - (x(k) - x(k A)),
 
 
 E fi} be the state prices in a competitive economy with complete markets where individuals have homogeneous beliefs and time-additive, state-independent utility functions that are increasing, strictly concave, and differentiable. We claim that {4w;ul E fi} will be the state prices in an otherwise identical economy except that there is only one representative agent who is endowed with the aggregate endowment (Co, Cu; w E 0). claim through construction - construct a representative agent, endow him with (Co,CW;u> E fi), and show that equilibrium prices for state contingent claims are G W w ; E fi}.
 
 5.20.
 
 5.22. Consider the competitive complete markets economy equilibrium prices of elementary claims {4>w;w E 0) and equilibrium allocation { c ~ ociW;w , E fi, i = l , .. . ,I} in Section 5.5. Let A, be the inverse of the Lagrangian multiplier of individual i's maximization problem, that is, A; = 6 , l , where we recall that the di'a are strictly
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 positive. Now define functions UQ and ul as follows:
 
 Valuation of State Contingent Securities to conclude that
 
 and
 
 and
 
 .t.
 
 y zi = z . i= 1
 
 It can be verified that uo and ul are increasing and strictly concave. An immediate consequence of the definitions of uo and ul is that
 
 and
 
 5.23. Now consider an economy with a representative agent, whose time-additive and state-independent utility functions are uo and M I , whose probability beliefs are {v^;w E 0},and whose endowments of t i m e 4 and time-1 consumptions are (Co,Cw;w E tl}. We claim that the prices for elementary consumption claims in this economy, using the single consumption good as the numeraire, must be {4w;wE tl}. Observe that in this single individual economy, for the markets to clear, the prices must be set so that the representative individual's optimal consumption choice is to hold his endowment. Therefore, using the time-0 consumption good as the numeraire, the state price for state w must be equal to the representative individual's marginal rate of substitution between time-0 consumption and time-1 state-w consumption, which is 5I"W"'i(CW) (5.23.1) u'o (Co
 
 Substituting (5.22.3) and (5.22.4) into (5.23.1) gives
 
 where we have used the resources constraints
 
 and
 
 Thus, for the market to clear, it is necessary that the price for statew contingent claim be #^. It is also straightforward to show that {#+,,;w? 0} are indeed equilibrium prices in the economy with the representative agent.
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 .24. The utility functions for the representative individual we constructed in Section 5.22 depend on the weightings A,. The representative individual's utility functions will be affected when we change the relative magnitudes of those weightings. Recall from Section 5.5 that the A. is just the inverse of individual i's Lagrangian multiplier in his maximization and depends upon his initial endowment. Therefore, the relative magnitudes of the A;'s are determined by the distribution of initial endowments of individuals. As a consequence, the prices in the economy will be affected by the distribution of initial endowments across individuals. We say that an economy with heterogeneous agents satisfies the aggregation property if the equilibrium prices are determined independently of the distribution of initial endowments. We will demonstrate below that a sufficient condition for the aggregation property is that utility functions of individuals exhibit linear risk tolerance with identical cautiousness and have the same time preferences. Note that this condition is a little stronger than (5.14.6)' the necessary and sufficient condition for all Pareto optimal sharing rules t o be linear. For (5.14.6) t o hold, it is not necessary that individuals' time preference parameters be identical. The solutions of (5.14.6) include power functions ui (z)
 
 1 5-1
 
 = -(Ai
 
 + Bz)l-B
 
 Valuation of State Contingent Securities
 
 Fix a set of weightings (A,). Define U Q and M I as in (5.22.1) and (5.22.2). We can compute UQ and u1 explicitly. The first order conditions for (5.22.1) are
 
 where 9 is the Lagrangian multiplier for the resource constraint. Now raising (5.25.1) to the - B power and summing over i gives
 
 Solving for 6 from (5.25.3) and substituting it into (5.25.1) gives
 
 Summing the above relation over i gives
 
 and negative exponential functions:
 
 where we understand the power function to be ln(Ai B = 1.
 
 + Bz) when Similarly, for
 
 5.25. Suppose first that individuals' utility functions are power functions with B # 1 and the same time preference p:
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 ul
 
 we have
 
 Foundations for Financial Economics
 
 146
 
 Valuation of State Contingent Securities
 
 147
 
 From (5.23.2)) the prices for elementary securities are
 
 where fJ is the product sign. It then follows from (5.26.2) and (5.26.4) that the maximand of (5.26.1) is
 
 which are independent of the weightings! Prices are determined independently of the distribution of initial endowments. We leave verification of the aggregation property when B = 1 for readers in Exercise 5.4.
 
 We interpret
 
 i=1
 
 When the utility functions are negative exponential, we can prove a bit more. In the above construction of a representative individual, we assumed that individuals have homogeneous beliefs and time preferences. The representative individual naturally inherits these beliefs and time preferences. In the negative exponential case, we can allow heterogeneous beliefs and time preferences in the construction of the representative agent, and his beliefs and time preference will be composites of individuals' beliefs and time preferences. Consider the following maximization: 5.26.
 
 I
 
 max
 
 { ~ , ~ ; w e n , t =,..., i,2 I}
 
 niw (-Ai i=i
 
 {-I)
 
 -Yiw
 
 ~ X P
 
 Ai
 
 wen I
 
 (5.26.1)
 
 to be the time preference of the representative individual,
 
 i=1
 
 t o be his probability beliefs, and
 
 t o be his utility function for time-1 consumption. Here let us note that (5.26.7) may not be probabilities as they may not sum to one. That constitutes no problem, as we can always normalize t o get probabilities. Taking f i = 1 and niw = 1 in (5.26.5), we get
 
 The first order necessary and sufficient conditions are
 
 (5.26.3) i=1
 
 where Ow is the Lagrangian multiplier for the resource constraint in state U. The first order conditions imply
 
 The prices for elementary claims in an economy with this representative individual and with aggregate endowments (Coy Cw;u E 0 ) are, VU â 0,
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 which are independent of the weightings. We will ask you to verify in Exercise 5.5 that (5.26.10) gives prices for elementary claims in a complete markets economy with individuals having negative exponential utility functions. Hence negative exponential utility functions are sufficient for aggregation,
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 5.7. Let fa and f i be Pareto op i for a set of weightings A. ne &(z) = A:uUffo(z)) and ui(z) = Aiu;(fi(z)). Show that UQ and ui are strictly increasing and concave and can be utility functions for a representative agent as discussed in Section 5.22 and Section 5.23. 5.8. Suppose that all the individuals' utility functions exhibit decreasing absolute risk aversion. Show that the representative agent's utility functions as defined in Section 5.22 also exhibit decreasing absolute risk aversion.
 
 Exercises 1. Verify that the UQ and u i defined in (5.22.1) and (5.22.2) are strictly increasing and concave. 5.2. Solve (5.14.6) to verify that the solutions include power functions and negative exponential functions. 5.3. Verify that negative exponential utility functions imply linear Pareto optimal sharing rules. 5.4. Derive equilibrium prices for elementary claims in a complete markets economy when individuals have log utility functions. 5.5. Verify that (5.26.10) gives equilibrium prices for elementary claims in a complete markets economy where individuals have negative exponential utility functions with different coefficients of the Arrow-Pratt measure of absolute risk aversion. 5.6. Fix a Pareto optimal allocation and the sharing rules for this allocation, ji. Let Ti(z) = -uxz)/u"(z) be the risk tolerance function for individual i. Show that
 
 The cautiousness for individual i at z, denoted by ui(z), is T,!(z). Show that for the jiqs to be linear, it is necessary and sufficient
 
 That is, individuals' cautiousness must be identical along the optimal schedule, although their cautiousness may not be a constant across individuals.
 
 emarks. The general framework of this chapter is due t o Arrow (1964) and ebreu (1959). For more discussion on the issues related to recapitalization and the Modigliani and Miller theorem, see Litzenberger and Sosin (1977). The discussions on the allocational role of stock options follow Breeden and Litzenberger (1978) and Ross (1976). The construction of a representative agent is taken from Breeden and Litzenberger (1978), Constantinides (1982), and Wilson (1968). The discussions on the aggregation property of prices and the Pareto optimal sharing rules are freely adapted from Amershi and Stoeckenius (19839, Rubinstein (1974)) and Wilson (1968). For an extensive review of the literature on equilibrium under uncertainty, see Radner (1982). Exercise 5.8 is taken from Kraus and Litzenberger (1983).
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 WITH PREFERENCE R
 
 6.1. In Chapter 4, we made assumptions on the return distributions in order to derive linear valuation relations. In this chapter, we will first discuss valuation principles for complex securities in the framework of Chapter 5 without special assumptions on either the return distributions or individuals' utility functions. We will then derive explicit valuation expressions for risky assets under preference and distribution restrictions. In particular, the price of a European call option written on a stock when individuals9utility functions exhibit constant relative risk aversion and the option's underlying asset has a payoff structure that is jointly lognormally distributed with the aggregate consumption is explicitly computed. We also apply the pricing formula for a European call option to study the pricing of risky corporate debt. In the last section of this chapter, we derive a pricing relation similar to the CAPM for a particular class of risky assets. The pricing relations derived in this chapter provide additional 151
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 testable propositions concerning the pricing of complex securities such as common stocks and options. Some of these propositions will be empirically examined in Chapter 10. 6.2. Assume that individuals have homogeneous beliefs vu and utility functions that are time-additive and state-independent, denoted by U ~ Qand ui, and assume that these utility functions are increasing, strictly concave, and differentiable. There are N 1 securities traded, indexed by j = 0,1,. . ,N. Individuals' t i m e 4 endowments are units of time-0 consumption good and shares of traded securities. Security j is represented by its state dependent payoff structure xi^,. The 0-th security is a riskless discount bond with xou = 1 for all w ? 0. We assume that the equilibrium allocation is Pareto optimal. We recall from Chapter 5 that under this condition, a representative agent with increasing and strictly concave utility functions uo and U I can be constructed, and the price of a primitive state contingent claim can be expressed as
 
 .
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 As S o is the price of a unit discount bond, the risldess interest rate Tf
 
 IS 1
 
 =--Ie (6.2.5) so By the strict monotonicity of the utility functions, & > 0. This implies that rf > -1. Substituting (6.2.5) into (6.2.4) gives *Â¥
 
 +
 
 where uis the state price for state w . A complex security may be viewed as a portfolio of elementary state contingent claims. Thus the price for security j is
 
 Substituting (6.2.1) into (6.2.2) for
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 & gives
 
 where we have used Zi to denote the random time-1 payoff of security j . For the case of a riskless unit discount bond - a complex security that pays one unit of consumption a t time 1 in all states, we have
 
 Dividing both sides of (6.2.3) by S, and using the definition of covariance, we can write
 
 =
 
 where 5 Z,/Sj - 1is the rate of return of security j. Substituting (6.2.6) into (6.2.7) gives an equilibrium relation for the risk premiums on securities:
 
 By the fact that ui is strictly concave, the risk premium of a security is positive if and only if its random payoff at time 1 is positively correlated with the time-1 aggregate consumption. Note that in a two-period (period 0 and period 1) economy, by the strict mono,. tonicity of utility functions, the time-1 aggregate consumption C is equal to the time-1 aggregate endowment, which in turn is equal to time-1 aggregate wealth M. Therefore, (6.2.8) can be written as
 
 That is, the risk premium of a security is positive if and only if its time-1 random payoff is positively correlated with the time-1 aggregate wealth. The intuition behind this result is the same as that of the Capital Asset Pricing Model. One unit of consumption in a state where the aggregate resource is abundant is less valuable than one unit of consumption in a state where the aggregate resource
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 is scarce. Therefore, a security that pays more in states where the aggregate consumption/wealth is low is more valuable than a security that pays more in states where the aggregate consumption/wealth is high, ceteris paribus. As a result, the price for the former will be higher than that for the latter, and the rate of return on the former will be lower than that on the latter. The market portfolio is a portfolio of traded securities. Thus its rate of return fm must also satisfy (6.2.9):
 
 Relation (6.2.10) implies that the risk premium on the market portfolio must be strictly positive, as r j > -1 and u\ is strictly decreasing so that cov(fm,u \ ( ~ ) is) strictly negative. (Readers should compare this with the result of Section 4.14.) Substituting (6.2.10) into (6.2.9) gives
 
 E[?j - r,\ =
 
 cov ($, u i (M))
 
 C O V ( ?U\ ~ ,(M))
 
 E[fm - rj].
 
 (6.2.11)
 
 In equilibrium, the risk premium of security j is proportional t o that of the market portfolio. The proportionality is equal t o the ratio of the covariance of 5 and u',(fi) and the covariance of Fm and u',(M).
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 and time-0 consumption good in a securities markets economy, the equilibrium allocation is Pareto optimal. Moreover, Chapter 5 also shows that there exists a representative agent whose utility function for time-1 consumption is a power function with the same B:
 
 where A
 
 = EziA;.
 
 Hence (6.2.11) becomes
 
 Note that when B = -1, individuals' utility functions are quadratic and (6.3.3) becomes the familiar CAPM relation. When B = -112, the representative agent's utility function for time-1 consumption is a cubic function: 2 1 ul(z) = --(A - - z ) ~ . 3 2 The marginal utility in this case is 1
 
 u', (z) = (Aa- -z}\ 2 so u l is increasing and strictly concave for z < 2A. Thus if M < 2A, (6.3.3) becomes
 
 6.3. We will now specialize the pricing relation of (6.2.11) by considering a class of utility functions. Assume that individuals' utility functions for time-1 consumption are power functions:
 
 and that there is a riskless asset. Note that B is assumed to be constant across individuals. We also assume that the ui's are increasing and strictly concave over the relevant region. Recall from Chapter 5 that the Pareto optimal sharing rules for time-1 consumption are linear in this case and can be attained if there is a riskless asset and if all assets are traded. Therefore, by the assumption that individuals are endowed only with holdings of shares of traded securities
 
 (6.3.4) where Wmois the time-0 total value of traded securities. From (6.3.4) we notice that the risk premium of risky asset j depends not only upon the covariance of its return with the return on the market portfolio but also upon Covff , 1 hich we term coskewness. The risk premium on asset j is higher the higher the covariance C o v ( c , r m ) and the lower the coskewness with the market portfolio. The latter of these two effects is a consequence of the fact that a cubic utility
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 function exhibits preference towards the skewness of time-1 random consumption. The higher the coskewness of a security's return with that of the market portfolio, the more attractive it is to the individuals, ceteris paribus. Therefore, it will sell for a higher price and thus will have a lower expected rate of return. .4. Chapter 5 showed that call options help to achieve nonlinear sharing rules. Moreover, the prices of call options on aggregate consumption are sufficient to price any complex security in an allocationally efficient securities market where individuals' preferences are represented by time-additive, increasing, and strictly concave von Neumann-Morgenstern utility functions. In Sections 6.5 through 6.8, we will discuss certain properties of option prices that can be established by using purely arbitrage arguments. Section 6.9 gives some comparative statics of option prices as functions of their underlying asset prices and exercise prices. In later sections, an option pricing formula will be derived under the assumption that the payoff of the option's underlying asset and time-1 aggregate consumption are jointly lognormally distributed and that the representative agent's utility functions exhibit constant relative risk aversion. .5. Recall that a European call option is a security that gives its holder the right t o purchase a share of its underlying security a t a fixed exercise price on the maturity date of the option. Let Zj(k) be the time-1 payoff from a European call on one share of the jt h security maturing at time 1 with an exercise price of k, and let pj[Sj, k) be the price of this call at time 0 when its underlying stock price is Sj. Since an option gives its holder the right but not the obligation t o exercise on the maturity date,
 
 Ej(k) =
 
 {,-k
 
 if%--k>0, otherwise,
 
 where 6 is the random payoff of a share of the j-th security. We claim that
 
 Valuation of Complex Securities with Preference Restrictions
 
 157
 
 independent of individuals' utility functions and payoff distributions. The inequality will be strict if the probability that the option will be exercised is strictly between 0 and I. will prove now the strict inequality. Consider the following strategy: short sell one share of security j , buy one European call written on security j with an exercise price k maturing at time 1 and lend k/[l+ r f ) dollars at the riskless rate. This strategy has an initial cost equal to pj(Sj3 k) Sj k / ( l Ãˆf ) and has a time-1 payoff:
 
 +
 
 +
 
 The time-1 payoff of this strategy is nonnegative and is strictly positive with a strictly positive probability, since there is a strictly positive probability that X j < k. Therefore, its initial cost must be strictly positive to prevent something being created from not That is, we must have
 
 which is equivalent to
 
 Lastly, since a holder of the option only has the right and not the obligation to buy a share of its underlying security a t the exercise price, the price of the option must be nonnegative. Moreover, by assumption there exists a strictly positive probability that the option will be exercised. Therefore, pj(Sj, k) > 0. This observation together with (6.5.2) gives
 
 which was to be shown. The intuition behind this inequality is as follows. The present value of an obligation t o buy a share of security j a t time 1 at a price k is Sj - k / ( l + rf). When there exists a strictly positive probability that Ej will be strictly less than k, the option not to buy has a strictly positive value. Thus the call option must be worth strictly more than Sj - k/(l rf). On the other hand, there
 
 +
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 exists a strictly positive probability that the option will be exercised. Hence, pj(Sj, k) > 0.
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 portfolio of options with equal exercise prices k. Consider a positively weighted portfolio of securities with weights aj, j= 1,...,N,where a,denotes the portfolio weight on security j. Note that
 
 6.6. In Section 5.19, by assuming that an option price is a twice
 
 differentiable function of its exercise price, we showed that an option price is a convex function of its exercise price. This property, as it turns out, holds more generally. We want to show that
 
 The time-0 cost and time-1 random payoff of this portfolio are
 
 +
 
 where k = ak (1 - a)fc and dc E (0,l). Consider the strategy of buying a shares of the call option with an exercise price k and (1 - a ) shares of the call option with an exercise price k, and short selling a share of call option with an exercise price k. of generality, assume that k > k. The time-1 payoff of this strategy
 
 and PI
 
 respectively. Let p*(S*,k) be the price of a European call written on the portfolio of securities with an exercise price k that expires at time 1. The time-1 random payoff of this option is
 
 which is nonnegative. Thus,
 
 which is just (6.6.1). When there is a strictly positive probability that E j E (k, k ] , the weak inequality becomes a strict inequality. You are asked to prove in Exercise 6.2 that pj(Sj, k) is a decreasing function of k. Hence pj(Sj,k) is a decreasing and convex function of its exercise price. In a frictionless market, buying an option on two shares of security j with an exercise 2k should be equal t o buying two options with an exercise price k on security j . To see this, we simply note that the random payoffs of the former are identical to those of the latter.
 
 6.7. An option on a positively weighted portfolio of securities with an exercise price k is less valuable than a positively weighted
 
 Since max[z, 01 is a convex function of z, by the Jensen's inequality we have
 
 Note that the right-hand side of the inequality is the time-1 random payoff of a portfolio of call options on individual securities with identical exercise prices k. Thus
 
 where the inequality is strict if and only if there exist some j and j' such that 2ij < k < ii?ji with a strictly positive probability. Suppose
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 that all securities have payoffs such that all individual options with an exercise price k will be optimally exercised simultaneously. Then a positively weighted portfolio of options on individual securities with an exercise price k will be worth just as much as an option on a portfolio of securities with the same exercise price and using the same weights. Suppose on the other hand that some options on individual securities will not be optimally exercised simultaneously. A portfolio of options, unlike an option on a portfolio of securities, gives its holder an "option" to exercise different options individually. Thus a positively weighted portfolio of call options is strictly more valuable than a call option on a portfolio of securities with the same weights. The holder of a European put option has the right to sell its underlying security a t the exercise price on the maturity date. Let Pj(Sj, k) be the time-0 price of a European put written on security j with exercise price k and maturity date 1, when the current price of security j is S,. The time-1 payoff of this put option is
 
 The price of a European put can be computed from the prices of its underlying security and its European call counterpart through a relation called put-call parity. We claim that Pj(Sj,k) = k/(l+rf)-Sj+pj(Sj,k). To see this, consider the following strategy: lend k / ( l r f ) a t the riskless rate, short sell one share of security j, and buy one share of the European call with exercise price k. The time-1 payoff of this strategy is
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 You will be asked t o verify these two relations in Exercise 6.3. Given put-call parity and the facts that the price of a call is a decreasing function of its exercise price and that the is an increasing function of its exercise price, we have
 
 when pj(Sj, k) and Pj(Sj, k) are differentiable functions of k. over, Pj(Sj, k) is also a convex function of k by put-call parity. 6.9. In the previous two sections, we have seen that a call price is a decreasing and convex function of its exercise price. We will show in this section that, fixing a return distribution on the underlying asset, the price of a call option is an increasing and convex the price of its underlying asset. Readers are cautioned t o note that this relation is a comparative statics result and is not an arbitrage relation, since different stock prices can not prevail contemporaneously. Consider pj(Sj, k). Assume the distribution of Zj/% is invariant with respect to changes in Sj. For example, if we increase S,- to Sj, then X j changes to S'-Z./Sj. We claim first that pj(Sj,k) is 3 increasing in Sj and is strictly so if the probability that X j > k is strictly positive. By the assumption that return distribution is held fixed, we have
 
 +
 
 k - Xj
 
 if X j < k, if k Xi,
 
 

 
 Relation (6.9.1) follows since, given that the return distribution is invariant to changes in Sj, the time-1 payoff of a call on security-j with an exercise price k when security-j's price is S; is equivalent to the time-1 payoff of S F j shares of call options with an exercise price kSj/Sj when security j's price is Sj. Note that (6.9.1) amounts to saying that the function pj(Sj, k) is homogeneous o f degree o n e in Sj and k. The first inequality of (6.9.2) follows since the call option
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 price is a decreasing function of its exercise price. Finally, the second inequality of (6.9.2) follows because S F j > 1 by assumption and pj(Sj, k) 0. The second inequality of (6.9.2) is strict if there is a strictly positive probability that Ej > k, as then pj(Sj, k) > 0. Next we want t o show that pj(Sj, k) is a convex function of Sj. Let $ = 4 (1 - a ) S j where a E (0,l).
 
 >
 
 +
 
 To prove convexity, we must show that
 
 From the fact that pj(Sj, k) is a convex function of k for all possible Sj,
 
 +
 
 =
 
 where k3 z 7k1 (1 - 7)k2. Now take 7 asj/Sj,kl z k/Sj, and k2 = k / S ; Multiplying both sides of (6.9.3) by Sj and recalling from (6.9.1) that pj(Sj, k) is homogeneous of degree one in Sj and k,
 
 Using the definitions of written as
 
 7, kl, k2, and k3, this inequality can be
 
 The weak inequality of (6.9.4) will be strict if that of (6.9.3) is strict. From Section 6.6, we know that (6.9.3) is a strict inequality if there exists a strictly positive probability t h a t Z j lies between kl and k2 or equivalently between k/Sj and k/Sj. Figure 6.9.1 illustrates the general shape that a call option price should have as a function of its underlying security price and its exercise price, while holding constant the return distribution of its underlying asset. Note that we have used (6.5.1) in Figure 6.9.1. 6.10. In this section, a pricing formula for a European call is derived under conditions on individuals' preferences and on the joint
 
 Figure 6.9.1: Call Option Price as a Function of Its Underlying Stock Price distribution of the time-1 aggregate consumption and the payoffs of the option's underlying asset. Consider a two-period securities markets economy. Individuals' utility functions are time-additive extended power functions with identical cautiousness as in (6.3.1). Moreover, assume that A; = 0. Recall that in a securities markets economy, an individual is endowed with time-0 consumption and shares of traded securities. From Sections 5.14 and 5.15, we know that the equilibrium allocation will be Pareto optimal, since optimal sharing rules are linear. Thus, a representative agent can be constructed with power utility functions:
 
 zl
 
 where p is the time preference parameter. Then (6.2.3) implies that
 
 Foundations for Financial Economics
 
 164
 
 We will further assume that Â£and 6 are bivariate lognormally distributed, that is, In E j and In 6 are bivariate normally distributed with means (jlj7jIc) and variance-covariance matrix:
 
 where K is the correlation coefficient of In Z j and ln 6. This assumption implies that ln(Zj/Sj) and ln p ( 6 / ~ ~ are ) - bivariate ~ normally distributed with means
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 and
 
 rr
 
 e2+. / (z, ,)dzdy
 
 where N(-} is the distribution function of a standard normal random variable: 1 N(z) e-va/2d~,
 
 =
 
 r
 
 -00
 
 and
 
 is the standard normal density function. By setting a = ln(k/Sj), (6.10.4) may be used to evaluate the second integral on the righthand side of (6.10.3), and (6.10.5) may be used to evaluate the first integral on the right side of (6.10.3) by setting a = ln(k/Sj). It is easily verified that
 
 and variance-covariance matrix
 
 Given the above distributional assumption, (6.10.1) can be written as +00
 
 ,,(Sj, k) = S,
 
 +00
 
 f fln(k/Sj)(e' - k/Sj)e"(z,
 
 y)dzdy,
 
 (6.10.2)
 
 and that
 
 -00
 
 =
 
 where f (z, y) is the joint density function for 5 ln(Â£,/Sj and EZ l n p ( 6 / ~ ~ Relation ) ~ . (6.10.2) may be rewritten as the difference between two integrals
 
 In the next section the two integrals are evaluated and the following relations are obtained:
 
 +
 
 The left-hand side of (6.10.6) is equal to (1 r f I 1 , since it gives the present value of one unit of time-1 consumption in all states. Hence,
 
 Also, (6.2.3) implies that the left-hand side of (6.10.7) is equal to 1. Thus e~j+~c+($+2fWjOc+^)/t - 1. (6.10.9) Now substituting (6.10.4), (6.10.5), (6.10.8), and (6.10.9) into (6.10.3) gives
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 The second evaluation is
 
 Relations (6.10.8) and (6-10.9) also imply that
 
 Thus (6.10.11) can be written as
 
 =(eW+07/2)N(-a
 
 +
 
 + aj).
 
 The third evaluation is Relations (6.10.10) and (6.10.13) are the well known Black-Scholes option pricing formula that was originally derived by an arbitrage argument in a continuous time economy under the assumption that the stock price follows a geometric rownian Motion and the instantaneous riskless interest rate is a known constant. Here we derived this formula in a discrete time economy by making joint conditions on the distributions as well as on the individuals' preferences. 6.11. The derivations of (6.10.4) and (6.10.5) will be presented in this section, which are adapted from the appendix of Rubinstein (1976). Readers can skip this section without loss of continuity. The derivations of these relations require evaluations of other indefinite integrals over the marginal and conditional normal density functions. The first relation t o be derived is
 
 where f (z) is the marginal density function for ln(iZj/Sj). The first step in deriving relation (6.11.1) involves converting f (z) into standard normal density function and exchanging the limits of integration, which is a valid procedure since the density function of a standard normal random variable is symmetric around zero:
 
 given ~ )that ~ where f (y\z) is the conditional density of I ~ ~ ( C / C ln(Ej/Sj) = z. Note that the conditional distribution of In p ( 6 / ~ ~ ) - ~ given that ln(Ej/Sj) = z is a normal distribution with mean pc K,^ac/aj)(z- pj) and variance (1 - ~ ~ ) a Then z . the evaluation of the left-hand side of (6.11.3) is equivalent t o that of (6.11.2) by taking a = -00 and by appropriate parameter change. Now we are prepared to derive (6.10.4). From (6.11.3) we can write
 
 +
 
 where f (z) is the marginal density function for ln (Ej/Sj). Relation (6.10.4) follows by converting the density in the integral on the righthand side of the third equality to a standard normal density and changing the limits of integration accordingly.
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 Finally, we are prepared to derive relation (6.10.5). From (6.11.3)
 
 dz.
 
 Relation (6.10.5) is then obtained by converting the density in the integral on the right-hand side of the third equality into a standard normal density and changing the limits of the integration accordingly. 6.12. The option pricing formula in Section 6.10 is derived in an economy where individuals' utility functions exhibit linear risk talerance with identical cautiousness and where individuals are only endowed with traded securities. In equilibrium, every individual holds a linear combination of the market portfolio and the riskless asset and a Pareto optimal allocation is achieved. Therefore, if a call option written on a security is introduced into the economy, no individual will demand it in equilibrium. Equivalently, if the economy is in equilibrium when a call option is introduced, as long as the option is priced according to (6.10.10) and (6.10.13)) the original equilibrium will not be upset. The option is priced so that no individual will demand it in equilibrium. In this context, an option has no allocational role in equilibrium and is sometimes said to be a redundant asset. Note that the above discussion applies not only to options but also to any financial asset that is in zero net supply.
 
 6.13. From (6.10.10) and (6.10.13)) pj(Sj, k] depends upon the time-0 price of its underlying asset 9 ,the exercise price k, the riskless interest rate r / , and the variance of ln(Zj/Sj). It does not depend upon the mean of ln(Zj/Sj), however. You will be asked in Exercise 6.4 to verify the following comparative statics of pj(Sj, k) with respect to S j , k, r f , and o,:
 
 Relations (6.13.1) and (6.13.2) are confirmations of the general discussions in Sections 6.6 and 6.9. Note that in computing (6.13.2), we have assumed that the distribution of ln(Zj/Sj) is unchanged when we vary Sj. Relation (6.13.3) says that the higher the variance of ln(Zj/Sj), the more valuable the option is. This is so because an option holder does not have an obligation to exercise - he only has the right to do so. Hence, a higher (T, allows a higher upside potential for an option. Finally, the higher the riskless interest rate, the lower the present value of the exercise price in the event of exercising at time 1, thus the more valuable the option is. From (6.13.1), we can also get
 
 That is, pj(Sj) k) is a convex function of the exercise price, which is a general property of call options proved earlier using an arbitrage argument. From Section 5.19, we can interpret the right-hand side of (6.13.5) to be the price density for a security that pays one unit of consumption at time 1 if and only if the payoff of security j is equal to k a t that time. This price density is always strictly positive.
 
 6.14. The option pricing formula derived above can be applied to study the pricing of risky corporate debt. Consider the economy in Section 6.10. Suppose that firm j has one share of common stock and a discount bond with face value k outstanding, with prices Sj and Dj, respectively. The discount bond matures at time 1. The total time-1 earning of firm j is Z j , which is assumed to be joint lognormally distributed with the time-1 aggregate consumption, with parameters as in Section 6.10. The present value of is the total value of the firm at time 0 and is denoted by Vj. Note that
 
 e,
 
 XJ
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 +
 
 Vj = Si Dj. The time-1 random payoff of the discount bond is min[Ei,k]. When the firm is solvent a t time 1, that is, when x} -> k, the bond holders receive the face value of the discount bond; otherwise, the firm goes bankrupt, and the bond holders take over the firm and get Xi. One way to compute D j is t o use (6.2.3):
 
 We can, however, use the Black-Scholes option pricing formula to compute D j in a direct and straightforward way. Note that the time-1 payoff to the equity holders is max[Zj - k, 01. When the firm is solvent a t time 1, the equity holders pay off the bond holders and get the residual value of the firm, which is - k; otherwise, the bond holders take over the firm, and the equity holders get zero. Therefore, the equity holders are holding a European call on the total value of the firm with an exercise price k maturing at time 1. The value of the equity is
 
 where
 
 5, = V,N(Zk ln(Vj/k) Zk
 
 + uj) - (1+ r f ) - ' k ~ ( z k ) + ln(1 + rf) 1 -
 
 F-
 
 (6.14.2)
 
 From the comparative statics of Section 6.13, we know that, ceteris paribus, the value of the equity decreases as the face value of the bond increases, and increases as uj increases, that is, as the total time-1 earning of the firm becomes more volatile. When the total value of the firm Vj is fixed, the increase in a, shifts value from the debt holders to the equity holders. The value of the discount bond is
 
 It increases as its face value increases and decreases as the earnings of the firm become more volatile. We give two interpretations of a risky debt. The time-1 random payoff of the debt can be written as min[Ej, k] = Ej - maxiÂ£ - k,0]
 
 = k - max[k - Ej,O].
 
 Valuation of Complex Securities with Preference Restrictions
 
 Using (6.14.4), the bond holders can be viewed as holding the firm while selling a European call option on the value of the firm with an exercise price equal to the face value of the debt to the equity holders. We used this interpretation t o compute (6.14.3). On the other hand, (6.14.5) implies that the bond holders are holding a riskless discount bond with a face value k, while at the same time selling a European put option on the value of the firm with an exercise price k. In the event that the firm's time-1 earnings are strictly less than k , the equity holders will sell the firm to the bond holders at a price k. Since E j is lognormally distributed and there, therefore, exists a strictly positive probability that the firm will default on the debt, the put option of (6.14.5) is not worthless, and the debt is risky. Therefore, the discount bond will sell a t a price strictly less than k / ( l r f ) and has a strictly positive risk premium.
 
 +
 
 6.15. Not all securities in strictly positive supply can have payoffs that are jointly lognormally distributed with time-1 aggregate consumption, since the sum of lognormally distributed random variables is not lognormally distributed. Under the conditions of Section 6.10, however, we can always use (6.10.10) and (6.10.13) t o price European call options on the aggregate consumption/wealth. Recall from Section 5.19 that these option prices can, in turn, be used to price any complex securities. Let pc(k) denote the price of a European call on aggregate consumption with an exercise price k maturing a t time 1. Then
 
 where
 
 2 =~
 
 a(lnr ((7)) ,
 
 and
 
 (6.14.4) (6.14.5)
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 is the present value of the time-1 aggregate consumption.
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 The price for one unit of consumption paid in states where the time 1 aggregate consumption is equal to k is
 
 Since the probability that time-1 aggregate consumption will be equal to any fixed k is formally equal to zero, Qc(k) is equal to zero. (Mathematically, dk is treated as zero.) The pricing density c(k)/dk, is strictly positive, however. We can do a comparative statics analysis of dC(k). The elasticity of dc(k) with respect to an increase in the value of fie is analyzed holding the distribution ,., of (C/Sc) constant thereby implying a proportional change in C. The resulting increase in probabilities of "high" levels of 6 and decrease in probability of "low" levels of 6 increase and decrease, respectively, their elementary claim prices" This elasticity is Qlndc(k) _ 8 ln Sc ffc .
 
 Valuation of Complex Securities with Preference Restrictions
 
 173
 
 +
 
 that pay off when the level of 6 is low. However, since (1 rfY-' = O O :f &(k)dk, an increase in (1 r f ) ' must increase the average elementary claim price. From (6.10.6) and (6.10.8), a change in the bond price may be associated with either a change in the expected growth rate of aggregate consumption and/or a change in relative risk aversion. Both these possibilities would provide an intuitive explanation for the resulting impact on elementary claim prices
 
 +
 
 6.16. We analyzed the comparative statics of ~ $ ~ ( with k ) respect to the parameters of the economy in the previous section. We can also extract some information on the structure of dc(k) for different levels of k. The elasticity of dc(k) with respect to the level of consumption on which it is contingent is
 
 -5
 
 Note that Zkis a strictly decreasing function of k and
 
 Therefore, (6.15.6) is positive for high k and negative for low k. The elasticity of dc(k) with respect to the standard deviation,
 
 This elasticity will be positive for very large and very small k and will be negative for k near E(C), because an increase in variance increases the probability of extreme observations relative to the probability of central observations. The elasticity of the elementary claim price with respect to the riskless bond price, (1 q)',is
 
 +
 
 Thus, an increase in the riskless bond price lowers the prices of claims that pay off when the level of 6 is high and raise the prices of claims
 
 For levels of k far below E(C), the elasticity will be positive because the probability density for increases as k increases. For k well above E(C), the elasticity will be negative due to the combined effects of the decreasing probability density of the level of consumption on which the elementary claim is contingent and of decreasing marginal utility of consumption.
 
 e
 
 6.17. Previous analyses demonstrated that lognormally distributed aggregate time-1 consumption and constant relative risk aversion utility functions for the representative agent are sufficient conditions for the Black-Scholes option pricing formula to price European options on aggregate consumption correctly. Given that time1 aggregate consumption is lognormally distributed, a constant relative risk aversion utility function for time-1 consumption for the representative agent turns out to be also necessary for the BlackScholes formula to price European options correctly. Recall that the pricing density of an elementary claim on aggregate consumption divided by the probability density of occurrence of that level of aggregate consumption is the marginal rate of substitution between present consumption and future consumption for the representative
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 agent. The elasticity of this ratio with respect t o aggregate consumption is constant if and only if the representative agent's utility function for time-1 consumption exhibits constant relative risk aversion. The probability density of a given level of aggregate consumption k, given Sc, is
 
 Therefore, the price density of an elementary claim on aggregate consumption divided by the probability density of the occurrence of that level of aggregate consumption is
 
 The elasticity of (6.17.2) with respect t o k is
 
 which is a constant. Exercise 6.5 will ask the reader to show that the negative of the above elasticity is the coefficient of relative risk aversion for the representative agent's utility function for time 1 consumption. Thus, using the Black-Scholes formula to price options on aggregate consumption is implicitly assuming that individuals' utility functions for time-1 consumption aggregate t o a constant relative risk aversion utility function.
 
 Exercises 6.1. Derive a pricing relation similar to (6.3.3) when individuals have log utility functions.
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 6.2. Show that the price of a European call option is a decreasing function of its exercise price, and find the conditions under whic it is a strictly decreasing function of its exercise price. 6.3. Let Pj(Sj, k) be the price of a European put on security j with an exercise price k maturing a t time 1. Show that Pj is an increasing function of k and that, when the probability that Zj < k lies strictly between 0 and 1,
 
 6.4. Verify relations (6.13.1) t o (6.13.5). 6.5. Prove that (6.17.3) is the relative risk aversion of the representative agent's utility function for time-1 consumption. 6.6. We derived t e Black-Scholes option pricing formula by assuming that the representative agent's utility functions for t i m e 4 as well as for time-1 consumption are of constant relative risk aversion. Derive a similar pricing formula by assuming only that the representative agent's utility function for time-1 consumption exhibits constant relative risk aversion.
 
 R e m a r k s . The discussion on skewness preferences follows Kraus and Litzenberger (1976, 1983). Discussions in Sections 6.5-6.9 are taken from Merton (1973), in which readers can also find a host of related subjects. Our derivation of the Black-Scholes option pricing formula is from Rubinstein (1976). Unlike the original Black-Scholes derivation, Rubinstein's derivation uses equilibrium arguments. Black and Scholes (1973) use arbitrage arguments and derive their formula in a continuous time economy. Merton (1973) formalizes and extends the Black-Scholes results. Cox, Ross, and Rubinstein (1979) also use arbitrage arguments t o derive an option pricing formula in a discrete time economy by assuming that risky stock prices follow a binomial random walk. This subject is covered in Chapter 8. They show that their formula converges to the Black-Scholes formula when the
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 trading intervals shrink to zero and when appropriate limits of their price system are taken. The application of the Black-Scholes option pricing formula to the pricing of corporate risky debt is adapted from Merton (1974). The discussions in Sections 6.15-6.18 are taken from Breeden and Litzenberger (1978). An option pricing formula under the assumptions that individuals have negative exponential utility functions and that asset returns are multivariate normally distributed is derived by Brennan (1979). For a review of the recent developments in option pricing theory and its applications see Cox and Huang (1987).
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 7.1. In Chapters 5 and 6, we discussed allocational efficiency and general pricing principles in two period economies. Most of the results there can be generalized in a straightforward manner to economies with more than two periods. In two-period economies with a single consumption good, individuals trade only at time 0. In a multiperiod economy with reconvening markets, there exists the possibility of trade after time 0. Therefore, individuals' expectations of future prices become an indispensable part of an economic equilibrium. This leads to the notion of a rational expectations equilibrium, in which individuals' ex ante expectations about future prices are fulfilled ex post. One of the most important features of a multiperiod economy is that the number of securities needed to complete the markets is in general much smaller than the number of states, since individuals can revise their portfolio compositions a t each trading date. That is, all the state contingent claims can be manufactured dynamically by trading in a limited number of long-lived complex
 
 ations for Financial
 
 1
 
 securities - securities that are available for trading at every trading rium allocation will be areto optimal. In can then follow the arconstruct a representative agent for pricing urposes. The sign of the risk premium of a risky security depends upon the covariability of its return with the aggregate consumption process. Only in very special cases can the aggregate wealth process, or the market portfolio, play the role of the aggregate consumption e the subjects to which we now turn.
 
 . Consider a multiperiod pure exchange economy under un+
 
 certainty that has T 1 trading dates indexed by t = 0 , 1 , . .., T . There is a single perishable consumption good available for conmption at each trading date. uncertain environ before use 0 to denote state of nature and is denoted b the collection of all possible states of nature. In a two-period economy with time 0 and time 1,individuals at time 0 only know that the true state of nature is one of 0 ,which will be revealed at time 1. In a multiperiod economy, will assume that the true state of nature is partially revealed to individuals over time and is completely revealed at the final date of the economy, T . The revelation of the true state of nature over time is best represented by an event tree, which we will term an information structure. Figure 7.2.1 illustrates an information structure when there are five possible states and three trading . time 0, dates. The five possible states are denoted by w i , . .., w ~ At the only information is that the true state is one of { w i , . .,, u 5 } . At time 1 , individuals learn that the true state of nature is either one of {wi,w2,ws} or one of { w 4 , u 5 } . At time 2, the true state of nature is revealed. For example, suppose that the true state of nature is ws. Then at time 1, it will be learned that the true state is one among the first three possible states and is neither w4 nor W Q .At time 2, state ws is-wn to be the true state. Before we proceed, we first fix some terminology and notation. n event is a subset of 0 . For example, {wi, w 2 ,w3} is an event. In igure 7.2.1, this event simply says that the true state is one member of {fyi,w2,w3}. Two events are said to be disjoint if they have an
 
 1: An Information Structure
 
 empty intersection, that is, if we know the true state is in one event, it cannot be in another. A partittort of 0 is a collection of events {AI,. . . ,An,} such that the union of these events is equal to 0 and the pairwise intersections of these events are empty. A given partition is said to be finer than another if any event in the latter partition is a union of some events in the former. In Figure forms a partition at time 0- At time 1, the two e and {w4,ws} form a partition. At time 2, the five individual states form a partition. The information revelation represented by an event tree can be described by a family of partitions of 0 , indexed by time, = 0 , 1 , . .. ,T } to denote the information structure with which individuals are endowe ition of 0 with the property that will always assume that 5 = { 0 } and 5 is the partition generated by all the individual states. This simply means that individuals know at time 0 that the true state is in 0 and they learn the true state by time T . A time-event contingent claim is a security that pays one unit of consumption at a trading date t 1in an event at E ft and nothing
 
 >
 
 182
 
 Foundations for Financial Economics
 
 otherwise. There are I individuals in the economy indexed by i = 1.2,. . . ,I. To simplify notation, we assume that individuals have homogeneous beliefs about the possible states of nature denoted by vw,m 6 f2. As usual, we assume also that vw > 0, Vo; E f2. These probabilities induce probabilities about events. For an event at ? %, the probability of its occurrence is
 
 Individual i has preferences for time-event contingent claims that are represented by time-additive and state independent von NeumannMorgenstern utility functions that are increasing, strictly concave, and differentiable:
 
 Implicit in the assumption that an individual's preferences are defined on the time-event contingent claims is the requirement that he can not consume different amounts of consumption across the states that comprise the event at E 7( at time t . This is a natural informational constraint - as an individual at time t cannot distinguish among different states in any at ? 3, his consumption choice cannot therefore depend upon different states in an event in & We also assume that an individual has a nonnegative endowment of t i m e 4 consumption and time-event contingent claims denoted by
 
 To avoid degeneracy, we assume that there exists a t and an event at E 5 such that e i , > 0. Before we leave this section, we remark that the conclusions of Sections 7.3 to 7.14 are valid when individuals have heterogeneous probability beliefs, as long as their probability beliefs all assign a strictly positive probability to each state a; E f2. Readers can draw on the analogy between the discussions of Sections 5.4 to 5.10 and those of Sections 7.3 to 7.14. The former do not depend upon individuals
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 having homogeneous probability beliefs. leave it for intereste readers to show that the latter do not either.
 
 7.3. An allocation of time-0 consumption an the time-event contingent claims is said to be Pareto optimal if there does not exist another allocation that increases at least one individual's expected utility without decreasing any other individual's expected utility. As in Chapter 5, a Pareto optimal allocation
 
 is the solution to the following maximization problem for a set of positive weightings (A&:
 
 z : ~=
 
 e:t
 
 Vat E
 
 5 Vt.
 
 We shall be interested only in Pareto optimal allocations that correspond t o strictly positive A;'s. The first order conditions that are necessary and sufficient for (c^yc', at ? 5,t = 1,.. . ,T),L, to be a solution to (7.3.1) with strictly positive A's are
 
 for some strictly positive constants do and (bat and the resource constraint of (7.3.1), where o and &, are Lagrangian multipliers for the resource constraints a t time 0 and for event at at time t , respectively. Substituting (7.3.2) into (7.3.3) gives
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 Note that the right-hand side of (7.3.4) is independent of i, the index of individuals. That is, in a areto optimal allocation, the ratios of marginal utilities between any event-at consumption and t i m e 4 consumption are equalized across individuals. A Pareto optimal allocation can be achieved in a competitive economy with a spot market of time-0 consumption and a complete set of time-event contingent claims markets. To see this, let t , where E[-l.T't]is the expectation under v conditional on martingales will be adapted to F.
 
 5.All the
 
 will prove first that the no arbitrage condition implies the martingale property. Suppose that (B, S ) admits no arbitrage opportunities. Note that an individual i in this economy solves the following problem: Tl
 
 s.t. c is financed by ( a , 0) and (a(0) ,0(0)) = (ai(0), 0'(0)), where Ej[-]denotes the expectation under v*. As there are only a finite number of time-events, there are no arbitrage opportunities, and individuals only choose nonnegative consumption plans, mathematical arguments show that there always exists a solution t o (8.4.1), denoted by ( a ' , ~ ~ )Let . c* be the consumption plan financed by (a', 0'). The reader is asked in Exercise 8.1 t o show that, Vt < T ,
 
 As uat(cl(t)) is known a t time t, relation (8.4.2) is equivalent t o
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 Relation (8.4.3)can be understood as follows. The left-hand side of (8.4.3) is the marginal utility at time t of one fewer share of security j, and the right-hand side is the marginal utility at time t of one additional share of security j. In the optimal solution, there should be no incentive to deviate. Thus it is necessary that the left-hand side of (8.4.3) be equal to the right-hand side. The reader should compare (8.4.2) with (5.6.2) and (7.14.5). The discount bond prices satisfy a relation similar t o (8.4.2):
 
 By repeated substitution of the above relation into itself, we have
 
 Price processes of long-lived securities are in general not martingales under any of the TT"S, as is evident from (8.4.2) and (8.4.4). One sufficient condition for price processes plus accumulated dividends to be martingales under some individual's probability belief is that there exists at least one risk neutral individual who does not exhibit any time preference. In such an event, (8.4.2) must apply for this risk neutral individual under his probability belief, say TT.Since he is risk neutral and does not have any time preference, u L ( c i ( s ) )=
 
 dt( c i ( t ) )=
 
 Thus (8.4.2) and (8.4.4) become, V t
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 Define the accumulated dividend process for security jf to be
 
 Now adding D j ( t ) to both sides of (8.4.5) gives
 
 where (8.4.8) follows from repeated substitution of (8.4.7) into itself. Thus prices plus accumulated dividends are martingales under TT. When no individual is risk neutral, prices of long-lived securities plus accumulated dividends are still connected to martingales through a normalization and change of probability. The process of normalization makes interest rates in units of a long-lived security equal to zero throughout. The change of probability subsumes risk aversion. This is the subject to which we now turn. .5. We proceed by first defining a normalized or discounted price system and accumulated dividend processes,
 
 constant Vs, t .
 
 < T,
 
 where we have used E[-l7t\to denote the expectation under TT conditional on & From (8.4.6), interest rates are zero throughout.
 
 where
 
 We note here that B ( t ) must be strictly positive for all t < T , or else there is an arbitrage opportunity which is buying the bond when its price reaches zero and holding it to time T.
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 Next, define a probability v * as follows
 
 To verify that TT* is a probability defined on f2 we have t o check two defining properties of a probability: 0, Vw. Infact, 6> 0, Vw. Next note that
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 where B(at,t) denotes the bond price at time t in event at. Substituting (8.5.4) into (8.5.3) gives
 
 >
 
 We are now ready to prove the first main result of this chapter. Substituting (8.5.5) into (8.4.2) gives, for all t T - 1,
 
 

 
 Similarly, we can define v \ ( a t ) , the probability under v' of a, conditional on at. When a, at, we have
 
 s
 
 where tional on
 
 & Rearranging (8.5.6) gives, for all t
 
 The reader should compare (8.5.7) with (8.4.5). These two relations have the same form, except that one is in units of the consumption good and the expectation is taken with respect t o v and one is in units of the discount bond and the expectation is taken with respect t o v * . Following the same line of arguments used in deriving (8.4.7) from (8.4.5), we easily get Sgt)
 
 + D*,(t) = E*[S*(s) + D i (s)l7(] = Ee[Di(T)1Tt}.
 
 +
 
 Vs
 
 > t,
 
 (8.5.8)
 
 That is, S* D i is a martingale under v * . As for the discount bond, B*(t) D:(t) = 1, Vt, and is certainly a martingale under v * . In summary, we have proved that if a price system admits no arbitrage opportunities, then, after a normalization, there must exist a probability v * that assigns a strictly positive probability t o every state of nature such that price processes plus the accumulated dividends are martingales under v * . A probability having the above property is termed an equivalent martingale measure.
 
 +
 
 where ci(at,t) denotes individual i's optimal consumption at time t in event at, and 4 is the probability of at under va. Relation (8.4.4) implies that
 
 < T - 1,
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 conefore we leave this section, we make one remark. structed an equivalent martingale measure by using an individual's probability belief a-' and his marginal utilities. Under the martingale measure, however, the normalized price processes plus normalized accumulated dividends form martingales for all individuals. now proceed to prove the converse part of the marty: if B ( t ) > 0 for all t < T and if there exists an then ( B , S ) admits equivalent martingale measure, w * , for no arbitrage opportunities. will prove the assertion by contraposition. Let there be an arbitrage opportunity c financed by an admissible trading strategy (a,8). That is, c 2 0, c # ,and ~ ( O ) + ~ ( O ) ~ ( S ( O ) + X5( 0.O ) ) Recall from Exercise -1 that if c is financed by ( a ,8), we have
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 Denoting (D: ( t ) ., . . ,D J ^ ~ ) by ) ~D*( t ) ,we have
 
 ( t )- D*(t - l).
 
 8.6.3)
 
 Substituting (8.6.3) into (8.6'21, noting that
 
 and rearranging gives
 
 + q,
 
 .l) follows from the self-financing budget constraint.
 
 The left-hand side of (8.6.1) is the value of the strategy (a,8 ) a t time T . The right-hand side of (8.6.1) is the initial value of the strategy plus accumulated gains or losses from trading in the long-lived securities from time 0 to time T minus the accumulated consumption withdrawals from time 0 to time T - 1. Similar arguments show that in discounted units,
 
 where X * ( t ) = ( x z t ) ,. ..,~ ( t ) ) 'and
 
 Recall that 4(t)is predictable and its value is t time t - 1. It follows that
 
 +
 
 where the third equality follows from the hypothesis that S* D* is a martingale under K * . Now we the take expectation of (8.6.4) under K* and use the law of iterative expectations to obtain
 
 Foundations for Financial Economics t
 
 =o
 
 t=l
 
 t =2
 
 Figure 8.7.1: An Example of a Securities Market where the third equality follows from (8.6.5). Note the following. If c is an arbitrage opportunity, it must be nonnegative and be strictly positive in at least one event at E 3. By the assumption that B(t) > 0, c*(at,t) > 0. The probability v* is an equivalent martingale measure and thus assigns a strictly positive probability to at. It follows that the left-hand side of (8.6.6) must be strictly positive. On the other hand, because c is financed by ( a , 0) and is an arbitrage opportunity,
 
 As B(0) > 0, this implies that
 
 which is a contradiction to (8.6.6). Therefore, there are no arbitrage opportunities. We have thus shown that the existence of an equivalent martingale measure is a necessary and sufficient condition for (B, S ) not to admit any arbitrage opportunities.
 
 Multiperiod Securities
 
 rkets II: Valuation by Arbitrage
 
 235
 
 .T. As a sufficient condition, the martingale property makes it convenient to make sure that a given price system admits no arbitrage opportunities. For example, the prices and dividends for the t long-lived securities considered in Section 7.12, s own here again in Figure 8.7.1, admit no arbitrage opportunities, because there exists an equivalent martingale measure. (Recall that these three securities do not pay dividends until time 3 and the numbers shown at that time are the dividends paid. Also, every branch in the event tree is of a strictly positive probability.) To see this, we will construct an equivalent martingale measure explicitly. We do this recursively by dynamic programming. At time 1 at the upper node, let pi, pz and ps be the conditional probabilities for q , u-i, and us, respectively. As the price process plus accumulated dividends for the 0-th security is unity throughout, the discounted price system is equivalent to the original price system. If there exists a martingale measure, then pi, pi, and p3 must satisfy the following linear equations:
 
 The unique solution to (8.7.1) is
 
 and is written along the three top branches in Figure 8.7.1. Repeating the above procedure, we solve for all the conditional probabilities and write them along the branches. The reader can verify that those conditional probabilities are the unique set that makes prices plus accumulated dividends a vector of martingales. Note that the conditional probabilities are all strictly positive. Given the conditional probabilities written along the branches, it is then straightforward to compute the martingale measure v * , which is simply the unconditional probabilities implied by the conditional
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 exist and where the arbitrage opportunity is. The price for the secon security at time t = 1 at the upper node is equal to 3, while its dividends in the three possible states at time 2 are all greater than 3. Indeed, the dividends in state w2 and w3 are strictly greater than 3. At this node, the second long-lived security dominates the riskless security and the third long-lived security in that its total returns in all states following the upper node are greater than those of the other two securities and are strictly greater in at least one state. An arbitrage opportunity is, for example, short selling security 1 and buying in security 2 . The reader will be asked in ~ x e r c i s e8.2 to supply the details in constructing an arbitrage opportunity.
 
 Figure 8.7.2: An Arbitrage Opportunity
 
 probabilities:
 
 which is equivalent to v. Thus there are no arbitrage opportunities. Conversely, the failure of the martingale property at any node implies that an arbitrage opportunity can be constructed there. To see this, we change the prices at time 1 at the upper node to be those written on the event tree in Figure 8.7.2. The price at that node for security 2 is changed to 3. It is easily seen that there does not exist an equivalent martingale measure. The unique conditional probability that makes the prices plus accumulated dividends for security 2 a martingale assigns probability one to state w i and probability zero to states wz and w3. Any unconditional probability implied by this conditional probability cannot assign a strictly positive probability to every branch. Moreover, this conditional probability does not make the martingale property hold for security 3. A casual observation immediately reveals why an equivalent martingale measure does not
 
 8 . Besides pinpointing the existence of arbitrage opportunities, the martingale property as a necessary condition, tank implications. It allows us to compute the prices of a complex long-lived security over time in a simple way, when the price of the complex security is well-defined over time. Recall that a long-lived security is characterized by its payoffs in each time-event. Thus, a long-lived security is equivalent to a consumption plan and we will use these two terms interchangeably. We will show in this section that when there are no arbitrage opportunities, it is precisely those marketed consumption plans/long-lived securities that have welldefined prices over time. A derivative security is just a consumption plan/long-lived security, so it has well-defined prices over time when it is marketed and when no arbitrage opportunities exist. In such an event, we say that a derivative security is priced by arbitrage. We now show that a consumption plan has well defined prices over time when it is marketed and there are no arbitrage opportunities. First, we show that a marketed consumption plan has a unique cum-dividend price at time 0 . Let c be marketed and financed by 0 1 , O ) . From (8.2.1), we see that an initial cost for c, by dynamic trading, is
 
 a(0)B(O)
 
 + 0 ( 0 ) ~ ( ~+( 0X )( 0 ) ) .
 
 claim that when This is a cum-dividend price for c at time 0 . there are no arbitrage opportunities, this price is unique. Suppose this is not the case. Then there must exist another admissible trading
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 strategy (&, 6) that finances c with a different initial cost. Without loss of generality, assume that
 
 It can be verified that (& - a, 6 - 4) is an admissible trading strategy that finances a consumption plan which is zero throughout and has a strictly negative initial cost. It is then easy to turn this into an arbitrage opportunity and a contradiction. The reader will be asked to provide a construction of an arbitrage opportunity in Exercise 8.4. Therefore, the cum-dividend price a t time 0 for any marketed consumption plan is unique. This conclusion also extends to the ex-dividend price at time 0 by subtraction of the time 0 dividend/consumption from the cum-dividend price. Next, we want t o show that any marketed consumption plan has a unique price at any time t . we will work with the ex-dividend prices. An ex-dividend price for a marketed consumption plan a t any time t is the number of units of time-t consumption good needed to begin a dynamic strategy that replicates the consumption plan after time t. From (8.2.1), we know that if c is financed by ( a 2 d )then a price for {c(s); s = t 1,.. . ,T} a t time t is
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 not admit arbitrage opportunities by assumption. We claim t Â§l(i! c*(s) is a martingale under the equivalent martingale measure r*.This claim foIlows from arguments similar t o those used in deriving (8.6.6). To see this, we know from Exercise 7.1 and from (8.8.2) that
 
 + xi=o
 
 (8.8.3) Substituting (8.8.3) into (8.6.4) gives
 
 Taking expectations of both sides of (8.8.4) with respect t o r* conditional on 3 and using the law of iterative expectations gives
 
 The fact that this cost is unique when there are no arbitrage opportunities follows from the same arguments as above. We can thus define unambiguously the exdividend price of the consumption plan c a t time t as = Similarly, we define the discounted prices over time for c as follows
 
 + 1) + e(t + ~ ) ~ s * =( t s:(t). )
 
 (8.8.5) That is, the discounted ex-dividend price for the consumption plan c a t time !i is the conditional expectation under r* of the sum of discounted future consumption. Note that adding c*(s) t o both sides of (8.8.5) immediately yields
 
 x:=o
 
 where the last equality follows from (8.2.1). Let r* be an equivalent martingale measure, which we know exists because (I?, Â§ does
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 + ztzo
 
 c*(s) is a martingale which is equivalent to saying that S:(t) under T * ; because by the law of iterative expectations, Y s 2 t,
 
 = s; (t)
 
 +
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 t =I
 
 24 1
 
 t=%
 
 c*(s).
 
 ]lave thus shawr~tlmt if ( B : S )admits no arbikrage oppor-
 
 tunities) not only the prices of the long-lived securities but also the prices of marketed consumption plans have the martingale property. Given an equivalent martingale measure) the prices over time of any marketed consumption plan can be computed by evaluating a conditional expectation under this martingale measure. Although individuals) probability beliefs about the states of nature may differ) they nevertheless agree on the price processes of marketed consumption plans. This follows since the price processes of marketed consumption plans are determined by the no arbitrage condition and since the definition of an arbitrage opportunity does not involve any of the individuals' probabilities ni)s, 8.9. Consider the price system for the three long-lived securi-
 
 ties represented in Figure 8.7.1. The unique equivalent martingale measure is defined in (8.7.2): and the implied conditional probabilities are recorded along the branches in Figure 8.7.1. The three trading/consumption dates are t = 0) 1)2. The first security is a discount bond. As its price is unity at time 0 and time 1, the interest rate is zero throughout. Recall from Sections '7.12 and 7.13 that the securities market with the three long-lived securities is dynamically complete. Therefore) any consumption plan can be manufactured dynamically, or is marketed, and has well-defined prices over time.
 
 .I: An Example of a Consumption Plan
 
 Now consider the consumption plan c depicted in Figure 8.9.1. In this consumption plan, individuals consume only at time 2. The prices for this consumption plan before time 2 can be determined by finding a trading strategy that replicates it through dynamic trading as we did in Section 7.12. Alternatively, because an equivalent martingale measure has been computed, we can use (8.8.6) to compute the prices in a straightforward fashion. Note first that because B ( t ) = 1)Yt 5 T - 1, the discounted price system is equivalent to the undiscounted one. Thus
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 In Exercise 8.5, the reader will be asked to verify the prices computed in (8.9.1) by constructing a replicating strategy. Before we discuss an application of the martingale property in pricing stock options, we digress slightly on some aspects of the theory developed here as they relate to Chapter 7In Chapter 7, we discussed dynamically complete markets. A necessary and sufficient condition for markets to be dynamically complete is that at every node on the event tree representing the information structure, the number of long-lived securities having linearly independent random returns the next period is equal to the number of branches leaving the node. We will show in this section that, given a price system that admits no arbitrage opportunities, markets are dynamically complete if and only if there exists a unique equivalent martingale measure. We will see that this conclusion follows easily from elementary algebra. We fix price system (B, S ) that admits no arbitrage opportunities, so that there exists an equivalent martingale measure r*. Let at-1 E 5-1 for some t 5 T and let {asl,. . . ,as,,,} be such that ask E 5,ask C at-1 for k = 1,2,..., m, and lJr=lask = at-1. Note that rn is the number of branches leaving the node at-1. Consider the following system of linear equations:
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 equation in the system requires that the solutions3 pLHks, sum to one. The other linear equations will simply turn S' martingale from the node at-1 to its subsequent nodes under the conditional probability {pank;k = I, . . . ,m). Note that we have rn unknowns and N 1 linear equations in the system, where m is the number of branches leaving node at-1. By the hypothesis that there exists an equivalent martingale measure r*,there exists a strictly positive solution to (8.10.1). This strictly positive solution is the conditional probability induced by n-* conditional on at-1. lf the matrix on the left-hand side of (8.10.1) has rn linearly independent rows, the solution induced by r* is unique. We can carry out the above analysis for ach node in tbe event tree representing the information structure and conclude that if there are as many linearly independent long-lived securities a t each node as the number of branches leaving the node., that is>if mmkets are dynamically complete, there exists a unique equivalent martingale measure. Conversely, suppose that the conditional probability induced by r* on at-1 is the unique strictly positive solution to (8.10.11. We claim that the matrix on the left-hand side of (8.10.1) must have rn linearly independent rows. Here we note that rn is the maximum number of linearly independent rows the matrix can have, because it has m columns. Suppose this is not the case, that is, the number of linearly independent rows is strictly less than m. By the hypothesis that ( B 2 S ) admits no arbitrage opportunities9 we know that there exists a strictly positive solution, p, t o (8.10.1). From linear algebra, we then know that there exists a continuum of solutions to (8.10.1) but not all solutions to (8.10.1) will be strictly positive. Now take any solution p' = {pLel> .. . ,p;#,,,}. As p is strictly positive9 there exists A E [0, I] such that j E Ap (I - A)pl is strictly positive- It is easily checked that j is also a solution to (8.10.1). Thus r' is not the unique equivalent martingale measure, a contradiction. It then follows that at every node, the number of long-lived securities that have linearly independent returns in the subsequent nodes must be equal to the number of branches leaving that node. 'This implies that the markets are dynamically complete. We have thus shown that the uniqueness of an equivalent martingale measure is equivalent to
 
 +
 
 +
 
 +
 
 The unknowns in this system are p G {pack, k = 1,2,. . . ,m}. A strictly positive solution to the system is a conditional probability for {ask;k = 1,. . . ,m } given the event at-1, because the first linear
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 e t completeness. efore we end this section, we make one final remark. The equivalent martingale measure of (8.5.1) is constructed by using an individual's ratios of marginal utilities weighted by his probability belief hen markets are dynamically complete, those ratios weighted by x there exists a rational expectations equilibrium with reconvening securities markets that has the same allocation, when a set of long-lived securities is appropriately chosen. With the aid of the discussion in Sectio prove a very general converse of the above statement. that for every price system (B, $1 admittin no arbitrage opportunities, there exists a competitive economy ere markets open only a t time 0 such that every individual optimally trades, in this static setting, to his allocation in the rational expectations long-lived securities markets economy. The price system ( B ,5') does not have to be a n equilibrium price system, and the markets are not necessaroreover, any solution to an individual's maximization problem in the static economy is also a solution in the dynamic economy. Formally, let (B, 3 ) be a price system that does not admit arbitrage opportunities, and let & be the space of marketed consumption plans. From (8.8.6) we know that
 
 This static problem can be understood as follows. At t h e 0 , individual i can choose a consumption plan from those that are marketed. The price of a marketed consumption plan is exactly equal to its initial cost in a dynamic long-lived securities markets economy. We claim that ci is also a solution to (8.11. ). To see this, we note that because ci is a solution in the dynami economy, it must
 
 Thus5 ci is budget feasible for (8.11.2). Suppose that ci is not a solution to (8.11.2). Then5 there must exist a 2 CZ l4 satisfyin budget constraint of (8.11.2) such that
 
 2 E & and has an initial cost equal to ai(0)B(O) iX(O)), it must also be feasible for individual i in the dynamic economy. This contradicts the fact that ci is a solution in the dynamic economy. Conversely, let ci be a solution t o (8.11.2). it is also a solution in the dynamic economy. First, c' is feasible in the dynamic economy because it is marketed and has an initial cost equal to &'(0)B(0) # i ( ~ ) T ( ~+X(O)). (~) Suppose that ci is not a solution in the dynamic economy. Then there must exist a consumption plan 2 E ht financed by (a,@) with (a(O),@(O))= (ai(0), (8.11.4) is true. Relation (8.8.6) implies that satis
 
 +
 
 where the expectation is taken under an equivalent martingale measure. Take any individual in the economyy say individual i. Let ci be his optimal consumption plan in the dynamic economy. Consider
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 is thus feasible for (8.11.2). This contradicts the hypothesis that ci is a solution to (8.11.2). Finally we note that, using the same arguments as in Section 7.8, we can show that in the dynamic economy, an individual has no incentive to deviate from the consumption plan that is optimal in the static economy. The correspondence between a dynamic economy and a static economy makes some analyses in a dynamic economy easier. We will give an example here. In the remarks at the end of this chapter, the reader can find references for other applications. The power of this correspondence is most pronounced in a continuous time continuous state model. We consider the consumption-portfolio problem for an individual i posed in (8.4.1). Suppose that (El, S) admits a unique equivalent martingale measure T*. From Section 8.10, we know that markets are dynamically complete, Thus the space of marketed consumption plans Jvt is composed of all the possible consumption plans. Then (8.11.2) becomes 8.12.
 
 c(t)
 
 = Ei El(t)
 
 + Do (t)
 
 where if*/%i denotes the random ratio of
 
 T:/T;,
 
 and
 
 Forming the Lagrangian yields
 
 where ~iis a strictly positive Lagrangian multiplier. The first order conditions, which are necessary and sufficient for ci to be an optimum, are
 
 [-I
 
 where E* is the expectation under T* . Standard mathematical arguments show that there always exists a solution to (8.12.1), because there is a finite number of states of nature and U;~(O)= m. Denote this solution by ci. It then follows from Section 8.11 that there exists a solution to the dynamic problem. Next we want to characterize the optimal consumption and portfolio policies. We can rewrite the budget constraint in (8.12.1) as
 
 and the budget constraint. Relation (8.12.3) can be written more explicitly as
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 The reader is asked in Exercise 8.6 to verify that
 
 is the time-0 price of a time-event contingent claim for the timeevent (t, at). Then (8.12.3) corresponds to (7.3.7). Relation (8.12.3) completely characterizes the optimal consumption policy. The one remaining task is to compute the optimal portfolio strategy. As we know the optimal consumption plan already, this is then a standard practice of finding a replicating strategy as demonstrated in Section 7.12. Utilizing the correspondence between a static economy and a dynamic economy allows us to decompose an individual's optimal consumption and portfolio problem into two parts. First, End an optimal consumption plan in a static economy through the standard Lagrangian method. Second, implement this optimal consumption plan in the dynamic economy through a replicating strategy.
 
 .13. In the rest of this chapter, we will use the martingale property developed in the earlier parts to discuss a discrete time option pricing theory due to Cox, Ross, and Rubinstein (1979). Consider a multiperiod securities market with two long-lived securities, a risky common stock and a riskless bond. The economy has a long time horizon. However, we only look at a piece of it, say the trading dates t = 0,1,. . . ,T. The risky asset does not pay dividends from time 0 to time T and has prices over time following the binomial random walk depicted in Figure 8.13.1. At time 0, the stock price is S(0) > 0. At time 1, the stock price will be either uS(0) or dÂ§(O) with u > 4 and so on and so forth. That is, at every trading date, the return on the common stock next period will either be u or d. We will assume that u > 1 and d < 1 and interpret the stock price movement from S(t) to uS(t) to be moving up and that to dÂ§(t to be moving down. Note that if S(0) > 0, the stock price will never reach zero. The riskless asset, the bond, does not pay dividends and earns a constant return R. Equivalently, let the bond price at time t be l?.
 
 : A Binomial Random
 
 We assume that the information structure an individual has is the information generated by the stock price. y this we mean that a state of nature is a complete realization of the risky stock price from time 0 to time T. For example, when T = 3, a possible complete realization of the stock price is
 
 In this realization, the stock price moves up at time 1, moves down at time 2, and moves up again at time 3. Thus the state space 0 is composed of all the possible complete realizations of the stock price from time 0 to time T. The event tree representing the information structure is just that depicted in Figure 8.13.1. At time 0, an individual knows that the state of nature is one complete realization of the stock price from time 0 to time T. Thus To = {a}.At time 1, the partition 7\ has two events. The first (second) event is composed of all the realizations of stock prices from 0 to T such that the stock moves up (down) at time 1. The other 5's can be understood similarly. Note that, for every node on the event tree of Figure 8.13.1 before time T, there are only two branches leaving the node. More formally, for every at E 5 with t < T, there are two elements of %+I
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 that are subsets of at. Note also that the information an individual has at time t is simply the historical price realizations of the common stock. The riskless asset does not generate any information, because its return is purely deterministic over time. Finally, we assume that individuals' possibly heterogeneous probability beliefs assign strictly positive probabilities to all states.
 
 .
 
 Now we want to make sure that the prices presented in Section 8.13 do not admit arbitrage opportunities. We recall from Sections 8.5 and 8.6 that a necessary and sufficient condition for no arbitrage opportunities is that there exists an equivalent martingale measure. As usual, we define
 
 \ d35i(0)
 
 Figure 8.14.1: The Equivalent Martingale want to find a probability that assigns to every state of nature a strictly positive probability such that
 
 As S * ( t ) is strictly positive, (8.14.1) is equivalent to
 
 That is, under the martingale measure, the risky stock is expected to earn a rate of return, in number of the bond, equal to zero. Given the price dynamics, there are two branches leaving each node before time T ;and, on the two subsequent nodes, S * ( t + l ) / S * (t) has values u R 1 and d B 1 , which we note are two constants independent of time t and of the node at time t. For (8.14.2) to hold, the conditional probabilities a t any node on the event tree a t time t < T for the subsequent two nodes, induced by the equivalent martingale measure, denoted by a" and I - a" must solve the following linear equation:
 
 The unique solution to (8.14.3) is
 
 As w and 1- w are conditional probabilities induced by an equivalent martingale measure, w must lie in (0,l). The necessary and sufficient condition for w to be in (0,l) is
 
 Let us assume henceforth that (8.14.5) is true. Then there exists an equivalent martingale measure. Moreover, since v is the unique solution to (8.14.3), the equivalent martingale measure is unique. The conditional probability induced by the equivalent martingale measure at each node for time t < T assigns probability a" to the stock's subsequent upward move and probability 1- w to the stock's subsequent downward move; see Figure 8.14.1. It is easily seen that the probability, under the martingale measure, for a state of nature is completely determined by the number of upward moves of the stock price. For example, the probability, under the martingale measure,
 
 ultiperiod Securities for a complete realization of the stock prices that has n upward moves is v v - w)'". Two complete realizations that have the same number of upward moves but differ in the timing of those upward moves are of the same probability under the martingale measure. By simple combinatorial mathematics, there are
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 is clearly depends only on S(t), the exercise price t. Thus we can write the option price at time t as pf Let j be the minimum number of upward move
 
 That is, j is the minimum positive integer such that number of complete realizations that have exactly n upward moves. In addition, the final stock price for each of these complete realizations is equal to S(0)tPcFn.Similarly, given S(t) a t time t, the conditional probability, under the equivalent martingale measure, that there will be n T - t upward moves in the future and, therefore, e stock price at time T is i ^ f t ) ~ ~ d ~ -Is~ - "
 
 Then (8.15.1) becomes
 
 
 T - t, the summation is equal to zero. Now note the following: In a series of T - t independent trials of an experiment whose success rate is v and whose failure rate is 1 - v , the probability that there will be at least j 0 successes is
 
 >
 
 $ ( j ; T - t,v)
 
 =
 
 T-t
 
 ( )
 
 " ( I - v)'Â¥-'-"
 
 (8.15.4)
 
 n=j
 
 T-t vn(l n=o
 
 n
 
 - v)T-t-n max [S(t)
 
 - k,0\. (8.15.1)
 
 This is termed the complementary binomial distribution function with parameters j, T - t, and w . The binomial distribution f u n c tion is equal to 1 minus the complementary binomial distribution function, and gives the probability that the number of successes is
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 strictly less than j. The trials are termed Bernoulli trials. Substituting (8.15.4) into (8.15.3) gives
 
 where j is defined in (8.15.2) and where
 
 This is the binomial option pricing formula due to Cox, Ross, and Rubinstein (1979). Finally, we note that as the number of independent trials increases to infinity, the central limit theorem from probability theory shows that the binomial distribution function converges to the standard normal distribution function after a suitable normalization. Cox, Ross, and Rubinstein make use of this observation and show that if we allow trading to occur more and more frequently while keeping the time interval [0,T] fixed, then the binomial option pricing formula converges to the Black-Scholes formula if we choose appropriate parameters of the price processes in the process of taking limits. The limiting formula is
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 Exercises 8.1. Prove relation (8.4.2). 8.2. Given the prices depicted in Figure 8.7.2, demonstrate an arbitrage opportunity. 8.3. Suppose that the 0-th long-lived security also pays dividends xo(t) > 0, Vt. Prove that the martingale property is still true with a suitable normalization. 8.4. Show that if a consumption plan is financed by two admissible trading strategies with different initial costs, there exists an arbitrage opportunity. 8.5. Verify the prices computed in (8.9.1) by constructing a dynamic replicating strategy. 8.6. Verify that, in the context of Section 8.1
 
 ""'a, B (at, t)
 
 ^ , +
 
 t) Do (at, t)
 
 is the time-0 price of a time-event contingent claim for the timeevent (t, at). 8.7. In the context of the binomial model, price a security that gives the right to its holder to purchase at time T a share of the common stock at the minimum price that the stock has reached from time 0 to time T .
 
 Remarks. The martingale characterization of a price system that and the two constants r and u are the continuously compounded riskless interest rate per unit time and the standard deviation of the rate of return on the common stock per unit time, respectively. To use this formula, we first fix the unit of measure of time. Suppose that t is in units of a month, for example. R is one plus the monthly riskless interest rate, define r =. l n R , and take u to be the standard deviation of the monthly return on the stock. We will not present here the limiting procedure mentioned above. Cox and Rubinstein (1985, pp.196-208) is an excellent source for this procedure, which we encourage the reader to consult.
 
 admits no arbitrage opportunities was pioneered by Harrison and Kreps (1979). Their paper, in turn, was motivated by an observation made by Cox and Ross (1976) in an option pricing context. In deriving the martingale property, we assume that individuals' preferences have expected utility representations. This is far more restrictive than necessary. In a finite state model, the only condition needed is that individuals' preferences are strictly increasing. In an infinite states model, some other technical conditions are needed; see Kreps (1981). The martingale property assumes its full power in a continuous time continuous-states model. Interested readers should
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 e and Huang (M), Duffie (W),Harrison and Pliska uang (1985a, 1985b). eference for the correspondence between a dynamic d a static economy is Kreps (1979). Cox and Huang (1986, 1987), ages (19871, and Pliska (1986) apply this idea to solve an optimal consumption and portfolio problem in a continuous time model. Our brief discussion on the convergence of the binomial option pricing lack-Scholes formula is taken directly from Cox and Rubinstein (1985).
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 FINANCIAL DI
 
 In our previous discussions, it was assumed either im9.1. plicitly or explicitly that individuals had homogeneous information. Differential information among individuals is, however, an important aspect of financial markets. Regulations on insider trading provide evidence for this claim. Many mutual fund managers claim to trade on the basis of superior information. In addition, the existence of active markets for information, such as advisory services and newsletters, signifies the possibility that individuals are differentially informed a priori. The first part of this chapter will develop a model of financial markets that incorporates the heterogeneity of information among individuals. The focus of this discussion will be on how private information of individuals gets transmitted t o the public through prices and on the appropriate equilibrium concepts. The idea that individuals may be differentially informed is plausible, and it is even more plausible that the managers of a firm have private information about the firm that is not shared with outside investors. In the the second part of this chapter, we consider an
 
 260
 
 Foundations for Financial Economics
 
 entrepreneur seeking outside investors to finance his project. The entrepreneur is privately informed about the quality of the project, which he can only credibly reveal by taking some observable action. This action is termed a signal. We will introduce the notion of a signailing equilibrium, in which an entrepreneur takes certain actions that would not have been taken were there not information asymmetry. .2. We will first discuss in general how differential information among individuals can be modeled. In the course of this discussion, we will make extensive use of certain set theoretic notions developed in Section 7.2. Our attention will be limited to two-period economies where r at time 0 and consumption of a single good occurs at assume that before trading occurs at time 0, each individual receives a piece of private signal conveying to him some information about the state of nature that will be realized at time 1. Recall from Chapters 7 and 8 that information revelation over time can be modeled by finer and finer partitions of the possible states of nature. In this context, it is natural to say that two individuals are differentially informed if their information structures are not identical. In a two period economy, we can therefore model a signal that an individual receives before trading to be a partition of the state space. Formally, we fix a state space fl, each element, w, of which is a possible state of nature. Assume for now that f2 has a finite number of elements. Individuals are endowed with a common information structure at time 0, denoted by F = {&,Ti}, where Toand T\ are partitions of fl. Assume that To= {a}and that 7\ is the partition in which each state is an event. Recall that the latter condition simply says that the true state of nature will be revealed at time 1 to all individuals. Individuals' prior beliefs are such that every state of nature is of strictly positive probability. Before trading at time 0, however, individual i receives a private signal represented by a arti it ion 7:. For example, suppose that fl = {wl, . . . ,w5} and : = {{wl, w2,w3}, {w4,w5}}. If, for example, w3 is the state of that 7 nature that will be realized at time 1, then individual i learns from
 
 Financial Markets with Differential Information
 
 26 1
 
 his signal that the state to be realized at time 1 is one of { w ~ , w ~ , w ~ } . Equivalently, a private signal for individual i can also be represented by a random variable defined on fl. For instance, the random variable w {~1,~2,~3}, y, (w) = 21 iiff w â {w4,w5},
 
 fi
 
 conveys the same information as the partition Tf, of the example above, where we note that X(w) is the realization of when the state of nature is w. If = 1, individual i learns that the true state of nature is one of {wl, w2,w3}, and if? = 2, individual i learns that the true state of nature is one of {w4,w5}. That is, a realization of tells individual i whether the true state is one of {wl, wz9w3}or one of {w4,w5}. In this sense, we can say that fi generates the partition
 
 G.
 
 As usual, we assume throughout that individuals strictly prefer more to less. Now we claim that in the current context, there does not exist a competitive equilibrium with complete markets when there exist some nonsatiated individuals i and k such that # $. (Here we remark that prices in a competitive equilibrium have only one function, namely to determine an individual's budget constraint.) To see this, it suffices to consider an example. We take the state space and individual i's signal to be the same as those considered in the last paragraph. Let there be another individual k with signal represented as = {{wl, w2}, {w3,w4,w5}}. Suppose to begin with that either wl or w2 is the state that will be realized at time 1. Then, after receiving his signal, individual i learns that the true state is one of {wl,w2,w3}. On the other hand, individual k learns that the true state of nature is one of {wl,w2}. Since markets are complete, a competitive equilibrium must assign a price to each state contingent claim. Consider the state contingent claim that pays off in state w3. After receiving his signal, individual k learns that w3 is not the true state. However, even after receiving his signal, individual i still believes that ws may be the true state. If the state contingent price for state w3 is strictly positive, by the hypothesis that utility functions are strictly increasing, individual k will short sell an infinite amount of the state-w3 contingent claim and use the proceeds to buy state contingent claims paying off
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 in states oh and 012. As a consequence, the market for the state* contingent claim cannot clear. On the other hand, if the state contingent price for state 013 is nonpositive, individual i will purchase an infinite amount and the market for it cannot clear. Thus, there does not exist a competitive equilibrium when the true state is either 011 or 012. Arguments similar to those in the last paragraph show that there cannot exist a competitive equilibrium with complete markets if the true state is any of {mi,. . . ,u5}. Thus, there does not exist a competitive equilibrium with complete markets. 9.3. A casual examination of the nonexistence result of the last section reveals the reason why an equilibrium does not exist: the individuals do not learn from observing prices. For example, when wl is the true state, a zero price for the state contingent claim paying off in state 013 would be the equilibrium price if individual i concluded that the true state must not be state 013 when he observed that the price for state 013 was 0. In this case, an equilibrium can be constructed as follows when individuals i and k are the only two individuals in the economy: Use Bayes rule to compute the two individuals' posterior probability assessments about the states of nature conditional upon the knowledge that the true state is one of {wl,u2}. There exists, under standard conditions, a competitive equilibrium given these posterior probability assessments. The competitive equilibrium price system must assign zero prices to states 013,014, and 015. This competitive equilibrium price system is an equilibrium price system for our economy with differential information, when individuals learn from observing equilibrium prices and the true state is either 011 or 012. Note that in this equilibrium, both individuals know that the true state is one of {ul,u2} and do n o t know which is the true state. That is, the difference in the information conveyed by the signals they received is symmetrized by the equilibrium prices. One can apply the same arguments to cases where the true state of nature is any of {u3,u4,u5} and determine that the conclusion reached in the last paragraph is valid in all cases. Moreover, this conclusion is not limited to the special case of two individuals and five states considered and is valid in general. The reader will be
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 asked to show in Exercise 9.1 that, in fact, a necessary characteristic for a price system to be an equilibrium price system when markets are complete and individuals learn from observing the price system is that the price system symmetrizes information among individuals. Note that in the construction of an equilibrium in Section 9.3, unlike in a competitive equilibrium, a price system has two roles: first, determining an individual's budget constraint as in a competitive equilibrium; second, conveying information. An equilibrium where a price system plays these two roles will be termed a rational expectations equilibrium. This term is the same as was used in Chapters 7 and 8 but applies in a different context. In Chapters 7 and 8, individuals are endowed with the same information structure. They are said to have rational expectations if they agree on the mapping from (01, t ) to the price system S{u, t). Here, individuals are endowed with different information structures. We will not give a general definition of a rational expectations equilibrium, because it would involve some mathematical concepts that are unnecessary for our purposes here. We will examine, however, a class of models with differential information among individuals and give a formal definition of a rational expectations equilibrium in this context. Readers interested in general discussions of rational expectations equilibria can find references in the remarks at the end of this chapter. Analyses in previous sections and Exercise 9.1 show that when markets are complete and individuals have differential information before trading occurs, it is necessary that individuals have rational expectations for an equilibrium to exist. In addition, in a n y rational expectations equilibrium with complete markets, the price system must symmetrize the difference in information among individuals. In such event, the price system is said to be fully revealing. Moreover, a fully revealing rational expectations equilibrium with complete markets always exists under standard conditions. Thus, observationally, there is no distinction between a rational expectations equilibrium and a competitive equilibrium in a corresponding artificial e c o n o m y that is identical in every aspect except that individuals are endowed with the common information held in the rational expectations equilibrium. 9.4.
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 Note that although our previous discussion is based on an economy with a finite number of states of nature, all our conclusions hold, with some additional regularity conditions, in economies with infinitely many states of nature. 9.5. Now we turn our attention to economies with incomplete
 
 markets. Unlike the complete markets case, a rational expectations equilibrium need not exist and a competitive equilibrium can exist. We will present an example to show the former result in this section and present another example to demonstrate the latter result in the next two sections. We consider an economy with two groups of individuals which are equal in number, the informed and the uninformed. The state space is denoted by f2. There is a single consumption good available only a t time 1, whose spot price at time 1 is a random variable denoted by f, which we assume to be normally distributed. An individual, informed or uninformed, has a negative exponential utility function defined on time-1 random wealth, - exp{-a*}. At time 0, an individual can trade on the futures contract of the single consumption commodity, whose unit price, the futures price, is denoted by F. Note that a futures contract is a financial asset that promises to deliver a unit of the consumption good a t time 1 for a price F, the futures price, determined at time 0. No resources need be committed a t time 0 for the purchase of a futures contract. The accounts are settled at time 1. The markets are obviously incomplete, since there exist infinitely many states and only one security, the futures contract. Note that the structure of this economy is a little different from our usual setup. The single consumption good is not taken to be the numeraire, and the utility function is defined on wealth rather than on consumption. The reader can think of our model here as only a "slice" of an economy with multiple consumption goods where the numeraire is not the consumption good discussed in the "slice." Before trading a t time 0, an informed individual receives a private signal denoted by ?. This private signal takes on two possible
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 where {fZi, fZz} is a partition of fL .,Assume that fli and fly, are of equal probability. Conditional on Y = n, n = 1,2, is normally distributed with mean mn and variance cr2. Assume that mi # my. Conditional on Y = n, an uninformed individual is endowed with kn > 0 units of time-1 consumption, with n = 1,2. Assume that # k 0 units of time-1 consumption. An uninformed individual does not receive any private signal before trading takes place a t time 0 and his prior beliefs about are, therefore, an even mixture of two normal random variables, which is generally not a normal random variable. The price a t time 0 of the futures contract F may depend upon the realization of the signal received by the informed individuals. If F(Y = 1) is not equal to F(? = 2), an uninformed individual can infer the private signal received by an informed individual from the futures price. In such event, the equilibrium price for the futures contract is fully revealing. Conditional on ? = n, an informed individual i solves the. following problem:
 
 -
 
 max El- exp{-aW}\Y = n] fli
 
 +
 
 ~ . tw . = e,(q- F) gk, where 0, is the number of futures contracts purchased by individual i a t time 0. Conditional on ? = n, 6'is normally distributed with mean and variance: = n ] = (di+k)rnn-9,F,
 
 E\W\Y
 
 Note that the conditional variance is independent of the realization of ?, which is a general property of normal random variables. The distribution of exp{-a6'} conditional on ? = n is lognormal. Direct computation yields
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 As an exponential function is strictly increasing in its exponent, (9.5.1) becomes
 
 +
 
 1
 
 max a[(Ãˆ k ) m , - S i F \ - ,a2(Ãˆ
 
 + k)'u2.
 
 The equilibrium futures price, conditional on Y = n, is determined by the market clearing condition
 
 (9.5.2)
 
 Ã‡
 
 This is a strictly concave program, and its unique solution is characterized by the first order condition:
 
 Suppose there exists a rational expectations equilibrium with a price f u n c t i o n a l F(YY We first claim that F(?) must be fully revealing. Suppose this is not the case. That is, there exists a rational expectations equilibrium price functional F(Y) with F(Y = 1) = F(?=2). From (9.5.3)) we know that the optimal.-,demand for the futures contract for an informed individual when Y = 1 is different from that when ?==2, since m i # m2. By the hypothesis that the futures price does not vary across two possible realizations of an informed individual's private signal, an uninformed individual maximizes expected utility according t o his prior beliefs about i. Thus his optimal demand for the futures contract does not vary across the realizations of ?. It then follows that the markets for the futures contract cannot clear so that a rational expectations equilibrium, when one exists, must be fully revealing. Next let F(Y) be a price functional for the futures contract such that F(? = 1) # F(V = 2). Facing the price functional F(Y), an uninformed individual learns the realization o f ? received by an informed individual. Conditional on ? = n, an uninformed individual j's optimal demand for the futures contract is a solution t o the following problem max E[- exp{-&}I?
 
 = n]
 
 OY
 
 where O j denotes the number of futures contracts purchased by individual 3 . Using identical arguments as in the analysis of (9.5.1) we get, conditional on Y = n,
 
 -
 
 Consider the following data: ml = 3, m2 = 4, a = 1,0 2 = 1, k = 2, kl = 3, and k2 = 5. Then
 
 This contradicts the fact that F(?) is fully revealing. Thus there does not exist a rational expectations equilibrium! Note that the above example is not robust in that with a slight change of data there can exist a rational expectations equilibrium. For example, consider the same data as above except that n - i ~= 5. Then
 
 and is a fully revealing rational expectations equilibrium price functional. The crux of the matter, however, is that a rational expectations equilibrium may not exist for a given specification of the parameters of the economy. 9.6. In the previous section, we discussed an example of nonexistence of a rational expectations equilibrium when markets are incomplete. Recall from Section 9.2 that when markets are complete and individuals are asymmetrically informed, there does not exist a competitive equilibrium. We now demonstrate, through an example, that there can exist a competitive equilibrium when markets are incomplete. In this competitive equilibrium, however, individuals ignore the informational content of a price system. Consider the following model of financial markets. There are two periods, time 0 and time 1. At time 0, individuals trade in one risky and one riskless asset. At time 1, individuals consume and the economy ends. One share of the risky asset pays 2 units of the
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 single consumption good at time 1, where X is a random variable. The risky asset has a total supply of one share. The riskless asset is in zero net supply and pays one unit of the single consumption good for sure at time 1. There are I individuals in the economy, indexed by i = 1 2 , . . . , I. Individual i is characterized by his utility function ui(z) = - exp{-aiz} on time 1 consumption and his endowment of a number of shares of the risky asset, denoted by gf. Individuals are not endowed with the riskless asset. All individuals have a common probability belief P , under which 2 is normally distributed with mean % and variance Before trading takes place, individual i receives a private signal
 
 02.
 
 Note that the conditional mean of 2 given % = yi is equal to the unconditional mean of 2,mx,plus the "beta" of -X" on $, denoted by /3xy,, times.-, the deviation of yi from m x . Similarly, the conditional variance of X given Yi= y i is equal to the unconditional variance, minus /3zyi times As we noted before, the conditional variance of (9.6.4) is independent of the realizations of Arguments similar to those used in deriving (9.5.3) and (9.5.5) show that
 
 02,
 
 02.
 
 c.
 
 Y,, where -X" and (?&^ are mutually independent and normally distributed and E[Zi]= 0, W. The variance of 2, is denoted by a:. Implicit in the above setup is a state space 0, on which all the random variables are defined. This state space has infinitely many elements, because the random variables are normally distributed. Each realization of fi, denoted simply by y;, tells individual i that some states are possible and some are not. Individual i then updates his probability assessments about X according to Bayes rule. If the realization of his private signal is yj, individual i's problem is max E 1- exp {- aiWi}\Y, = yi]
 
 where & is the return on the risky asset, and substituting this expression into (9.6.5) gives
 
 -
 
 %,9i
 
 where we have normalized the price of the riskless asset at time 0 to be 1, Sz is the price of the risky asset at time 0, and 8, is the number of shares of the risky asset individual 'i chooses to hold. With the time-0 price of the riskless asset normalized to be 1,the rate of return on the riskless asset is zero. Note that, conditional on fi = yi, 2 is normally distributed with mean and variance as follows:
 
 where
 
 Relation (9.6.5) says that individual i will invest in the risky asset if and only if he expects, conditional on his signal, that the time-1 payoff of the risky asset will be strictly greater than its time-0 price. His demand for the risky asset is a decreasing function of its price. On the other hand, (9.6.6) implies that the dollar demand for the risky asset is strictly positive if and only if the risk p r e m i u m is strictly positive. (Recall that the riskless interest rate is zero.) In addition, the more risk averse individual i is ( or the larger a;), the smaller the absolute values of 6, and 6;Sz are. These results are consistent with our analysis in Chapter 1. Note also that (9.6.5) and (9.6.6) are independent of individual i's endowment, #,-, because negative exponential utility functions exhibit constant absolute risk aversion and there is no wealth effect.
 
 .7. Having computed individuals' demands for risky assets, we are now ready to construct a competitive equilibrium. As we
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 have normalized the price of the riskless asset to be equal to one, a competitive equilibrium is composed of a price, Sz, for the risky asset at time 0 such that the market for the risky asset clears. By Walras law, once the market for the risky asset clears, the market for the riskless asset clears also. Our task, therefore, is to find Sz such that I
 
 Ye, = 1.
 
 (9.7.1)
 
 ,=I
 
 We can accomplish this by summing (9.6.5) across individuals and equating it to 1:
 
 Solving for Sz gives
 
 Relation (9.7.2) gives a competitive equilibrium price for the risky asset. This equilibrium price for the risky asset is equal to the c e r t a i n t y equivalent of its time-1 payoff. The certainty equivalent is a weighted average of individuals' expectations of 2 given the signals they received minus a risk a d j u s t m e n t factor. The weight for individual i's conditional expectation of 2 is
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 price. Similarly, the risk adjustment factor will be smaller when individuals are less risk averse and their signals are more precise. The competitive equilibrium constructed above makes a great deal of intuitive sense. The comparative statics discussed all seem to go the right direction. Unfortunately, this competitive equilibrium is not stable in the following sense. Note that the price of the risky asset in the competitive equilibrium is a linear function of individuals' signals. To see this, we simply substitute (9.6.4) into (9.7.2) and observe that v a r ( z l C = yi) is independent of the realization of Y,. In order to trade, individuals must know the equilibrium price of the risky asset, since their demands as characterized in (9.6.5) depend on that price. If they understand the relationship between the price and the signals (PI,. . . ,?I), as would happen if, for example, the economy were repeated and individuals learned from history, they would realize that the risky asset price contained valuable information about the payoff of the risky asset. In such event, after observing the equilibrium price in the competitive equilibrium, individuals would acquire extra information and form their demands for the risky asset using their new posterior beliefs. It then follows that the competitive equilibrium price may fail to clear the market and the competitive equilibrium may break down. Suppose instead that there is a price function
 
 which gives prices for the risky asset for all possible realizations of the j o i n t signal, (PI,. . . ,?I), in that, for a given realization of the joint signal, (yl, . . . ,yI), Sz(yl,. . . ,yI) is the price for the risky asset. Moreover, the functional relationship between Sz and the joint signal is k n o w n to individuals in that for every realization (y1,. . ., yl) of (?I, . . . , an individual i calculates his optimal demand for the risky asset using the posterior belief conditional on his own signal $ = yi and the price 5 ' 6 , . . . ,?I) = Sz(yi,. . . ,yI) and the market clears. Then the price functional gives an equilibrium price for the risky asset for all possible realizations of the joint signal. This equilibrium is stable in the sense that it will not break down even after many repetitions of the economy, because individuals k n o w the functional relation between the equilibrium price and the joint signal and
 
 fi),
 
 *
 
 ..
 
 which is larger the smaller a, and Var(XlY,-= yi) are, ceteris paribus. That is, the less risk averse individual i and the more precise the signal Y, (as captured by a smaller ~ a r ( X l Y = , y,)) are, the more highly weighted individual i's estimate about 2 is in the equilibrium
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 have already taken it into consideration in calculating their optimal demands. This equilibrium is a rational expectations equilibrium. Individuals are said to have rational expectations if, in equilibrium, they understand the functional relation between the equilibrium price (of the risky asset) and the joint signal. In a rational expectations equilibrium, all individuals have rational expectations. 8 . We will show that there exists a rational expectations equilibrium in the economy constructed in Section 9.6, when we add the assumptions that uzi = uz, V I . The proof is by construction: construct a price functional and show that it is indeed a rational expectations equilibrium price functional. Before proving this assertion, however, we discuss some results in probability theory that will be useful. Let 5 be a random variable, let a denote its realization, and let fi(yi,z\x) be the joint density of and 2 conditional on 2. The random variable 2 is a sufficient statistic for ft(yÃˆzlx) if there exist functions gl(-) and g2(.) such that for all yi and z,
 
 fi
 
 If 2 is a sufficient statistic for fi(yi, zlx), the conditional density of 2 given and 2, denoted by h(x\yi,z), is independent of To see this, we note that by Bayes rule,
 
 fi
 
 inancial Markets with Differential Information Now we claim that
 
 is a sufficient statistic for fi(yi,ij1x), the joint density of and F conditional on 2, where ij is a realization of 7.Intuitively, this follows because, with the additional assumptions about the distributions of ZÃ individuals are getting signals that are independent and identically distributed conditional on 2.Thus the mean of the signals is more informative than any individual More formally, we want to show that (9.8.1) holds when we take 2 t o be p. Gonditional on 2 = x, is normally distributed with mean x and variance and is normally distributed with mean x and variance aÂ£/I Conditional on X = x, the covariance o f f , and is Thus conditional on 2 = x, are bivariate normal with a mean vector (x, x) and a variance-covariance matrix
 
 c.
 
 fi -
 
 4,
 
 .,
 
 (w)
 
 e/J.
 
 Therefore,
 
 fi.
 
 x exp
 
 where g(-) is the density function for 2. As 5 is a sufficient statistic for fi(yi,ax), we substitute (9.8.1) into (9.8.2) to get
 
 u2/I
 
 a2/!
 
 g -x
 
 Define
 
 and
 
 The right-hand side of (93.3) is independent of yi, which was to be proved.
 
 Then fi (yi, g\x) = gl (yÃˆg)g2(g, x), and we have proved our assertion.
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 is a sufficient statistic for fi(yi, ylx), the density of As conditional on Yi = yj and 7 = y, h(xyi, g), is independent of As a consequence,
 
 2 yj.
 
 where
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 price functional clears the market for the risky asset and is a rational expectations equilibrium price functional. Formally, consider an artificial e c o n o m y identical to t currently being analyzed except that all individuals receive a signal equal t o 7. As there is no differential information among individuals in this artificial economy, we simply look for a competitive equilibrium. Given a realization ij of Y ,the optimal demands for the risky asset are
 
 and the competitive equilibrium price for the risky asset is
 
 is the "beta" of 2 on 7. The interpretation of (9.8.4) is similar to that for (9.6.3) and (9.6.4). is a sufficient Using similar arguments, we can show that statistic for the joint density of (Vl,. . . ,?'I, 7 ) conditional on 2 and, thus,
 
 9.9. Now we are ready to construct a rational expectations equilibrium. First we note from (9.7.2) that if every individual received a signal equal to 7, the competitive equilibrium price functional would be a linear function of 7 . This functional will be our candidate for a rational expectations equilibrium price functional. The reasoning is as follows: As individuals have rational expectations, once they see the equilibrium price announced by the auctioneer, they can invert the price t o solve for the realization of 7. Knowing F, which is a sufficient statistic for f;(yi, ylx), a rational individual's optimal demand for the risky asset will be independent of his own signal. In fact, individuals' optimal demands are equal t o those in an artificial e c o n o m y where all individuals received the signal 7. Thus our
 
 where we have used (9.7.2) and (9.8.4). Observe that Sz is a linear function of y with fixed coefficients in (9.9.2). We will use SZ(y) t o denote the value of this linear functional when 7 = y. Note that there is a one-to-one correspondence between fj and SZ(y),and Sx(Y) is therefore invertible. The price functional of (9.9.2) is intuitively appealing. The price of the risky asset is higher the higher the realized average signal g, ceteris paribus. For a given change of y, the response of Sz is proportional to &, which lies in ( 0 , l ) by the definition given in (9.8.4). The proportional increase of Sz is higher the smaller o-2 is, or equivalently the more precise the signals are. Also, ceteris paribus, the more risk averse individuals are, the lower the price for the risky asset, since they require a higher risk premium t o hold the risky asset. The comparative statics of Sz with respect t o and a2 are left for the reader. Note that the competitive price functional of (9.9.2) is also an equilibrium price in another artificial economy where individuals share their signals before trading, that is, where individuals observe
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 is the joint signal (PI,.. . ,Yi} before trading. T is is so, because also a sufficient statistic for the joint density of (YI,. . . ,Yi, Y) given 2. The reader will be asked to prove this claim in Exercise 9.2. e price functional of (9.9.2) is a rational Now we claim t expectations price functional. Given this price functional, individual i's rational expectations demand for the risky asset is
 
 ei = ~ [ X l y=. yi, Sz(F) = Ss(g)] - Sfi)
 
 a2var(X1$ = yi, ~ ~ (=7:SZ(g)) )
 
 where the first equality follows from the fact that S3;(g)is an invertible function of g, and the second equality follows from (9.8.4) and the fact that Y is a sufficient statistic for fi(yi,jj[x). Note that the right-hand side of the third equality is identical to the right-hand side of (9.9.1) when we take Sz to be Sz(g). Thus a rational individual's optimal demand when faced with the price functional Sz(Y) is identical to that in the artificial economy. We know that the price functional clears the market in the artificial economy. Thus the price functional clears the market in the rational expectations economy and is a rational expectations equilibrium price functional. 9.10. The rational expectations equilibrium constructed in Section 9.9 has the following properties. First, the information conveyed by the equilibrium price is superior to any private signal in the sense that the price information is a sufficient statistic. Thus, given the equilibrium price, private information becomes redundant. Second, the rational expectations equilibrium is identical to a competitive equilibrium in an artificial economy where individuals share their private information. These two properties amount to saying that the rational expectations equilibrium price system symmetrizes the differences in information among individuals and thus is a fully revealing price system. A rational expectations equilibrium with a
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 fully revealing price system is said to be a fully revealing rations expectations equilibrium. A fully revealing rational expectations equilibrium seems economically attractive. The equilibrium price system aggregates diverse private information among individuals efficiently in that it reveals a sufficient statistic for the diverse information. Moreover, the equilibrium allocation cannot be improved on by a social planner who has access to the joint private signals. A fully revealing rational expectations equilibrium, however, has the following problems. As the equilibrium price system conveys information that is superior to an individual's private signal, the optimal demand for the risky asset is independent of the individual's private signal! The optimal demand depends only upon the equilibrium price. If an individual's optimal demand is independent of his or her private signal, how can the equilibrium price sysiiem aggregate individuals' diverse private signals? In addition, an individual will not have an incentive to collect private information if it is costly to do so - a fully revealing equilibrium price system renders the information collection activity an unprofitable proposition. It then follows that if no individuals collect private information, certainly there is no diverse private information to aggregate. These are the paradoxes associated with a fully revealing price system. The paradoxes can be resolved if the price system aggregates information only partially in the sense that the price information is not a sufficient statistic for an individual's private signal. In such event, the optimal demand of an individual for the risky asset will depend not only upon the price information but also upon his own private signal. This solves the first paradox. Since the optimal demands for the risky asset depend upon individuals' private signals, individuals have incentives to collect private information even at a cost. This solves the second paradox. Now the question is under what scenario will a price system be partially revealing? Note that in the fully revealing rational expectations equilibrium considered earlier, there is only one source of uncertainty, namely the time-1 payoff of the risky asset 2. Individuals receive private signals about 2,and the equilibrium price system reveals a sufficient statistic about individuals' private signals. The
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 price system is fully revealing, because it is a nontrivial linear function of the sufficient statistic and is thus invertible. When the price of the risky asset increases, individuals can infer that this occurs because the demand for the risky asset increases, which is in turn due t o more optimistic private signals, on average. Suppose instead that there is an additional source of uncertainty in the economy, for example, the aggregate supply of the risky asset. Then when the price of the risky asset increases, individuals may not be able to tell for sure whether it is because the private signals are more optimistic or because the aggregate supply is smaller. In such an event, the price system does not provide information that is superior t o an individual's private signal and is not fully revealing. e will show in the next section that such an equilibrium exists. Note that the assumption of an uncertain aggregate supply is not the most natural. For example, in a stock market economy, the total supply of a common stock is the number of shares outstanding and is common knowledge. This somewhat contrived assumption, however, provides tractability t o our analysis. 9.11. Consider again the economy constructed in Section 9.6. Assume that individuals have rational expectations and the same coefficient of absolute risk aversion. Assume in addition that individual i's endowment of shares of the risky asset is a draw of a normally distributed random variable The random variables (GI,. . . ,Vi} are independent and identically distributed with mean zero and variance a^,. The zero mean assumption is made for convenience and can be relaxed easily. A realization of is denoted by vi. It follows that the total supply of the risky asset is a realization of the random variable
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 of (GI,. . . ,Vi) is (vi, . . . ,vI), the market clearing condition for the risky asset is I
 
 I
 
 We want to show that there exists a partially revealing rational expectations equilibrium. As in the fully revealing case, our proof will be by construction. 9.12. We first conjecture that the equilibrium price system is a linear function of the sufficient statistic Y and the aggregate supply 27:
 
 where 7, bl > 0, and b2 > 0 are some unknown constants. This price functional is an increasing function of and a decreasing function of the aggregate supply 5.Given this conjectured price functional, we can compute an individual's optima1 demand conditional on a realization of the price functional, his private signal, and his endowment of shares of the risky asset. We then ask what the values of 7, blf and b2 should be such that the optimal demands of individuals clear the market. Given that the realizations of Y{, and 5 are vi, y;, and 2, respectively, and given the price functional of (9.12.19, individual i's optimal demand for the risky asset is
 
 6
 
 which is normally distributed with mean zero and variance 14, where we recall that I is the total number of individuals. A realization of j is denoted by z. We also assume that % fi, and the 2,'s are mutually independent and Fi has mean zero and variance a:, which is constant across individuals. Given that a realization
 
 The derivation of (9.12.2) is identical to that for (9.6.59, except that now individual i forms expectations about 2 conditional on his own private signal as well as on his endowment of shares of the risky asset and the realized price of the risky asset. As (9.12.1) is a linear function of normally distributed random variables, s.(Y& is normally distributed with mean and variance:
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 (z,%,
 
 Therefore, O Z ( i , Y ) ) are multivariate normally distributed with a mean vector
 
 and a variance-covariance matrix
 
 where
 
 Note that (ft), . . . ,(4) are nonlinear functions of 61 and b2 and are independent of individual indices and that the conditional variance is independent of the realizations of &, and individual indices. To simplify our notation, we denote the conditional variance and of (9.12.3) by H I , which we note is a nonlinear function of 62. H is the inverse of the conditional variance and is usually termed the precision of the information contained in fi, and S,
 
 V,,
 
 6,
 
 where Vn = o-2, Viz is a 1 x 3 vector, V2i is a 3 x 1 vector, and VZ2 is a 3 x 3 matrix. The conditional expectation and conditional variance of relation (9.12.2) can be explicitly computed using multivariate normal distribution theory. They are
 
 9.13. The optimal demands for the risky asset of individuals derived in (9.12.2) and (9.12.3) are based on a conjectured price functional (9.12.1). For the conjectured price functional to be a rational expectations equilibrium price functional, it must be that the optimal demands clear the market for the risky asset. T h a t is, we must have
 
 3,
 
 for every possible realization of 'ki9 F, and 2'. As 2' is independent and 2, of F, for (9.13.1) to hold for every possible realization of we must have and
 
 $0-7=0
 
 +
 
 $2 $3 - b1 = 0 I$4 $1 - I b 2 = OH"',
 
 (9.13.2)
 
 +
 
 Recall that (c0,. . . ,c4) and H 1 are all nonlinear functions of bl and b2. Thus, (9.13.2) is a system of three nonlinear equations in as many unknowns (7, bl, b2).
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 It is then easily verified that the values of 7, bl, and b2 in (9.13.3) are not only necessary but also sufficient for a rational expectations equilibrium. That is, there exists a rational expectations equilibrium with the price functional
 
 where 7, bl, and b2 are defined in (9.13.3). Note that in this equilibrium, bl > 0 and b y > 0. Thus, the of F, equilibrium price for the risky asset is an increasing function the sufficient statistic, and a decreasing function of 2, the aggregate supply of the risky asset. Because the aggregate supply of the risky asset is also a random variable, there is no one-to-one relationship between the price of the risky asset and the sufficient statistic F. When the risky asset price increases, an individual is uncertain whether it is because on average everybody is getting a better signal or because the aggregate supply of the risky asset is smaller. Therefore, an individual's optimal demand for the risky asset depends on the information conveyed by the price of the risky asset, on his private signal, and on his own endowment of the risky asset. This resolves the paradox that if a price system is fully revealing, an individual's optimal demand is independent of his own private signal and the price system cannot, therefore, aggregate diverse private information among individuals. Moreover, as the price system aggregates diverse private information only partially, there exists an incentive to collect information even when it is costly to do so. This resolves the paradox associated with costly information discussed in Section 9.10.
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 9.14. From previous discussions, we learned that fully revealing rational expectations equilibria are not very interesting as they are not likely to arise - recall the paradoxes associated with fully revealing equilibria. We have constructed a partially revealing rational expectations equilibrium in Section 9.13 for a very special economy - one with negative exponential utility functions and normally distributed returns and private signals. Unfortunately, little is known about partially revealing rational expectations equilibria outside the special case discussed. The combined effects of negative exponential utility functions and multivariate normally distributed returns and private signals make a linear price functional a feasible solution to the equilibrium problem. This gives tractability to an inherently very difficult problem. On the other hand, the tractability is not without cost. The normally distributed return on the risky asset implies unlimited liability and negative consumption in equilibrium. We also know very little about rational expectations equilibria in multiperiod economies. Even in the special case discussed above, the multiperiod extension is a formidable task. This extension, when successful, will give rise to a much richer model. Questions such as to what extent historical prices contain information about future prices and whether historical volumes of trade play any informational role can only be answered in models of a multiperiod economy.
 
 9.15. We concentrated our discussion in earlier sections on securities markets equilibrium when individual traders possess diverse private information about the return on the risky asset. In the remainder of this chapter, we will consider situations where entrepreneurs possess inside information about projects for which they seek financing. Outside investors would benefit from knowing the true characteristics of the projects. However, the entrepreneurs cannot be expected to convey truthfully their inside information to the outside investors, as there may be substantial rewards for exaggerating positive qualities of their projects. If the qualities of projects can be verified ex post, financing contracts between the entrepreneurs and the outside investors can be written with terms dependent upon the ex post verifiable qualities. On the other hand, if the qualities of projects cannot be verified
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 ex post, the markets for financing may break down and projects with good qualities cannot be carried out resulting in inefficiency. To see this, we consider the financing of a family of projects whose quality is highly variable. While the entrepreneurs know the quality of their own projects, the outside investors do not. Therefore, the financing cost must reflect some average quality. For entrepreneurs with projects having above average quality, the financing cost may be too high to justify undertaking the projects. As a consequence, the high quality projects are withdrawn from the financing markets, and the average quality of projects seeking financing is lowered. This process may continue until the only projects seeking financing are of the lowest quality. This is the so-called the lemon's problem or the problem of adverse selection. For projects of good quality to be financed, the private information possessed by entrepreneurs m t be tra,nsferred to the outside investors when ex post verifiability of the quality of projects is lacking. This can be done by observable actions taken by the entrepreneurs. One such action, observable because of disclosure rules, is the willingness of the entrepreneurs t o retain the ownership of the projects. The larger the proportion of a project retained by an entrepreneur, the less diversified his portfolio is. The cost of a nondiversified portfolio is smaller for entrepreneurs having good quality projects, because they will be compensated by, for example, higher expected returns on their projects. Outside investors can then infer the quality of the project from the proportion of a project retained by an entrepreneur. From the entrepreneurs' perspective, they use their actions to signal the outside investors about the qualities of their projects. Outside investors can announce a schedule of financing cost depending on the proportion of the project retained by an entrepreneur. Through choosing financing from the schedule, an entrepreneur will reveal his or her private information about the project quality. This is called screening by the outside investors. Clearly, signalling and screening are two sides of a coin. In the subsequent sections, we will develop a simple model of financial markets in which entrepreneurs seeking financing possess private information about the quality of their projects. A signalling
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 equilibrium will be established. This equilibrium differs in important ways from models without asymmetric information.
 
 9.16. Consider a family of investment projects indexe All investments require a capital outlay of "quality", p. Â [^,^I. K a t time 0. An investment project with quality p has a time-1 cash flow 2 = p. 2, where p. is the expected future cash flow and Z is a normally distributed random variable with mean zero and variance 02. Each investment project is accessible to an entrepreneur, who plans t o hold a proportion of the equity, raising the remainder of the equity from outside investors, once he decides to undertake the project. A project will be 100% equity financed. An entrepreneur has private information and knows the true value of u. Outside investors do not know the true value of however, are informed that p. has a strictly positive density function on \n,ji]. The ex post realization of 2,observable to both an entrepreneur and the outside investors, does not allow outside investors t o tell the value of p. with certainty. However, outside investors will respond to a signal sent by an entrepreneur about the true value of p., if they believe that it is in an entrepreneur's best interest t o send such a signal. The signal we will examine here is the proportion a of the equity retained by an entrepreneur. Outside investors believe that there exists a functional relation between p. and a and make inferences about p. from the observed a . A signalling equilibrium is a situation where outside investors' beliefs about the functional relation between a and p. are indeed correct. A signalling equilibrium is said to be a separating equilibrium if the functional relation between a and p. is strictly monotone. In such an event, the true p will be learned in equilibrium. We will only be interested in separating equilibria and will therefore use the term signalling equilibria to refer to separating equilibria. Suppose that outside investors infer the value of p. according to the schedule g(oc), in that when a is observed, they conclude that p. = g ( a ) . We assume that the value of equity is determined by the CAPM relation:
 
 +
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 9.17. Substituting (9.16.1) and the second constraint of (9.16.4) into the first constraint of (9.16.4) to eliminate b gives
 
 where Fm denotes the normally distributed rate of return on the market portfolio, and ~2 is the variance of fm- We assume that
 
 W=ff(p+~-g{ff)+A)+a{rm-rf)+(Wo-K)(1+rf)+g[a]-A. (9.17.1) Note that F@ is normally distributed, because f m and 2 are. Using (9.17.1) and the arguments used in deriving (9.5.2), we know that (9.16.4) is equivalent t o
 
 -
 
 That is, the lowest quality project has a strictly negative net present value. In addition to investing in his own project, an entrepreneur can invest in the market portfolio and borrow and lend on personal account a t the riskless rate r / . Assume that he has a negative exponential utility function. We shall also make the perfect competition assumption that an entrepreneur's decision about undertaking the project has no effect on the return on the market portfolio. An entrepreneur's problem is to decide whether to undertake the project and, if he decides to do so, to choose the proportion to retain of his project, a , the dollar amount invested in the market portfolio, a , and the dollar amount invested in the riskless asset, b, to maximize his expected utility: max
 
 E [- exp{-W}]
 
 aâ‚¬[O,l],a
 
 (9.17.2) Note that b, the dollar amount invested in the riskless asset does not appear in the maximization. K will be determined by the second constraint of (9.16.4) after a and a are determined. We will assume that there exists a solution a E ( 0 , l ) and proceed to characterize that solution. The first order necessary conditions are
 
 Substituting (9.16.2) and (9.17.4) into (9.17.3) for A and a , respectively, gives (9.17.5) /i - g ( a ) + (1 - a)gl(a) - a7 = 0, where
 
 7G
 
 2 a,2 am - (Cov (2, Fm)) , r
 
 >
 
 where Wo is an entrepreneur's initial wealth. The left-hand side of the second constraint of (9.16.4) is the cash outlay for an entrepreneur a t time 0, while the right-hand side is the cash available after selling a (1 - a ) proportion of the project. The value an entrepreneur can get from selling part of the project, (1 - a ) V ( a ) , depends on the proportion he is selling.
 
 2
 
 It is easily verified that 7 0. We will assume that 7 > 0. Relation (9.17.5) must be satisfied by a, given that outside investors infer p using the functional g(a) when a is observed. The second order necessary conditions are
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 here g' and g" denote the first and second derivatives of g, respectively. Now we turn to analyze the problem of the outside investors.
 
 18. As mentioned in Section 9.15, the outside investors' problem is to screen entrepreneurs. That is, they want to announce a schedule g(-) to determine the quality of projects seeking financing as a function of a, the proportion retained. The schedule should have the property that an entrepreneur, knowing the value p, will optimally choose an a(^) such that
 
 when faced with the schedule g(-). In other words, given the schede g r ) , the optimal behavior of an entrepreneur is to tell the truth. Equivalently, entrepreneurs reveal their true types by self-selection. Relations (9.17.5) and (9.18.1) together characterize a signalling equilibrium. Now we turn to closed form solutions of signalling equilibria. Substituting (9.18.1) into (9.17.5) gives
 
 0
 
 a -
 
 i
 
 Q
 
 .I: Solutions to (9.18.2)
 
 + +
 
 that an entrepreneur with p. < .A (1 ff) will not undertake the project and seek outside financing, as, in eq ibrium, the project has a strictly negative net present value. The project th (1 r f ) even in equilibrium has a quality /i = A relevant domain of an equilibrium schedule is
 
 + +
 
 There exists a family of solutions to (9.18.2) parameterized by an arbitrary constant C:
 
 Any member of (9.18.3) is a candidate for an equilibrium schedule and makes the program of (9.17.2) a strictly concave program, for which the second order conditions are automatically satisfied. Thus the first order conditions are also sufficient for a unique optimum in this case. Note that every member of (9.18.3) is strictly increasing and strictly convex in (0,l). As CY approaches 1, g(a) asymptotically approaches infinity: lim g(a) = +w. a-+l
 
 If a member of (9.18.3) is a signalling equilibrium, its relevant domain may be a subinterval of f0,l). To see this, we first note
 
 the inverse image of the qualities of projects that have a positive net present value. Three members of (9.18.3) are depicted in Figure 9.18.1. According to (9.18.4), the relevant domains of A and A' are [O, 1), while the relevant domain of A" is I), where a is the solution to
 
 la,
 
 where C" is the constant that corresponds to A"* Not every member of (9.18.3), in its relevant domain, is an optimal solution to the outside investors' problem, however. Consider the schedule A' in Figure 9.18.1. The constant Cbssociated with According to this this schedule is strictly greater than A (I
 
 + ++
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 schedule, if an entrepreneur retains no equity, outside investors will conclude that p=g(O) =c' > A + ( l + r ) K . Thus, an entrepreneur with p < C' will find it profitable to undertake his project by investing K and choosing a = 0 to sell the project for
 
 By doing so, he makes a strictly positive profit of V(0) - K . Thus, all the entrepreneurs with a p < C' will undertake the project and choose a signal level of a = 0. This violates (9.18.1), and outside investors incur losses. (Recall that, by (9.16.3), there exists a strictly positive proportion of entrepreneurs having p < A (1 - r f ) K . ) In Exercise 9.4, the reader will be asked to show that the problem associated with schedule A' cannot be avoided by requiring a minimum level of strictly positive retained equity, since entrepreneurs with a p smaller than but arbitrarily close t o the minimum level will find i t profitable to undertake the project and retain the minimum level. This violates (9.18.1). Thus we must have
 
 +
 
 Next, consider the schedule A in Figure 9.18.1. The constant C that corresponds to A is equal to A (1 r f ) K . Similar problems arise. An entrepreneur having f i < A (1 r f ) K can undertake the project and retain no equity. He just breaks even in this transaction and is indifferent as to whether or not t o undertake the project. This again violates (9.18.1) at a = 0. In Exercise 9.4, the reader is also asked to show that, if we require a > 0, then entrepreneurs with p < A (1 r f ) K will find it sub-optimal to undertake the project. Hence schedule A on the domain (0,l) satisfies (9.18.1) and is a signalling equilibrium. Next, we consider schedule A" in Figure 9.18.1, which corresponds to a constant C" < A (1 rf) K . The kind of problem associated with schedules A and A' does not arise. One can show
 
 + + + +
 
 + +
 
 + +
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 +
 
 that entrepreneurs with p < A (1+ rf ) K will find it unprofitable to undertake their projects and retain a strictly positive proportion of the equity. Thus A" with a domain [cx,1) is a signalling equilibrium schedule. The same arguments apply to any member of the family (9.18.3) with a constant strictly less than X+(l+rf)K on its relevant domain. Hence there exists a continuum of signalling equilibria. 9.19. We identified a continuum of signalling equilibria in Section 9.18. In each equilibrium, an entrepreneur who chooses to undertake his project will get the desired financing by revealing the true quality of the project. However, all equilibria but one are inefficient in two senses. First, we note that the proportion of equity retained can be viewed as an indication of the signalling cost. To see this, we note that, for a project having positive net present value, if there were no information asymmetry, the first order conditions of an entrepreneur's problem would be
 
 These imply that a = 0. That is, without information asymmetry, the optimal solution involves no retained equity. In signalling equilibria where an entrepreneur chooses to retain a strictly positive proportion, his expected utility will be strictly lower than what would be attained without information asymmetry. Moreover, for a fixed p , it is easily seen that the expected utility attained for a low a is higher than that which can be attained for a higher a. As a consequence, the proportion retained is a proxy for the cost paid for obtaining outside financing. For a fixed proportion, a , the signalling cost to an entrepreneur with a high p is less than that to another with a low p . This is the reason an entrepreneur with a high p will optimally choose a high signal - he or she can better afford it! Among the continuum of signalling equilibria, the one that has the least signalling cost is schedule A in Figure 9.18.1. Compare schedules A and A", for example. For a given level of p , schedule A" requires a strictly higher retained proportion. Thus A is the most efficient in the sense that the signalling costs in equilibrium are the
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 lowest. In fact, schedule A is the only equilibrium which is competitive in that if schedule A were offered by some investors while some others were offering a different schedule, all entrepreneurs would do business with the investors offering schedule A. Schedule A is the only equilibrium schedule under which all projects with a strictly positive net present value are undertaken. To see this, we note that an entrepreneur with a p which yields a zero net present value is indifferent between undertaking his project and remaining at his status quo when facing schedule A. He will find it sub-optimal to undertake his project if he has to retain a strictly positive proportion. On the other hand, it can be shown that an entrepreneur with a p that yields a strictly positive net present value finds it optimal to undertake his project when faced with schedule A. Thus all projects with a strictly positive net present value will be undertaken. On the other hand, when facing the schedule A", an entrepreneur with a p equal to A + ( l + r f ) K will find it sub-optimal to undertake his project, because he has to retain a proportion a. This is so, because he is just indifferent between accepting the project and remaining at his status quo when no proportion must be retained. When a strictly positive proportion must be retained, he will certainly find it sub-optimal to undertake his project. By a continuity argument, one can show that an entrepreneur with a p strictly above but close to A (1 i'f}K will also find it sub-optimal to undertake his project. Thus, in equilibrium, some projects having a strictly positive net present value will not be undertaken. This is clearly inefficient relative to schedule A. We have thus identified a unique efficient signalling equilibrium. Although efficient among all the signalling equilibria, it results in an expected utility loss for the entrepreneur compared to the case without information asymmetry.
 
 + +
 
 9.20. In the previous discussions of this chapter, we only touched upon very limited aspects of informational issues related to financial markets. Readers interested in the general area of information economics as applied to financial markets will find Bhattacharya (1987) useful reading. Among the subjects not discussed previously, the moral hazard
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 problem is perhaps the most important. oral hazard usually arises in a gaming situation where some players involved can ta observable action that affects the payoffs to be shared. A classical moral hazard problem arises in the context of insurance. The probability of, say, a fire can be influenced by the care exerted by the insured. There is no incentive for an individual who is fully insured to exert any care. Thus the insurance premium should vary for different levels of coverage. Arrow (1970) contains the original discussion of moral hazard issues in the context of health insurance. In the entrepreneurs/outside investors example discussed in Sections 9.16 to 9.19, there is no moral hazard problem, as the quality of a project is outside an entrepreneur's control. It is, however, more reasonable to think that the quality of a project depends on some effort on the part of an entrepreneur. For example, we can think of u, as a function of an action taken by an entrepreneur. When fche action taken by an entrepreneur is not observable and not ex post verifiable, the problem of moral hazard arises. The outside investors' problem is then not only to screen entrepreneurs who have exerted different levels of efforts but also to design a compensation scheme to provide the right incentives. Spence and Zeckhauser (1971)~Holmstrom (1979), and Mirrlees (1976) are early discussions of general moral hazardlincentive problems, to which we refer interested readers. Recent discussioris on this subject in the context of financial markets are Allen (1985) and Bhattacharya and Pfleiderer (1985).
 
 Exercises 9.1. Consider a complete markets two-period economy, where trading occurs at time 0, and the consumption of a single consumption good occurs at time 1. Show that a necessary characteristic for an equilibrium price system when individuals learn from observing the system is that it symmetrize the differences in information among individuals.
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 9.2. Consider an economy identical to the artificial economy of Section 9.9 except that individuals observe the joint signal (Y1,.. . ,Y f ) before trading. Show that (9.9.2) also gives the competitive equilibrium price for the risky asset. 9.3. Consider an economy identical to the one constructed in Section 9.11 except that the coefficients of absolute risk aversion are not equal across individuals. Conjecture that the price functional for the risky asset is
 
 Show that if (bo, . . . ,b I ) is a solution to a system of nonlinear equation in as many unknowns, then there exists a rational expectations equilibrium with the conjectured price functional. 9.4. Show that the problem associated with schedule A' discussed in Section 9.18 cannot be avoided by requiring a minimum level > 0. Also show that the similar problem of retained equity associated with schedule A in Figure 9.18.1 disappears when we require that a > 0 .
 
 Remarks. The example of nonexistence in Section 9.5 is due to Kreps (1977). The competitive equilibrium of Sections 9.6 and 9.7 is taken from Lintner (1969). Discussions in Sections 9.8 to 9.10 are freely borrowed from Grossman (1976) and Grossman and Stiglitz (1980). The closed form solution of the noisy rational expectations equilibrium of Sections 9.11 to 9.13 is taken from Diamond and Verrecchia (1981). The signalling model of Sections 9.15 to 9.19 is due to Leland and Pyle (1977). In the same context as Exercise 9.3, Hellwig (1980) shows the existence of a noisy rational expectations equilibrium. He obtains a closed form solution when the number of individuals in the economy increases to infinity. Our discussion in this chapter on some applications of information economics to financial markets is very limited in scope. Readers interested in rational expectations equilibrium should consult Jordon and Radner (1982) and the references therein. Admati (1987) has
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 a more recent summary account of the literature including applied work. Pfleiderer (1984) studies comparative statics on volumes of trade in a rational expectations model. Kyle (1985) uses monopolistic competition to model speculation and information transmission through prices. Signalling models began with Akerlof (1970) and Spence (1973). Riley (1975) and Rothschild and Stiglitz (1975) also made important contributions. For a more recent discussion on signalling equilibria, see Cho and Kreps (1987). Early applications of signalling models to financial economics include Bhattacharya (1976, 1980) and Ross (1977). Bhattacharya and Hitter (1983) is the first to consider models where a signal to financial markets is also observed by competitors in the product markets. Gertner, Gibbons, and Scharfstein (1987) also model this situation. Readers interested in this class of models as well as applications of other ideas in information economics to financial markets should consult Bhattacharya (1987) and the references therein.
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 10.1. In this chapter, econometric issues related to testing the Capital Asset Pricing Model (CAPM) will be discussed. statistics will be given interpretations in the framework of Chapter 3. To provide a conceptual basis for interpreting these econometric issues, we shall first briefly discuss the testable implications of the CAPM. Throughout our discussion, we will assume that there exists a riskless lending opportunity.
 
 .
 
 In Chapter 3, we examined the mathematics of the portfolio frontier. There we derived the first order condition necessary and sufficient for a portfolio to be on the frontier and proved that any portfolio that is a linear combination of frontier portfolios is itself a frontier portfolio. In Chapter 4, we provided conditions on the distributions of asset returns necessary and sufficient for individuals' optimal portfolios to be frontier portfolios. In such an event,
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 e market clearing condition implies that t a convex combination of ind immediately cxwx the a frontier portfolio. The C tfolio is identified to be on the portfolio frontier. Thus, is merely the combination of the first order conditions for a portfolio to be on the portfolio frontier and the market clearing condition.
 
 Using time-series sample means, variances, and covariances we can construct a portfolio frontier, referred to as an ex p s t frontier. A portfolio on an ex. post portfolio frontier is an ontier portfolio. An ex post frontier portfolio could be conven if means, variances, and covariances were generated randomly. If the betas on individual assets are measured relative st frontier portfolio, it follows from the mathematics of o frontier that the average realized rates of returns on these assets would have an exact linear relation to these betas. This is a mathematical fact and has nothing to do with an equilibrium pricing relation. Thus, it is tautological to say that there exists a single "factor" that will "explain" rates of return. In addition, such a frontier portfolio may have large negative weights for many assets. Thus, without an underlying valuation theory, we cannot predict, a priori, that there is a positive association between average realized rates of return and betas measured relative to a prespecified market proxy portfolio that is well-diversified and has positive weights for all assets. This observation also relates to an important conceptual problem in testing the Arbitrage Pricing Theory that does not preentify the "factorsn based on economic models of portfolio choice. or example, if factor analysis is used to determine the set of factors "explaining" ninety-five percent of the variation of the rates of returns on individual assets, a linear combination of these factors may closely approximate the rate of return on an ex post frontier portfolio. A test of the proposition that these factors are the sole determinants of risk premiums might fail to be rejected even if the returns were generated randomly.
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 cia1 theories provide internally consistent mo t have testable implications. A positive theor isky assets should not be judge by the realism . Indeed, incorrect assumptio are sometimes necessary to abstract from the complex and detailed circumst and to build a model that focuses on more important aspects example, although we are well aware of the fact that many individuals have different probability beliefs, we abstract from this consideration by assuming homogeneous probability beliefs. This assumption and qually implausible assumptions permit the derivation of the . A long and detailed list of realistic assumptions that are impossible to model is merely an institutional description and has in itself no predictive value. The correct test of a positive theory of asset pricing is the accuracy of its redictions concerning security returns and/or security prices. If t assumptions used to derive a theory abstract from the most critical considerations, then the theory's predictions would very likely prove inaccurate. The more general are the assumptions necessary to derive a given t less precise its predictions will be. For example, allowi possibility that orrowing is either prohibited or is done a t a rate strictly higher t the lending rate is more general than assuming unconstrained borrowing, or equivalently, unlimited borrowing and lending a t the same rate. Recall from Section 4.14 that the CAP based on unconstrained borrowing predicts a proportional relation between risk premiums (with respect to the riskless rate) and betas. The more general model that allows for constraints on borrowing merely predicts a linear relation between risk premiums and betas with a positive intercept. Positive theories have stron predictions and weak dictions. A strong prediction a prediction whose validity is implied by and implies the underlyin theory. Thus, strong predictions are equivalent to necessary and sufficient co tions for the underlying theory. A strong prediction of the CA is two fund separation. Two fund separation may be refuted by the finding that an individual's optimal portfolio is not spanned by the optimal port other individuals. While to the best of our knowledge n
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 a prediction seriously, another strong prediction that the rtfolio is on the portfolio frontier has been subjected to extensive testing. Since meaningful positive theories are often based on unrealistic assumptions, their strong predictions are unlikely to be perfectly accurate. Indeed, failure to reject statistically a strong prediction of a positive theory is usually due t o a lack of power of the statistical test. Strong predictions of positive theories, like two fund separation, are not often examined because their rejection is usually obvious a priori. In contrast, a weak prediction is a prediction whose validity is "broadly" implied by but does not imply the underlying theory. An example of a weak prediction of the CAPM is that ex post betas measured relative to a broadly based market index are positively related to the average ex post realized returns. This weak prediction does not imply an exact linear relation between ex ante expected rates of return and betas. For example, ex ante expected returns may be related to betas and a second variable that is in of the betas. Under stationarity conditions, ex post betas would en be related to ex post average returns. Empirically verified weak predictions have, however, yielded useful applications in financial economics. 0.6. In its most general form, the CAPM implies the following cross-sectional relation between ex ante risk premiums and betas, when there exists a riskless asset:
 
 where F j is the excess rate of return on security j, Fm is the excess rate of return on the market portfolio of all assets, ?4m1 is the excess rate of return on the frontier portfolio having a zero covariance with respect to the market portfolio, Pjm is Cov(6, Fm)/Var(Fm),the "beta" of security j (with respect to the market portfolio), and E\-\ is the expectation operator. Here we caution the reader to note that, for notational simplicity, we have used 5 to denote the "excess" rate of return on asset j with respect to the riskless lending rate in contrast to the notation used in earlier chapters, and likewise for fm
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 and Lim). In empirical work, one often uses the treasury bill rate as the short term riskless lendin
 
 10.7. When there are unlimited borrowing and lending opportunities at a constant riskless interest rate, the traditional version of the CAPM predicts that the expected rate of return on zc(m) is equal to the riskless rate, or, equivalently, that risk premiums on assets are proportional to their market betas. In this case, holds with E{r^m)]= 0 and E L ] > 0. (10.7.1) The constrained borrowing version of the CAP makes the less precise prediction that the risk premium on zc(rn) is positive and th the difference between the risk premium on the market portfolio an the risk premium on zc(m) is strictly positive. In this case, (10.6.1) holds with
 
 Thus, the predictions of the constrained borrowing version of the CAPM are somewhat less precise than those o f t of the model. It should, therefore, come as n empirical tests are more consistent with the constrained borrowing version of the model. 10.8. There are, in general, three major conceptual problems associated with the testing of the CAPM. First, the CAP relationships concerning ex ante risk premiums and betas, which are not directly observable. Second, empirical tests use time-series data to calculate mean excess rates of return and betas; however, it is unlikely, that risk premiums and betas on individual assets are stationary over time. When time-series data are used to calculate betas and mean rates of return on assets, it is implicitly assumed that the CAPM holds period by period, since the CAPM is a two period model. Third, many assets are not marketable and tests of the CAPM are invariably based on proxies for the market portfolio that exclude major classes of assets such as human capital (the ca value of wage and salary income), private businesses, and private real
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 estate. Different approac es for dealing wit een taken in the literature.
 
 .
 
 Concerning the first conceptual probl ability of ex ante expected returns and betas, the tional expectations is implicitly made. Under ruti the realized rates of return on assets in a of returns on those ings from the ex ante probability distri assets. Here we remind the reader that the definition of rational expectations can be found in Section 7.7. As for the second problem, th as on individual assets,
 
 nstationarity of risk
 
 to assume that the on the market portrisk premiums on t folio, and on zc(m) are stationary over time. Note that constant risk premiums are consistent with equal percentage point changes in the riskless interest rate and in the expected rates of return on risky assets. The second approach is to interpret the tests in terms of the distributions of asset returns conditional on a coarser info and assume that these distribution are time-stationary. risk premiums and betas conditional on information sets available to investors over time are nonstationary, they can be stationary conwill discuss this second ditional on a coarser information set. approach in detail below. As mentioned in Section 10 empirical testing of the CAPM implicitly assumes that the CA holds period by period. In particular, we assume that, at each time t - 1, an individual i maximizes expected utility of time t random wealth conditional on the information that he has at time t - 1. The first order condition for his time t random wealth, I@}, to be optimal is
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 tes the rate of return on the zero covariance port to the market portfolio from time t - 1 to time t, Ft-i denotes the information possessed by individuals at time t - I. Talcing expectations on both sides of (10.10.1) conditional on the aggregate wealth at time t - 1 gives
 
 , denotes the time t - 1aggregate wealth. Assume that distri-
 
 t,,
 
 I@; and , Fm,^ are multivariate normal conditional on
 
 Using the definition of covariance, the Stein's Lemma, and the line of argument used in deriving (4.15.31, and assuming that A?, and F,,,,,,,,are uncorrelated conditional on , we can rewrite (10.10.2) as
 
 ^-l(~I^~~t-ll-^z,,m),l^t-!])
 
 here
 
 t i i t ( - ) denotes
 
 individual i9sutility function for time t wealth,
 
 = cov(IV;,
 
 r,,
 
 - ?,c^),~lcf,-l), (10.10.3)
 
 where
 
 is the i-th individual's global absolute risk aversion for the time t utility function on wealth conditional on time f. - 1 total wealth. Sum* (10.10.3) across i and using the market clearing condition
 
 gives
 
 where
 
 Ffi denotes the rate of return on asset j from time t - 1 to time t ,
 
 305
 
 306
 
 undations for Financial Economics
 
 Econometric Issues in Testing the CAP
 
 307
 
 e rate of return on the market portfolio from time t - 1 to t. Relation (10.10.4) certainly holds when we take asset j t o be the market portfolio and thus
 
 partition does not imply that the expectation conditional on information partition will be identically zero. Alon ment used in deriving (10.10.6), (10. normality of the rates of return on a that
 
 Substituting (10.10.5) into (10.10.4) gives
 
 where the random variable
 
 is the time t beta of assets j conditional on M-1. Note that in (10.10.6) the expected returns and betas are measured with respect When the t o the distribution of asset returns conditional on distributions of asset returns conditional on aggregate wealth are independent of a gregate wealth, (10.10.6) becomes
 
 is the conditional beta of asset j at time t . Relation ( the conditional C . The validity of t oes not imply the the market portfolio being on the portfolio frontier based on the unconditional distributions of asset returns should be viewed as a weak prediction of the conditional form of the prediction of the unconditional form of the C tests of the CAP and our discussion which follows focus on the unconditional form of the model.
 
 -
 
 a
 
 where
 
 is the unconditional beta for asset j . Note that (10.10.7) is specified under the unconditional distribution and is thus termed the unconditional C A P M . If the unconditional distributions of asset returns are stationary over time, Rjmt of (10.10.7) is a constant independent of time. It then follows that even though risk premiums and betas conditional on the information set available to investors may be nonstationary, a time-series of returns on assets may be used to test the unconditional CAPM. Also note that (10.10.2) does not imply (10.10.1). This is because a zero conditional expectation conditional on an information
 
 10.11. Concerning the third conceptual problem, the unobservability of the true market portfolio, three related approaches have been taken. The first approach ignores the problem by implicitly assuming that the disturbance terms from regressing the asset returns on the return on the market proxy portfolio are uncorrelated with the true market portfolio and that the proxy portfolio has a unit beta. If the market proxy is a portfolio constructed from the individual assets or portfolios contained in the test sample, this assumption is equivalent to assuming that the market proxy is the minimum variance unit beta portfolio of the set of all feasible portfolios constructed from the assets in the test sample. This implicit assumption will be discussed in more detail in Section 10.12. The second approach merely interprets the test as a test of whether the market proxy is on the portfolio frontier. The third
 
 Econometric Issues in Testing t a test of a single factor APT with irically indistinguishable
 
 2. Now we will demonstrate explicitly the implicit assump-
 
 e when the unobservability of the true market portfolio is ignored. Suppose that the arket Proxy, A,has unit beta and that the disturbance terms in t
 
 with the true market, where
 
 is the "beta" of asset j with respect to the market proxy. tion, the true beta of asset j is
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 the market proxy has unit beta and the distur with the true market portfolio. Next we show that if the proxy, $a, is constructed from the inividual assets or portfolios contained in the test sample and is the unit beta minimum variance portfolio among all the portfolios constructed from the test sample, the betas measure with respect to are equal to the true betas. Cons er a set of risky assets which is a proper subset of the set of assets. Let V be the uncondinal variance-covariance matrix of their tea of return, w be the x 1 vector of the weights of a portfolio, be a N x 1 vector of betas measured relative to the true market portfolio, and N x 1 vector of betas measured relative to the rate of retur minimum variance unit beta portfolio. Let WA be the portfolio weights on risky assets for the minimum variance unit beta portfolio. Since covari ces are additive, the beha of A is a weighted average of betas of individual assets, that is, /3m = m m . Then w,?i is a solution to the following problem,
 
 Substituting (10.12.1) into (10.12.3) gives
 
 where we have used the hypothesis that Zj is uncorrelated with e market proxy has unit beta, we know that
 
 ?m-
 
 The weights on risky assets in (10.12.6) are not constrained to sum to unity because the portfolio weights can be later rescaled with a riskless asset without changing the beta or the variance. rn is the unique solution to (10.12.6) and satisfies the following first order conditions:
 
 Cov (FA,Fm) = 1. Var (rm) and Substituthg this into (10.
 
 (10.12.8)
 
 where A is the Lagrangian multiplier for the constraint of (10.12.6). Relations (10.12.7) and (10.12.8) imply that that is, the beta with respect to the market proxy is equal to that with respect to the true market portfolio. Thus, even though the true market portfolio is not observable, the true betas can be estimated if
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 where the second equality follows from (10.12.7), and the third equality follows from (10.12.9). Relation (10.12.10) demonstrates that the betas of all assets in this proper subset of assets with respect to the minimum variance unit beta portfolio (constructed from the same subset of assets) are identical to their betas with respect t o the true market portfolio. Thus, even if the market portfolio is not observable, the betas can still be estimated when an appropriate market proxy is used. In xercise 10.1 we ask the reader to solve (10.12.6) by replacing the constraint with wTBm= p for some constant p # 0. The solution is a portfolio with a beta equal to p that has a minimum variance. Denoting this solution still by h, the reader is also asked to show that SA = S m / p .
 
 10.13. Most tests of the CAPM have used a time-series of monthly rates of return on common stocks listed on the New York Stock Exchange (NYSE). The CAPM suggests three related empirical models. The rst is a cross-sectional regression model involving average monthly excess rates of return, 5 (average realized rate of return in excess of the short term lending rate). and betas with respect t o the NYSE index, denoted by ,9j&. This model is
 
 The second is a series of monthly cross-sectional regressions of the realized excess rates of return on the betas. That is. for all
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 where we have used fjt, Fa and ?zc(m)t to denote the random excess rates of return at time t on security j, the NYSE index, h, and the minimum variance zero covariance portfolio with respect to the NYSE index, respectively. The third is a series of time-series regressions for each asset or portfolio in the sample: V j = 1,2,. . . ,N,
 
 In this model, the expected excess rate of return on zc(m) and the betas are assumed to be constant over time. Note that the ,9jm's are treated as a xed independent variable in the cross-sectional regression model given in (10.13.1) and (10.13.2), while they are parameters to be estimated in series regression model given in (10.13.3). Note also t above model specifications, we have used a tilde on top and ujt to signify the fact that they are random variables. same symbols appear without a tilde, they represe random variables or the observations in a sample. the Gj, Cjt, and %t of (10.13.1), (10.13.2), and (10.13.3), respectively, as disturbance terms. In later sections, when they appear without a tilde, the same symbols represent "residuals" from a fitted linear model.
 
 10.14. An example of the type of test of (10.13.1) is Blume and Friend (1973). The focus of their study was on a weak prediction of the traditional CAPM. Specifically, they tested the predictions that a = 0 and 6 > 0. Thus, they were testing whether E [ f z c ( f i = ) ] 0 and
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 their detailed solutions will
 
 z m / r = 0 and x b t / ~ > 0 when return distributions are stationary over time. Thus, like Blume and Friend they were essentially testing whether EIFzc(fil]= 0 and E[Fd - E[rzc[&)\> 0 . They found that the means of both At and were significantly strictly positive, where & and bt denote estimates of q and 6(, respectively. An example of the third type of test is lack 9 JaX3en and (1972)) who tested the weak prediction that
 
 If
 
 quivalently, they were testing whether E [ C c p ) ] = 0, which they rejected. er example of the third type of test is Gibbons (1982), who tested whether
 
 The Gibbons' test was a test of whether or not the market proxy portfolio was on the portfolio frontier of the assets included in his sample. The tests discussed above are closely related. Before discussing them in detail, we will first develop a general framework for analyzing the methods used by these authors.
 
 .15. In addition to the conceptual problems associated with testing the CAP , there are three major econometric problems. 1 be briefly discussed in this and the next two
 
 The first major econometric problem terms of (10.13.1) and (10.13.2) are heter across assets, because variances of rates of and asset returns are correlated. Therefo (OLS) estimators of a and b and a,t and bt variances) relative to generalized le indicates that tests based on OLS estimators would be less powerful than tests based on GLS estimators. The lower power means that there is a higher probability of failing to a t E[?sc(m)}= 0 and E[?m}- E[fsc(n)\> hypotheses that E [ f z c o } > 0 and E[rm} Therefore, empirical findings that reject t be attributed to a lack of power in the teat estimates of the variances of the regressio standard formula for the OLS estimators the (-statistic given by "canned" OLS regr Note, however, that if the /3&s are obser tors of a and b and at and b4 are ossible solutions to the first problem are to use GLS estimators or to use OLS estimators and to calculate the correct variances of the coefficients. The former approach was taken by Litzenberger and Ramaswamy (1978) based on a rest cted variance covariance matrix. The latter approach was adopt (1972), Black, Jensen and Scholes (1972), and Kraus and Litzenberger (1976). These solutions, however, require estimation of the variance-covariance matrix. iscuss these estimation procedures in considerable detail in later sections. The second major econo ric problem is t erve the true betas but rather measurement errors. Under of a and b and a1 and bt are and inconsistent. There a possible solutions to this problem. First, use group the variances of the measurement errors in betas. S strumental variables approach. Third, use an adjust
 
 Econometric Issues in Testing es account of the van nsen and Scholes (1972) Litzenberger (1976) among others. by Rosenberg and Marathe (1979). d by Litzenberger and Ramaswamy (1979). This problem and alternative solutions will be discussed in considerable detail later in this chapter.
 
 .17. The third major econometric problem is that the CAP implies a non-linear constraint on the return generating process as expressed in relation (10.13.3). In testing whether or not a mar-
 
 ver, the constraint itself depends upon be estimated. This problem can be so mum likelihood estimation t at takes these int This approach was developed by Gibbons (1982) and later extended by Stambaugh (1982), Jobson and Korkie (1982), Kandel (19841, Shanken (1985), and MacKinlay (1987). 18. In order to focus on the problems of heteroscedasticity relation of the disturbance terms, assume until further nothe betas are fixed known independent variables observable without error. Also assume that our test sample consists of N assets having linearly independent realized monthly rates of return. When the variance-covarhce matrix is estimated using realized monthly rates of return, we require that the number of observations in the sample exceed the number of assets. Under these conditions, the variance-covariance matrix is non-singular. Furthermore, as variances are strictly positive even when portfolio weights do not sum to unity, the variance-covariance matrix is positive definite. We will consider a pooled cross-sectional time-series regression of realized monthly excess rates of return on betas and other independent variables. The other independent variables that have been examined in the literature include residual risk (see Fama and Macbeth (1973)),
 
 dividend yield (see Blade an maswamy (1979, 1982), and size (see Banz (1981), Rein ewness (see Kraus and Westerfield (1980)).
 
 10.19. To consider tests of extended forms of the CA involve more than one independent variable, the econometric model is expressed as:
 
 where F is a T N x I vector of monthly random excess rates of return, , T is the number of months, N is the number
 
 of zeros. The firs olumn of Its, the second column contains the column contains the (k-1)-th Mependent variable. Note that the betas are allowed t o differ each month and that we have used ffjiht to denote the beta of asset j with respect to the market proxy in month t . This is consistent with many studies that use different estimates of betas for each monthly cross-sectional re ression. However, betas being constant is consistent with a stationary multivariate distribution of asset returns, and this case will be considered in detail later. lance-covariance matrix of the disturbance terms is
 
 If
 
 V
 
 is known, the GLS estimator of
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 variance-covariance matrix of the estimator 10.19.3) The OLS estimator of (10.19.4)
 
 .19.2) reduces to the OLS estimator of e disturbance terms that
 
 identity for some cr: > 0 is satisfied, where N is the T N x J9.6) is not true, then the atrix. It can be veri ater than the corresponding iagonal elements of Var diagonal elements of Var to GLS estimators. For expositional purposes, the analysis in most of this chapter will be done under the assumption that there are two independent variables so that is a 3 x 1vector and X is a T N x 3 matrix whose second and third column are vectors of the two independent variables. The second independent variable will henceforth be referred to as the dividend yield, for convenience, and the dividend yield for security j at time t will be denoted by djf In this case, we can write
 
 Our discussion will not be changed if the second independent variable isk, the log of firm size, or systematic skewness. at in practice the true variance-covariance matrix is unts elements are estimate using realized excess rates of
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 return. In small samples, GLS estimators based on an estimate variance-covariance atrix are not necessarily more efficient than ators. However, as the nu a), the estimates based on time-series data approach the true variances and covariances. Thus, GLS estimators based on time-series estimates of variances and covariances are said to be asymptoticall that asymptotic efficiency is achieved as the numb approaches infinity, not as the number of assets a As the number of months in the sample increa sample distribution of asset returns approaches distribution. will assume that excess rates of return are serially ich is consistent with oat empirical work. Therelc diagonal matrix, and its inverse, v ' , may be expressed as
 
 v-1 =
 
 v,'
 
 where denotes the inverse of the period t variance-covariance matrix of asset returns. The element in the J'-th row and t is the covariance of the excess rates of return on and k-th asset at time t . Because is block diagonal, separate GLS regressions may be run cross-sectionally using data in each period, and the pooled time-series cross-sectional GLS estimates that are based on a combined sample of monthly observations for all months and on model (10.19.1) are weighted averages of the individual period estimates. The weights are proportional to the variances of the individual period estimates. Formally, consider the period t sub-mode of the two independent variable version of (10.19.1):
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 ues in Testing the C A P M bktiGLqYs on the right-hand side of (10.20.4). Note als ~ a r ( b ~ ~ is (a constant ~ ~ ~ ) over ) time, wt = I / T an of the pooled model of (10.19.1) are simple averages monthly estimates. That is,
 
 is The GLS estimator of bt, denoted by bt(GLs), Moreover, we have in this case, The variance-covariance matrix of the estimator is
 
 Note that, similar to the discussion in Section 10.19, when for some a: > 0, where If/ is the N x N identity matrix, the GLS estimator of (10.20.2) reduces to an OLS estimator. Note also that when V t is stationary over time, its elements can be estimated by the time-series variances and covariances of the excess rates of return on assets. ,. LS) the k-th element ~ f b ~and( by~bk(GLs) ~ ~ ) (GU), it is easily verified that
 
 where
 
 The variance of be
 
 Â¥
 
 bk(GLS),
 
 denoted by
 
 can be verified to
 
 T
 
 Note that the wt9sof (10.20.5) are the positive weights on the bkt(Gts)'s that minimize the variance of the linear combination of the
 
 Note from (10.20.3) that Var( is a constant over time i t are time stationary. Indeed, t is will be the case in Exercises 10.6.2-10.6.4. Blume and Friend (1973) applied OLS to the cross-sectional relation between time-series average excess rates of return and betas of (10.13.1) but relied on a "canned" OLS program to generate the variances. Thus, they obtained estimates of a and b which would be unbiased in the absence of measurement error but obtained biased t-statistics. In contrast, Fama and Macbeth (1973) applied OLS to monthly excess rates of return and betas by using (10.13.2) for each month. They then calculated the time-series means of the regression coefficients and their time-series variances. Except for small monthly differences in betas, the average of the estimates of at's and bt's would be identical to the estimates of a and 6 of Blume and Friend (1973). However, the estimators of the variances of the OLS estimators of 6 in Fama and Macbeth (1973) take account of the full variance-covariance matrix. Although emphasizing a timeseries based interpretation, Black, Jensen and Scholes (1972) also obtained OLS estimates of at9sand calculated their time-series mean and variance. They found that a was strictly positive and statistically significant. In Exercise 10.2, the reader is asked to verify that the Black, Jensen and Scholes estimator of the intercept term a is identical to that given in (10.20.6) and that their estimator of its variance is identical to that given in (10.20.7).
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 between portfolio theory 1 in interpreting tests of edure is identical to a portfolio problem. This follows as any linear estimator is a linear combination of the observations of the dependent variable. Since the dependent variable is the excess rate of return, a GLS estimator of a regression cient is the excess rate of return on a portfolio (whose weights sum to either zero or unity depending on the parameters estimated). nown that GLS estimators are BLUE (for Best Linear Unimators). The "best" means that a GLS estimator has the ariance among all the linear unbiased estimators. Thus3 ient in (10.20.1) is estimated as the linear combination of the securities excess rates of return that has minimum variance subject to the unbiasedness condition. The unbiasedness condition is thai the expectec1 value of t.Le eatiznator be equal to the true value cient of interest. The estimator for bkt is identical to the rate of return on a portfolio obtained by solving the following portfolio problem in month t :
 
 Econometric Issues in Teatin The unbiasedness constraint on t e coefficient for betas is
 
 or, equivalently,
 
 where we have used the fact that the disturbance term expectations. For (10.21.3) to hold for arbitrary betas a yields, it is necessary and su
 
 Therefore, (10.21.1) is equivalent to minimizing the same objective function as in (10.21.1) subject to the constraints of (10. N that %_,wit = 0 implies that the "portfolio" is a self-financing portfolio; = 1 implies that the "port wit+ = 0 i beta with respect to the proxy; and "portfolio" has a zero dividend yield. Of all feasibl portfolios meeting these conditions, the portfolio wi variance would be the one that meets the efficient GLS estimator. The corresponding unbiasedness co coefficient on the dividend yield are
 
 zl
 
 where wit denotes the portfolio weight on asset j at time t and a,lt denotes the covariance a t time t of excess rates of return on securities j and I. Using the two independent variables model of Section 10.19 and the definition of a linear estimator, the unbiasedness constraints for cients of the two independent variables are implemented as follows: First, we note that
 
 far
 
 1V
 
 xgl
 
 The corresponding unbiasedness conditions for
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 e GLS estimate of b y is the excess rate of return on a self-financing portfolio that has zero beta and unit dividend yield and that of bOt is the excess rate of return on a "normal" portfolio that has zero beta and zero dividend yield. The standard deviations of the rates of return on these portfolios are, of course, the standard deviations of the estimated coefficients. To understand the intuition behind the analogy between the rocedure and a portfolio problem recall that the GLS estimators are the best linear unbiased estimators. Since we have no prior knowledge of the betas and the dividend yields, unbiasedness can only be assured by the constraints of (10.21.4)-(10.21.6). The best linear unbiased estimator is the excess rate of return on the minimum variance portfolio that meets those constraints. In the GLS procedure discussed above, it was assume that V t is known. In practice, the variance-covariance matrix of asset returns is not known and must be estimated. To simplify this estimation, it can be assumed that the variance-covariance matrix has a certain special structure and the GLS estimation is then said to be based on a restricted variance-covariance matrix. In this section, we discuss a special structure of the variances and covariances of asset returns - the single index model. We will assume, throughout this section, that betas, variances, and covariances are stationary over time so we will drop their time subscripts. Assume also that excess rates of return on assets satisfy
 
 

 
 = *I; =t2.
 
 10.39. In fact, 6(MLE)is a GLS estimator based on the constrained estimates of the expected excess rates of return on assets and of the variance-covariance matrix of the excess rates of return to estimate the on assets. To see this, note that we can use CLIMLE) constrained betas as in Step 4 in the algorithm presented in Section 10.38. The constrained estimates of expected excess rates of return and covariances are
 
 The constrained estimates in (10.39.1) can then be used to construct the constrained portfolio frontier. Alternatively viewed, is the estimated expected excess rate of return on z c e ) using the constrained estimates in (10.39.1). It is a GLS estimate because it is based on a full variance-covariance matrix and has a minimum variance among all estimates whose expected value is equal to E[FZc(&)].
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 r Financial Econ
 
 : Geometric interpretation of a/MLE) d on constrained estimates of means, variances, and covariances of excess rates of return
 
 : Geometric interpretation of based on unconstrained estimates of means, variances, and covariances of excess rates of return
 
 Note that & will be on the constrained portfolio frontier. Thus, it follows from Section 3.15 that the geometric position of termined by drawing, in mean-variance space, a straight the market proxy, fh, through the the minimum variance -c portfolio on the constrained portfolio frontier, denoted by mvp The intersection of that line with the estimated expected excess rate of is demons The geometric position of
 
 .
 
 aiMLE).
 
 Next we will demonstrate the geometric representation of the GLS estimator of a based on the unconstrained estimates of the variance-covariance matrix and the expected excess rates of return as discussed in Step 3 of the algorithm of Section 10.37. We will denote this GLS estimate of a by The portfolio frontier of risky assets in Figure 10.39.2 is the frontier based on the unconstrained estimates as defined in Exercise 10.6.3. Consider the portfolio frontier formed by the market proxy and the minimum variance portfolio based on the unconstrained estimates. As we discussed
 
 in Section 3.15, this frontier lies inside of and touches the unconstrained portfolio frontier of all risky assets a t the single point % the global minimum variance portfolio on the unconstrained frontier. Recall also from Section 3.15 that the minimum variance zero covariance portfolio with respect to the market proxy, based on t unconstrained estimates, will be on the parabola generated by t% and fiii$. The coordinate of this portfolio along the estimated expected excess rate of return axis is b). The geometric position of ffl(GLs) can be identified by drawing a line from fh through 6Gi@. This is demonstrated in Figure 10.39.2. Note that if h were on the unconstrained portfolio frontier, t constraint of (10.34.2) would not be binding, and the constrained and unconstrained portfolio frontiers would be identical. Suppose that where r- denotes the unconstrained this is not true and FÃ£> F-, W P m P estimate of the excess rate of return on m v p . Then one can show that the constrained portfolio frontier lies inside the unconstrained portfolio frontier and is tangent t o it a t a single ~ o i n t Moreover, . the constrained estimate of the excess rate of return on mTpc is strictly
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 Figure 10.39.3: Geometric comparison of 1and &(G^S)
 
 m.
 
 lower than the unconstrained estimate of that on We will not prove these statements here but refer the reader to Kandel (1984) for details. Figure 10.39.3 graphs the constrained and unconstrained portfolio frontier together. Note that the constrained and unconstrained estimates of the expected excess rate of return and variance on fh agree. They are simply the time-series mean and variance of rht. Thus, the position of fh in the variance-mean space is invariant with respect to whether the constrained or unconstrained frontier is graphed. It then follows from the relative position of 6@'and fF$p that a/cLS) > ^ ( M L E ) . 10.40. Kandel (1984) showed that the test statistic of the likelihood ratio test of the null hypothesis that the market proxy is on the ex ante portfolio frontier can be written as
 
 where and fare the constrained a mvP muP mates of the expected excess rate of return minimum vmiance portfolio, respectively, and &'LC an &2Ã‘ are the constraine W P ~ V P and unconstrained estimates of the variance of the minimum variance portfolio, respectively. Under the null hypothesis, this statistic is asymptotically distributed as X&-r The test statistic of (10.40.1) has a very intuitive interpretation. If the market proxy is on the ex ante portfolio frontier, then the constrained and unconstrained portfolio frontiers would be likely to be close. Contrast the slope of the line connecting and 6@pC with the slope of the line connecting & ( M L E ) and m p . If the two frontiers were close, the slopes of these two lines would be close. In this case, the test statistic would be close to zero and we would fail to reject the null hypothesis that the market proxy is on the ex ante portfolio frontier. If t e slopes were signi equivalently, the constrained and the unconstrained portfolio frontier frontiers were significantly different, the test statistic would be significantly different from zero and the null hypothesis would be rejected. The geometry of the test statistic of (10.40.1) is demonstrated in Figure 10.40.1.
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 : Geometric interpretation of the likelihood ratio test statistic
 
 Exercises 0 . . Show that the betas of assets in a proper subset of all assets respect to a portfolio, constructe from the same proper subset of assets, that has a given "true" beta with respect to the market portfolio and a minimum variance, are equal to the true betas times a scalar. 10.2. Read Black, Jensen, and Scholes (1972) and show that their estimator of the intercept term a discussed in Section 10.20 is identical t o that given in (10.20.2) and that their estimator of its variance is identical to that given in (10.20.3). (10.25.4) and (10.25.6)-(10.25.9) imply (10.25.10
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 ariance zero covariance portfolio y in the context of Section 10.22. Show that the excess rate of return on this portfol LS estimator of the intercept term of (10 10.6. This exercise uses a data set consisting of mo of return on the ten beta decile portfolios. T derived from the data file maintained by the Chicago Center for Security Prices (CRS ) to which a large number of universities subscribe. For indivi als at universities subscribing to CRSP but where beta decile portfolios are not readily available, the authors will provide the data if they are sent a 5 i inc disk with a stamped selfressed disk envelope. Note ten befa decile portfolios constructed by grouping i assets into ten groups according to estimated betas as discussed in Section 10.28. The market proxy portfolio in the following exercises can be taken to be the equally weig the ten beta decile portfolios. 10.6.1. Use the monthly excess returns on the ten beta decile folios from January 1931 through December 1983 to compute the estimates of the betas of the ten beta lios and their standard errors by using the time (10.13.2). Do an OLS regression using the model of (10.13.1) and calculate the standa OLS estimators of a and b based on t e sample variancecovariance matrix of the mean excess rates of return. Note that the sample covariance of the excess rates of return on assets j and I is
 
 10.4. Give sufficient conditions, in the context of Section 10.33. for Compare these standard errors with the stan based on the OLS assumption that
 
 to give consistent estimators of coefficients of (10.25.1).
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 10.6.2. Do an OLS regression of the monthly excess rates of return on the ten decile portfolios on the betas estimates for each month from 1931 through 1983 using the model of (10.13.2). Calculate the time-series means and standard deviations of t ( O L S 9 and ^tfOLS9. Compare these means and standard deviations with those calculated in Exercise 10.6.1. 10.6.3. Do a GLS regression of the monthly excess rates of return on the ten decile portfolios on the betas estimates for each month from 1931 through 1983 using the model of (10.13.2) and the sample variance-covariance matrix. Note that the sample covariance of excess rates of return on asset j and 1
 
 Ca1cu1ate the time-series means and standard deviations of (iftGLs) and bt(GLS). Compare these standard deviations with those of the OLS estimators in Exercise 10.6.2. 10.6.4. Do a WLS regression of the monthly excess rates of return on the ten decile portfolios on the betas estimates for each month from 1931 through 1983 using the model of (10.13.2) and the sample variance-covariance matrix. As in Exercise 10.6.3, the sample covariance of excess rates of return on asset j and 1 is
 
 Calculate the time-series means and standard deviations of iit(wLS) and bt(WLS). Compare these standard deviations with those of the OLS estimators in Exercise 10.6.2 and those of the GLS estimators in Exercise 10.6.3. 10.6.5. Use a maximum likelihood method to test whether the equally weighted market proxy is on the ex ante portfolio frontier generated by the ten beta decile portfolios using monthly data from 1931 to 1983. 10.6.6. Use monthly returns for the ten beta decile portfolios from 1931-1983 to estimate the parameters of the unconstrained ex post portfolio frontier and plot this portfolio frontier in A
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 mean-variance space. Demonstrate on t e graph the p s i tion of aiGLS)relative to the plotted ex post portfolio frontier. 10.6.7. Constrain the equally weighted market proxy to be on the ex ante portfolio frontier to estimate the parameters of the constrained frontier. Plot the unconstrained and constrained frontier on the same graph. Show the tangency of the two frontiers and the relationship between the GLS and MLE estimators of a on the graph.
 
 Remarks. For a general discussion of linear estimators see Johnston (1984, pp. 28-29 and pp.31-32). The discussion of the role of assumptions in the development of a positive theory of the valuation sets in Section 10.4 is inspire by Friedman (195 discussion in Sections 10.3 and 10.5 is stimulated by the critique of CAPM tests contained in Roll (1977). The discussion of the unconditional form of the CAPM in Section 10.10 and the discussion of the minimum variance unit beta portfolio in Section 10.12 are adapted from Breeden, Gibbons and Litzenberger (1986). The derivation of linear estimators as portfolio returns discussed in Section 10.21 first appeared in Black and Scholes (1974). The discussion of weighted least square estimators and generalized least square estimators in Section 10.23 and the discussion of the third approach to errors in variables in Section 10.33 are adapted from Litzenberger and Ramaswamy (1979). The discussion of an iterative maximum likelihood approach in Section 10.36 is adapted from Gibbons (1982). Gibbons used seemingly unrelated regression in step 4 of the algorithm presented in Section 10.37, rather than OLS as described above. The estimates from the two procedures coincide. The discussion of the geometric interpretation of the likelihood ratio test and the GLS and MLE estimators of a in Section 10.39 and Section 10.40 is based on Kandel (1984). This chapter focused on the econometric procedures used in testing the CAPM rather than the actual test results. The intent of this chapter is to provide a discussion of econometric issues that will
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