
	
		
		    
			
			    
			
			
			    
			    
			    
			 
		    

		                     
				 Home
	 Add Document
	 Sign In
	 Register


			
			    
				
				    
					
					
					    
					

				    

				

			    

			

		    

		

	

	
    
	
	        	    
		    		Lecture notes in financial economics    	    

	    	    	Home 
	Lecture notes in financial economics


	

    




    
        
	    

	    
            
		

		
		        		    
    			
    			    
    			

    		    

		    		    
			
			    
				
				    Lecture Notes in Financial Economics c by Antonio Mele ° The London School of Economics and Political Science January 20...				

				    				
    				    Author: 
										    Mele A.					    				

				
			    

			    
				

				 331 downloads
				 2395 Views
				    				 3MB Size
								 Report
			    

			    
				
				This content was uploaded by our users and we assume good faith they have the permission to share this book. If you own the copyright to this book and it is wrongfully on our website, we offer a simple DMCA procedure to remove your content from our site. Start by pressing the button below!
				
 Report copyright / DMCA form

				
			    

			

			
			    
				
				     DOWNLOAD PDF
				

			    

			    
				
				    
				    
					
				    
				    
				    
					
				    
				

				
				    

				

			    

			

			

			

			

			
			
			
		    

		    
						    Lecture Notes in Financial Economics c by Antonio Mele ° The London School of Economics and Political Science January 2007
 
 Contents
 
 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 I
 
 Foundations
 
 1 The classical capital asset pricing model 1.1 Static portfolio selection problems . . . . . . . . . . 1.1.1 The wealth constraint . . . . . . . . . . . . 1.1.2 The program . . . . . . . . . . . . . . . . . 1.1.3 The program without a safe asset . . . . . . 1.1.4 The market, or “tangency”, portfolio . . . . 1.2 The CAPM . . . . . . . . . . . . . . . . . . . . . . 1.3 Appendix 1: Analytics details for the mean-variance 1.3.1 The primal program . . . . . . . . . . . . . 1.3.2 The dual program . . . . . . . . . . . . . . .
 
 10
 
 11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . portfolio . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . choice . . . . . . . .
 
 . . . . . . . . .
 
 . . . . . . . . .
 
 . . . . . . . . .
 
 . . . . . . . . .
 
 . . . . . . . . .
 
 . . . . . . . . .
 
 . . . . . . . . .
 
 2 The CAPM in general equilibrium 2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2 Static general equilibrium in a nutshell . . . . . . . . . . . . . . . . . . . . . . . 2.2.1 Walras’ Law and homogeneity of degree zero of the excess demand functions 2.2.2 Competitive equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2.3 Back to Walras’ law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2.4 The notion of num´eraire . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2.5 Optimality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.3 Time and uncertainty in general equilibrium . . . . . . . . . . . . . . . . . . . . 2.4 The role of financial assets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.5 Arbitrage and optimality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.5.1 How to price a financial asset? . . . . . . . . . . . . . . . . . . . . . . . .
 
 12 12 12 13 14 16 18 22 22 23 25 25 25 27 27 28 28 29 31 32 33 33
 
 c °by A. Mele
 
 Contents
 
 2.6
 
 2.7
 
 2.8 2.9
 
 2.10 2.11 2.12 2.13 2.14 2.15
 
 2.5.2 Absence of arbitrage opportunities and Arrow-Debreu economies . . . Equivalent martingale measures and equilibrium . . . . . . . . . . . . . . . . 2.6.1 The rational expectations assumption . . . . . . . . . . . . . . . . . . 2.6.2 Stochastic discount factors . . . . . . . . . . . . . . . . . . . . . . . . 2.6.3 Equilibrium and optimality . . . . . . . . . . . . . . . . . . . . . . . 2.6.4 Existence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Consumption-based CAPM . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.7.1 The beta relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.7.2 The risk-premium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.7.3 CCAPM & CAPM . . . . . . . . . . . . . . . . . . . . . . . . . . . . Unified budget constraints in infinite horizons models with complete markets Incomplete markets: the finite state-space case . . . . . . . . . . . . . . . . . 2.9.1 Nominal assets and real indeterminacy of the equilibrium . . . . . . . 2.9.2 Nonneutrality of money . . . . . . . . . . . . . . . . . . . . . . . . . Broader definitions of risk - Rothschild and Stiglitz theory . . . . . . . . . . Appendix 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Appendix 2: Separation of two convex sets . . . . . . . . . . . . . . . . . . . Appendix 3: Proof of theorem 2.11 . . . . . . . . . . . . . . . . . . . . . . . Appendix 4: Proof of eq. (2.26) . . . . . . . . . . . . . . . . . . . . . . . . . Appendix 5: The multicommodity case . . . . . . . . . . . . . . . . . . . . .
 
 3 Infinite horizon economies 3.1 Introduction . . . . . . . . . . . . . . . . . . . . 3.2 Recursive formulations of intertemporal plans . 3.3 The Lucas’ model . . . . . . . . . . . . . . . . . 3.3.1 Asset pricing and marginalism . . . . . . 3.3.2 Model . . . . . . . . . . . . . . . . . . . 3.3.3 Rational expectations equilibria . . . . . 3.3.4 Arrow-Debreu state prices . . . . . . . . 3.3.5 CCAPM & CAPM . . . . . . . . . . . . 3.4 Production: foundational issues . . . . . . . . . 3.4.1 Decentralized economy . . . . . . . . . . 3.4.2 Centralized economy . . . . . . . . . . . 3.4.3 Deterministic dynamics . . . . . . . . . . 3.4.4 Stochastic economies . . . . . . . . . . . 3.5 Production based asset pricing . . . . . . . . . . 3.5.1 Firms . . . . . . . . . . . . . . . . . . . 3.5.2 Consumers . . . . . . . . . . . . . . . . . 3.5.3 Equilibrium . . . . . . . . . . . . . . . . 3.6 Money, asset prices, and overlapping generations 3.6.1 Introductory examples . . . . . . . . . . 3.6.2 Money . . . . . . . . . . . . . . . . . . . 3.6.3 Money in a model with real shocks . . . 2
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . models . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . .
 
 35 39 39 39 41 43 43 43 44 44 44 45 45 46 47 50 51 52 53 55
 
 . . . . . . . . . . . . . . . . . . . . .
 
 57 57 57 58 58 59 60 62 63 63 63 65 66 69 75 75 78 79 79 79 82 87
 
 c °by A. Mele
 
 Contents 3.6.4 The Diamond’s model . . . . . . . . . . . . . . . . . . . . 3.7 Optimality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.7.1 Models with productive capital . . . . . . . . . . . . . . . 3.7.2 Models with money . . . . . . . . . . . . . . . . . . . . . . 3.8 Appendix 1: Finite diﬀerence equations and economic applications 3.9 Appendix 2: Neoclassic growth model - continuous time . . . . . . 3.9.1 Convergence results . . . . . . . . . . . . . . . . . . . . . . 3.9.2 The model itself . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . .
 
 . . . . . . . .
 
 . . . . . . . .
 
 4 Continuous time models 4.1 Lambdas and betas in continuous time . . . . . . . . . . . . . . . . . . 4.1.1 The pricing equation . . . . . . . . . . . . . . . . . . . . . . . . 4.1.2 Expected returns . . . . . . . . . . . . . . . . . . . . . . . . . . 4.1.3 Expected returns and risk-adjusted discount rates . . . . . . . . 4.2 An introduction to arbitrage and equilibrium in continuous time models 4.2.1 A “reduced-form” economy . . . . . . . . . . . . . . . . . . . . 4.2.2 Preferences and equilibrium . . . . . . . . . . . . . . . . . . . . 4.2.3 Bubbles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.2.4 Reflecting barriers and absence of arbitrage . . . . . . . . . . . 4.3 Martingales and arbitrage in a general diﬀusion model . . . . . . . . . 4.3.1 The information framework . . . . . . . . . . . . . . . . . . . . 4.3.2 Viability of the model . . . . . . . . . . . . . . . . . . . . . . . 4.3.3 Completeness conditions . . . . . . . . . . . . . . . . . . . . . . 4.4 Equilibrium with a representative agent . . . . . . . . . . . . . . . . . . 4.4.1 The program . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.4.2 The older, Merton’s approach: dynamic programming . . . . . . 4.4.3 Equilibrium and Walras’s consistency tests . . . . . . . . . . . . 4.4.4 Continuous-time CAPM . . . . . . . . . . . . . . . . . . . . . . 4.4.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.5 Black & Scholes formula and “invisible” parameters . . . . . . . . . . . 4.6 Jumps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.6.1 Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.6.2 Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.6.3 Properties and related distributions . . . . . . . . . . . . . . . . 4.6.4 Asset pricing implications . . . . . . . . . . . . . . . . . . . . . 4.6.5 An option pricing formula . . . . . . . . . . . . . . . . . . . . . 4.7 Continuous-time Markov chains . . . . . . . . . . . . . . . . . . . . . . 4.8 General equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.9 Incomplete markets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.10 Appendix 1: Convergence issues . . . . . . . . . . . . . . . . . . . . . . 4.11 Appendix 2: Walras consistency tests . . . . . . . . . . . . . . . . . . . 4.12 Appendix 3: The Green’s function . . . . . . . . . . . . . . . . . . . . . 4.13 Appendix 4: Models with final consumption only . . . . . . . . . . . . . 3
 
 . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . .
 
 88 88 88 90 92 96 96 97
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 100 100 100 101 101 102 102 104 106 107 108 108 110 112 114 114 118 119 120 120 121 121 121 123 124 125 127 127 127 127 128 128 130 133
 
 c °by A. Mele
 
 Contents 4.14 Appendix 5: Further topics on jumps . 4.14.1 The Radon-Nikodym derivative 4.14.2 Arbitrage restrictions . . . . . . 4.14.3 State price density: introduction 4.14.4 State price density: general case
 
 II
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 Asset pricing and reality
 
 5 On kernels and puzzles 5.1 A single factor model . . . . . . . . . . . . . . . . . . . 5.2 A single factor model . . . . . . . . . . . . . . . . . . . 5.2.1 The model . . . . . . . . . . . . . . . . . . . . . 5.2.2 Extensions . . . . . . . . . . . . . . . . . . . . . 5.3 The equity premium puzzle . . . . . . . . . . . . . . . 5.4 The Hansen-Jagannathan cup . . . . . . . . . . . . . . 5.5 Simple multidimensional extensions . . . . . . . . . . . 5.5.1 Exponential aﬃne pricing kernels . . . . . . . . 5.5.2 Lognormal returns . . . . . . . . . . . . . . . . 5.6 Pricing kernels, Sharpe ratios and the market portfolio 5.6.1 What does a market portfolio do? . . . . . . . . 5.6.2 Final thoughts on the pricing kernel bounds . . 5.6.3 The Roll’s critique . . . . . . . . . . . . . . . . 5.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 Aggregate stock-market fluctuations 6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 6.2 The empirical evidence . . . . . . . . . . . . . . . . . . 6.3 Understanding the empirical evidence . . . . . . . . . . 6.4 The asset pricing model . . . . . . . . . . . . . . . . . 6.4.1 A multidimensional model . . . . . . . . . . . . 6.4.2 A simplified version of the model . . . . . . . . 6.4.3 Issues . . . . . . . . . . . . . . . . . . . . . . . 6.5 Analyzing qualitative properties of models . . . . . . . 6.6 Time-varying discount rates and equilibrium volatility . 6.7 Large price swings as a learning induced phenomenon . 6.8 Appendix 6.1 . . . . . . . . . . . . . . . . . . . . . . . 6.8.1 Markov pricing kernels . . . . . . . . . . . . . . 6.8.2 The maximum principle . . . . . . . . . . . . . 6.8.3 Dynamic Stochastic Dominance . . . . . . . . . 6.8.4 Proofs . . . . . . . . . . . . . . . . . . . . . . . 6.8.5 On bond prices convexity . . . . . . . . . . . . 4
 
 . . . . .
 
 135 135 136 136 137
 
 139 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . .
 
 140 140 140 140 143 143 144 146 146 148 149 149 151 154 155 158
 
 . . . . . . . . . . . . . . . .
 
 159 159 159 165 165 165 166 168 169 172 177 181 181 182 183 184 185
 
 Contents
 
 c °by A. Mele
 
 6.9 Appendix 6.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186 6.10 Appendix 6.3: Simulation of discrete-time pricing models . . . . . . . . . . . . . 186 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188 7 Tackling the puzzles 7.1 Non-expected utility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.1.1 The recursive formulation . . . . . . . . . . . . . . . . . . . . . . 7.1.2 Optimality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.1.3 Testable restrictions . . . . . . . . . . . . . . . . . . . . . . . . . 7.1.4 Some examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.1.5 Continuous time extensions . . . . . . . . . . . . . . . . . . . . . 7.2 “Catching up with the Joneses” in a heterogeneous agents economy . . . 7.3 Incomplete markets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.4 Limited stock market participation . . . . . . . . . . . . . . . . . . . . . 7.5 Appendix on non-expected utility . . . . . . . . . . . . . . . . . . . . . . 7.5.1 Derivation of selected relations in the main text . . . . . . . . . . 7.5.2 Derivation of interest rates and risk-premia in multifactor models 7.6 Appendix on economies with heterogenous agents . . . . . . . . . . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 III
 
 Applied asset pricing theory
 
 . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . .
 
 190 190 190 191 192 192 192 193 194 194 196 196 197 198 201
 
 202
 
 8 Derivatives 8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.2 General properties of derivative prices . . . . . . . . . . . . . . . . . . . . . . . . 8.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.3.1 On spanning and cloning . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.3.2 Option pricing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.3.3 The surprising cancellation, and the real meaning of “preference-free” formulae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.4 Properties of models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.4.1 Rational price reaction to random changes in the state variables . . . . . 8.4.2 Recoverability of the risk-neutral density from option prices . . . . . . . 8.4.3 Hedges and crashes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.5 Stochastic volatility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.5.1 Statistical models of changing volatility . . . . . . . . . . . . . . . . . . . 8.5.2 Option pricing implications . . . . . . . . . . . . . . . . . . . . . . . . . 8.5.3 Stochastic volatility and market incompleteness . . . . . . . . . . . . . . 8.5.4 Pricing formulae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.6 Local volatility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.6.1 Topics & issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.6.2 How does it work? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
 
 203 203 203 209 210 210 212 212 212 213 213 214 214 214 216 218 219 219 219
 
 c °by A. Mele
 
 Contents 8.6.3 Variance swaps . . . . . . . . . . . . . . . . . . . . . . 8.7 American options . . . . . . . . . . . . . . . . . . . . . . . . . 8.8 Exotic options . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.9 Market imperfections . . . . . . . . . . . . . . . . . . . . . . . 8.10 Appendix 1: Additional details on the Black & Scholes formula 8.10.1 The original argument . . . . . . . . . . . . . . . . . . 8.10.2 Some useful properties . . . . . . . . . . . . . . . . . . 8.11 Appendix 2: Stochastic volatility . . . . . . . . . . . . . . . . 8.11.1 Proof of the Hull and White (1987) equation . . . . . . 8.11.2 Simple smile analytics . . . . . . . . . . . . . . . . . . 8.12 Appendix 3: Technical details for local volatility models . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 9 Interest rates 9.1 Prices and interest rates . . . . . . . . . . . . . . . . . . . . . . 9.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 9.1.2 Markets and interest rate conventions . . . . . . . . . . . 9.1.3 Bond price representations, yield-curve and forward rates 9.1.4 Forward martingale measures . . . . . . . . . . . . . . . 9.2 Common factors aﬀecting the yield curve . . . . . . . . . . . . . 9.2.1 Methodological details . . . . . . . . . . . . . . . . . . . 9.2.2 The empirical facts . . . . . . . . . . . . . . . . . . . . . 9.3 Models of the short-term rate . . . . . . . . . . . . . . . . . . . 9.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 9.3.2 The basic bond pricing equation . . . . . . . . . . . . . . 9.3.3 Some famous univariate short-term rate models . . . . . 9.3.4 Multifactor models . . . . . . . . . . . . . . . . . . . . . 9.3.5 Aﬃne and quadratic term-structure models . . . . . . . 9.3.6 Short-term rates as jump-diﬀusion processes . . . . . . . 9.4 No-arbitrage models . . . . . . . . . . . . . . . . . . . . . . . . 9.4.1 Fitting the yield-curve, perfectly . . . . . . . . . . . . . . 9.4.2 Ho and Lee . . . . . . . . . . . . . . . . . . . . . . . . . 9.4.3 Hull and White . . . . . . . . . . . . . . . . . . . . . . . 9.4.4 Critiques . . . . . . . . . . . . . . . . . . . . . . . . . . . 9.5 The Heath-Jarrow-Morton model . . . . . . . . . . . . . . . . . 9.5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 9.5.2 The model . . . . . . . . . . . . . . . . . . . . . . . . . . 9.5.3 The dynamics of the short-term rate . . . . . . . . . . . 9.5.4 Embedding . . . . . . . . . . . . . . . . . . . . . . . . . 9.6 Stochastic string shocks models . . . . . . . . . . . . . . . . . . 9.6.1 Addressing stochastic singularity . . . . . . . . . . . . . 9.6.2 No-arbitrage restrictions . . . . . . . . . . . . . . . . . . 9.7 Interest rate derivatives . . . . . . . . . . . . . . . . . . . . . . . 6
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . .
 
 220 222 222 222 223 223 223 224 224 224 225 228
 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 230 230 230 231 232 235 237 238 239 240 240 241 244 247 252 252 254 254 256 257 258 258 258 259 260 260 261 262 263 264
 
 c °by A. Mele
 
 Contents 9.7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9.7.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9.7.3 European options on bonds . . . . . . . . . . . . . . . . . . . 9.7.4 Related pricing problems . . . . . . . . . . . . . . . . . . . . . 9.7.5 Market models . . . . . . . . . . . . . . . . . . . . . . . . . . 9.8 Appendix 1: Rederiving the FTAP for bond prices: the diﬀusion case 9.9 Appendix 2: Certainty equivalent interpretation of forward prices . . 9.10 Appendix 3: Additional results on T -forward martingale measures . . 9.11 Appendix 4: Principal components analysis . . . . . . . . . . . . . . . 9.12 Appendix 6: On some analytics of the Hull and White model . . . . . 9.13 Appendix 6: Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . 9.14 Appendix 7: Additional results on string models . . . . . . . . . . . . 9.15 Appendix 8: Change of numeraire techniques . . . . . . . . . . . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 IV
 
 . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . .
 
 Taking models to data
 
 10 Statistical inference for dynamic asset pricing models 10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 10.2 Stochastic processes and econometric representation . . . 10.2.1 Generalities . . . . . . . . . . . . . . . . . . . . . 10.2.2 Mathematical restrictions on the DGP . . . . . . 10.2.3 Parameter estimators: basic definitions . . . . . . 10.2.4 Basic properties of density functions . . . . . . . 10.2.5 The Cramer-Rao lower bound . . . . . . . . . . . 10.3 The likelihood function . . . . . . . . . . . . . . . . . . . 10.3.1 Basic motivation and definitions . . . . . . . . . . 10.3.2 Preliminary results on probability factorizations . 10.3.3 Asymptotic properties of the MLE . . . . . . . . 10.4 M-estimators . . . . . . . . . . . . . . . . . . . . . . . . 10.5 Pseudo (or quasi) maximum likelihood . . . . . . . . . . 10.6 GMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10.7 Simulation-based estimators . . . . . . . . . . . . . . . . 10.7.1 Background . . . . . . . . . . . . . . . . . . . . . 10.7.2 Asymptotic normality for the SMM estimator . . 10.7.3 Asymptotic normality for the IIP-based estimator 10.7.4 Asymptotic normality for the EMM estimator . . 10.8 Appendix 1: Notions of convergence . . . . . . . . . . . . 10.8.1 Laws of large numbers . . . . . . . . . . . . . . . 10.8.2 The central limit theorem . . . . . . . . . . . . . 10.9 Appendix 2: some results for dependent processes . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
 
 . . . . . . . . . . . . . .
 
 264 264 264 266 270 276 278 279 280 281 282 284 285 287
 
 290 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . . . . . . . . . . . . . . . . . . . .
 
 291 . 291 . 291 . 291 . 292 . 293 . 294 . 294 . 295 . 295 . 296 . 296 . 299 . 300 . 301 . 304 . 305 . 307 . 308 . 308 . 309 . 310 . 310 . 311 . 314
 
 c °by A. Mele
 
 Contents 11 Estimating and testing dynamic asset pricing models 11.1 Asset pricing, prediction functions, and statistical inference 11.2 Term structure models . . . . . . . . . . . . . . . . . . . . 11.2.1 The level eﬀect . . . . . . . . . . . . . . . . . . . . 11.2.2 The simplest estimation case . . . . . . . . . . . . . 11.2.3 More general models . . . . . . . . . . . . . . . . . 11.3 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 . . . . . .
 
 Appendixes
 
 315 . 315 . 318 . 319 . 319 . 320 . 322
 
 323
 
 Mathematical appendix A.1 Foundational issues in probability theory A.2 Stochastic calculus . . . . . . . . . . . . . A.3 Contraction theorem . . . . . . . . . . . . A.4 Optimization of continuous time systems . A.5 On linear functionals . . . . . . . . . . . .
 
 8
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 . . . . .
 
 325 325 328 328 329 334
 
 “Many of the models in the literature are not general equilibrium models in my sense. Of those that are, most are intermediate in scope: broader than examples, but much narrower than the full general equilibrium model. They are narrower, not for carefully-spelled-out economic reasons, but for reasons of convenience. I don’t know what to do with models like that, especially when the designer says he imposed restrictions to simplify the model or to make it more likely that conventional data will lead to reject it. The full general equilibrium model is about as simple as a model can be: we need only a few equations to describe it, and each is easy to understand. The restrictions usually strike me as extreme. When we reject a restricted version of the general equilibrium model, we are not rejecting the general equilibrium model itself. So why bother testing the restricted version?”
 
 Fischer Black, 1995, p. 4, Exploring General Equilibrium, The MIT Press.
 
 Preface
 
 The present Lecture Notes in Financial Economics are based on my teaching notes for advanced undergraduate and graduate courses on financial economics, macroeconomic dynamics and financial econometrics. These Lecture Notes are still too underground. Many derivations are inelegant, proofs and exercises are not always separated from the main text, economic motivation and intuition are not developed as enough as they deserve, and the English is informal. Moreover, I didn’t include (yet) material on asset pricing with asymmetric information, monetary models of asset prices, and asset prices determination within overlapping generation models; or on more applied topics such as credit risk - and their related derivatives. Finally, I need to include more extensive surveys for each topic I cover. I plan to revise my Lecture Notes in the near future. Naturally, any comments on this version are more than welcome.
 
 Antonio Mele January 2007
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 1 The classical capital asset pricing model
 
 1.1 Static portfolio selection problems 1.1.1 The wealth constraint We consider an economy with m risky assets, and some safe asset. Let q1 , · · ·, qm be the prices associated to the risky assets and q0 the price of the riskless asset. We wish to build up a portfolio of all these assets. Let θi , i = 0, 1 · ··, m, be the number of asset no. i in this portfolio. P Pm + Initial wealth is simply w = q0 θ0 +q ·θ = q0 θ0 + m i=1 qi θ i . Final wealth is w = x0 θ 0 + i=1 xi θ i , where xi is the payoﬀ promised by the i-th asset, viz m m m X X X xi x0 + ˜iπi, xi θi = θ0 q0 + θi qi ≡ Rπ 0 + w = x0 θ0 + R q q 0 i=1 i=1 i i=1
 
 where π i ≡ θi qi is the wealth invested in the i-th asset, R ≡ P r ≡ R − 1 and b ≡ E(˜b). We have w = π 0 + m i=1 π i , and,
 
 x0 , q0
 
 ˜i ≡ and R
 
 xi . qi
 
 ˜ i − 1, Let ˜bi ≡ R
 
 ˜ − 1m R) = Rw + π > (R ˜ − 1m − 1m (R − 1)) w+ = Rw + π> (R = Rw + π> (˜b − 1m r) = Rw + π > (b − 1m r) + π > (˜b − b),
 
 where π is a m-dimensional vector. For m ≤ d, ˜b = a · ˜ ⇒ ˜b − b = a · m×1
 
 m×d
 
 d×1
 
 where a is a matrix of constants and ˜ is distributed according to a given distribution with expectation and variance-covariance matrix equal to the identity matrix. We have, w+ = Rw + π > (b − 1m r) + π > a , (1.1) where 1 Eq.
 
 has the same distribution as ˜, but expectation zero.1
 
 (2.?) is a very useful formulation of the problem and will be used to derive multiperiod models. It already reveals that something very intuitive must happen: there must be a λ : b − 1m r = aλ, which implies that E(w+ ) = Rw + π0 aλ. See chapter 5 for further details.
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 1.1. Static portfolio selection problems
 
 The objective now is to maximize the expectation of a function of w+ w.r.t. π. We have, £ ¤ E w+ (π) = Rw + π > (b − 1m r) ¤ £ var w+ (π) = π > σπ
 
 where σ ≡ aa> . Let σ 2i ≡ σ ii . We assume that σ has full-rank, and that, σ 2i > σ 2j ⇒ bi > bj all i, j,
 
 (1.2)
 
 which implies that r < minj (bj ). 1.1.2 The program The program is:
 
 ¯ + ¯ π ¯ ˆ = arg maxπ∈Rm E {w (π)} ¯ s.t. var [w+ (π)] = w2 · v2 (ν) p
 
 where ν is the Lagrange multiplier. Let L = Rw + π > (b − 1m r) − ν(π> σπ − w2 · vp2 ). The first order conditions are,  1 −1  π ˆ = σ (b − 1m r) 2ν  π π = w2 · v 2 ˆ > σˆ p
 
 By plugging the first condition into the second condition, µ ¶2 w2 · vp2 1 = Sh 2ν where Sh ≡ (b − 1m r)> σ −1 (b − 1m r) , 1 w·vp is the Sharpe market performance.2 We have = ∓√ , and we take the positive solution to Sh 2ν ensure eﬃciency. 1 w·vp =√ back into the first condition, Substituting Sh 2ν π ˆ σ −1 (b − 1m r) √ = · vp . w Sh π (w · vp ))], and following a standard convention we Now the value of the problem is E [w+ (ˆ define the expected portfolio return as: π (vp ))] − w E [w+ (ˆ . µp (vp ) ≡ w Some simple computations leave, √ µp (vp ) = r + Sh · vp , (1.3) where now vp2 is easily seen as being the portfolio return variance: · + ¸ · + ¸ π) − w π) w (ˆ w (ˆ 1 > var = var = 2π ˆ σˆ π = vp2 . w w w
 
 The relation in eq. (1.??) is known as the Capital Market Line (CML). 2 Sharpe
 
 ratios on individual assets are defined as
 
 bi −r . σi
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 1.1. Static portfolio selection problems
 
 1.1.3 The program without a safe asset P Pm + In this case we have simply that w = m q θ and w = x is the payoﬀ going i i i=1 xi θ i , where Pm Pm xi i=1 Pm ˜ P Pmi ˜ m ˜ + to asset i: w = i=1 xi θi = i=1 qi θi qi ≡ i=1 Ri π i = i=1 Ri πi = i=1 (Ri − 1 + 1)π i = Pm Pm Pm Pm ˜ > > > ˜ i=1 bi π i + i=1 π i = i=1 (b + bi − b)π i + i=1 π i = π b + π a + w. Finally, w = π 1m . We have: ¤ £ E w+ (π) = π> b + w, w = π > 1m £ ¤ var w+ (π) = π> σπ The program is then:
 
 ¯ ¯ π arg maxπ∈R E {w+ (π)} ¯ ˆ =½ ¯ var [w+ (π)] = w2 · vp2 ¯ s.t. ¯ π> 1 = w (ν ) m
 
 (ν 1 )
 
 2
 
 where ν i are Lagrange multipliers. The appendix shows that the solution for the portfolio is: ¶ µ ¢ −1 ¡ π ˆ σ −1 β σ −1 1m 1 = + 1m γµp (vp ) − β σ b − w γ γ αγ − β 2 γµp (vp ) − β −1 α − βµp (vp ) −1 = σ 1m , 2 σ b+ αγ − β αγ − β 2 −1 > −1 where α ≡ b> σ −1 b, β ≡ 1> m σ b and γ ≡ 1m σ 1m . Furthermore, let the normalized value of the program be:
 
 π )] − w E [w+ (ˆ µp (vp ) ≡ . w The appendix also shows that: vp2
 
 ¸ · ¢2 ¡ 1 1 , = 1+ γµp (vp ) − β γ αγ − β 2
 
 and given that αγ − β 2 > 0, the global minimum variance portfolio achieves variance vp2 = γ −1 and expected return µp = β/ γ. For each vp , there are two values of µp (vp ) that solve equation (2.??). Clearly the optimal choice is the one with higher µp , which implies that the eﬃcient portfolios frontier (2.??) in the (vp , µp )-space is positively sloped. To summarize, we had to solve the following problem: ¯ ¯ π arg maxπ∈R E [w+ (π)] ¯ ˆ =½ ¯ var [w+ (π)] = vp2 ¯ s.t. ¯ π > 1m = w and the solution was of the form: π ˆ (vp ), from which one obtains the map: £ ¤ π (vp )) . vp 7→ E w+ (ˆ 14
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 1.1. Static portfolio selection problems y 0.25
 
 0.2
 
 0.15
 
 0.1
 
 0.05
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 0.1125
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 FIGURE 1.1. Shown on the X-asis is µp and shown on the Y-axis is vp . From top to bottom: portfolio frontiers corresponding to ρ = 1, 0.5, 0, −0.5, −1. Parameters are set to b1 = 0.10, b2 = 0.15, σ 1 = 0.20, σ 2 = 0.25. For each frontier, eﬃcient portfolios are those yielding the lowest volatility for a given return.
 
 It’s a concave function, and it can be interpreted as a sort of “production function”: it produces expected returns using levels of risk as inputs (see, e.g., figure 2.3 below). The choice of which portfolio has eﬀectively to be selected then depends on agents’ preferences. E {w+ (π)}−w Example 1.1. Suppose m = 2. Here there is not need to optimize. We have = w π1 π2 π1 π2 b + w b2 , with w + w = 1, and then w 1  E [w+ (π)] − w π2   ≡ µp = b1 + (b2 − b1 ) w ³ · w+ ¸ ³ ³ π ´2 w (π) π 2 ´2 2 π2 ´ π2 2  2  var σ1 + 2 1 − σ 22 σ 12 + ≡ vp = 1 − w w w w w
 
 whence:
 
 1 vp = b2 − b1 When ρ = 1,
 
 q¡ ¡ ¡ ¢2 ¢¡ ¢ ¢2 b2 − µp σ 21 + 2 b2 − µp µp − b1 ρσ 1 σ 1 + µp − b1 σ 22
 
 (b1 − b2 ) (σ 1 − vp ) . σ2 − σ1 In the general case, diversification pays when asset returns are not perfectly positively correlated (see figure 2.3). It is even possible to obtain a portfolio that is less risky than than the less risky asset. And risk can be zeroed with ρ = −1. In some cases, Next, we turn to portfolio issues: it is easily ckecked that µp = b1 +
 
 π ˆ = w where
 
       
 
 1
 
 2
 
 1
 
 πd + w
 
 2
 
 πg , w
 
 ν 1w β = 2 ν 2w ≡ γ = 2 15 ≡
 
 1
 
 +
 
 2
 
 = 1,
 
 µp γ − β β αγ − β 2 α − βµp γ αγ − β 2
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 1.1. Static portfolio selection problems and
 
  πd σ −1 b  −1   ≡ , β ≡ 1> mσ b w β πg σ −1 1m  −1  ≡ , γ ≡ 1>  m σ 1m w γ
 
 πg is the global minimum variance portfolio because minimum variance occurs at (v, µ) = ³qw ´ 1 β , , in which case 1 = 0 and 2 = 1. In general, any portfolio on the frontier can be γ γ πg πd obtained by letting 1 and 2 vary and using and as instruments. It’s a Mutual-Funds w w theorem. 1.1.4 The market, or “tangency”, portfolio Definition 1.2. The market portfolio is the portfolio at which the CML (2.??) and the eﬃcient portfolios frontier (2.??) intersect. In fact, the market portfolio is the point at which the CML is tangent at the eﬃcient portfolio frontier. This is so because agents have access to wider possibilities of choice on the CML (all risky assets plus the riskless asset). The existence of the market portfolio requires a restriction on R. Let (vM , µM ) be the market portfolio, and suppose that it exists. As figure 2.4 shows, the CML dominates the eﬃcient portfolio frontier AMC. The important point here is that any point on the CML is a combination of safe assets with the market portfolio M. An investor with high risk-aversion would like to choose a point such as Q, say; and an investor with low risk-aversion would like to choose a point such as P , say. But no matter how risk-adverse an individual is, she will always have the interest to choose a combination of safe assets with the “pivotal”, market portfolio M. In other terms, the market portfolio doesn’t depend on the risk-attitudes of any investor. It’s a two-funds separation theorem. Finally, the dotted line MZ represents the continuation of the rM line when the interest rate for borrowing is higher than the interest rate for lending. Until M, the CML is still rM. From M onwards, the resulting CML is then the one that dominates between MZ and MA. As an example, the CML compatible with the scheme shown in the figure is the rMA curve. We assume that β r< . γ To characterize the market portfolio analytically, we have two analytical strategies: • The first one is perhaps the best known in the literature: the tangency portfolio π M belongs to AMC if π > M 1m = w, where π M also belongs to CML and is therefore such that: πM σ −1 (b − 1m r) √ = · vM . w Sh Therefore, we must be looking for the value vM which solves > w = 1> m π M = w · 1m
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 σ −1 (b − 1m r) √ · vM , Sh
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 1.1. Static portfolio selection problems
 
 P
 
 CML A
 
 M
 
 λM
 
 Z
 
 Q C r
 
 vM
 
 FIGURE 1.2.
 
 i.e. vM
 
 √ √ Sh Sh = , = > −1 1m σ (b − 1m r) β − γr
 
 and plug it back into the expression of πM to obtain:
 
 πM σ −1 (b − 1m r) 1 = > −1 = σ −1 (b − 1m r) . w 1m σ (b − 1m r) β − γr
 
 (1.4)
 
 Of course nothing is invested in the riskless asset with π M . Furthermore, it belongs to the eﬃcient portfolio frontier for two reasons: 1) It is not above it because this would contradict the eﬃciency of AMC (which is obtained by only investing in risky assets); 2) It is not below because by construction it belongs to the CML which, as shown before, dominates the eﬃcient portfolio frontier. • The second analytical strategy consists in directly exploiting the tangency condition of CML with AMC at point M: √ αγ − β 2 slope of CML = Sh = vM = slope of AMC γµM − β ¯ √ γµM −β ∂v ¯ Sh · vM and where we used the fact that ∂µ ¯ = v1M αγ−β 2 . After using µM = r + M rearranging terms: √  µ = r + Sh · vM  M   √ √  (γr − β) Sh Sh   vM = = 2 αγ − β − γ · Sh β − γr which is exactly what found in the previous point. 17
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 1.2. The CAPM
 
 The previous considerations now allow us to justify why the tangency portfolio is called “market portfolio”. As it is clear, any portfolio can be attained by investing in zero-net supply lending/borrowing funds and in portfolio M. Therefore, in this mean-variance economy, everyone is holding some proportions of M and since in aggregate there is no net borrowing or lending, one has that in aggregate, all agents have portfolio holdings that sum up to the market portfolio, which is therefore the value-weighted portfolio of all assets in the economy. There are important connections between results on the market portfolio and results for dynamic models to be presented in later chapters.
 
 1.2 The CAPM The CAPM (Capital Asset Pricing Model) provides an asset evaluation formula. Here we follow the construction of Sharpe (1964).3 We work directly with portfolio returns. Create an αparametrized portfolio which has α units of wealth invested in asset i and 1 − α units of wealth invested in the market portfolio: ( µ ˜ p ≡ αb p i + (1 − α)µM (1.5) v˜p ≡ (1 − α)2 σ 2M + 2(1 − α)ασ iM + α2 σ 2i
 
 where σ M ≡ vM . Clearly point M in the (vP , µP )-space belongs to such an α-parametrized curve. By example 2.6, its geometric structure is then as in curve A0 Mi in figure 2.5. The reason for which curve A0 Mi lies below curve AMC is due to diversification: AMC can be obtained through all existing assets and must clearly dominate the frontier which can be obtained with only the two assets i and M. In other terms, if curve A0 Mi was to intersect curve AMC, this would mean that a feasible combination of assets (composed by a proportion α of asset i and a proportion 1 − α of assets in the portfolio: the sum will be 1, again!) dominates AMC, which is impossible because AMC is, by construction, the most eﬃcient, and feasible combination of assets. For the same reason, A0 Mi cannot intersect AMC (otherwise A0 Mi could dominate AMC in some region). Therefore, A0 Mi is tangent at AMC in M, which is itself tangent at the CML in M by the analysis of the previous section. The idea now is to equate the two slopes of A0 Mi and AMC in M and derive a restriction on the expected returns bi . Because (2.??) is an α-parametrized curve, it’s enough to compute ± the two objects d˜ µp dα and d˜ vp / dα at α = 0. We have d˜ µp = bi − µM , all α, dα
 
 and d˜ vp / dα = (−(1 − α)σ 2M + (1 − 2α)σ iM + ασ 2i )/ v˜p , from which we get: ¯ ¢ ¢ d˜ vp ¯¯ 1 ¡ 1 ¡ = σ iM − σ 2M = σ iM − σ 2M . ¯ dα α=0 v˜p |α=0 σM
 
 3 Sharpe, W.F. (1964): “Capital Asset Prices: a Theory of Market Equilibrium under Conditions of Risk,” Journal of Finance, Vol. XIX, 3, 425-442.
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 1.2. The CAPM
 
 CML A M
 
 λM
 
 A’
 
 i C r
 
 vM
 
 FIGURE 1.3.
 
 Therefore,
 
 ¯ d˜ µp (α) ¯ ¯ = d˜ vp (α) ¯α=0
 
 1 σM
 
 bi − µM . (σ iM − σ 2M )
 
 (1.6)
 
 On the other hand, the slope of the CML is (µM − r)/ vM and by comparing such a slope with 2 2 (2.??) we obtain by rearranging terms bi − µM + r − r = (µM − r)(σ iM − vM )/ vM , or σ iM bi − r = β i (µM − r) , β i ≡ 2 , i = 1, · · ·, m. (1.7) vM The previous relation is called the Security Market Line (SML). An alternative derivation of the SML is the following one. Recall that πwM 1 = β−γr σ −1 (b − 1m r). Compute the vector of covariances of the m asset returns with the market portfolio: ³ πM ´ πM 1 (1.8) =σ = (b − 1m r) . cov (˜ x, x˜M ) = cov x˜, x˜ w w β − γr Premultiply the previous equation by 2 vM =
 
 or
 
 to obtain:
 
 1 π> 1 π> M πM Sh, σ = M (b − 1m r) = w w w β − γr (β − γr)2 vM
 
 By (2.26),
 
 π> M w
 
 √ Sh , not new. = β − γr
 
 1 (bi − r) , i = 1, · · ·, m. β − γr By replacing (2.27) into the previous equation and rearranging: √ Shσ iM , i = 1, · · ·, m. bi = r + vM 19 σ iM ≡ cov (˜ xi , x˜M ) =
 
 (1.9)
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 1.2. The CAPM But we also know that result:
 
 √ Sh =
 
 µM −r , vM
 
 bi = r +
 
 and replacing it into the previous equation gives the
 
 σ iM (µM − r) , 2 vM
 
 i = 1, · · ·, m.
 
 Note, the SML can also be interpreted as a projection of the excess returns on asset i (i.e. ˜bi − r) on the excess returns on the market portfolio (i.e. ˜bM − r): ˜bi − r = β (µM − r) + εi ,
 
 i = 1, · · ·, m,
 
 from which we get σ 2i = β 2 vM + var (εi ) ,
 
 i = 1, · · ·, m.
 
 The quantity β 2 vM is systematic risk, and var (εi ) is non-systematic, idiosynchratic risk which can be eliminated with diversification. (As the # assets goes to infinity. See APT and factor analysis below for a general analysis of this phenomenon.) Assets with β i > 1 may be called “aggressive” assets; assets with β i < 1 may be called “conservative” assets. Some notes: recall that every asset must lie below the frontier. After the construction of the frontier, the assets must still lie under the frontier, because the frontier itself was constructed with the assets. If, for some reasons, some of the assets were on the frontier under the construction of the frontier, the frontier itself should also change to reflect such asset changes. The CAPM can also be used to evaluate risky projects. Let E (C + ) V = value of a project = , 1 + rC where C + is future cash flow and rC is the risk-adjusted discount rate for this project. This is a standard MBA textbook formula. We have: E (C + ) = 1 + rC V = 1 + r + β C (µM − r) ³ + ´ cov CV − 1, x˜M = 1+r+ (µM − r) 2 vM 1 cov (C + , x˜M ) (µM − r) = 1+r+ 2 V vM ¡ ¢ λ 1 = 1 + r + cov C + , x˜M , V vM
 
 −r , the unit market risk-premium. where λ ≡ µM vM Rearranging terms in the previous equation leaves:
 
 V =
 
 E (C + ) −
 
 λ cov (C + , x˜M ) vM
 
 1+r 20
 
 .
 
 (1.10)
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 1.2. The CAPM The certainty equivalent C¯ is defined as: C¯ E (C + ) ¯ , = C:V = 1 + rC 1+r or, C¯ = (1 + r) V, and using relation (2.??),
 
 ¡ ¢ ¡ ¢ λ cov C + , x˜M . C¯ = E C + − vM
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 1.3 Appendix 1: Analytics details for the mean-variance portfolio choice 1.3.1 The primal program Let L = π > b + w − ν 1 (π > σπ − w2 · vp2 ) − ν 2 (π > 1m − w). The first order conditions are, 1 −1 σ (b − ν 2 1m ) 2ν 1 2 = w · vp2 = w
 
 π ˆ
 
 =
 
 π ˆ > σˆ π > π ˆ 1m
 
 Using the first and the third of the previous first order conditions, ˆ= w = 1> mπ
 
 1 1 −1 > −1 (1> (β − ν 2 γ), m σ b − ν 2 1m σ 1m ) ≡ {z } | {z } | 2ν 1 2ν 1 ≡γ
 
 ≡β
 
 and then:
 
 β − 2wν 1 . γ By replacing back into the portfolio first order condition we get: µ ¶ w −1 β 1 −1 π ˆ = σ 1m + b − 1m . σ γ 2ν 1 γ ν2 =
 
 Now © ª 1 w 1 > −1 β w −1 −1 β+ E w+ (ˆ π) − w = π ˆ > b = 1> (b| σ b − 1> mσ b + m σ b) = {z } γ | {z } 2ν 1 γ | {z } γ 2ν 1 ≡α
 
 ≡β
 
 and
 
 ≡β
 
 ¶ µ β2 , α− γ
 
 © ª var w+ (ˆ π) = π ˆ > σˆ π · µ ¶ ¸· µ ¶¸ w > −1 w 1 β > 1 β > −1 = 1 σ + 1m + b − 1m σ b − 1m γ m 2ν 1 γ γ 2ν 1 γ µ ¶2 µ 2¶ 2 1 β w + α− = γ 2ν 1 γ = w2 · vp2 .
 
 Therefore, by defining µp (vp ) ≡
 
 E {w+ (ˆ π )}−w w
 
 µp (vp ) = vp2
 
 =
 
 we get:
 
 µ ¶ 1 β2 β + α− γ µ 2ν 1 w ¶ µ γ ¶ 2 1 β2 1 + α− γ 2ν 1 w γ
 
 with the usual interpretation of vp2 . The first condition in (2.??) can be solved for 2ν 1 w: ¡ ¢ ¢−1 ¡ 1 = αγ − β 2 γµp (vp ) − β , 2ν 1 w
 
 from which we get the solution for the portfolio:
 
 ¶ µ ¢ ¢−1 ¡ π ˆ σ −1 1m ¡ σ −1 β = + αγ − β 2 1m . γµp (vp ) − β σ −1 b − w γ γ
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 Also, by substituting 2ν 1 w into the second condition in (2.??) leaves: vp2 =
 
 ¢2 i ¢−1 ¡ ¡ 1h γµp (vp ) − β . 1 + αγ − β 2 γ
 
 (1.12)
 
 The second condition in (2.??) also reveals that: µ
 
 1 2ν 1 w
 
 ¶2
 
 =
 
 γvp2 − 1
 
 αγ − β 2
 
 ,
 
 and given that αγ − β 2 > 0,4 we may then confirm the properties of the global minimum variance portfolio stated in sect. 2.?.
 
 1.3.2 The dual program Naturally, the previous results can be obtained by solving the dual program: ¯ ¸ · + ¯ w (π) ¯ π ¯ ˆ = arg minπ∈Rm var w ¯ ½ + (π)} = E ¯ E {w (ν 1 ) p ¯ s.t. ¯ π > 1m = w (ν 2 ) Set L =
 
 1 > π σπ w2
 
 − ν 1 (π > b + w − Ep ) − ν 2 (π > 1m − w). The first order conditions are  π ν 1 −1 ν2 ˆ  σ b + σ −1 1m =  2 w 2 2 π ˆ>b = Ep − w   > π ˆ 1m = w
 
 By replacing the first relation into the second one, Ep − w = π ˆ > b = w2 (
 
 ³ ν2 ´ ν 1 > −1 ν 2 > −1 2 ν1 b| σ 1 α + β , b + σ b ) ≡ w m 2 {z } 2 | {z } 2 2 ≡α
 
 ≡β
 
 and by replacing the first relation into the third one, w=π ˆ > 1m = w2 (
 
 ³ν ν2 ´ ν 1 > −1 ν2 1 b σ 1m + 1> β+ γ . σ −1 1m ) ≡ w2 m 2 | {z } 2 | {z } 2 2 ≡β
 
 Let µp ≡
 
 Ep −w w .
 
 ≡γ
 
 The solution for the Lagrange multipliers can be written as ν 1w 2 ν 2w 2
 
 = =
 
 µp γ − β
 
 αγ − β 2 α − βµp αγ − β 2
 
 Therefore, the solution for the portfolio is, γµp − β −1 α − βµp −1 π ˆ = σ b+ σ 1m . 2 w αγ − β αγ − β 2 4 Explain
 
 why.
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 Finally, the value of the program is, ¸ · + γµ2p − 2βµp + α 1 > π) 1 > µp γ − β 1 > α − µp β w (ˆ = 2π ˆ π ˆ ˆ σˆ π= π b + 1 = . var m w w w αγ − β 2 w αγ − β 2 αγ − β 2 The previous relation is also: γµ2p − 2βµp + α αγ − β
 
 2
 
 =
 
 γ 2 µ2p − 2βγµp + αγ 2
 
 (αγ − β )γ
 
 =
 
 γ 2 µ2p − 2βγµp + β 2 + (αγ − β 2 ) 2
 
 (αγ − β )γ
 
 which is exactly (2.17).
 
 24
 
 =
 
 (γµp − β)2 2
 
 (αγ − β )γ
 
 +
 
 1 , γ
 
 2 The CAPM in general equilibrium
 
 2.1 Introduction We develop general equilibrium foundations to the CAPM. First, we review the static model of general equilibrium - without uncertainty. Second, we emphasize the role of financial assets in a world of uncertainty, and then we derive the CAPM.
 
 2.2 Static general equilibrium in a nutshell We consider an economy with n agents and m commodities. Let wij denote the endowment of commodity i at the disposal of the j-th agent. P Let the price vector be p = (p1 , · · ·, pm ), where pi is the price of commodity i. Let wi = nj=1 wij be the total endowment of commodity i in the economy, i = 1, · · ·, m, and W = (w1 , · · ·, wm ) the corresponding endowments bundle of the economy. Agent j has utility function uj (c1j , · · ·, cmj ), where (cij )m i=1 denotes his consumption bundle. Utility functions satisfy the following conditions: Assumption 2.1 (Preferences). A1 Monotonicity. A2 Continuity. A3 Quasi-concavity: uj (x) ≥ uj (y), and ∀α ∈ (0, 1), uj (αx + (1 − α)y) > uj (y) or, ∂uj ∂2u (c1j , · · ·, cmj ) ≥ 0 and ∂c2j (c1j , · · ·, cmj ) ≤ 0. ∂cij ij
 
 P Pm Let Bj (p1 , · · ·, pm ) = {(c1j , · · ·, cmj ) : m p c ≤ i ij i=1 i=1 pi wij ≡ Rj }, a bounded, closed and convex (i.e., a compact) set. Every agent j = 1, · · ·, n solves the following program: max uj (c1j , · · ·, cmj ) s.t. (c1j , · · ·, cmj ) ∈ Bj (p1 , · · ·, pm ) {cij }
 
 (2.1)
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 2.2. Static general equilibrium in a nutshell
 
 Because Bj is a compact set, this problem has a solution, since by assumption (A2) uj is continuous, and a continuous function attains its maximum on a compact set. Moreover, Appendix A, proves that this maximum is unique. Next, we write down the m−1 first order conditions in (1.1) and a m-th equation, representing the constraint of the program. For j = 1, · · ·, n,  ∂u ∂uj j   ∂c1j ∂c2j   =   p p2  1     ··· ∂uj ∂uj (2.2) ∂c1j ∂cmj  =   p1 pm   m m  X X    pi cij = pi wij   i=1
 
 i=1
 
 This is a system of m equations in m unknowns (cij ). Solutions to this system are vectors in ˆ Rm c1j , · · · , cˆmj ), where each component is a function of prices and + , and are denoted as Cij = (ˆ endowments: Cˆij (p, w1j , · · ·, wmj ) = (ˆ c1j (p, w1j , · · ·, wmj ), · · ·, cˆmj (p, w1j , · · ·, wmj )) .
 
 (2.3)
 
 We call functions cˆ demand functions. Sometimes, it is possible to invert the previous system in a very hsimple i−1way. For example, ∂uj suppose that the utility function is separable in its arguments. Let ∂cij (·) be the inverse function of
 
 ∂uj . ∂cij
 
 System (1.2) can be rewritten as:
 
  i−1 ³ ´ h ∂uj p2 ∂uj  c  = 2j  ∂c2j p1 ∂c1j    · · ·   i−1 ³ ´ h ∂uj pm ∂uj = c mj ∂cmj p1 ∂c1j    m m  X X    pi cij = pi wij  i=1
 
 (2.4)
 
 i=1
 
 By replacing the first m − 1 equations into the m-th equation, one gets m X i=2
 
 pi
 
 ·
 
 ∂u ∂cij
 
 ¸−1 µ
 
 pi ∂u p1 ∂c1j
 
 ¶
 
 =
 
 m X i=1
 
 pi wij − p1 c1j .
 
 By replacing the solution of c1j obtained via the preceding equation into the first m−1 equations in (1.4) one can finally find the (unique) solution of c2j , · · ·, cmj . Consider the following definition: cˆi (p) =
 
 n X j=1
 
 cˆij (p), i = 1, · · ·, m.
 
 This is the total demand of commodity i. 26
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 2.2. Static general equilibrium in a nutshell
 
 In the previous program, prices are exogeneously given, and agents formulate “rational” plans taking as given such prices. More precisely, an action plan is a compete description of quantities demanded in correspondence with each possible price vector: this is well described by the fact that the consumption bundles in (1.3) depend on p. In fact, the objective of these lectures is to show how to determine prices when the agents’ action plans are made consistent. Here the term “consistency” essentially means that the total “rationally formed” demand for any commodity i cˆi (p) can not exceed the total endowments of the economy wi , and in fact, below we will define an equilibrium as a price vector p¯ : cˆi (¯ p) = wi all i. In the present introductory chapter, we consider the case of an economy without production: endowments are a bonanza, and the central aspect that will be focussed on will be how the final allocation of resources is to be directed by prices. This is a perspective that is radically diﬀerent form the one proposed by the classical school (Ricardo, Marx, Sraﬀa, ...), in which the price determination could absolutely not be dissociated from the production process of the economy. To see the diﬀerence at work, notice that here we are going to build up a theory of price determination without any need to include the production sphere of the economy although, to make the model realistic, we will consider production processes in more advanced chapters of these lectures. 2.2.1 Walras’ Law and homogeneity of degree zero of the excess demand functions Let us plug the demand functions into the (satiated) constraint of program (1.1) to obtain: m X 0= pi (ˆ cij (p) − wij ) , ∀p, (2.5) i=1
 
 where the notation has been alleviated by writing cˆij (p) instead of cˆij (p, w1j , · · ·, wmj ). Define the total excess demand going to the i-th commodity ei (p) = cˆi (p) − wi , i = 1, · · ·, m, ∀p,
 
 and aggregate relation (1.5) across agents to obtain: m n X m X X For all p, 0 = pi (ˆ cij (p) − wij ) = pi ei (p), j=1 i=1
 
 i=1
 
 or, in vector notation:
 
 0 = p · E(p), ∀p, where E(p) = (e1 (p), · · ·, em (p)) . The previous equality is the celebrated Walras’ law. Next, multiply p by λ ∈ R++ . Since the constraint of program (1.1) does not change, the excess demand functions will be the same as before. Therefore, >
 
 The excess demand functions are homogeneous of degree zero, or ei (λp) = ei (p), i = 1, · · ·, m. Sometimes, such a property of the excess demand functions is in tight connection with the concept of absence of monetary illusion. 2.2.2 Competitive equilibrium Definition 2.2 (Competitive equilibrium). A competitive equilibrium is a vector p¯ in Rm + such that ei (¯ p) ≤ 0 for all i = 1, · · ·, m, with at least one component of p¯ being strictly positive. Furthermore, if there exists a j : ej (¯ p) < 0, then p¯j = 0. 27
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 2.2. Static general equilibrium in a nutshell 2.2.3 Back to Walras’ law
 
 Walras’ law holds essentially because it is derived by aggregation of the agents’ constraints, which are nothing but budget identities. In particular, Walras’ law holds for any price vector and a fortiori for the equilibrium price vectors: 0=
 
 m X i=1
 
 p¯i ei (¯ p) =
 
 m−1 X
 
 p¯i ei (¯ p) + p¯m em (¯ p).
 
 (2.6)
 
 i=1
 
 p) ≤ 0, i = 1, · · ·, m − 1. By Now suppose that the first m − 1 markets are in equilibrium: ei (¯ the definition of an equilibrium, sign(ei (p)) p¯i = 0, or p¯i = [sign(ei (¯ p)) + 1] p¯i . Therefore, by eq. (1.7), m−1 m−1 X X p¯m em (¯ p) = − p¯i ei (¯ p) = − [sign (ei (¯ p)) + 1] p¯i ei (¯ p) = 0. i=1
 
 i=1
 
 Hence, p¯m em (¯ p) = 0, which implies that the m-th market is in equilibrium. Since the choice of the m-th market is arbitrary, we have that: If m − 1 markets are in equilibrium, then the remaining market is also in equilibrium. 2.2.4 The notion of num´eraire
 
 The excess demand functions are homogeneous of degree zero, and Walras’ law implies that if m − 1 markets are at the equilibrium, then the mth market is also at the equilibrium. We wish to link such results. One implication of the Walras’ law is that system (1.6) in definition 1.2 has not m independent relationships. There are only m − 1 independent relationships: once that the first m − 1 relations are determined, the mth is automatically determined. This means that there exist m − 1 independent relations and m unknowns: system (1.6) is indetermined, and there exists an infinity of solutions. If the mth price is chosen as an exogeneous datum, the result is that we obtain a system of m − 1 equations and m − 1 unknowns. Provided a solution exists, this is a function f of the mth price, viz p¯i = fi (¯ pm ), i = 1, · · ·, m − 1. It is thus very natural to refer to the mth commodity as the num´eraire. As is clear, the general equilibrium can only determine a structure of relative prices. The scale of such a structure depends on the price level of the num´eraire. In addition, it is easily checked that if function fi s are homogeneous of degree one, multiplying pm by a strictly positive number λ does not change the relative prices structure. By the equilibrium condition, for all i = 1, · · ·, m, 0 ≥ ei (¯ p1 , p¯2 , · · ·, λ¯ pm ) = ei (f1 (λ¯ pm ), f2 (λ¯ pm ), · · ·, λ¯ pm ) p1 , λ¯ p2 · ··, λ¯ pm ) = ei (¯ p1 , p¯2 · ··, p¯m ) , = ei (λ¯ where the second equality is due to the assumed homogeneity property of the fi s, and the last equality holds because the ei s are homogeneous of degree zero. Remark 2.3. By defining relative prices of the form pˆj = pj / pm , one has that pj = pˆj · pm is a function which is homogeneous of degree one. In other terms, if λ ≡ p¯−1 m , µ ¶ p¯1 p1 , · · ·, p¯m ) = ei (λ¯ p1 , · · ·, λ¯ pm ) ≡ ei , · · ·, 1 . 0 ≥ ei (¯ p¯m 28
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 2.2. Static general equilibrium in a nutshell 2.2.5 Optimality Let cj = (c1j , · · ·, cmj ) be the allocation to agent j, j = 1, · · ·, n.
 
 2.4 (Pareto optimum). An allocation c¯ = (¯ c1 , · · ·, c¯n ) is a Pareto optimum if PDefinition n cj − wj ) ≤ 0 and there is no c = (c1 , · · ·, cn ) such that uj (cj ) ≥ uj (¯ cj ), j = 1, · · ·, n, with j=1 (¯ one strictly inequality for at least one agent. Theorem 2.5 (First welfare theorem). Every competitive equilibrium is a Pareto optimum. Proof. Let us suppose on the contrary that c¯ is an equilibrium but not a Pareto optimum. Then there exists a c : uj (cj ) ≥ uj (¯ cj ) with one strictly inequality for at least one j. Let j ∗ be ∗ such j. The preceding assert can then be restated as follows: “Then there exists a c : uj ∗ (cj ) > ∗ ∗ ∗ ∗ ∗ (¯ ujP cj )”. Because c¯j is optimal for agent j ∗ , cj ∈ / Bj (¯ p), or p¯cj > p¯wj and, by aggregating: P n n p¯ j=1 cj > p¯ j=1 wj , which is unfeasible. It follows that c can not be an equilibrium. k
 
 Now we show that any Pareto optimum can be “decentralized”. That is, corresponding to a given Pareto optimum c¯, there exist ways of redistributing around endowments as well as a price vector p¯ : {¯ pc¯ = p¯w} which is an equilibrium for the initial set of resources. Theorem 2.6 (Second welfare theorem). Every Pareto optimum can be decentralized.
 
 ˜ Proof. Let c¯ be a Pareto {cj : uj (cj ) > cj )}. Let us consider the two n optimum and Bj =P o uj (¯ S n j n j j ˜ ˜= n B sets B j=1 j and A = (c )j=1 : c ≥ 0 ∀j, j=1 c = w . A is the set of all possible combinations of feasible allocations. By the definition of a Pareto optimum, there are no elements T˜ ˜ in A that are simultaneously in B, or A B = ∅. In particular, this is true for all compact T ˜ subsets B of B, or A B = ∅. Because A is closed, by the Minkowski’s separating theorem (see appendix) there exists a p ∈ Rm and two distincts numbers d1 , d2 such that p0 a ≤ d1 < d2 ≤ p0 b,
 
 ∀a ∈ A, ∀b ∈ B.
 
 n
 
 This means that for all allocations (cj )j=1 preferred to c¯, we have: p0
 
 n X
 
 wj < p0
 
 j=1
 
 or, by replacing
 
 Pn
 
 j=1
 
 wj with
 
 Pn
 
 j=1
 
 n X
 
 cj ,
 
 j=1
 
 c¯j , p0
 
 n X j=1
 
 c¯j < p0
 
 n X
 
 cj .
 
 (2.7)
 
 j=1
 
 P Next we show that p > 0. Let c¯i = nj=1 c¯ij , i = 1, · · ·, m, and partition c¯ = (¯ c1 , · · ·, c¯m ). Let us apply inequality (1.8) to c¯ ∈ A and, for µ > 0, to c = (¯ c1 + µ, · · ·, c¯m ) ∈ B. We have p1 µ > 0, or p1 > 0. by symmetry, pi > 0 for all i. Finally, we choose cj = c¯j + 1m n , j = 2, · · ·, n, > 0 in (1.8), p0 c¯1 < p0 c1 + p0 1m or, p0 c¯1 < p0 c1 , 29
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 c
 
 w
 
 FIGURE 2.1. Decentralizing a Pareto optimum
 
 for suﬃciently small ( has the form = (c1 )). This means that u1 (c1 ) > u1 (¯ c1 ) ⇒ p0 c1 > p0 c¯1 . This means that c¯1 = arg maxc1 u1 (c1 ) s.t. p0 c1 = p0 c¯1 . By symmetry, c¯j = arg maxcj uj (cj ) s.t. p0 cj = p0 c¯j for all j. k The previous theorem can be interpreted in terms of a transfer payments equilibrium. For any given Pareto optimum c¯j , a social planner can always give p¯wj to each agent (with p¯c¯j = p¯wj , where wj is chosen by the planner), and agents choose c¯j . Figure 1.1 illustratres such a decentralization procedure within the celebrated Edgeworth’s box. Suppose that the objective is to achieve c¯. Given an initial allocation w chosen by the planner, each agent is given p¯wj . Under laissez faire, c¯ will always be obtained. In other terms, agents are given a constraint of the form pcj = p¯wj and when wj and p¯ are chosen so that each agent is induced to choose c¯j , a supporting equilibrium price is p¯. In this case, the marginal rates of substitutions are identical as established in the following celebrated result: Theorem 2.7 (Characterization of Pareto optima). A feasible allocation c¯ = (¯ c1 , · · ·, c¯n ) is a Pareto optimum if and only if there exists Ã ∂uj ∂uj ! ∂c ∂c 2j ˜ ∈ Rm−1 : 5u ˜ j = φ, ˜ j = 1, · · ·, n, 5u ˜ j≡ φ (2.8) , · · ·, mj ++
 
 ∂uj ∂c1j
 
 ∂uj ∂c1j
 
 Proof. A Pareto optimum satisfies u1 (c1 ) c¯ ∈ arg max c∈Rm·n +  j u (c  j  n ) ≥ u¯j , j = 2, · · ·, n X s.t. (cj − wj ) ≤ 0  
 
 (λj , j = 2, · · ·, n) (φi , i = 1, · · ·, m)
 
 j=1
 
 The Lagrangian function associated with this program is 1
 
 L = u1 (c ) +
 
 n X j=2
 
 and the first order conditions are
 
 n m X ¡ ¢ X j λj uj (c ) − u¯j − φi (cij − wij ) , i=1
 
  ∂u1     ∂c11
 
 =
 
 φ1
 
 ···   ∂u 1   = φm ∂cm1 30
 
 j=1
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 2.3. Time and uncertainty in general equilibrium and, for j = 2, · · ·, n,
 
  ∂uj   λj    ∂c1j
 
   ∂uj    λj ∂cmj
 
 =
 
 φ1
 
 ··· =
 
 φm
 
 ˜= Divide each system by its first equation. We obtain exactly (1.9) with φ The converse is straight forward. k
 
 ³
 
 φ2 ,· φ1
 
 ´ · ·, φφm . 1
 
 2.3 Time and uncertainty in general equilibrium “A commodity is characterized by its physical properties, the date and the place at which it will be available.”
 
 Gerard Debreu (1959, chapter 2)
 
 General equilibrium theory can be used to study a variety of fields by the use of the previous definition - from the theory of international commerce to finance. Unfortunately, this definition is of no use to deal with situations in which future events are uncertain. Debreu (1959, chapter 7) extended the previous definition to the uncertainty case. In the uncertainty case, the a commodity can be described through a list of physical properties, but the structure of dates and places is replaced by some event structure. An example stressing the diﬀerence between two kinds of contracts on the delivery of corn arising under conditions of certainty (case A) and uncertainty (case B) is given below: A The first agent will deliver 5000 tons of corn of a specified type to the second agent, who will accept the delivery at date t and in place . B The first agent will deliver 5000 tons of corn of a specified type to the second agent, who will accept the delivery in place and in the event st at time t. If st does not occur at time t, no delivery will take place. In case B, the payment of the contract is made at the time of the contract, even if it is possible that in the future the buyer of the corn will not receive the corn in some states. The static model of the previous chapter can now be used to model contracts of the kind of case B above. As an example, consider a two-period economy. Uncertainty aﬀects the second period only, in which sn < ∞ mutually exhaustive and exclusive states of nature may occur. We can now recover the model of the previous chapter once that we replace m with m∗ , where m∗ = sn · m, and m denotes as usually the number of commodities described by physical properties, dates and places. Therefore, an equilibrium of this economy is defined similarly as the equilibrium of the economy of the previous chapter. The only diﬀerence is that the dimension of the commodity space in the uncertainty case is higher. Since the conditions given in the previous chapter did not depend on the dimension of the commodity space (unless this is not infinite, an issue that is not treated in the present chapter), we can safely say that an equilibrium exists in an economy under uncertainty of this kind under the same conditions 31
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 of the previous chapter. The extension to multiperiod economies is immediate. Next chapter makes extensions to infinite horizon economies. The merit of such a construction is that it is very simple. Such a merit is at the same time the main inconvenient of the model. Indeed, the important assumption underlying such a construction is that there exists markets in which all commodities for all states of nature are exchanged. Such markets are usually referred to as “contingent”. In addition, such contingent markets are also complete: a market is open in correspondence with every commodity in all states of nature. Therefore, agents can implement any feasible action plan, and the resources allocation is Pareto-optimal. In addition such a construction presumes the existence of sn · m contingent markets. This is a strong assumption that we may wish to relax by introducing financial assets. Chapter 6 deals with issues concerning the structure of incomplete markets.
 
 2.4 The role of financial assets What is the role of financial assets in an uncertainty world? Arrow (1953) proposed the following interpretation. Instead of signing good-exchange contracts that are conditioned on the realization of certain events, agents might prefer to sign contracts giving rise to payoﬀs that are contingent on the realisation of the same events. In a second step, the various payoﬀs could then be used to satisfy the consumption needs related to the realization of the various events. Therefore, a financial asset is simply a contract whose payoﬀ is a given amount of num´eraire in the state of nature s if such a state will prevail in the future, and nil otherwise. In the remainder, we shall qualify such a kind of assets as elementary Arrow-Debreu assets. In more general terms, a financial asset is then a function A : S 7→ R, where S is a subset of all the future states of the world. Let x be the number of existing financial assets. We can now link financial assets to commodities: it suﬃces to say that if state of nature s occurs tomorrow, the payment Ai (s) deriving from assets Ai , could be used to finance a net transaction on the various commodity markets: p(s) · E(s) =
 
 x X i=1
 
 θ(i) Ai (s), ∀s ∈ S,
 
 where p(s) and E(s) denote the m-dimensional vectors of prices and excess demands referring to the m commodities contingent on the realization of state s for a given agent, and θ(i) is the quantity of assets i hold by the same agent. More precise details will of course be given in the remainder of this chapter. Clearly, the previous relation does not hold in general. A condition is that the number of financial assets be suﬃciently high to let each agent face the heterogeneity of the states of nature. We see that completeness reduces to a simple size problem concerning exclusively the number of financial assets. Indeed, the proof that markets are complete insofar as x = sn is a simple linear algebra exercise developed in the following sections. The important lesson that must be understood since the beginning of this chapter is that in the models that we examine in these lectures, the only role of financial assets is to transfer value from a state of nature to another in such a way that the resulting wealth be added to the state contingent endowments to finance state-contingent consumption. Notice finally that in so doing, we are reducing the dimension of the problem, since we will be considering equilibrium conditions in sn + m markets, instead of equilibrium conditions in sn · m markets. 32
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 2.5. Arbitrage and optimality
 
 2.5 Arbitrage and optimality The principle of absence of arbitrage opportunities is heuristically introduced in the next subsection, and embedded in a specific equilibrium model in subsection 2.3.2. 2.5.1 How to price a financial asset? Consider an economy in which uncertainty is resolved by the realization of the event: “tomorrow it will be raining”. M. X must implement an action plan conditioned on this event: if tomorrow will be sunny, M. X will need cs > 0 units of money to buy sun-glasses; and if it will rain tomorrow, M. X will need cr > 0 units of money to buy an umbrella. M. X has access to a financial market where m assets are exchanged, and he builds up a portfolio θ with which he tries to imitate the structure of payments that he needs tomorrow:  X m  (i)  θi qi (1 + xr ) = cr   i=1
 
 (2.9)
 
 m X  (i)   θi qi (1 + xs ) = cs  i=1
 
 (i)
 
 (i)
 
 where qi is the price of financial asset i, and xr , xs are the net returns of asset i in the two (i) (i) states of nature. M. X knows the values of xr and xs . For the time being, no assumption is made as regards the resources needed to buy the assets. Section 2.3.2 presents a version of this problem that is articulated within a standard microeconomic framework; see, also, remark 2.1. Finally, note that no assumption is being made here as regards the preferences of M. X. System (2.1) has 2 equations and m unknowns. If m < 2, there is no perfect hedging strategy (i.e. exact obtention of the desired pair (ci )i=r,s ). In this case we say that markets are incomplete. The same phenomenon propagates to the case in which we have sn states of nature. In this case, a necessary condition for market completeness is the existence of at least sn assets. Indeed, the system to be solved is: c = X · θ, where
 
 
 
  X=
 
 (1)
 
 (m)
 
 q1 (1 + xs1 )
 
 qm (1 + xs1 ) ...
 
 (1)
 
 q1 (1 + xsn )
 
 (m)
 
 qm (1 + xsn )
 
 
 
  ,
 
 and θ ∈ Rm , H ∈ Rsn , and there is well defined solution if rank(X) = sn = m: ˆθ = X −1 c. In the previous case, sn = 2; then assume that m = 2. We have:  (2) (2)  (1 + xr )cs − (1 + xs )cr  ˆ  i θ1 = h   (1) (2) (1) (2)  q1 (1 + xs )(1 + xr ) − (1 + xr )(1 + xs ) (1) (1)  (1 + xs )cr − (1 + xr )cs  ˆ  i θ2 = h   (1) (2) (1) (2)  q2 (1 + xs )(1 + xr ) − (1 + xr )(1 + xs ) 33
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 Finally, assume that the second asset is safe, or that it yields the same return in the two states (2) (2) (1) (1) of nature: xr = xs ≡ r. Let xs = xs and xr = xr . The pair (ˆθ1 , ˆθ2 ) can then be rewritten as:  cs − cr   ˆθ1 = q1 (xs − xr ) (1 + xs ) cr − (1 + xr ) cs   ˆθ2 = q2 (1 + r) (xs − xr )
 
 As is clear, the problem solved here corresponds to an issue concerning the replication of a random variable. Here a random variable (ci )i=r,s (where cr and cp are known!) has been replicated by a portfolio for hedging purposes. In this 2-states example, 2 independent assets were able to generate any 2-states variable. Now the natural further step is to understand what happens when we assume that there exists a third asset A promising exactly the same random variable (ci )i=r,s that can also be generated with portfolio ˆθ. The answer is that if the current price of this asset is H, then it must be the case that: H = V ≡ ˆθ1 q1 + ˆθ2 q2
 
 (2.10)
 
 to avoid arbitrage opportunities. Indeed, if V < H, then you can buy ˆθ and sell at the same time A. In so doing, you would get a profit H − V , with certainty. Indeed, ˆθ generates cr if tomorrow it will rain and cr if tomorrow it will not rain. In any case, ˆθ generates the payments that are exactly necessary to cover the contractual committments derived by the selling of A. By a symmetric argument, V > H is also impossible. Whence (2.2). It remains to compute the r.h.s. of (2.2), thus obtaining the evaluation formula of A: (1)
 
 H=
 
 1 xr − r . [P1∗ cs + (1 − P1∗ )cr ] , P1∗ = (1) (1) 1+r xs − xr
 
 H can be seen at the expectation of payments promised by A, taken under a probability P ∗ , that are discounted at the certainty factor 1 + r. Remark 2.1. Here we were looking for an argument that could be used to evaluate A without making reference to agents’ preferences. This does not mean that such agents will implement the strategy ˆθ to obtain the payoﬀs of A: it may turn out, for instance, that the agents’ budget constraints could not even allow them to implement such a portfolio. By contrast, such a strategy would be possible and in fact, instrumental to the obtention of arbitrage profits when relation (2.2) is not satisfied. In this case, any agent without resources can implement such an operation ! Now suppose that there is another contraction day that is submitted to the same structure of uncertainty resolution: at the following date, A gives css if it will be sunny given that the previous day was sunny, crs if it will be sunny given that the previous day it was raining, ... By repeating the same previous arguments we obtain: H=
 
 £ ∗ 2 ¤ 1 ∗ ∗ ∗ ∗ ∗ 2 ) c + P (1 − P )c + (1 − P )P c + (P ) c (P , ss sr rs rr 1 1 1 1 1 1 (1 + r)2
 
 and by considering T days,
 
 H=
 
 1 Et (cT ) . (1 + r)T 34
 
 (2.11)
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 As is clear, the previous approach can be used only when one adopts the assumption of complete markets. In addition, the notion of complete markets must be made more precise here. It is true that 2T states of nature may occur from here to T days, but we simply do not need 2T assets to duplicate A, since we can trade T days. The dimension of the problem can be naturally reduced by intermediate trading, with dynamic strategies that rebalance every day the portfolio duplicating the trajectory of the payoﬀs promised by A. The previous arguments reveal in which sense we must interpret the commonplace that in the presence of complete markets, there are no links between risk-aversion of M. X and absence of arbitrage opportunities: indeed, during the derivation of (2.3), we did not make any assumptions on the utility function of M. X. Chapter 4 deepens these issues in the framwork of continuous time models. 2.5.2 Absence of arbitrage opportunities and Arrow-Debreu economies In this subsection, we provide links between the absence of arbitrage opportunities and the possibility to build up economies displaying the same properties of the Arrow-Debreu economies of the previous chapter. We will see that the essential connection will be made with the help of the complete markets assumption. Even in the presence of incomplete markets, however, we can lay out the foundations for a theory that is described in chapter 6. Here we consider a multistate economy but for simplicity we consider only one commodity. The extension to many commodities is in the last section of the present chapter. The case of an infinite state space is (very partially) covered in chapter 4. Let vi (ωs ) be the payoﬀ of asset i in the state ω s , i = 1, · · ·, m and s = 1, · · ·, d. Consider the payoﬀ matrix:   v1 (ω1 ) vm (ω1 )   ... V ≡ . vm (ωd ) v1 (ωd ) Let vsi ≡ vi (ωs ), vs,· ≡ (vs1 , vs2 , · · ·, vsm ), v·,i ≡ (v1i , v2i , · · ·, vdi )0 . We suppose that rank(V ) = m ≤ d. The budget constraint of each agent has the form:  m X   qi θi   c0 − w0 = −qθ = − i=1
 
 X    vsi θi , s = 1, · · ·, d  cs − ws = vs· θ = m
 
 i=1
 
 Let x1 = (x1 , · · ·, xd )0 . The second constraint can be written as: c1 − w1 = V θ.
 
 Inexistence of the Land of Cockaigne. An arbitrage opportunity is a portfolio that has a negative value at the first period, and a positive value in at least one state in the second period, or a positive value in all states and a nonpositive value in the first period. Notation: ∀x ∈ Rm , x > 0 means that at least one component of x is strictly positive while the other components of x are nonnegative. x >> 0 means that all components of x are strictly positive. [Insert here further notes] 35
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 Definition 2.10. An arbitrage opportunity is a strategy θ which yields1 either V θ ≥ 0 with an initial investment qθ < 0, or a strategy θ which yields2 V θ > 0 with an initial investment qθ ≤ 0. An arbitrage opportunity can not exist in a competitive equilibrium, because the agents’ program would not be well defined in this case (cf. theorem 2.4 below). Introduce the matrix (d + 1) × m ¶ µ −q , W = V the vector subspace of Rd+1 © ª hW i = z ∈ Rd+1 : z = W θ, θ ∈ Rm ,
 
 and the null space of hW i
 
 © ª hW i⊥ = x ∈ Rd+1 : xW = 0m .
 
 The economic interpretation of hW i is that of the excess demand space (in all states of nature) generated by “income transfers”, i.e. by transfers generated by asset investments. Naturally, hW i⊥ and hW i are orthogonal in the sense that hW i⊥ can also be rewritten as © ª hW i⊥ = x ∈ Rd+1 : xz = 0m , z ∈ hW i . The assumption that there are no arbitrage opportunities is equivalent to the following condition: T hW i Rd+1 = {0} . (2.12) +
 
 The interpertation of condition (2.4) is that in the absence of arbitrage opportunities, @θ : W θ > 0, i.e. @ portfolios generating income transfers that are nonnegative and strictly positive in at least one state. Hence, hW i and the positive orthant can only have 0 as a common point (that can be obtained e.g. with θ = 0). The following result gives a first characterization of the financial asset “forced” prices. Theorem 2.11. There are no arbitrage opportunities if and only if there exists a φ ∈ Rd++ : ¡ ¢ q = φ0 V . If m = d, φ is unique, and if m < d, dim φ ∈ Rd++ : q = φ0 V = d − m. Proof. In the appendix.
 
 By pre-multiplying the second constraint by φ> ,3 φ> (c1 − w1 ) = φ> V θ = qθ = − (c0 − w0 ) , where the second equality is due to theorem 2.2, and the third equality is due to the first period constraint. Hence, we have shown that in the absence of arbitrage opportunities, each agent 1V
 
 θ ≥ 0 means that [V θ]j ≥ 0, j = 1, · · ·, d, i.e. it allows for [V θ]j = 0, j = 1, · · ·, d. θ > 0 means [V θ]j ≥ 0, j = 1, · · ·, d, with at least one j for which [V θ]j > 0. 3 When markets are complete, we could also pre-multiply the second period constraint by V −1 : V −1 (c1 − w1 ) = θ, replace this into the first period constraint, and obtain: 0 = c0 − w0 + qV −1 (c1 − w1 ), which is another way to state the conditions of the absence of arbitrage opportunities. 2V
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 v2
 
 v1
 
 
 
 FIGURE 2.2. Incomplete markets, d = 2, m = 1.
 
 has access to the following budget constraint: d X ¡ ¡ ¢ ¢ 0 = c0 − w0 + φ> c1 − w1 = c0 − w0 + φs (cs − ws ) , with c1 − w1 ∈ hV i ,
 
 (2.13)
 
 s=1
 
 The previous relation justifies why φ is commonly referred to as the vector containing the d state prices. Indeed, the initial two-period model was reconducted to a static Arrow-Debreu type model, where the price of a commodity in state s is φs . Here, such a φs can be re-intepreted as φs = pp0s . Such a property propagates to the multiperiod models, and even to the infinite horizon models under some regularity conditions spelled out in chapter 4. Furthermore, theorem 2.2 states that there exists one such φs when markets are complete. It is instructive to deepen the interpretation of (2.5). First, hV i represents the subspace of excess demands to which agent have access in the second period, and this subspace is generated by the payoﬀs obtained by the portfolio choices at the first period: © ª hV i = e ∈ Rd : e = V θ, θ ∈ Rm .
 
 2 As an example, consider ¡v1d¢ = 2 and m = 1. In this case, hV i = {e ∈ R : e = V θ, θ ∈ R}, with V = V1 , where V1 = v2 say, and dim hV i = 1. Figure 2.1 illustrates the situation. ¡ ¢ Now suppose to open a new market for a second financial asset V2 = vv34 , so that m = 2, n o ¡θ1 v1 +θ2 v3 ¢ v1 v3 2 2 V = ( v2 v4 ). In this case, hV i = e ∈ R : e = θ1 v2 +θ2 v4 , θ ∈ R , and hV i = R2 . Now we can
 
 generate any excess demand vector in R2 , and we go back to the case considered in the previous chapter: it suﬃces to multiply vector V1 by θ1 and vector V2 by θ2 . As an example, if one wishes to generate vector V4 in figure 2.2, θ1 and θ2 must be chosen in such a way that θ1 > 1 and θ2 < 1 (the exact values of θ1 and θ2 are obtained by solving a linear system). In figure 2.2, vector V3 is obtained by taking θ1 = θ2 = 1. Generally, when markets are incomplete, hV i is only a subspace of Rd , and agents have access to a choice space that is more constraint than the choice space of the complete markets case in which hV i = Rd . The point of the representation (2.5) of the budget constraint is that it is relatively easy on a technical standpoint to produce existence results in the case of incomplete markets with the budget written in that way. Formulating problems with only one constraint turns out to be useful also in the case of complete markets. When we propagate the unifying budget property to models 37
 
 c °by A. Mele
 
 2.5. Arbitrage and optimality
 
 V3
 
 v4 v2
 
 V2
 
 V4 V1 v3
 
 v1
 
 FIGURE 2.3. Complete markets, hV i = R2 .
 
 with an infinity of commodities (as in many models arising in macroeconomics and finance), we can also study in a more elegant way optimality and related issues. In the case of complete markets, the next section also explains how to cast such a constraint in an expectation format under a certain probability measure. The incomplete markets case is more delicate because it implies the existence of an infinity of state prices (see chapter 5): in mathematical finance, some authors made reference to the so-called “minimax” equivalent martingale probability measure. One can implement fine duality results, but the infinite state spece has not entirely be solved (see chapter 6 for further details). Our objective now is to show a very fundamental result, that we call here a result on the “viability of the model”. Let: ¡ £ ¤ª ¢ © cˆ0j , cˆ1j ∈ arg maxc0j ,c1j uj (c0j ) + β j E ν j (c1j ) , ½ c0j − w0j = −qθj s.t. c1j − wj1 = V θj
 
 c1j ≡ (csj )ds=1
 
 (2.14)
 
 Theorem 2.12. Program (2.6) has a solution if and only if there are no arbitrage opportunities. Proof. Let us suppose on the contrary that the previous program has a solution cˆ0j , cˆ1j , ˆθj but that there exists a θ : W θ > 0. The program constraint can also be written as: cˆj = wj + W ˆθj , where the notation should be straight forward. We may define a strategy θj = ˆθj + θ such that cj = wj + W (ˆθj + θ) = cˆj + W θ > cˆj , which contradicts the optimality of cˆj . For the converse (absence of arbitrage opportunities ⇒ ∃ solution of the program), the absence of arbitrage opportunities implies that ∃φ ∈ Rd++ : q = φ0 V , whence the unified budget constraint (2.5) for a given φ. Such an unified constraint is clearly a closed subset of a compact set of the form B of the previous chapter (in fact, it is B restricted to hV i), and thus it is a compact set, and every continuous function attains its maximum on a compact set. k 38
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 Definition 2.13. An equilibrium is allocations and prices {(ˆ c0j )nj=1 , ((ˆ csj )nj=1 )ds=1 , (ˆ qi )m i=1 ∈ n nd d R+ × R+ × R+ }, where allocations are solutions of program (2.6) and satisfy: 0=
 
 n X j=1
 
 (ˆ c0j − w0j ) ;
 
 0=
 
 n X j=1
 
 (ˆ csj − wsj ) (s = 1, · · ·, d) ;
 
 0=
 
 n X j=1
 
 θij
 
 (i = 1, · · ·, d) .
 
 2.6 Equivalent martingale measures and equilibrium We are going to build up demand functions expressed in terms of the stochastic discount factor and then find the equilibrium, if any, by looking for the stochastic discount factor that clears the commodity markets. This also implies the equilibrium on the financial market by virtue of a Walras’ like law. Formally, the aggregation of the constraints of the second period leads, in equilibrium, to: n n X X 1 1 (cj (m) − wj ) = V θij (m) j=1
 
 j=1
 
 By simplicity, we suppose that preferences are of the form uj (c0j ) + β j E[ν j (c1j )], where x1j = (xsj )ds=1 , and require further that u0j (x) > 0, u00j (x) < 0 ∀x > 0 and limx→0 u0j (x) = ∞, limx→∞ u0j (x) = 0. 2.6.1 The rational expectations assumption
 
 Lucas, Radner, Green. Every agent correctly anticipates the equilibrium price in each state of nature. [Consider for example the models with asymmetric information that we will see later in these lectures. At some point we will have to compute, E ( v˜| p (˜ y ) = p). That is, the equilibrium is a pricing function which takes some values p depending on the state of nature. In this kind of models, λθI (p (˜ y ) , y˜) + (1 − λ) θU (p (˜ y ) , y˜) + y˜ = 0, and we look for a solution p (˜ y ) satisfying this equation.] 2.6.2 Stochastic discount factors Theorem 2.2 states that in the absence of arbitrage opportunities, qi = φ> v·,i =
 
 d X s=1
 
 φs vs,i , i = 1, · · ·, m.
 
 (2.15)
 
 As in the previous section, assume that the first asset is safe, or vs,1 = 1 ∀s. We have: X 1 = φs . 1+r s=1 d
 
 q1 ≡
 
 (2.16)
 
 Therefore, we a have a second way to interpret the state prices: here, the states of nature are exhaustive and mutually exclusive, and φs can thus be interpreted as the price to be paid today for the (sure) obtention of one unit of num´eraire tomorrow in state s. Indeed, the previous relation shows that by buying in t = 0 all these rights, one in fact is buying a pure discount bond. 39
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 Relation (2.8) suggests to introduce the following object: Ps∗ = (1 + r)φs , which verifies, by construction, d X
 
 Ps∗ = 1.
 
 s=1
 
 Therefore, we can intrepret P ∗ ≡ (Ps∗ )ds=1 as a probability distribution. By replacing P ∗ in (2.7) we get: d 1 X ∗ 1 ∗ E P (v·,i ) , i = 1, · · ·, m. Ps vs,i = (2.17) qi = 1 + r s=1 1+r ³ ´ Such a result will be linked to the so-called “martingale property” of qq1 under probability i measure P ∗ in a dynamic context. Such a property justifies the usual reference to measure P ∗ as the risk-neutral probability measure. Similarly, by replacing P ∗ in (2.5) we get: d X
 
 ¢ 1 X ∗ 1 ∗ ¡ E P c1 − w1 . φs (cs − ws ) = c0 −w0 + Ps (cs − ws ) = c0 −w0 + 0 = c0 −w0 + 1 + r s=1 1+r s=1 d
 
 It is useful to rewrite the constraint by only making use of the objective probability P : by so doing, we will easily associate the resulting constraint with programs in which one maximizes expected utility functions under P in multiperiod models + Debreu’s evaluation equilibria and Pareto optima with an infinite-dimensional commodity space. In this respect, we introduce η by the relation: Ps∗ = η s Ps , s = 1, · · ·, d.
 
 (2.18)
 
 What is the meaning of η? P ∗ and P are equivalent measures, which means that they attribute the same weight to the null (negligeable) sets. By the arguments presented above, there are no arbitrage opportunities if and only if there exists a set of Arrow-Debreu state prices φ, or if and only if there exists P ∗ , but there is only one η in correspondence with a given P ∗ , whence: η is unique if and only if m = d. By using (2.10) we get: · ¸ d d X ¡ 1 ¡ 1 ¢ X ¢ 1 1 1 1 P∗ 1 ∗ 1 E Ps (cs − ws ) = η s Ps (cs − ws ) = E η c −w c −w = . 1+r 1 + r 1 + r 1 + r s=1 s=1
 
 We call
 
 ms ≡ (1 + r)−1 η s
 
 the stochastic discount factor. By using the definition of the stochastic discount factor, we can rewrite the budget constraint as: £ ¡ ¢¤ 0 = c0 − w0 + E m · c1 − w1 . Similarly, by replacing m in (2.9), qi =
 
 1 ∗ E P (v·,i ) = E (m · v·,i ) , i = 1, · · ·, m. 1+r 40
 
 (2.19)
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 Finally, note that the previous ways of writing the budget constraint must not hide the fact that the unknown of the problem is always φ: ms = (1 + r)−1 η s = (1 + r)−1
 
 Ps∗ φ = s, Ps Ps
 
 which can not be determined without the previous solution of a general equilibrium model. By determining m, we determine at the same time prices and equilibrium allocations. This is explained in the next subsection. 2.6.3 Equilibrium and optimality In the absence of arbitrage opportunities, the program is © ª £ ¤ 1 1 1 max u s.t. 0 = c j (c0j ) + β j · E[ν j (cj )] 0j − w0j + E m · (cj − wj ) . 1 (c0 ,c )
 
 First order conditions are,
 
 c0j ) = λj u0j (ˆ 0 β j ν j (ˆ csj ) = λj ms , s = 1, · · ·, d. where λj is a Lagrange multiplier. In an economy with only one agent, these conditions allow one to identify immediately the kernel of the model: ms = β
 
 ν 0 (ws ) . u0 (w0 )
 
 The economic interpretation is very simple. Notice that in the autarchic state, ¯ ν 0 (ws ) dc0 ¯¯ Ps = ms Ps = φs = β − dcs ¯c0 =w0 ,cs =ws u0 (w0 )
 
 represents the consumption to which the agents is disposed to give up at t = 0 in order to receive additional consumption at t = 1 in state s. This is the kernel for which the agent is happy not to buy or to sell financial assets. In this case, we would have: Ps∗ = η s Ps = (1 + r) ms Ps = (1 + r) β
 
 ν 0 (ws ) Ps , u0 (w0 )
 
 and it is easily checked (using the first order conditions,Pand the pure bond evaluation P discount 1 ∗ formula: 1+r = E(m)) that 1 = (1 + r)E(m) = (1 + r) s ms Ps = s Ps . In other terms, d X s=1
 
 Ps∗
 
 = (1 + r) β
 
 d X ν 0 (ws ) s=1
 
 u0 (w0 )
 
 Ps = 1.
 
 There is another property associated with the change of measure
 
 Ps∗ , Ps
 
 namely,
 
 ½ · 0 ¸¾−1 Ps∗ u0 (w0 ) ν (ws ) ν 0 (ws ) = ms (1 + r) = ms βE 0 = ms β −1 = , Ps u (w0 ) E [ν 0 (ws )] E [ν 0 (ws )] 41
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 1 where the second equality follows by the pure discount bond evaluation formula: 1+r = E(m). In the multi-agent case, the situation is similar as soon as markets are complete. Indeed, consider the first order conditions of every agent,
 
 βj
 
 ν 0j (ˆ csj ) = ms , 0 uj (ˆ c0j )
 
 s = 1, · · ·, d,
 
 j = 1, · · ·, n.
 
 The previous relationship clearly reveals that as soon as markets are complete, individuals must have the same marginal rate of substitution in equilibrium. This is so because φ is unique as soon as markets are complete (theorem 2.?), from which it follows the unicity of ms = Pφss and csj ) ν 0 (ˆ
 
 hence the independence of β j uj0 (ˆc0j ) on j. All individuals must conform to it at the equilibrium j and the equilibrium allocation is a Pareto optimum. One can then show the existence of a representative agent. The situation is somehow diﬀerent when markets are incomplete, in which case the equalization of marginal rates of substitution can only take place in correspondence with a set of endowments distribution of measure zero. In this case, the situation is usually described as the one with constrained Pareto optima (constrained by nature!); unfortunately, it also turns out that there do not even exist constrained Pareto optima in the multiperiod models with incomplete markets (with the exception of endowments distributions with zero measure). As regards the computation of the equilibrium, the first order conditions can be rewritten as: ½ cˆ0j = Ij (λ ¡ j )−1 ¢ (2.20) cˆsj = Hj β j λj ms where Ij and Hj denote the inverse functions of u0j and ν 0j , respectively. Such functions inherit the same properties of u0j and ν 0j . By replacing these functions into the constraint, £ ¤ 0 = cˆ0j − w0j + E m · (ˆ c1j − wj1 ) = Ij (λj ) − w0j +
 
 d X s=1
 
 ¡ £ ¢¤ Ps ms · Hj (β −1 , j λj ms ) − wsj
 
 which allows one to define the function £ ¤ ¡ ¢ 1 zj (λj ) ≡ Ij (λj ) + E mHj (β −1 j λj m) = w0j + E m · wj .
 
 (2.21)
 
 We see that limx→0 z(x) = ∞, limx→∞ z(x) = 0 and £ ¤ −1 2 0 zj0 (x) ≡ Ij0 (x) + E β −1 j m Hj (β j mx) < 0, ∀x ∈ R+ .
 
 Therefore, relation (2.12) determines an unique solution for λj : ¤ £ λj ≡ Λj w0j + E(m · wj1 ) ,
 
 where Λ(·) denotes the inverse function of z. By replacing back into (2.11) we finally get the solution of the program: ¢¢ ¡ ¡ ½ cˆ0j = Ij ¡Λj w0j + E(m · wj1 ) ¢¢ ¡ 1 cˆsj = Hj β −1 m Λ + E(m · w ) w s j 0j j j
 
 It remains to compute the general equilibrium. The kernel m must be determined. This means that we have d unknowns (ms , s = 1, · · ·, d). We have d + 1 equilibrium conditions (on the d + 1 42
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 markets). By the Walras’ law only d of these are independent. To fix ideas, we only consider the equilibrium conditions on the d markets in the second period: n n ³ ´ X ¢¢ X ¡ −1 ¡ 1 gs ms ; (ms0 )s0 6=s ≡ Hj β j ms Λj w0j + E(m · wj )) = wsj ≡ ws , s = 1, · · ·, d, j=1
 
 j=1
 
 with which one determines the kernel (ms )ds=1 with which it is possible to compute prices and equilibrium allocations. Further, once that one computes the optimal cˆ0 , cˆs , s = 1, · · ·, d, one can find back the ˆθ that generated them by using ˆθ = V −1 (ˆ c1 − w1 ). 2.6.4 Existence Trivial if m = d.
 
 2.7 Consumption-based CAPM Consider the fundamental pricing equation (2.19). It states that for every asset with gross return ˜ ≡ q−1 · payof f , R ˜ 1 = E(m · R), (2.22) where m is some pricing kernel. We’ve just seen that in a complete markets economy, equilibrium leads to the following identification of the pricing kernel, ms = β
 
 ν 0 (ws ) . u0 (w0 )
 
 For a riskless asset, 1 = E(m · R). By combining this equality with eq. (2.22) leaves E[m · ˜ (R − R)] = 0. By rearranging terms, ˜ =R− E(R)
 
 ˜ cov(ν 0 (w+ ), R) . E [ν 0 (w+ )]
 
 (2.23)
 
 2.7.1 The beta relationship ˜ m such that Suppose there is a R ˜ m = −γ −1 · ν 0 (ws ) , R
 
 all s.
 
 In this case, ˜ =R+ E(R)
 
 ˜ m , R) ˜ γ · cov(R E [v0 (w+ )]
 
 ˜m) = R + and E(R
 
 ˜m) γ · var(R . E [ν 0 (w+ )]
 
 These relationships can be combined to yield, ˜ − R = β · [E(R ˜ m ) − R]; E(R) 43
 
 β≡
 
 ˜ ˜ m , R) cov(R . ˜m) var(R
 
 c 2.8. Unified budget constraints in infinite horizons models with complete markets °by A. Mele 2.7.2 The risk-premium Eq. (2.23) can be rewritten as, ˜ −R =− E(R)
 
 ˜ cov(m, R) ˜ = −R · cov(m, R). E(m)
 
 (2.24)
 
 The economic interpretation of this equation is that the risk-premium to invest in the asset is high for securities which pay high returns when consumption is high (i.e. when we don’t need high returns) and low returns when consumption is low (i.e. when we need high returns). This simple remark can be shown to work very simply with a quadratic utility function v(x) = ax − 12 bx2 . In this case we have ˜ −R= E(R)
 
 βb ˜ R · cov(w+ , R). a − bw
 
 2.7.3 CCAPM & CAPM ˜ p be the portfolio (factor) return which is the most highly correlated with the pricing Next, let R kernel m. We have, ˜ p ) − R = −R · cov(m, R ˜ p ). E(R (2.25) Using (2.24) and (2.25),
 
 and by rearranging terms,
 
 ˜ ˜ −R cov(m, R) E(R) = , ˜p) − R ˜ p) E(R cov(m, R
 
 ˜ −R= E(R)
 
 β R,m ˜ ˜ p ) − R] [E(R β R˜p ,m
 
 [CCAPM].
 
 ˜ p is perfectly correlated with m, i.e. if there exists γ : R ˜ p = −γm, then If R β R,m = −γ ˜
 
 ˜ ˜ p , R) cov(R ˜ p) var(R
 
 and β R˜p ,m = −γ
 
 and then ˜ − R = β ˜ ˜p [E(R ˜ p ) − R] E(R) R,R
 
 [CAPM].
 
 As we will se in chapter 5, this is not the only way to obtain the CAPM. The CAPM can be obtained also with the so-called “maximum correlation portfolio”, i.e. the portfolio that is the most highly correlated with the pricing kernel m.
 
 2.8 Unified budget constraints in infinite horizons models with complete markets We consider d states of the nature and m = d Arrow securities. We write a unified budget constraint. The result we obtain is useful in applied macroeconomics and finance. It can also be used to show Pareto optimality as in Debreu (1954)4 (valuation equilibria). 4 Debreu,
 
 G. (1954): “Valuation Equilibrium and Pareto Optimum,” Proceed. Nat. Ac. Sciences, 40, 588-592.
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 2.9. Incomplete markets: the finite state-space case We have,
 
  m X  (0) (0)  p (c − w ) = −q (0) θ(0) = − qi θi 0 0 0 i=1   1 1 (0) 1 ps (cs − ws ) = θs , s = 1, · · ·, d
 
 or,
 
 p0 (c0 − w0 ) +
 
 m X
 
 (0)
 
 qi
 
 i=1
 
 £ 1¡ 1 ¢¤ pi ci − wi1 = 0.
 
 The previous relation holds in a two-periods economy. In a multiperiod economy, in the second period (as in the following periods) agents save indefinitively for the future. In the appendix, we show that, # "∞ X ¡ ¢ (2.26) 0=E m0,t · pt ct − wt , t=0
 
 where m0,t are the state prices. From the perspective of time 0, at time t there exist dt states of nature and thus dt possible prices.
 
 2.9 Incomplete markets: the finite state-space case We describe one immediate diﬃculty arising in an economy with incomplete markets structure. Suppose that φ0 is an equilibrium state price. Then, all elements of the set ´ o ³ n ¯ 0 − φ0 V = 0 ¯ ∈ Rd : φ Φ= φ ++
 
 are also equilibrium state prices. This means that there exists an infinity of equilibrium state prices that are consistent with absence of arbitrage opportunities.5 In other terms, when markets are incomplete there is an infinity of equilibrium state prices guaranteeing the same, observable ¯ 0 V = φ0 V = q): the “observation” of the current assets price vector q (since by definition φ prices in q is consistent with an infinity of admissible state prices. Such a phenomenon is often encountered in most models of finance in which, for a given q0 , there exists an infinity of ∗ 1 risk-neutral probability measures P ∗ defined as P ∗ : q0 = 1+r E P (q1 + d1 ). 2.9.1 Nominal assets and real indeterminacy of the equilibrium m·(d+1)
 
 The equilibrium is a set of prices (ˆ p, qˆ) ∈ R++ 0=
 
 n X
 
 e0j (ˆ p, qˆ) ;
 
 0=
 
 j=1
 
 n X
 
 × Ra++ such that:
 
 e1j (ˆ p, qˆ) ;
 
 j=1
 
 0=
 
 n X
 
 θj (ˆ p, qˆ) ,
 
 j=1
 
 where the previous functions are the results of optimal plans of the agents. This system has m · (d + 1) + a equations and m · (d + 1) + a unknowns, where a ≤ d. Let us aggregate the constraints of the agents: p0
 
 n X j=1
 
 5 This
 
 e0j = −q
 
 is so because dim ker(V ) = d − a.
 
 n X
 
 p1 ¤
 
 θj ;
 
 j=1
 
 n X j=1
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 2.9. Incomplete markets: the finite state-space case
 
 P If the financial markets clearing condition is satisfied, i.e. nj=1 θj = 0, then:  n m X X  ( ) ( )   0 = p0 e0j ≡ p0 e0 = p0 e0   j=1 =1 Ãm !0 n m X X () X   ( ) ( ) ( )  e1j ≡ p1 ¤e1 = p1 (ω 1 )e1 (ω 1 ), · · ·, p1 (ωd )e1 (ω d )   0d = p1 ¤ j=1
 
 =1
 
 =1
 
 This means that each state of nature has a redundant equation. Therefore, there exist d + 1 redundant equations in total. As a result of this, our system has less independent equations (precisely, m · (d + 1) − 1) than unknowns (precisely, m · (d + 1) + d), i.e., an indeterminacy degree equal to d + 1. The previous indeterminacy result is independent on the markets structure (i.e., complete vs. incomplete), and in fact it reproduces by means of a diﬀerent argument a result obtained in chapter 2, section 2.5. In any case, such a result is not really an indeterminacy result when markets are complete and when we assume that agents organize themselves and concentrate the exchanges at the beginning of the economy: in this case, onle the (suitably normalized) Arrow-Debreu state prices would matter for agents. As pointed out in chapter 2 (section 2.5), the dimension of such an indeterminacy can be reduced to d − 1 because we can use two additional homogeneity relationships. The first one is obtained by noticing that the budget constraint of each agent, ½ p0 e0j = −qθj p1 ¤e1j = Bθj still remains the same when one multiplies the first equation by a positive constant. This essentially means that if (ˆ p0 , pˆ1 , qˆ) is an equilibrium, (λˆ p0 , pˆ1 , λˆ q) is also an equilibrium. The second homogeneity relationship is obtained 1) by multiplying the spot prices of the second period by a positive constant, and 2) by increasing the agents’ purchasing power by dividing each element of the asset prices vector by the same constant: ( q p0 e0j = − λθj λ λp1 ¤e1j = Bλθj ¡ ¢ Therefore, if (ˆ p0 , pˆ1 , qˆ) is an equilibrium, pˆ0 , λˆ p1 , λqˆ is also an equilibrium. 2.9.2 Nonneutrality of money
 
 The previous indeterminacy results are due to the fact that the considered structure of contracts was of the nominal type: the payoﬀs matrix had elements expressed in terms of one unit´e de compte which was not made precise among other things ... One immediately sees that this would not be anymore the case if one considered contracts of the real type, i.e. contracts the payoﬀs of which are directly expressed in terms of the goods. Indeed, in this case the agents constraints would be: ½ p0 e0j = −qθj p1 (ω s )e1j (ω s ) = p1 (ω s )As θj , s = 1, · · ·, d where As = [A1s , · · ·, Aas ] is the m × a matrix the real payoﬀs. The previous constraint immediately reveals how to “recover” d + 1 homogeneity relationships: for each strictly positive vector λ = (λ0 , λ1 · ··, λd ), if (ˆ p0 , q, p1 (ω 1 ), · · ·, p1 (ωs ), · · ·, p1 (ω d )) is an equilibrium, then 46
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 (λ0 pˆ0 , λ0 q, p1 (ω 1 ), · · ·, p1 (ωs ), · · ·, p1 (ωd )) is also an equilibrium, as is also naturally the case of (ˆ p0 , q, p1 (ω1 ), · · ·, λs p1 (ωs ), · · ·, p1 (ωd )) for λs , s = 1, · · ·, d. As is clear, the distinction between nominal and real assets has a very precise sense when one considers a multi-commodity economy. Even in this case, however, such a distinctions is not very interesting without a suitable introduction of a unit´e de compte. Such considerations motivated Magill and Quinzii6 to propose an elegant way to solve for indetermincay while still remaining in a framework with nominal assets. They simply propose to introduce money as a mean of exchange via the scheme inspiring the construction of the model in section 1.6.3. The indeterminacy can then be resolved by “fixing” the prices via the d + 1 equations defining the money market equilibrium in all states of nature: Ms = ps ·
 
 n X j=1
 
 wsj , s = 0, 1, · · ·, d.
 
 Magill and Quinzii (1992) showed that the monetary policy (Ms )ds=0 is generically nonneutral. A heuristic reason explaining such a result is the following one: in this framework, money is “selecting” equilibria which would otherwise be indetermined; but there exists a continuum of equilibria which one can thusly generated. Therefore, money is really determining equilibrium allocations.
 
 2.10 Broader definitions of risk - Rothschild and Stiglitz theory The papers are Rothschild and Stiglitz (1970, 1971). First, we introduce the notion of stochastic dominance: Definition 2.14 (Second-order stochastic dominance). x˜2 dominates x˜1 if for each VonNeumann/Morgenstein utility function u satisfying u0 ≥ 0, we have also that E [u (˜ x2 )] ≥ E [u (˜ x1 )]. We have: Theorem 2.15. The following statements are equivalent: a) x˜2 dominates x˜1 , or E [u (˜ x2 )] ≥ E [u (˜ x1 )]; b) ∃ r.v. > 0 : x˜2 = x˜1 + ; c) ∀x > 0, F1 (x) ≥ F2 (x). Proof. We work on a compact support [a, b]. A more general proof can be provided but it would add nothing really important on an economic standpoint. First we show that b) ⇒ c). We have: ∀t0 ∈ [a, b], F1 (t0 ) ≡ Pr (˜ x1 ≤ t0 ) = Pr (˜ x2 ≤ t0 + ) ≥ Pr (˜ x2 ≤ t0 ) ≡ F2 (t0 ). Next, we show that c) ⇒ a). By integrating by parts we get, Z b Z b E [u (x)] = u(x)dF (x) = u(b) − u0 (x)F (x)dx, a
 
 6 Cf.
 
 a
 
 chapter 1, section 1.6.3, for the references.
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 where we have used the fact that: F (a) = 0 and F (b) = 1. Therefore, Z b E [u (˜ x2 )] − E [u (˜ x1 )] = u0 (x) [F1 (x) − F2 (x)] dx. a
 
 Finally, it’s easy to show that a) ⇒ b), and we’re done. k Next, we turn to the definition of “increasing risk”: Definition 2.16. x˜1 is more risky than x˜2 if, for each function u satisfying u00 < 0, we have also that E [u (˜ x1 )] ≤ E [u (˜ x2 )] for x˜1 and x˜2 having the same mean. Such a definition holds independently of the sign of u0 . Furthermore, if var (˜ x1 ) > var (˜ x2 ), x˜1 is not necessarily more risky than x˜2 in the sense of the previous definition. The standard counterexample is the following one. Let x˜2 = 1 with prob. 0.8, and 100 with prob. 0.2; let x˜1 = 10 with prob. 0.99, and 1090 with prob. 0.01. We have that E (˜ x1 ) = E (˜ x2 ) = 20.8, but var (˜ x1 ) = 11762.204 and var (˜ x2 ) = 1647.368. Take, however, u(x) = log x. We have E (log (˜ x1 )) = 2.35 > E (log (˜ x2 )) = 0.92. Preferences matter when defining risk! It is also easily seen that in this particular example, the distribution function F1 of x˜1 “intersects” F2 ,7 and this is in contradition with the following theorem. Theorem 2.17. The following statements are equivalent:
 
 a) x˜1 is more risky than x˜2 ; b) ∀t,
 
 Rt
 
 −∞
 
 [F1 (x) − F2 (x)] dx ≥ 0 (˜ x1 has more weight in the tails than x˜2 ); d
 
 c) x˜1 is a mean preserving spread of x˜2 , i.e. ∃ r.v. : x˜1 = x˜2 + and E [ /˜ x2 = x2 ] = 0.8
 
 Proof. Let’s begin with c) ⇒ a). We have: E [u (˜ x1 )] = = ≤ = =
 
 E [u (˜ x2 + )] E [E (u (˜ x2 + )| x˜2 = x2 )] E {u (E ( x˜2 + | x˜2 = x2 ))} E [u (E ( x˜2 | x˜2 = x2 ))] E [u (˜ x2 )] .
 
 7 Naturally, the intersection is only an ideal intersection given the discreteness of the state-space considered here. However, the example makes well the point. 8 The
 
 d
 
 symbol = means that the two r.v. at the left and the right of it have the same distribution.
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 As regards a) ⇒ b), we have that:
 
 = = = = =
 
 x2 )] E [u (˜ x1 )] − E [u (˜ Z b u(x) [f1 (x) − f2 (x)] dx a Z b b u(x) [F1 (x) − F2 (x)]|a − u0 (x) [F1 (x) − F2 (x)] dx a Z b − u0 (x) [F1 (x) − F2 (x)] dx ·a ¸ Z b £ ¤¯b £ ¤ 0 00 − u (x) F¯1 (x) − F¯2 (x) ¯a − u (x) F¯1 (x) − F¯2 (x) dx a Z b £ ¤ £ ¤ u00 (x) F¯1 (x) − F¯2 (x) dx − u0 (b) F¯1 (b) − F¯2 (b) , a
 
 Rx
 
 where F¯i (x) = a Fi (u)du. Now, x˜1 is more risky than x˜2 means that E [u (˜ x1 )] < E [u (˜ x2 )] for 00 ¯ ¯ u < 0. By the previous relation, we must then have that F1 (x) > F2 (x), and we are done. Finally, see Rothschild and Stiglitz (1970) p. 238 for the proof of b) ⇒ c). k
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 2.11. Appendix 1
 
 2.11 Appendix 1 In this appendix we prove that the program in eq. (???) admits a unique maximum. Suppose on the contrary the existence of two maxima: c1j , · · ·, c¯mj ) . c¯ = (¯ c1j , · · ·, c¯mj ) and c = (¯ P P Naturally, these maxima would verify uj (¯ c)P = uj (¯ c) with m ¯ij = m ¯ij = Rj .To validate i=1 pi c i=1 pi c m the last claim suppose on the contrary that i=1 pi c¯ij < Rj . In this case the consumption bundle c¯ = (¯ c1j + ε, · · ·, c¯mj ) , ε > 0,
 
 would be preferred to c¯ (by assumption (A1)) and, at the same time, it would hold that9 m X
 
 pi c¯ij = εp1 +
 
 i=1
 
 m X
 
 pi c¯ij < Rj , for suﬃciently small ε.
 
 i=1
 
 Hence, c would be a solution of program (1.1), thus contradicting the optimality of c. The conclusion is that the existence of two optima implies a full use of resources. Next, consider a point y lying between c + (1 − α)c, α ∈ (0, 1). By assumption (A3), c¯ and c, viz y = α¯ ¢ ¡ uj (y) = uj α¯ c) = uj (c). c + (1 − α)c > uj (¯ Furthermore, m X
 
 pi yi =
 
 i=1
 
 m X i=1
 
 ¡
 
 ¢
 
 pi α¯ cij + (1 − α)cij = α
 
 m X
 
 pi c¯ij +
 
 i=1
 
 Pm
 
 i=1 cij
 
 −α
 
 Pm
 
 i=1 cij
 
 = αRj + Rj − αRj = Rj.
 
 Hence, y ∈ Bj (p) and is also strictly preferred to c¯ and c, which means that c¯ and c are not optima, as initially conjectured. This establishes uniqueness of the solution of the program (1.1), as claimed before.
 
 9A
 
 ≡
 
 m i=1
 
 pi cij . A < Rj ⇒ ∃ε > 0 : A + εp1 < Rj . E.g., εp1 = Rj − A − η, η > 0. The condition is then: ∃η > 0 : Rj − A > η.
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 2.12 Appendix 2: Separation of two convex sets In addition to be useful for the Pareto’s optimality issues treated in this chapter, the following theorem will be used to prove the fundamental theorem of finance given for the discrete space case of the following chapter. Theorem 2.A1 (Minkowski’s separationTtheorem). Let A and B be two non-empty convex subsets of Rd . If A is closed, B is compact and A B = ∅, then there exists a φ ∈ Rd and two real numbers d1 , d2 such that: a> φ ≤ d1 < d2 ≤ b> φ, ∀a ∈ A, ∀b ∈ B.
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 2.13. Appendix 3: Proof of theorem 2.11
 
 2.13 Appendix 3: Proof of theorem 2.11 Relation (2.4) holds for any compact subset of Rd+1 + , and therefore it also holds when it is restricted : to the unit simplex in Rd+1 + T hW i S d = {0} .
 
 ˜ ∈ Rd+1 : w> φ ˜ ≤ d1 < By the Minkowski’s separation theorem given in the appendix of chapter 1, ∃φ > d ˜s, ˜ w ∈ hW i, σ ∈ S . By walking along the simplex boundaries, one finds that d1 < φ d2 ≤ σ φ, d+1 ˜ s = 1, · · ·, d. On the other hand, 0 ∈ hW i, which reveals that d1 ≥ 0, and φ ∈ R++ . Next we show ˜ = 0. Assume the contrary, i.e. ∃w∗ ∈ hW i that satisfies at the same time w> φ ˜ 6= 0. In this that w> φ ∗ > ˜ ˜ > d2 , case, there would be a real number with sign( ) = sign(w∗ φ) such that w∗ ∈ hW i and w∗> φ > > > ˜ (−q V )> )θ = (−φ ˜ q+φ ˜ V )θ, ∀θ ∈ Rm , where ˜ W θ = (φ a contradiction. Therefore, we have 0 = φ 0 ³ (d) ´ ˜ ˜ φ > > 1 ˜ ˜ φ contains the last d components of φ. Whence q = φ V , where φ = , · · ·, φd . (d)
 
 ˜ φ 0
 
 ˜ φ 0
 
 The proof of the converse is immediate (hint: multiply by θ): shown in further notes. The proof of the second part is the following one. We have that “each point of Rd+1 is equal to each point of hW i plus each point of hW i⊥ ”, or dim hW i + dim hW i⊥ = d + 1. Since dim hW i = rank(W ), dim hW i⊥ = d + 1 − dim hW i, and since q = φ> V in the absence of arbitrage opportunities, dim hW i = dim hV i = m, whence: dim hW i⊥ = d − m + 1.
 
 ˜ : φ ˜ > W = 0, or φ ˜ > ∈ hW i⊥ . Whence dim hW i⊥ ≥ 1 in In other terms, before we showed that ∃φ the absence of arbitrage opportunities. The previous relation provides more information. Specifically, ˜ ∈ Rd+1 : φ ˜ > W = 0} = 1, which means that dim hW i⊥ = 1 if and only if d = m. In this case, dim{φ + ˜ q +φ ˜ > V = 0 also holds true for φ ˜∗ = φ ˜ · λ, for every positive scalar λ, but there are no the relation −φ 0 d ³˜ ´ ˜ other possible candidates. Therefore, φ> = φφ˜ 1 , · · ·, φφ˜d is such that φ = φ(λ), and then it is unique. 0 0 © ª ˜ > W = 0} = d − m + 1 ⇒ dim φ ∈ Rd : q = φ> V = d − m. ˜ ∈ Rd+1 : φ By a similar reasoning, dim{φ ++ + k
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 2.14. Appendix 4: Proof of eq. (2.26)
 
 2.14 Appendix 4: Proof of eq. (2.26) (2)( )
 
 We make use of the following notation: qs0 ,s
 
 is the price at t = 2 in state s0 if the state in t = 1 was (2)
 
 s for the Arrow security promising 1 unit of num´eraire in state
 
 (2)(1)
 
 (2)(m)
 
 at t = 3; qs0 ,s = (qs0 ,s , · · ·, qs0 ,s
 
 (1)(s) θi
 
 );
 
 is the quantity acquired at t = 1 in state i of Arrow securities promising 1 unit of num´eraire if s at t = 2; p2s,i is the price of the good at t = 2 in state s if the previous state at t = 1 was i; q (0)(i) (1)(i)
 
 (2)( )
 
 (1)
 
 (2)
 
 and qs correspond to qs0 ,s ; q (0) and qs correspond to qs0 ,s . The constraint becomes:  m X   (0) θ (0) = −  (c − w ) = −q q (0)(i) θ(0)(i) p  0  0 0 i=1
 
 m X ¡ ¢  (1)(i) (1)(i)  1 c1 − w 1 = θ (0)(s) − q (1) θ (1) = θ (0)(s) −  p qs θs , s = 1, · · ·, d. s s  s  s s
 
 (2.27)
 
 i=1
 
 (1)(i)
 
 is the price to be paid at time 1 and in state s, for an Arrow security giving 1 unit of Here qs num´eraire if the state at time 2 is i. By replacing the second equation of (3.9) in the first one: p0 (c0 − w0 ) = − ⇐⇒ 0 = p0 (c0 − w0 ) + = p0 (c0 − w0 ) + = p0 (c0 − w0 ) + At time 2, p2s,i
 
 m X i=1
 
 m X i=1 m X i=1
 
 m X i=1
 
 h ¡ i ¢ (1) (1) q (0)(i) p1i c1i − wi1 + qi θi
 
 q (0)(i) p1i
 
 m ¡ 1 ¢ X (1) (1) 1 q (0)(i) qi θi ci − wi + i=1
 
 m m X ¡ 1 ¢ X (1)(j) (1)(j) (0)(i) 1 1 (0)(i) q pi ci − wi + q qi θi
 
 ¡ ¢ q (0)(i) p1i c1i − wi1 +
 
 i=1 m m X X
 
 (2.28)
 
 i=1
 
 (1)(j) (1)(j) θi
 
 q (0)(i) qi
 
 i=1 j=1
 
 m X ¡ 2 ¢ (1)(s) (2) (2) (1)(s) (2)( ) (2)( ) 2 − qs,i θs,i = θi − qs,i θs,i , s = 1, · · ·, d. cs,i − ws,i = θi
 
 (2.29)
 
 =1
 
 (2)
 
 Here qs,i is the price vector, to be paid at time 2 in state s if the previous state was i, for the Arrow securities expiring at time 3. The other symbols have a similar interpretation. By plugging (3.11) into (3.10), 0 = p0 (c0 − w0 ) + = p0 (c0 − w0 ) + +
 
 m X m m X X
 
 m X i=1 m X i=1
 
 m m X h ¡ i ¡ ¢ X ¢ (1)(j) (2) (2) 2 p2j,i c2j,i − wj,i q (0)(i) p1i c1i − wi1 + q (0)(i) qi + qj,i θj,i
 
 ¡ ¢ q (0)(i) p1i c1i − wi1 +
 
 i=1 j=1 m m X X i=1 j=1
 
 (1)(j) (2)( ) (2)( ) qj,i θj,i
 
 q (0)(i) qi
 
 (1)(j) 2 pj,i (c2j,i
 
 q (0)(i) qi
 
 2 − wj,i )
 
 (2.30)
 
 i=1 j=1 =1
 
 In the absence of arbitrage opportunities, ∃φt+1,s0 ∈ Rd++ –the state prices vector for t + 1 if the state in t is s0 –such that: (t)( ) qs0 ,s = φ0t+1,s0 · e , = 1, · · ·, m,
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 where e ∈ Rd+ and has all zeros except in the -th component which is 1. We may now re-write the ´d ³ ( ) and the probability distribution previous relationship in terms of the kernel mt+1,s0 = mt+1,s0 =1 ´d ³ ( ) of the events in t + 1 when the state in t is s0 : Pt+1,s0 = Pt+1,s0 =1
 
 (t)( )
 
 ( )
 
 ( )
 
 qs0 ,s = mt+1,s0 · Pt+1,s0 ,
 
 = 1, · · ·, m.
 
 By replacing in (3.12), and imposing the transversality condition: m X m X m X m X 1 =1
 
 2 =1
 
 3 =1
 
 4 =1
 
 ···
 
 m X
 
 t =1
 
 · · ·q (0)(
 
 1)
 
 q
 
 (1)( 2 ) (2)( 3 ) (3)( 4 ) q 2, 1 q 3, 2 1
 
 we get eq. (2.26). k
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 2.15. Appendix 5: The multicommodity case
 
 2.15 Appendix 5: The multicommodity case The multicommodity case is more interesting, but at the same time it is more delicate to deal with when markets are incomplete. There can even be conceptual diﬃculties. While standard regularity conditions ensure the existence of an equilibrium in the static and complete markets case, only “generic” existence results are available for the incoplete markets cases. Hart (1974) built up well-chosen examples in which there exist sets of endowments distributions for which no equilibrium can exist. However, Duﬃe and Shafer (1985) showed that such sets have zero measure, and this justifies the previous terminology (“generic” existence). Here we only provide a derivation of the contraints. mt commodities are exchanged in periode t (t = 0, 1). The states of nature in the second period are d, and the number of exchanged assets is a. The first period budget constraint is: p0 e0j = −qθj , e0j ≡ c0j − w0j (1)
 
 (m )
 
 (1)
 
 (m )
 
 where p0 = (p0 , · · ·, p0 1 ) is the first period price vector, e0j = (e0j , · · ·, e0j 1 )0 is the first period excess demands vector, q = (q1 , · · ·, qa ) is the financial asset price vector, and θj = (θ1j , · · ·, θaj )0 is the vector of assets quantities that agent j buys at the first period. The second period budget constraint is, E1 p01 = B · θj
 
 d×d·m2
 
 where
 
 
 
 E1 d×d·m2
 
    =   
 
 e1 (ω 1 ) 1×m2
 
 0
 
 1×m2
 
 0
 
 1×m2
 
 0
 
 ···
 
 1×m2
 
 e1 (ω2 ) · · · 1×m2
 
 0
 
 0
 
 1×m2
 
 0
 
 1×m2
 
 · · · e1 (ωd )
 
 1×m2
 
 1×m2
 
        
 
 is the matrix of excess demands, p1 = (p1 (ω 1 ), · · ·, p1 (ωd )) is the matrix of spot prices, and m2 ×1
 
 
 
  B =
 
 d×a
 
 m2 ×1
 
 v1 (ω 1 )
 
 va (ω 1 ) ..
 
 v1 (ω d )
 
 . va (ω d )
 
   
 
 is the payoﬀs matrix. We can rewrite the second period constraint as p1 ¤e1j = B · θj , where e1j is defined similarly as e0j , and p1 ¤e1j ≡ (p1 (ω 1 )e1j (ω 1 ), · · ·, p1 (ωd )e1j (ω d ))0 . The budget constraints are then: ½
 
 p0 e0j = −qθj p1 ¤e1j = Bθj
 
 Now suppose that markets are complete, i.e., a = d and B is inversible. The second constraint is then: θj = B −1 p1 ¤e1j . Consider without loss of generality Arrow securities, or B = I. We have
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 2.15. Appendix 5: The multicommodity case θj = p1 ¤e1j , and by replacing into the first constraint, 0 = p0 e0j + qθj = p0 e0j + qp1 ¤e1j = p0 e0j + q · (p1 (ω 1 )e1j (ω 1 ), · · ·, p1 (ωd )e1j (ω d ))0 d P = p0 e0j + qi · p1 (ω i )e1j (ωi ) i=1
 
 =
 
 = ( )
 
 ( )
 
 m P1
 
 (h) (h)
 
 p0 e0j +
 
 d P
 
 qi ·
 
 m P2
 
 ( )
 
 p1 (ω i )e1j (ω i )
 
 i=1 =1 m d 2 PP () (h) (h) p0 e0j + pˆ1 (ωi )e1j (ω i ) i=1 =1 h=1 h=1 m P1
 
 where p˜1 (ωi ) ≡ qi · p1 (ωi ). The price to be paid today for the obtention of a good in state i is equal ( ) to the price of an Arrow asset written for state i multiplied by the spot price p˜1 (ω i ) of this good in this ( ) state; here the Arrow-Debreu state price is p˜1 (ω i ). The general equilibrium can be analyzed by making reference to such state prices. From now on, we simplify and set m1 = m2 ≡ m. Then we are left with (1) (m) (1) (m) determining m(d + 1) equilibrium prices, i.e. p0 = (p0 , · · ·, p0 ), p˜1 (ω 1 ) = (˜ p1 (ω 1 ), · · ·, p˜1 (ω1 )), (1) (m) p1 (ω d ), · · ·, p˜1 (ω d )). By exactly the same arguments of the previous chapter, there · · ·, p˜1 (ω d ) = (˜ exists one degree of indeterminacy. Therefore, there are only m(d + 1) − 1 relations that can determine the m(d + 1) prices.10 On the other hand, in the initial economy we have to determine m(d + 1) + d m·(d+1) prices (ˆ p, qˆ) ∈ R++ × Rd++ which are solution of the system:  P n   e0j (ˆ p, qˆ) = 0    j=1   P n e1j (ˆ p, qˆ) = 0  j=1   n  P   θj (ˆ p, qˆ) = 0  j=1
 
 where the previous functions are obtained as solutions of the agents’ programs. When we solve for Arrow-Debreu prices, in a second step we have to determine m(d + 1) + d prices starting from the knowledge of m(d + 1) − 1 relations defining the Arrow-Debreu prices, which implies a price indeterminacy of the initial economy equal to d + 1. In fact, it is possible to show that the degree of indeterminacy is only d − 1.
 
 10 Price normalisation can be done by letting one of the first period commodities be the num´ eraire. This is also the common practice in many financial models, in which there is typically one good the price of which at the beginning of the economy is the point of reference.
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 3 Infinite horizon economies
 
 3.1 Introduction We consider the mechanics of asset price formation in infinite horizon economies with no frictions. In one class of models, there are agents living forever. These agents have access to a complete markets setting. Their plans are thus equivalent to a single, static plan. In a second class of models, there are overlapping generations of agents.
 
 3.2 Recursive formulations of intertemporal plans The deterministic case. A “representative” agent solves the following problem:  ∞   V (w , R ) = max X β i u(c ) t t t+1 t+i {c} i=0   s.t. w = (wt − ct )Rt+1 , {Rt }∞ t+1 t=0 given and to simplify notation, we will set Vt (wt ) ≡ Vt (wt , Rt+1 ). The previous problem can be reformulated in a recursive format:
 
 Vt (wt ) = max [u(ct ) + βVt+1 (wt+1 )] s.t. wt+1 = (wt − ct )Rt+1 . {c}
 
 We only consider the stationary case in which Vt (·) = Vt+1 (·) ≡ V (·). The first order condition for c is, dwt+1 0 = u0 (ct ) + βV 0 (wt+1 ) = u0 (ct ) − βV 0 (wt+1 )Rt+1 . dct Let c∗t = c∗ (wt ) ≡ c∗ (wt , Rt+1 ) be the consumption policy function. The value function and the previous first order conditions can be written as: V (wt ) = u (c∗ (wt )) + βV ((wt − c∗ (wt )) Rt+1 ) u0 (c∗ (wt )) = βV 0 ((wt − c∗ (wt )) Rt+1 ) Rt+1
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 3.3. The Lucas’ model Next, diﬀerentiate the value function,
 
 ¸ · dc∗ dc∗ (wt ) 0 ∗ V (wt ) = u (c (wt )) (wt ) + [βV ((wt − c (wt )) Rt+1 ) Rt+1 ] 1 − dwt dwt ¸ · ∗ ∗ dc dc (wt ) (wt ) + u0 (c∗ (wt )) 1 − = u0 (c∗ (wt )) dwt dwt 0
 
 0
 
 ∗
 
 = u0 (c∗ (wt )) , where we have used the optimality condition that u0 (c∗ (wt )) = βV 0 ((wt − c∗ (wt )) Rt+1 ) Rt+1 . Therefore, V 0 (wt+1 ) = u0 (c∗ (wt+1 )) too, and by substituting back into the first order condition, β
 
 u0 (c∗ (wt+1 )) 1 = . 0 ∗ u (c (wt )) Rt+1
 
 The general idea that helps solving problems such as the previous ones is to consider the value function as depending on “bequests” determined by past choices. In this introductory example, the value function is a function of wealth w. In problems considered below, our value function will be a function of past “capital” k. One simple example. Let u = log c. In this case, V 0 (w) = c (w)−1 by the envelope theorem. Let’s conjecture that Vt (w) = at + b log w. If the conjecture is true, it must be the case that c (w) = b−1 w. But then, 1 u0 (c∗ (wt+1 )) c∗ (wt ) wt =β 0 ∗ , =β ∗ =β Rt+1 u (c (wt )) c (wt+1 ) wt+1 or,
 
 ½
 
 wt+1 = βwt Rt+1 wt+1 = (wt − c (wt )) Rt+1
 
 where the second equation is the budget constraint. Solving the previous two equations in terms of c leaves, c∗ (wt ) = (1 − β) wt . In other terms, b = (1 − β)−1 .1
 
 3.3 The Lucas’ model The paper is Lucas (1978).2 3.3.1 Asset pricing and marginalism Suppose that at time t you give up to a small quantity of consumption equal to ∆ct . The (current) corresponding utility reduction is then equal to β t u0 (ct )∆ct . But by investing ∆ct in a safe asset, you can dispose of ∆ct+1 = Rt+1 ∆ct additional units of consumption at time t + 1, to which it will correspond an expected (current) utility gain equal to β t+1 E (u0 (ct+1 )∆ct+1 ). If 1 To pin down the coeﬃcient a , thus confirming our initial conjecture that V (w) = a + b log w, we simply use the definition t t t of the value function, Vt (wt ) ≡ u (c∗ (wt )) + βVt+1 (wt+1 ). By plugging Vt (w) = at + b log w and c∗ (w) = (1 − β)−1 w into the β log (βRt+1 ). Hence the “stationary case” is obtained only when R is previous definition leaves, at = log (1 − β) + βat+1 + 1−β constant - something which happens in equilibrium. For example, if comsumption c is equal to some (constant) output Z, then in equilibrium for all t, Rt = β −1 and at = (1 − β)−1 log (1 − β). 2 Lucas, R.E. Jr. (1978): “Asset Prices in an Exchange Economy,” Econometrica, 46, 1429-1445.
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 ct and ct+1 are part of an optimal consumption plan, there would not be economic incentives to implement such intertemporal consumption transfers. Therefore, along an optimal consumption plan, any utility reductions and gains of the kind considered before should be identical: u0 (ct ) = βE [u0 (ct+1 )Rt+1 ] . This relationship generalizes relationships derived in the previous sections to the uncertainty case. Next suppose that ∆ct may now be invested in a risky asset whose price is qt at time t. You can buy ∆ct / qt units of such an asset that can subsequently be sold at time t + 1 at the unit price qt+1 to finance a (random) consumption equal to ∆ct+1 = (∆ct / qt ) · (qt+1 + Dt+1 ) at time t + 1, where Dt+1 is the divident paid by the asset. The utility reduction as of time t is β t u0 (ct )∆ct , and the expected utility gain as of time t + 1 is β t+1 E {u0 (ct+1 )∆ct+1 }. As before, you should not be incited to any intertemporal transfers of this kind if you already are along an optimal consumption path. But such an incentive does not exist if and only if utility reduction and the expected utility gains are the same. Such a condition gives: ¸ · qt+1 + Dt+1 0 0 u (ct ) = βE u (ct+1 ) . (3.1) qt 3.3.2 Model The only source of risk is given by future realization of the dividend vector D = (D1 , · · ·, Dm ). We suppose that this is a Markov process and note with P (D+ /D) its conditional distribution function. A representative agent solves the following program: ¯ # " ∞ ¯ X ¯ V (θt ) = max E s.t. ct + qt θt+1 = (qt + Dt ) θt β i u(ct+i )¯ Ft ¯ {c,θ} i=0
 
 where θt+1 ∈ Rm is Ft -measurable, i.e. θt+1 must be chosen at time t. Note the similarity with the construction made in chapter 2: θ is self-financing, i.e. ct−1 +qt−1 θt = qt−1 θt−1 +Dt−1 θt−1 , and defining the strategy value as Vt ≡ qt θt , we get ∆wt = qt θt − qt−1 θt−1 = ∆qt θt − ct−1 + Dt−1 θt−1 , which is exactly what found in chapter 2, section 2.? (ignoring dividends and intermediate consumption). The Bellman’s equation is: V (θt , Dt ) = max E [u(ct ) + βV (θt+1 , Dt+1 )| Ft ] s.t. ct + qt θt+1 = (qt + Dt ) θt {ct ,θt+1 }
 
 or,
 
 £ ¡ ¤ ¢ + + + V (θ, D) = max E u (q + D)θ − qθ , D ) . + βV (θ + θ
 
 Naturally,
 
 θ+ i
 
 =
 
 θ+ i (θ, D),
 
 and the first order condition for θ+ i gives: · ¸ ∂V (θ+ , D+ ) 0 0 = E −u (c)qi + β , ∂θ+ i
 
 By diﬀerentiating the value function one gets: ! # " Ã + + ∂θ + X X ∂θ+ ∂V (θ, D) ∂V (θ , D ) j j +β . = E u0 (c) qi + Di − qj j j ∂θi ∂θi ∂θ ∂θ+ i j 59
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 3.3. The Lucas’ model By replacing the first order condition into the last relationship one gets: ∂V (θ, D) = u0 (c)(qi + Di ). ∂θi By substituting back into the first order condition, £ ¡ ¢¤ 0 = E −u0 (c)qi + βu0 (c+ ) qi+ + Di+ .
 
 This is eq. (3.13) derived in the previous subsection. 3.3.3 Rational expectations equilibria The clearing conditions on the financial market are: (0)
 
 θt = 1m and θt = 0 ∀t ≥ 0, where θ(0) is the quantity of internal money acquired by the representative agent. It is not hard to show–by using the budget constraint of the representative agent–that such a condition implies the equilibrium on the real market:3 c=
 
 m X i=1
 
 Di ≡ Z.
 
 (3.2)
 
 An equilibrium is a sequence of prices (qt )∞ t=0 satisfying (3.9) and (3.10). By replacing the previous equilibrium condition into relation (3.9) leaves: £ ¡ ¢¡ ¢¤ u (Z)qi = βE u0 Z + qi+ + Di+ = β 0
 
 Z
 
 ¯ ¢ ¡ ¢¡ ¢ ¡ u0 Z + qi+ + Di+ dP D+ ¯ D .
 
 (3.3)
 
 The rational expectations assumption here consists in supposing the existence of a price function of the form: qi = qi (D).
 
 (3.4)
 
 A rational expectations equilibrium is a sequence of prices (qt )∞ t=0 satisfying (3.11) and (3.12). By replacing qi (D) into (3.11) leaves: 0
 
 u (Z)qi (D) = β
 
 Z
 
 ¯ ¢ ¡ ¢£ ¤ ¡ u0 Z + qi (D+ ) + Di+ dP D+ ¯ D .
 
 (3.5)
 
 This is a functional equation in qi (·) that we are going to study by focusing, first, on the i.i.d. case: P (D+ | D) = P (D+ ). 3 If
 
 (j)
 
 we had to consider n agents, each of them would have a constraint of the form ct
 
 and the financial market clearing conditions would then be (j) n j=1 ct
 
 =
 
 m i=1
 
 n j=1
 
 (j) θt
 
 (i)
 
 ζt .
 
 60
 
 = 1m and
 
 n j=1
 
 (j)
 
 (j)
 
 + qt θt+1 = (qt + ζ t )θt , j = 1, ..., n,
 
 (0),j θt
 
 = 0 ∀t ≥ 0, which would imply that
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 3.3. The Lucas’ model 3.3.3.1 IID shocks
 
 Eq. (3.17) simplifies: 0
 
 u (Z)qi (D) = β
 
 Z
 
 £ ¤ u0 (Z + ) qi (D+ ) + Di+ dP (D+ ).
 
 (3.6)
 
 The r.h.s. of the previous equation does not depend on D. Therefore u0 (Z)qi (D) is a constant: u0 (Z)qi (D) ≡ κi (say). By substituting κ back into (3.18) we get: Z β κi = u0 (Z + )Di+ dP (D+ ). 1−β The solution for qi (D) is then: qi (D) =
 
 (3.7)
 
 κi , 0 u (Z)
 
 where κ is given by (3.19). The price-dividend elasticity is then: u00 (Z) Di ∂qi (D) . = −Di 0 qi ∂Di u (Z) If one further simplifies and sets m = 1, the previous relationhip reveals that the price-dividend elasticity is just equal to a risk-aversion index: u00 D 0 q (D) = −D 0 (D). q u The object −xu00 (x)/ u0 (x) is usually referred to as “relative risk aversion” (henceforth, RRA). Furthermore, if the RRA is constant (CRRA) and equal to η, we obtain by integrating that apart from an unimportant constant, u(x) = x1−η /(1 − η) , η ∈ (0, ∞)\{1} and, for η = 1, u(x) = log x. Figure 3.1 depicts the graph of the price function in the CRRA case: Z β η q(D) = κη · D , κη ≡ x1−η dP (x). 1−β Clearly the higher η the higher the CRRA is. When agents are risk-neutral (η → 0), and the asset price is constant and equal to β(1 − β)−1 · E(D). 3.3.3.2 Dependent shocks
 
 Define gi (D) ≡ u0 (Z)qi (D) and hi (D) ≡ β functions, eq. (3.17) is: gi (D) = hi (D) + β
 
 R
 
 Z
 
 u0 (Z + )Di+ dP (D+ | D). In terms of these new ¯ gi (D+ )dP (D+ ¯ D).
 
 The celebrated Blackwell’s theorem can now be used to show that there exists one and only one solution gi to this functional equation. 61
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 3.3. The Lucas’ model q(ζ)
 
 0 0, yii (K, N) < 0, limK→0+ Y1 (K, N ) = limN→0+ Y2 (K, N ) = ∞, limK→∞ Y1 (K, N) = limN→∞ Y2 (K, N) = 0, and subscripts denote partial derivatives. Furthermore, we suppose that Y is homogeneous of degree one, i.e. for all scalars λ > 0, Y (λK, λN) = λY (K, N). We then define per capital production y(k) ≡ Y (K/ N, 1), where k ≡ K/ N is per-capita capital, and suppose that N obeys the equation Nt = (1 + n) Nt−1 , 63
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 where n is population growth. Firms reward capital and labor at R = Y1 (K, N) and w = Y2 (K, N) = w. We have,4 R = y 0 (k) w = y (k) − ky 0 (k) In each period t, there are also Nt identical consumers who live forever. The representative consumer is also the representative worker. To simplify the presentation at this stage, we assume that each consumer oﬀers inelastically one unit of labor, and that N0 = 1 and n = 0. Their action plans have the form ((c, s)t )∞ t=0 , and correspond to sequences of consumption and saving. Their resource constraint is: Nt ≡ 1,
 
 ct + st = Rt st−1 + wt Nt ,
 
 t = 1, 2, · · ·.
 
 The previous equation means that at time t − 1, each consumer saves st−1 units of capital that lends to the firm. At time t, the consumer receives Rt st−1 back from the firm, where Rt = y 0 (kt ) (R is a gross return on savings). Added to the wage receipts wt Nt obtained at t, the consumer then at time t consumes ct and lends st to the firm. At time zero we have: c0 + s0 = V0 ≡ Y1 (K0 , N0 )K0 + w0 N0 ,
 
 N0 ≡ 1.
 
 The previous equation means that at time t, the consumer is endowed with K0 units of capital (the initial condition) which she invests to obtain Y1 (K0 , N0 )K0 plus the wage recepits w0 N0 . As in the previous chapter, we wish to write down only one constraint. By iterating the constraints we get: T X ct − wt Nt sT 0 = c0 + + QT − V0 , Qt i=1 Ri i=1 Ri t=1
 
 and we impose a transversality condition
 
 sT lim QT
 
 T →∞
 
 Provided that limT →∞ in chapter 2:
 
 PT
 
 t=1
 
 Qtct
 
 i=1
 
 Ri
 
 i=1
 
 Ri
 
 →0+.
 
 exists, we obtain a representation similar to ones obtained
 
 0 = c0 +
 
 ∞ X ct − wt Nt − V0 . Qt R i i=1 t=1
 
 (3.8)
 
 The representative consumer’s program can then be written as: max c
 
 ∞ X
 
 β t u(ct ),
 
 t=1
 
 under the previous constraint.5 Here we shall suppose that u share the same properties of y. 4 To
 
 derive these expressions, please note that
 
 ∂ y(k) ∂K
 
 y 0 (k) . But we also N ky0 (k) ∂ y(k) =− N . ∂N
 
 =
 
 And so by identifying y0 (k) = Y1 (K, N ). As regards labor,
 
 have
 
 ∂ y(k) ∂K
 
 =
 
 ∂ ∂K
 
 But we also have,
 
 ∂ ∂N
 
 1 N
 
 Y (K, N ) =
 
 y(k) =
 
 ∂ ∂N
 
 1 N
 
 1 N
 
 Y1 (K, N ).
 
 Y (K, N ) =
 
 w − y(k) +N . And so by identifying w = y(k) − ky 0 (k). N 5 Typically the respect of the transversality condition implies that the optimal consumption path is diﬀerent from the consumption path resulting from a program without a transversality condition.
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 We wish to provide an interpretation of the transversality condition. The first order conditions of the representative agent are: 1 , (3.9) β t u0 (ct ) = λ Qt i=1 Ri
 
 where λ is a Lagrange multiplier. In addition, current savings equal next period capital at the equilibrium, or kt+1 = st . (3.10) By plugging (3.2) and (3.4) into condition (3.1) we get: lim β T u0 (cT )kT +1 → 0 + .
 
 T →∞
 
 (3.11)
 
 Capital weighted by marginal utility discounted at the psychological interest rate is nil at the stationary state. 1 Relation (3.2) also implies that β t+1 u(ct+1 ) = λ Qt+1 , which allows us to eliminate λ and i=1
 
 obtain:
 
 β
 
 Ri
 
 u0 (ct+1 ) 1 = . u0 (ct ) Rt+1
 
 Finally, by using the identity kt+1 + ct ≡ y(kt ), we get the following system of diﬀerence equations:  = y(kt ) − ct  kt+1 u0 (ct+1 ) 1 (3.12) = 0  β 0 u (ct ) y (kt+1 ) ˆ t )∞ solving system (3.5) and satisfying the In this economy, an equilibrium is a sequence ((ˆ c, k) t=0 transversality condition (3.4). 3.4.2 Centralized economy The social planner problem is:  ∞ X   V (k ) = max β t u(ct ) 0 (c,k)t t=0   s.t. k k0 given t+1 = y(kt ) − ct ,
 
 (3.13)
 
 The solution of this program is in fact the solution of system (3.5) + the transversality condition (3.4). Here are three methods of deriving system (3.5). - The first method consists in rewriting the program with an infinity of constraints: max (c,k)t
 
 ∞ X ¤ £ t β u(ct ) + λt (kt+1 − y(kt ) + ct ) , t=0
 
 where (λt )∞ t=0 is a sequence of Lagrange multipliers. The first order conditions are: ½ 0 = β t u0 (ct ) + λt λt−1 = λt y 0 (kt ) whence 0 = β t u0 (ct ) + λt+1 y 0 (kt+1 ) = β t u0 (ct ) − β t+1 u0 (ct+1 ) y 0 (kt+1 ) . 65
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 3.4. Production: foundational issues - The second method consists in replacing the constraint kt+1 = y(kt )+ct into max (k)t
 
 ∞ X t=0
 
 β t u (y(kt ) − kt+1 ) ;
 
 P∞
 
 t=0
 
 β t u(ct ),
 
 The first order condition is: 0 = −β t−1 u0 (ct−1 ) − β t u0 (ct )y 0 (kt ). - The previous methods (as in fact the methods of the previous section) are heuristic. The rigorous approach consists in casting the problem in a recursive setting. In section 3.5 we explain heuristically that program (3.6) can equivalently be formulated in terms of the Bellman’s equation: V (kt ) = max {u(ct ) + βV (kt+1 )} , c
 
 kt+1 = y(kt ) − ct .
 
 The first order condition is: 0 = u0 (ct ) + βV 0 (kt+1 )
 
 dkt+1 = u0 (ct ) − βV 0 (kt+1 ) = u0 (ct ) − βV 0 (y(kt ) − ct ) . dct
 
 Let us denote the optimal solution as c∗t = c∗ (kt ), and express the value function and the previous first order condition in terms of c∗ (·): ½ V (kt ) = u (c∗ (kt )) + βV (y(kt ) − c∗ (kt )) u0 (c∗ (kt )) = βV 0 (y(kt ) − c∗ (kt )) Let us diﬀerentiate the value function:
 
 · ¸ dc∗ dc∗ 0 ∗ 0 V (kt ) = u (c (kt )) (kt ) + βV (y(kt ) − c (kt )) y (kt ) − (kt ) . dkt dkt 0
 
 0
 
 ∗
 
 By replacing the first order condition into the previous condition, · ¸ dc∗ dc∗ 0 0 ∗ 0 ∗ 0 (kt ) + u (c (kt )) y (kt ) − (kt ) = u0 (c∗ (kt )) y 0 (kt ) V (kt ) = u (c (kt )) dkt dkt This is an envelope theorem. By replacing such a result back into the first order condition, u0 (c∗ (kt )) = βV 0 (y(kt ) − c∗ (kt )) = βu0 (c∗ (kt+1 )) y 0 (kt+1 ). 3.4.3 Deterministic dynamics The objective here is to study the dynamics behavior of system (3.5). Here we only provide details on such dynamics in a neighborood of the stationary state. Here, the stationary state is defined as the couple (c, k) solution of: ½ c = y(k) − k β = y0 1(k) Rewrite system (3.5) as:
 
 ½
 
 kt+1 = y(kt ) − ct u0 (ct ) = βu0 (ct+1 )y 0 (kt+1 ) 66
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 A first order Taylor expansion of the two sides of the previous system near (c, k) yields: ½
 
 kt+1 − k = y 0 (k) (kt − k) − (ct − c) u00 (c) (ct − c) = βu00 (c)y 0 (k) (ct+1 − c) + βu0 (c)y 00 (k) (kt+1 − k)
 
 By rearranging terms and taking account of the relationship βy 0 (k) = 1, ( kˆt+1 = y 0 (k)kˆt − cˆt 0 cˆt+1 = cˆt − β uu00(c) y 00 (k)kˆt+1 (c) where we have defined xˆt ≡ xt − x. By plugging the first equation into the second equation and using again the relationship βy 0 (k) = 1, we eventually get the following linear system: µ where A≡
 
 Ã
 
 kˆt+1 cˆt+1
 
 ¶
 
 =A
 
 µ
 
 kˆt cˆt
 
 ¶
 
 −1 y 0 (k) u0 (c) 00 u0 (c) 00 − u00 (c) y (k) 1 + β u00 (c) y (k)
 
 (3.14) !
 
 .
 
 The solution of such a system can be obtained with standard tools that are presented in appendix 1 of the present chapter. Such a solution takes the following form: ½
 
 kˆt = v11 κ1 λt1 + v12 κ2 λt2 cˆt = v21 κ1 λt1 + v22 κ2 λt2
 
 ¡ ¢ ¡v12 ¢ where κi are constants depending on the initial state, λi are the eigenvalues of A, and vv11 , v22 21 are the eigenvectors associated with λi . It is possible to show (see appendix 1) that λ1 ∈ (0, 1) and λ2 > 1. The analytical proof provided in the appendix is important because it clearly illustrates how we have to modify the present neoclassical model in order to make indeterminacy arise: in particular, you will see that a critical step in the proof is based on the assumption that y 00 (k) > 0. The only case excluding an explosive behavior of the system (which would contradict that (a) (c, k) is a stationary point, as maintained previously, and (b) the optimality of the trajectories) thus emerges when we lock the initial state (kˆ0 , cˆ0 ) in such a way that κ2 = 0; this reduces to solving the following system: kˆ0 = v11 κ1 cˆ0 = v21 κ1 which yields kˆcˆ0 = vv21 . In fact it is possible to show the converse (i.e. kˆcˆ0 = vv21 ⇒ κ2 = 0, 11 11 0 0 see appendix 1). Hence, the set of initial points ensuring stability must lie on the line c0 = c + vv21 (k0 − k). 11 Since k is a predetermined variable, there exists only one value of c0 that ensures a nonexplosive behavior of (k, c)t near (k, c). In figure 3.1, k∗ is defined as the solution of 1 = y 0 (k∗ ) ⇔ k∗ = (y 0 )−1 [1], and k = (y 0 )−1 [β −1 ]. The linear approximation approach described above has not to be taken literally in applied work. Here we are going to provide an example in which the dynamics can be rather diﬀerent 67
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 c0 = c + (v21/v11) (k0 – k)
 
 c c = y(k) – k c0 k0
 
 k k*
 
 kt
 
 FIGURE 3.2.
 
 when they start far from the stationary state. We take y(k) = kγ , u(c) = log c. By using the Bellman’s equation approach described in the next section, one finds that the exact solution is: ½ ct = (1 − βγ) ktγ (3.15) kt+1 = βγktγ Figure 3.2 depicts the nonlinear manifold associated with the previous system. It also depicts its linear approximation obtained by linearizing the corresponding Euler equation. As an example, if β = 0.99 and γ = 0.3, we obtain that in order to be on the (linear) saddlepath it must be the case that v21 ct = c + (kt − k) , v11 where v21 / v11 ' 0.7101, and ½ c = (1 − γβ) kγ k = γβ 1/(1−γ)
 
 Clearly, having such a system is not enough to generate dynamics. It is also necessary to derive the dynamics of kt . This is accomplished as follows: kˆt = v11 κ1 λt1 = λ1 v11 κ1 λt−1 = λ1 kˆt−1 , 1 where λ1 = 0.3. Hence we have: (
 
 kt = k + λ1 (kt−1 − k) v21 ct = c + (kt − k) v11
 
 Naturally, the previous linear system coincides with the one that can be obtained by linearizing the nonlinear system (3.?):   kt+1 = βγk γ + γ · βγk γ−1 = (kt − k) k + γ (kt − k) 1 − βγ = (1 − βγ) kγ + γ (1 − βγ) kγ−1 (kt − k) = c + (kt − k)  ct β 68
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 steady state
 
 nonlinear stable manifold
 
 kt
 
 FIGURE 3.3.
 
 where we used the solutions for (k, c). The claim follows because β −1 (1 − βγ) ' 0.7101. A word on stability. It is often claimed (e.g. Azariadis p. 73) that there is a big deal of instability in systems such as this one because ∃! nonlinear stable manifold as in figure 3.2. The remaining portions of the state space lead to instability. Clearly the issue is true. However, it’s also trivial. This is so because the “unstable” portions of the state-space are what they are because the transversality condition is not respected there, so one is forced to analyze the system by finding the manifold which also satisfies the transversality condition (i.e., the stable manifold). However, as shown for instance in Stockey and Lucas p. 135, when a problem like this one is solved via dynamic programming, the conditions for system’s stability are always automatically satisfied: the sequence of capital and consumption is always well defined and convergent. This is so because dynamic programming is implying a transversality condition that is automatically fulfilled (otherwise the value function would be infinite or nil). 3.4.4 Stochastic economies “Real business cycle theory is the application of general equilibrium theory to the quantitative analysis of business cycle fluctuations.”Edward Prescott, 1991, p. 3, “Real Business
 
 Cycle Theory: What have we learned ?,” Revista de Analisis Economico, Vol. 6, No. 2, November, pp. 3-19. “The Kydland and Prescott model is a complete markets set-up, in which equilibrium and optimal allocations are equivalent. When it was introduced, it seemed to many–myself included–to be much too narrow a framework to be useful in thinking about cyclical issues.” Robert E. Lucas, 1994, p. 184, “Money and Macroeconomics,” in: General
 
 Equilibrium 40th Anniversary Conference, CORE DP # 9482, pp. 184—187. In its simplest version, the real business cycles theory is an extension of the neoclassical growth model in which random productivity shocks are juxtaposed with the basic deterministic model. The ambition is to explain macroeconomic fluctuations by means of random shocks of real nature uniquely. This is in contrast with the Lucas models of the 70s, in which the engine of fluctuations was attributable to the existence of information delays with which agents discover the nature of a shock (real or monetary), and/or the quality of signals (noninformative equilibria, or “noisy” rational expectations, according to the terminology of Grossman). Nevertheless, the research 69
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 methodology is the same here. Macroeconomic fluctuations are going to be generated by optimal responses of the economy with respect to metasystematic shocks: agents implement action plans that are state-contingent, i.e. they decide to consume, work and invest according to the history of shocks as well as the present shocks they observe. On a technical standpoint, the solution of the model is only possible if agents have rational expectations. 3.4.4.1 Basic model
 
 We consider an economy with complete markets, and without any form of frictions. The resulting equilibrium allocations are Pareto-optimal. Fot this reason, these equilibrium allocations can be analyzed by “centralizing” the economy. On a strictly technical standpoint, we may write a single constraint. So the planner’s problem is, "∞ # X V (k0 , s0 ) = max E β t u(ct ) , (3.16) {c,θ}
 
 t=0
 
 subject to some capital accumulation constraint. We develop a capital accumulation constraint with capital depreciation. To explain this issue, consider the following definition: Investt ≡ It = Kt+1 − (1 − δ) Kt .
 
 (3.17)
 
 The previous identity follows by the following considerations. At time t − 1, the firm chooses a capital level Kt . At time t, a portion δKt is lost due to (capital) depreciation. Hence at time t, the firm is left with (1 − δ) Kt . Therefore, the capital chosen by the firm at time t, Kt+1 , equals the capital the firm disposes already of, (1 − δ) Kt , plus new investments, which is exactly eq. (3.17). Next, assume that Kt = kt (i.e. population normalized to one), and consider the equilibrium condition, y˜ (kt , t ) = ct + Investt , where y˜(kt , st ) is the production function, Ft -measurable, and s is the “metasystemic” source of randomness. By replacing eq. (3.17) into the previous equilibrium condition, kt+1 = y˜ (kt , t ) − ct + (1 − δ) kt .
 
 (3.18)
 
 So the program is to mazimize the utility in eq. (3.16) under the capital accumulation constraint in eq. (3.18). We assume that y˜ (kt , st ) ≡ st y (kt ), where y is as in section 3.1, and (st )∞ t=0 is solution to st+1 = sρt
 
 t+1 ,
 
 ρ ∈ (0, 1),
 
 (3.19)
 
 where ( t )∞ t=0 is a i.i.d. sequence with support s.t. st ≥ 0. In this economy, every asset is priced as in the Lucas model of the previous section. Therefore, the gross return on savings s· y 0 (k· ) satisfies: u0 (ct ) = βEt {u0 (ct+1 ) [st+1 y 0 (kt+1 ) + 1 − δ]} . A rational expectation equilibrium is thus a statistical sequence {(ct (ω), kt (ω))t }∞ t=0 (i.e., ω by ω) satisfying the constraint of program (3.20), (3.21) and  Z  0 u (c (s, k)) = β u0 (c (s+ , k + )) [s+ y 0 (k+ ) + 1 − δ] dP (s+ | s) (3.20)  k+ = sy (k) − c (s, k) + (1 − δ) k 70
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 where k0 and s0 are given. Implicit in (3.22) is the assumption of rational expectations. Consumption is a function ct = c(st , kt ) that represents an “optimal response” of the economy with respect to exogenous shocks. As is clear, rational expectations and “optimal responses” go together with the dynamic programming principle. We now show the existence of a sort of a saddlepoint path, which implies determinacy of the stochastic equilibrium.6 We study the behavior of (c, k, s)t in a neighborhood of ≡ E( t ). Let (c, k, s) be the values of consumption, capital and shocks arising at . These (c, k, s) are obtained by replacing them into the constraint of (3.20), (3.21) and (3.22), leaving,  1    β = sy 0 (k) + 1 − δ c = sy(k) − δk   1  s = 1−ρ
 
 A first-order Taylor approximation of the l.h.s. of (3.22) and a first-order Taylor approximation of the r.h.s. of (3.22) with respect to (k, c, s) yields: u00 (c)(ct − c) = βEt [u00 (c) (sy 0 (k) + 1 − δ) (ct+1 − c) + u0 (c)sy 00 (k) (kt+1 − k) + u0 (c)y 0 (k)(st+1 − s)] . (3.21) By repeating the same procedure as regards the capital propagation equation and the productivity shocks propagation equation we get: sy(k) c sˆt − cˆt kˆt+1 = β −1 kˆt + k k sˆt+1 = ρˆ st + ˆt+1
 
 (3.22)
 
 where we have defined xˆt ≡ xtx−x . The system (3.23)-(3.24) can be written as, zˆt+1 = Φˆ zt + Rut+1 ,
 
 (3.23)
 
 where zˆt = (kˆt , cˆt , sˆt )T , ut = (uc,t , us,t )T , uc,t = cˆt − Et−1 (ˆ ct ), us,t = sˆt − Et−1 (ˆ st ) = ˆt ,   − kc s y(k) β −1 k 0   βu0 (c) βu0 (c) 00 00 00 Φ =  − cuu 00(c) sky (k) 1 + sy (k) − s(sy(k)y (k) + ρy 0 (k))  , 00 00 (c) u (c) cu (c) 0 0 ρ and
 
 
 
  0 0 R =  1 0 . 0 1
 
 6 Strictly speaking, the determination of a stochastic equilibrium is the situation in which one shows that there is one and only one stationary measure (definition: p(+) = π(+/−)dp(−), where π is the transition measure) generating (ct , kt )∞ t=1 . It is also known that the standard linearization practice has not a sound theoretical foundation. (See Brock and Mirman (1972) for the theoretical study of the general case.) The general nonlinear case can be numerically dealt with the tools surveyed by Judd (1998).
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 Let us consider the characteristic equation: · ¸ µ ¶ u0 (c) 00 2 −1 −1 0 = det (Φ − λI) = (ρ − λ) λ − β + 1 + β 00 sy (k) λ + β . u (c) A solution is λ1 = ρ. By repeating the same procedure as in the deterministic case (see appendix 1), one finds that λ2 ∈ (0, 1) and λ3 > 1.7 By using the same approach as in the deterministic case, we “diagonalize” the system by rewriting Φ = P ΛP −1 , where Λ is a diagonal matrix that has the eigenvalues of Φ on the diagonal, and P is a matrix of the eigenvectors associated to the roots of Φ. The system can thus be rewritten as: yˆt+1 = Λˆ yt + wt+1 , where yˆt ≡ P −1 zˆt and wt ≡ P −1 Rut . The third equation is: yˆ3,t+1 = λ3 yˆ3t + w3,t+1 , and yˆ3 exploses unless yˆ3t = 0 ∀t,
 
 which would also require that w3t = 0 ∀t. Another way to see that is the following one. Since yˆ3t = λ−1 y3,t+1 ), then: 3 Et (ˆ yˆ3t = λ−T y3,t+T ) ∀T. 3 Et (ˆ Because λ3 > 1, this relationship is satisfied only for yˆ3t = 0 ∀t,
 
 (3.24)
 
 w3t = 0 ∀t.
 
 (3.25)
 
 0 = yˆ3t = π 31 kˆt + π 32 cˆt + π 33 sˆt .
 
 (3.26)
 
 which also requires that: Let us analyze condition (3.26). We have yˆt = P −1 zˆt ≡ Πˆ zt , whence: This means that the three state variables are mutually linked by a proportionality relationship. More precisely, we are redescovering in dimension 3 the saddlepoint of the economy: ª © ± S = x ∈ O ⊂ R3 π3. x = 0 , π 3. = (π 31 , π 32 , π 33 ).
 
 In addition, condition (3.27) implies a linear relationship between the two errors which we found to be after some simple calculations: uct = −
 
 π 33 ust ∀t π 32
 
 (“no sunspots”).
 
 7 There is a slight diﬀerence in the formulation of the model of this section and the deterministic model of section 4.? because the state variables are expressed in terms of growth rates here. However, one can always reformulate this model in terms of the other one by pre- and post- multiplying Φ by appropriate normalizing matrices. As an example, if G i the 3 × 3 matrix that has 1 1 , and 1s on its diagonal, system (4.25) can be written as: E(zt+1 − z) = G−1 ΦG · (zt − z), where zt = (kt , ct , st ). In this case, k c   β −1 −1 y 0 0 0   one would have: G−1 ΦG =  − u00 sy 00 1 + βu00 sy 00 − βu00 (sy00 y + ρy0 ) , where det(G−1 ΦG − λI) = (ρ − λ)(λ2 − (β −1 + 1 + u u u 0 0 ρ 0
 
 β uu00(c) sy00 (k))λ + β −1 ), and the conclusions are exactly the same. In this case, we clearly see that the previous system collapses to (c) the deterministic one when t = 1, ∀t and s0 = 1.
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 Which is the implication of relation (3.28)? It is very similar to the one described in the deterministic case. Here the convergent subspace is the plan S, and dim(S) = 2 = number of roots with modulus less than one. Therefore, with 2 predetermined variables (i.e. kˆ0 and sˆ0 ), there exists one and only one “jump value” of cˆ0 in S which ensures stability, and this is ˆ ˆ0 33 s . cˆ0 = − π31 k0π+π 32 As is clear, there is a deep analogy between the deterministic and stochastic cases. This is not fortuitous, since the methodology used to derive relation (3.28) is exactly the same as the one used to treat the deterministic case. Let us elaborate further on this analogy, and compute the solution of the model. The solution yˆ takes the following form, (i) yˆt
 
 =
 
 (i) λti yˆ0
 
 +
 
 (i) ζt ,
 
 (i) ζt
 
 ≡
 
 t−1 X
 
 λji wi,t−j ,
 
 j=0
 
 and the solution for zˆ has the form, yt = zˆt = P yˆt = (v1 v2 v3 )ˆ
 
 3 X
 
 (i) vi yˆt
 
 i=1
 
 =
 
 3 X
 
 (i) vi yˆ0 λti
 
 +
 
 i=1
 
 3 X
 
 (i)
 
 vi ζ t .
 
 i=1
 
 To pin down the components of yˆ0 , observe that zˆ0 = P yˆ0 ⇒ yˆ0 = P −1 zˆ0 ≡ Πˆ z0 . The stability (3) condition then imposes that the state variables ∈ S, or yˆ0 = 0, which is exactly what was established before. How to implement the solution in practice ? First, notice that: (1)
 
 (2)
 
 (3)
 
 (1)
 
 (2)
 
 (3)
 
 zˆt = v1 λt1 yˆ0 + v2 λt2 yˆ0 + v3 λt3 yˆ0 + v1 ζ t + v2 ζ t + v3 ζ t . (3)
 
 (3)
 
 (3)
 
 Second note that the terms v3 λt3 yˆ0 and v3 ζ t are killed because yˆ0 t−1 P j (i) Furthermore, ζ t = λi wi,t−j , and in particular
 
 = 0, as argued before.
 
 j=0
 
 (3) ζt
 
 =
 
 t−1 X
 
 λj3 w3,t−j .
 
 j=0
 
 (3)
 
 But w3,t = 0 ∀t as argued before (see eq. (3.??)), and then ζ t = 0, ∀t. Therefore, the solution to implement in practice is: (1)
 
 (2)
 
 (1)
 
 (2)
 
 zˆt = v1 λt1 yˆ0 + v2 λt2 yˆ0 + v1 ζ t + v2 ζ t . 3.4.4.2 A digression: indeterminacy and sunspots
 
 The neoclassic deterministic growth model exhibits determinacy of the equilibrium. This is also the case of the basic version of the real business cycles model. Determinacy is due to the fact that the number of predetermined variables is equal to the dimension of the convergent subspace. If we were only able to build up models in which we managed to increase the dimension of the converging subspace, we would thus be introducing indeterminacy phenomena (see appendix 1). In addition, it turns out that this circumstance would be coupled with the the existence of sunspots that we would be able to identify as “expectation shocks”. Such an approach has been 73
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 initiated in a series of articles by Farmer.8 Let us mention that on an econometric standpoint, the basic Real Business Cycle (RBC, henceforth) model is rejected with high probabilities; this has unambigously been shown by Watson (1993)9 by means of very fine spectral methods. Now it seems that the performance of models generating sunspots is higher than the one of the basic RBC models; much is left to be done to achieve definitive results in this direction, however.10 The main reasons explaining failure of the basic RBC models are that they oﬀer little space to propagation mechanisms. Essentially, the properties of macroeconomic fluctuations is inherited by the ones of the productivity shocks, which in turn are imposed by the modeler. In other terms, the system dynamics is driven mainly by an impulse mechanism. Empirical evidence suggests that an impulse-propagation mechanism should be more appropriate to model actual macroeconomic fluctuations: this is, after all, the main message contained in the pioneer work of Frisch in the 1930s. It is impossible to introduce inderminacy and sunspots phenomena in the economies that we considered up to here. As originally shown by Cass, a Pareto-optimal economy can not display sunspots. On the contrary, any market imperfection has the potential to become a source of sunspots; an important example of this kind of link is the one between incomplete markets and sunspots. Therefore, the only way to introduce the possibility of sunspots in a growth model is to consider mild deviations from optimality (such as imperfect competition and/or externality eﬀects). To better grasp the nature of such a phenomenon, it is useful to analyze why such a phenomenon can not take place in the case of the models in the previous sections. Let us begin with the deterministic model of section 3.2. We wish to examine whether it is possible to generate “stochastic outcomes” without introduicing any shock on the fundamentals of the economy - as in the RBC models, in which the shocks on the fundamentals are represented by the productivity shocks. In other terms, we wish to examine whether there exist conditions under which the deterministic neoclassic model can generate a system dynamics driven uniquely by “shocks” that are totally extraneous to the economy’s fundamentals. If this is eﬀectivley the case, we must imagine that the optimal trajectory of consumption, for instance, is generated by a controlled stochastic process, even in the absence of shocks on the fundamentals. In this case, the program 3.6 is recast in an expectation format, and all results of section 3.2 remain the same, with the importan exception that eq. (3.7) is written under an expectation format: µ ¶ µ ¶ kˆt+1 kˆt Et =A . cˆt+1 cˆt Then we introduce the expectation error process uc,t ≡ cˆt − Et−1 (ˆ ct ), and plug it into the previous system to obtain: ¶ µ ¶ µ ¶ µ 0 kˆt kˆt+1 =A + . uc,t+1 cˆt+1 cˆt Such a thought-experiment did not change A and as in section 3.2, we still have λ1 ∈ (0, 1) and λ2 > 1. This implies that when we decompose A as P ΛP −1 to write yt + P −1 (0 uc,t+1 )T , yˆt+1 = Λˆ 8 See Farmer,R. (1993): The Macroeconomics of Self-Fulfilling Prophecies, The MIT Press, for an introduction to sunspots in the kind of models considered in this section. 9 Watson, M. (1993): “Measures of Fit for Calibrated Models,” Journ. Pol. Econ., 101, pp.1011-1041. 10 An important problem pointed out by Kamihigashi (1996) is the observational equivalence of the two kinds of models: Kamihigashi, T. (1996): “Real Business Cycles and Sunspot Fluctuations are Observationally Equivalent,” J. Mon. Econ., 37, 105-117.
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 we must also have that for yˆ2t = λ−T y2,t+T ) ∀T to hold, the necessary condition is yˆ2t = 0 ∀t, 2 Et (ˆ which implies that the second element of P −1 (0 uc,t+1 )T is zero: 0 = π 22 uc,t ∀t ⇔ 0 = uc,t ∀t. There is no role for expectation errors here: there can not be sunspots in the neoclassic growth model. This is due to the fact that λ2 > 1. The existence of a saddlepoint equilibrium is due to the classical restrictions imposed on functions u and y. Now we wish to study how to modify these functions to change the typology of solutions for the eigenvalues of A.
 
 3.5 Production based asset pricing We assume complete markets. 3.5.1 Firms The capital accumulation of the firm does always satisfy the identity in eq. (3.17), Kt+1 = (1 − δ) Kt + It ,
 
 (3.27)
 
 but we now make the assumption that capital adjustment is costly. Precisely, the real profit (or dividend) of the firm as of at time t is given by, µ ¶ It Dt ≡ y˜t − wt Nt − It − φ Kt , Kt where wt is the real wage, Nt is the employment level, and y˜t is the firm’s production - that we take to be stochastic here. The function φ is the adjustment-cost function. It satisfies φ ≥ 0, φ0 ≥ 0, φ00 ≥ 0. This formulation says that capital adjustment is very costly when the adjustment is done fastly. Naturally, φ is zero in the absence of adjustment costs. We assume that y˜t = y˜ (Kt , Nt ). Next we evaluate the value of this profit from the perspective of time zero. We make use of Arrow-Debreu state prices introduced in the previous chapter. At time t, and in state s, the (s) profit Dt (say) is worth, (s) (s) (s) (s) (s) φ0,t Dt = m0,t Dt P0,t , with the same notation as in chapter 2. 3.5.1.1 The value of the firm
 
 We assume that y˜t = y˜ (Kt , Nt ). The the cum-dividend value of the firm is, # "∞ X m0,t Dt . V c (K0 , N0 ) = D0 + E
 
 (3.28)
 
 t=1
 
 We assume that the firm maximizes its value in eq. (3.28) subject to the capital accumulation in eq. (3.27). That is, " Ã∞ !# X V c (K0 , N0 ) = max D (K0 , N0 , I0 ) + E m0,t D (Kt , Nt , It ) , {K,N,I}
 
 t=1
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 µ
 
 It D (Kt , Nt , It ) = y˜ (Kt , Nt ) − wt Nt − It − φ Kt
 
 ¶
 
 Kt .
 
 The value of the firm can recursively be found through the Bellman’s equation, V c (Kt , Nt ) = max [D (Kt , Nt , It ) + E (mt+1 V c (Kt+1 , Nt+1 ))] , Nt ,It
 
 (3.29)
 
 where the expectation is taken with respect to the information set as of time t. The first order conditions for Nt are, y˜N (Kt , Nt ) = wt . The first order conditions for It lead to, 0 = DI (Kt , Nt , It ) + E [mt+1 VKc (Kt+1 , Nt+1 )] .
 
 (3.30)
 
 Optimal investment I is thus a function I (Kt , Nt ). The value of the firm thus satisfies, V c (Kt , Nt ) = D (Kt , Nt , I (Kt , Nt )) + E [mt+1 V c (Kt+1 , Nt+1 )] . We need to find the envelop condition. We have, VKc (Kt , Nt ) = DK (Kt , Nt , I (Kt , Nt )) + DI (Kt , Nt , I (Kt , Nt )) IK (Kt , Nt ) +E {mt+1 VKc (Kt+1 , Nt+1 ) [(1 − δ) + IK (Kt , Nt )]} = DK (Kt , Nt , I (Kt , Nt )) + (1 − δ) E [mt+1 VKc (Kt+1 , Nt+1 )] = DK (Kt , Nt , I (Kt , Nt )) − (1 − δ) DI (Kt , Nt , I (Kt , Nt )) .
 
 (3.31)
 
 where the second and third lines follow by the optimality condition (3.30), and ¯ (K , I (Kt , Nt )) DK (Kt , Nt , I (Kt , Nt )) ≡ y˜K (Kt , Nt ) − φ µ ¶ K t It −DI (Kt , Nt , I (Kt , Nt )) ≡ 1 + φ0 Kt ³ ´ ³ ´ ¯ K (Kt , I (Kt , Nt )) = φ It − φ0 It It . and φ Kt Kt Kt 3.5.1.2 q theory
 
 We now introduce the notion of Tobin’s qs. We have the following definition, Tobin’s marginal qt = E [mt+1 VKc (Kt+1 , Nt+1 )] .
 
 (3.32)
 
 We claim that q is the shadow price of installed capital. To show this, consider the Lagrangean, L (Kt , Nt ) = D (Kt , Nt , It ) + E (mt+1 V c (Kt+1 , Nt+1 )) − qt (Kt+1 − (1 − δ) Kt − It ) . The first order condition for It is, 0 = DI (Kt , Nt , It ) + qt . 76
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 So by comparing with the optimality condition (3.30) we get back to the definition in (3.32). Clearly, we also have, VKc (Kt , Nt ) = DK (Kt , Nt , I (Kt , Nt )) + (1 − δ) qt . Therefore, by eq. (3.32) and the previous equality, £ ¡ ¢¤ ¯ K (Kt+1 , I (Kt+1 , Nt+1 )) + (1 − δ) qt+1 . qt = E mt+1 y˜K (Kt+1 , Nt+1 ) − φ
 
 (3.33)
 
 So to sum-up, qt qt
 
 ¶ It = 1+φ Kt µ ¶ µ ¶ ¶¸ · µ It+1 It+1 It+1 0 +φ = E mt+1 y˜K (Kt+1 , Nt+1 ) − φ + (1 − δ) qt+1 Kt+1 Kt+1 Kt+1 0
 
 µ
 
 For example, suppose that there are no adjustement costs, i.e. φ (x) = 0. Then qt = 1. By plugging qt = 1 in eq. (3.33), we obtain the usual condition, yK (Kt , Nt ) + (1 − δ)]} . 1 = E {mt [˜ t−1
 
 But empirically, the return y˜K (Kt , Nt ) + (1 − δ) is a couple of orders of magnitude less than actual stock-market returns. So we need adjustment costs - or other stories. The previous computations make sense. We have, V c (Kt , Nt ) − D (Kt , Nt , I (Kt , Nt )) = E [mt+1 V c (Kt+1 , Nt+1 )] =def V (Kt , Nt ) . Now by definition, the LHS is the ex-dividend value of the firm, and so must be the RHS. Finally, we also have, "∞ # X ¢ ¡ ¯ K (Kt+s , It+s ) . (1 − δ)s−1 m0,t+s y˜K (Kt+s , Nt+s ) − φ qt = E s=1
 
 Hence, Tobin’s marginal q is the firm’s marginal value of a further unit of capital invested in the firm, and it is worth the discounted sum of all future marginal net productivity. We now show an important result - originally obtained by Hayahsi (1982) in continuous time. Theorem. Marginal q and average q coincide. That is, we have, V (Kt , Nt ) = qt Kt+1 Proof. By the optimality condition (3.30), and eq. (3.31), −DI (Kt , Nt , It ) = E [mt+1 (DK (Kt+1 , Nt+1 , It+1 ) − (1 − δ) DI (Kt+1 , Nt+1 , It+1 ))] . And by various homogeneity properties assumed so far, and wt = y˜N (Kt , Nt ), D (Kt , Nt , It ) = DK (Kt , Nt , It ) Kt + DI (Kt , Nt , It ) It . 77
 
 (3.34)
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 "∞ X
 
 #
 
 m0,t Dt = E
 
 t=1
 
 "∞ X t=1
 
 #
 
 m0,t (DK,t − (1 − δ) DI,t ) Kt + E
 
 "∞ X
 
 #
 
 m0,t DI,t Kt+1 .
 
 t=1
 
 where the second line follows by eq. (3.27). By eq. (3.34), and the law of iterated expectations, # # "∞ "∞ X X m0,t (DK,t − (1 − δ) DI,t ) Kt = −DI,0 K1 − E m0,t Kt+1 DI,t . E t=1
 
 t=1
 
 Hence, V0 = −DI,0 K1 , and the proof follows by eq. (3.30) and the definition of q. k Classical references on these issues are Abel (1990), Christiano and Fisher (1995), Cochrane (1991), and Hayashi (1982).11 3.5.2 Consumers In a deterministic world, eq. (3.8) holds, ∞ X ct − wt Nt . V0 = c0 + Qt i=1 Ri t=1
 
 We now show that in the uncertainty case, the relevant budget constraint is, "∞ # X m0,t (ct − wt Nt ) . V0 = c0 + E
 
 (3.35)
 
 t=1
 
 Indeed, ct + qt θt+1 = (qt + Dt ) θt + wt Nt . We have, # "∞ # # "∞ "∞ X X X m0,t (ct − wt Nt ) = E m0,t (qt + Dt ) θt − E m0,t qt θt+1 E t=1
 
 t=1
 
 t=1
 
 # "∞ X m0,t = E{ E[ mt−1,t (qt + Dt ) θt ]} − E m0,t−1 qt−1 θt t=1 t−1 mt−1,t t=2 | {z } ∞ P
 
 =E
 
 ·∞ P
 
 t=1
 
 =m0,t−1
 
 ¸
 
 m0,t−1 qt−1 θt − E
 
 = q0 θ1 = V0 − c0 .
 
 "∞ X t=2
 
 m0,t−1 qt−1 θt
 
 #
 
 11 References: Abel, A. (1990). “Consumption and Investment,” Chapter 14 in Friedman, B. and F. Hahn (eds.): Handbook of Monetary Economics, North-Holland, 725-778. Christiano, L. J. and J. Fisher (1998). “Stock Market and Investment Good Prices: Implications for Macroeconomics,” unpublished manuscript. Cochrane (1991). “Production-Based Asset Pricing and the Link Between Stock Returns and Economic Fluctuations,” Journal of Finance 46, 207-234. Hayashi, F. (1982). “Tobin’s Marginal q and Average q: A Neoclassical Interpretation,” Econometrica 50, 213-224.
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 where the third line follows by the property of the discount factor mt ≡ mt−1,t . So, many consumers maximize "∞ # X U =E β t u (ct ) t=0
 
 under the budget constraint in eq. (3.35). Optimality conditions are fairly easy to derive. We have, u1 (ct+1 , Nt+1 ) mt+1 = β (inter temporal optimality) u1 (ct , Nt ) u2 (ct , Nt ) =− wt (intratemporal optimality) u1 (ct , Nt ) 3.5.3 Equilibrium For all t, y˜t = ct + It ,
 
 and θt = 1.
 
 3.6 Money, asset prices, and overlapping generations models 3.6.1 Introductory examples The population is constant and equal to two. The young agent solves the following problem: max½ {c} (u(c1t ) + βu(c2,t+1 )) st + c1t = w1t s.t. c2,t+1 = st Rt+1 + w2,t+1
 
 (3.36)
 
 The previous constraints can be embedded in a single, lifetime budget constraint: c2,t+1 = −Rt+1 c1,t + Rt+1 w1t + w2,t+1 .
 
 (3.37)
 
 The agent born at time t − 1 faces the constraints: st−1 + c1,t−1 = w1,t−1 and c2t = st−1 Rt + w2t ; by combining her second period constraint with the first period constraint of the agent born at time t one obtains: st−1 Rt + wt = st + c1t + c2t , wt ≡ w1t + w2t (3.38) The financial market equilibrium,
 
 st = 0,
 
 ∀t,
 
 P2
 
 (3.39)
 
 implies that the goods market is also in equilibrium: wt = i=1 ci,t ∀t. Therefore, we can analyze the economic dynamics by focussing on the inside money equilibrium. 0 1,t ) The first order condition requires that the slope of the indiﬀerence curve (−β −1 uu0 (c(c2,t+1 ) be ) 12 equal to the slope of the lifetime budget constraint (−Rt+1 ), or: β
 
 1 u0 (c2,t+1 ) = . 0 u (c1,t ) Rt+1
 
 The equilibrium is then a sequence of gross returns satisfying (3.32) and (3.33), or: bt ≡ 12 This
 
 1 u0 (w2,t+1 ) . =β 0 Rt+1 u (w1t )
 
 result is qualitatively similar to the results presented in the previous section.
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 w2,t+1
 
 c2,t+1 = − Rt+1 c1,t + Rt+1 w1t + w2,t+1
 
 w1,t
 
 c1,t
 
 FIGURE 3.4.
 
 bt can be interpreted as a “shadow price” of a bond issued at t and promising 1 unit of num´eraire at t+1. One may think of {bt }t=0,1,··· as a sequence of prices (fixed by an auctioneer living forever) which does not incentivate agents to lend to or borrow from anyone (given that one can not lend to or borrow from anyone else), which justifies our term “shadow price”; cf. figure 3.3. The situation is diﬀerent if heterogeneous members are present within the same generation. In this case, everyone solves the same program as in (3.29): ´ ³ (j) (j) max{cj } uj (c1t ) + β j uj (c2,t+1 ) ( (j) (j) (j) st + c1t = w1t s.t. (j) (j) (j) c2,t+1 = st Rt+1 + w2,t+1 The first order condition is still: (j)
 
 βj
 
 u0j (c2,t+1 ) (j) u0 (c1t )
 
 =
 
 1 ≡ bt , j = 1, · · ·, n; t = 0, 1, · · ·, Rt+1
 
 (3.41)
 
 and an equilibrium is a sequence {bt }t=0,1,··· satisfying (3.34) and n X j=1
 
 (j)
 
 st = 0, t = 0, 1, · · ·.
 
 The equilibrium is a sequence of “generation by generation” equilibria. That is, a sequence of temporary equilibria. Example: uj (x) = log x and β j = β ∀j. The first order condition is: (j) c1t 1 β j (j) = ≡ bt , Rt+1 c2,t+1 and using the budget constraints:  (j) (j) 1  = 1+β δj (Rt+1 ), δ j (x) = w1t +   c1t (j) β c2,t+1 = 1+β Rt+1 δ j (Rt+1 )  (j)  w  (j) (j) 1 = 1+β (βw1t − R2,t+1 ) st t+1 80
 
 (j)
 
 w2,t+1 x
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 whence P (j) β nj=1 w1t 1 = Pn . bt = (j) Rt+1 w2,t+1 j=1
 
 This finding is similar to the finding of chapter 1. It can be generalized to the case β j 6= β j 0 , j 6= j 0 . Such a result clearly reveals the existence of a representative agent with aggregated endowments. Example. The agent solves the following program: max½ {c,θ} {u(c1,t ) + βE [u(c2,t+1 )| Ft ]} qt · θt + c1,t = w1t s.t. c2,t+1 = (qt+1 + Dt+1 ) · θt + w2,t+1 The notation is the same as the notation in section 3.?. The agent born at time t − 1 faces the constraints qt−1 · θt−1 + c1,t−1 = w1,t−1 and w2t + (qt + Dt ) · θt−1 = c2,t . By combining the second period constraint of the agent born at time t − 1 with the first period constraint of the agent born at time t one obtains: (qt + Dt ) · θt−1 − qt · θt + wt = c1,t + c2,t , Finally, by using the financial market clearing condition: θt = 1m×1
 
 ∀t,
 
 one gets: m X
 
 (i)
 
 Dt + w ¯t = c1,t + c2,t ,
 
 i=1
 
 The financial market equilibrium implies that all fruits (plus the exogeneous endowments) are totally consumed. By eliminating c from the program, V (w) = max {u (w1t − qt · θ) + βE [u ((qt+1 + Dt+1 ) · θ)| Ft ])} . θ
 
 The first order condition leads to the same result of the model with a representative agent:
 
 Example: u(c, c+ ) =
 
 ´¯ i h ³ (i) (i) (i) ¯ u0 (c1,t )qt = βE u0 (c2,t+1 ) qt+1 + Dt+1 ¯ Ft .
 
 cσ σ
 
 +β
 
 cσ + . σ
 
 As in the previous chapter,
 
 ???c+ =
 
 w0j 1 + β 1/(1−σ) Rσ/(1−σ) 81
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 3.6.2 Money Next, we consider the “monetary” version of the model presented in the introductory section. The agent solves program (3.29), but the constraint has now a diﬀerent interpretation. Specifically,  mt   + c1,t = w1t pt (3.42) mt  + w2,t+1  c2,t+1 = pt+1 Here real savings are given by:
 
 st ≡
 
 In addition, by letting: Rt+1 ≡
 
 mt . pt
 
 pt , pt+1
 
 t = Rt+1 st . Formally, the two constraints in (3.30) and (3.35) are the same. The we obtain pm t+1 good is perishable here, too, but agents may want to transfer value intertemporally with money. Naturally, we also have here (as in (3.31)) that
 
 st−1 Rt = st − (wt − c1t − c2t ),
 
 (3.43)
 
 but the dynamics is diﬀerent because the equilibrium does not necessarily impose that st ≡ mt = 0: money may be transferred from a generation to another one, and the equilibrium is: pt st =
 
 m ¯t , pt
 
 where m ¯ denotes money supply. In addition, the second term of the r.h.s. of eq. (3.36) is not necessarily zero due to the existence of monetary transfers. Generally, one has that additional quantity of money in circulation are transferred from a generation to another. In equilibrium, pt (c1,t + c2,t ) = pt wt − ∆m ¯ t.
 
 (3.44)
 
 By replacing (3.37) into (3.36), ∆m ¯t . pt Next suppose wlg that the rule of monetary creation has the form: st−1 Rt = st −
 
 (3.45)
 
 ∆m ¯t = µt ∈ [0, ∞) ∀t. m ¯ t−1 In equilibrium
 
 ∆m ¯t pt
 
 =
 
 ∆m ¯ t mt−1 mt−1 pt
 
 = µt Rt st−1 , and eq. (3.38) becomes: (1 + µt )st−1 Rt = st .
 
 Next, note that the optimal decisions are such that real savings are of the form: st = s(Rt+1 ), and the dynamics of the nominal interest rates becomes, for s0 (R) 6= 0, (1 + µt )s(Rt )Rt = s(Rt+1 ). 82
 
 (3.46)
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 Here is another way to derive relation (3.39). By definition, (1 + µt )m ¯ t−1 = m ¯ t , and by m ¯ t−1 pt−1 m ¯t dividing by pt , (1 + µt ) pt−1 pt = pt . At the equilibrium, supply of real money by old (m ¯ t−1 ) plus new creation of money (i.e. µ · m ¯ t−1 ) (i.e. the l.h.s.) is equal to demand of real money by young (i.e. the r.h.s.), and this is exactly relation (3.39).13 The previous things can be generalized to the case of population growth. At time t, Nt t individuals are born, and Nt obeys the relation NNt−1 = (1 + n), n ∈ R. In this case, the relation defining the evolution of money supply is: ∆Mt = µt ∈ [0, ∞) ∀t, Mt−1 where Mt ≡ Nt · m ¯ t,
 
 or,
 
 ¯ t−1 = (1 + n)m ¯ t. (1 + µt )m By a reasoning similar to the one made before, 1 + µt · s(Rt )Rt = s(Rt+1 ). 1+n
 
 (3.47)
 
 Suppose that the trajectory µ does not depend on R, and that (µt )∞ t=0 has a unique stationary solution denoted as µ. We have two stationary equilibria: - R =
 
 1+n . 1+µ
 
 This point corresponds to the “golden rule” when µ = 0 (cf. section 3.9). ¡ ¢t p0 , and one has that (1) In the general case, the solution for the price is pt = 1+µ 1+n M0 M0 1+n m ¯t Mt m ¯t = Nt ·pt = N0 ·p0 , and (2) pt+1 = N0 ·p0 1+µ . Therefore, the agents’ budget constraints are pt bounded and in addition, the real value of transferrable money is strictly positive. This is the stationary equilibrium in which agents “trust” money.
 
 - s(Ra ) = 0. This point corresponds to the autarchic state. Generally, one has that Ra < R, which means that prices increase more rapidly than the per-capita money stock. Of course this is the stationary equilibrium in which agents do not trust money. Analytically, in t+1 /Mt t+1 this state one has that Ra < R ⇔ pt+1 > 1+µ = M = m¯m¯t+1 ⇔ m¯pt+1 < m¯ptt , pt 1+n Nt+1 /Nt t ¯t ¯t , one has pm = mp¯tt Ra < mp¯tt R = m¯ptt 1+n , and since whence ( m¯p )t → 0+. As regards pm 1+µ t+1 t+1 t→∞
 
 ( mp¯ )t → 0+, then t→∞
 
 m ¯t → pt+1 t→∞
 
 0+.
 
 If s(·) is diﬀerentiable and s0 (·) 6= 0, the dynamics of (Rt )∞ t=0 can be studied through the slope, dRt+1 s0 (Rt )Rt + s(Rt ) 1 + µt = . (3.48) dRt s0 (Rt+1 ) 1+n There are three cases: 13 The analysis here is based on the assumption that money transfers are made to youngs: youngs not only receive money by old ¯ t−1 ). One can consider an alternative model in which transfers are made (m ¯ t−1 ), but also new money by the central bank (µt m directly to old. In this case, the budget constraint becomes:
 
 st + c1,t = w1t c2,t+1 = st Rt+1 1 + µt+1 + w2,t+1 and at the aggregate level, (1 + µt ) st−1 Rt = st − (wt − c1t − c2t ).
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 - s0 (R) > 0. Gross substituability: the revenue eﬀect is dominated by the substitution eﬀect. - s0 (R) = 0. Revenue and substitution eﬀects compensate each other. - s0 (R) < 0. Complementarity: the revenue eﬀect dominates the substitution eﬀect. An example of gross substituability was provided during the presentation of the introductory examples of the present section (log utility functions). The second case can be obtained with the same examples after imposing that agents have no endowments in the second period. The equilibrium is seriously compromised in this case, however. Another example is obtained with 2 Cobb-Douglas utility functions: u(c1t , c2,t+1 ) = cl1t1 ·cl2,t+1 , which generates a real savings function s(Rt+1 ) =
 
 w l2 w − R2,t+1 l1 1t t+1 l 1+ l2 1
 
 which also implies
 
 m ¯t pt
 
 the derivative of which is nil when one assumes that w2,t = 0 for all t, = st = ν1 w1t , ν ≡
 
 l1 +l2 l2
 
 and, by reorganizing,
 
 m ¯ t ν = pt w1t , an equation supporting the view of the Quantitative Theory of money. In this case, the sequence pt t w1,t+1 = m¯m¯t+1 , or of gross returns is Rt+1 = pt+1 w1,t Rt+1 =
 
 (1 + n) · (1 + gt+1 ) , 1 + µt+1
 
 where gt+1 denotes the growth rate of endowments of young between time t and time t + 1. The inflation factor Rt−1 is equal to the monetary creation factor corrected for the the growth rate of the economy. ´η/(η−1) ³ (η−1)/η (η−1)/η lc1t + (1 − l)c2,t+1 . Note that Another example is u(c1t , c2,t+1 ) = limη→1 u(c1t , c2,t+1 ) = cl1t · c1−l 2,t+1 , Cobb-Douglas. We have  c1t =    c2,t+1 =    s = t
 
 Rt+1 w1t +w2,t+1 , K η Rt+1 +K η Rt+1 Rt+1 w1t +w2,t+1 1+K −η R1−η t+1 η K η Rt+1 w1t −w2,t+1 Rt+1 +K η Rηt+1
 
 ≡
 
 1−l l
 
 To simplify, suppose that K = 1, and 0 = w2t = µt = n, and w1t = w1,t+1 ∀t. It is easily checked that sign (s0 (R)) = sign (η − 1) . The interest factor dynamics is: Rt+1 = (Rt−η + R−1 − 1)1/(1−η) .
 
 (3.49)
 
 The stationary equilibria are the solutions of R1−η = R−η + R−1 − 1, and one immediately verifies the existence of the monetary state R = 1. When η > 1, the dynamics is quite simple studying: in general, one has Ra = 0 and R = 1, and Ra is stable and R is unstable. Figure 3.5 illustrates this situation in the case η = 2. 84
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 y 1.75 1.5 1.25 1 0.75 0.5 0.25 0
 
 0
 
 0.25
 
 0.5
 
 0.75
 
 1 x
 
 FIGURE 3.5. η = 2
 
 When η < 1, the situation is more delicate. In this case, Ra is generically ill-defined, and R = 1 is not necessarily stable. One can observe a dynamics converging towards R, or even the emergence of more or less “regular” cycles. In this respect, it is important to examine the slope of the slope of the map in (3.42) in correspondence with R = 1: ¯ dRt+1 ¯¯ η+1 . = dRt ¯Rt+1 =Rt =1 η − 1
 
 Here are some hints concerning the general case. Figure 3.6 depicts the shape of the map Rt 7→ Rt+1 in the case of gross substituability (in fact, the following arguments can also be 0 (x)x adapted verbatim to the complementarity case whenever ∀x, ss(x) < −1: indeed, in this case dRt+1 dRt
 
 > 0 since the numerator is negative and the denominator is also negative by assumption. Such a case does not have any significative economic content, however). This is an increasing 0 t +s(Rt ) 1+µt t+1 function since the slope dR = s (Rst0)R > 0. In addition, the slope (3.41) computed dRt (Rt+1 ) 1+n 1+n in correspondence with the monetary state R = 1+µ is: ¯ s(R) dRt+1 ¯¯ =1+ . ¯ dRt Rt+1 =Rt =R Rs0 (R)
 
 This is always greater than 1 if s0 (.) > 0, and in this case the monetary state M is unstable and the autarchic state A is stable. In particular, all paths starting from the right of M are unstables. They imply an increasing sequence of R, i.e. a decreasing sequence of p. This can not be an equilibrium because it contradicts the budget constraints (in fact, there would not be a solution to the agents’ programs). It is necessary that the economy starts from A and M, but we have not endowed with additional pieces of information: there is a continuum of points R1 ∈ [Ra , R) which are candidates for the beginning of the equilibria sequence. Contrary to the models of the previous sections, here we have indeterminacy of the equilibrium, which is parametrized by p0 . Is the autarchic state the only possible stable configuration? The answer is no. It is suﬃcient ¯ dRt+1 ¯ that the map Rt 7→ Rt+1 bends backwards and that dRt ¯ < −1 to make M a stable Rt+1 =Rt =R 0
 
 (R)R state. A condition for the curve to bend backward is that s s(R) > −1, and the condition for ¯ 0 0 (R)R (R)R dRt+1 ¯ < −1 to hold is that s s(R) > − 12 . If s s(R) > − 12 , M is attained starting from a dRt ¯ Rt+1 =Rt =R
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 R
 
 M
 
 A Ra
 
 Rt
 
 R
 
 FIGURE 3.6. Gross substituability
 
 Rt+1
 
 M
 
 R
 
 A R*
 
 R
 
 R**
 
 Rt
 
 FIGURE 3.7.
 
 suﬃciently small neighborhood of M. Figure 3.7 shows the emergence of a cycle of order two,14 R2 15 in which R∗∗ = R . Notice that in this case, the dynamics of the system has been analyzed ∗ in a backward-looking manner, not in a forward-looking manner. The reason is that there is an indeterminacy of the forward-looking dynamics, and it is thus necessary to analyze the system dynamics in a backward-looking manner ... In any case, the condition s0 (R) < 0 is not appealing on an economic standpoint. 14 There are more complicated situations in which cycles of order 3 may exist, whence the emergence of what is known as “chaotic” trajectories. 15 Here is the proof. Starting from relation (3.40), we have that for a 2-cycle,
 
 1+µ R s(R∗ ) = s(R∗∗ ) 1+n ∗ 1+µ R s(R∗∗ ) = s(R∗ ) 1+n ∗∗
 
 By multiplying the two sides of these equations, one recovers the desired result.
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 The Lucas (1972) model16 is the first to address issues concerning the neutrality of money in a context of overlapping generations with stochastic features. Here we present a very simplified version of the model.17 The agent works during the first period and consumes in the second period: this is, of course, nothing but a pleasant simplification. Disutility of work is −v. We suppose that v 0 (x) > 0, v00 (x) > 0, ∀x ∈ R+ . The second period consumption utility is u, and has the usual properties. The program is: max½ {n,c} {−v(nt ) + βE [u(ct+1 )| Ft ]} m = pt yt , yt = t nt s.t. pt+1 ct+1 = m where m denotes money, y denotes the production obtained by means of labour n, and { t }t=0,1,··· is a sequence of strictly positive shocks aﬀecting labour productivity. The price level is p. pt Let us rewrite the program by using the single constraint ct+1 = Rt+1 t nt , Rt+1 ≡ pt+1 , max {−v(nt ) + βE [u(Rt+1 t nt )| Ft )]} . n
 
 The first order condition is v 0 (nt ) = βE(u0 (Rt+1 t nt )Rt+1 t / Ft ) ⇔ ¯ ¸ · 1 1 ¯¯ 0 0 Ft = βE u (Rt+1 t nt ) v (nt ) pt t pt+1 ¯ At the equilibrium, yt = ct ⇒ ct =
 
 t
 
 · nt , and
 
 ct+1 =
 
 m = pt+1
 
 t+1
 
 · nt+1 .
 
 By replacing the previous relation into the first order condition, and simplifying, v0 (nt )nt = βE [u0 (
 
 t+1
 
 · nt+1 )(
 
 t+1
 
 · nt+1 )| Ft ] .
 
 (3.50)
 
 As in the model of section 3.6, the rational expectation assumption consists in regarding all the model’s variables as functions of the state varibales. Here, the states of natures are generated by , and we have: n = n( ). By plugging n( ) into (3.43) we get: 0
 
 v (n( ))n( ) = β
 
 Z
 
 u0
 
 supp( )
 
 ¡
 
 +
 
 ¢ n( + )
 
 +
 
 n( + )dP (
 
 ¯
 
 +¯
 
 ).
 
 (3.51)
 
 A rational expectations equilibrium is a statistical sequence n( ) satisfying the functional equation (3.44). Eq. (3.44) considerably simplifies when shocks are i.i.d.: P ( + / ) = P ( + ), Z ¢ ¡ 0 v (n( ))n( ) = β u0 + n( + ) + n( + )dP ( + ). (3.52) supp( )
 
 16 Lucas,
 
 R.E., Jr. (1972): “Expectations and the Neutrality of Money,” J. Econ. Theory, 4, 103-124. of this simplified version of the model are taken from Stokey et Lucas (1989, p. 504): Stokey, N.L. and R.E. Lucas (with E.C. Prescott) (1989): Recursive Methods in Economic Dynamics, Harvard University Press. 17 Parts
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 In this case, the r.h.s. of the previous relationship does not depend on , which implies that the l.h.s. does not depend on neither. Therefore, the only candidate for the solution for n is a constant n ¯ :18 n( ) = n ¯, ∀ . Provided such a n ¯ exists, this is a result on money neutrality. More precisely, relation (3.45) can be written as: Z 0 v (¯ n) = β u0 ( + n ¯ ) + dP ( + ), supp( )
 
 and it is always possible to impose reasonable conditions on v and u that ensure existence and unicity of a strictly positive solution for n ¯ , as in the following example. Example. v(x) = 12 x2 and u(x) = log x. The solution is n ¯=
 
 √ √ β, y( ) = β and p( ) =
 
 m √ . β
 
 Exercise. Extend the previous model when the money supply follows the stochastic process: = µt , where {µt }t=0,1,··· is a i.i.d. sequence of shocks.
 
 ∆mt mt−1
 
 3.6.4 The Diamond’s model
 
 3.7 Optimality 3.7.1 Models with productive capital The starting point is the relation Kt+1 = St = Y (Kt , Nt ) − Ct , K0 given. Dividing both sides by Nt one gets: kt+1 =
 
 1 (y(kt ) − ct ) , k0 given and: inf kt ≥ 0, sup kt < ∞. 1+n
 
 (3.53)
 
 The stationary state of this economy is: c = y(k) − (1 + n)k, and we see that the per-capita consumption attains its maximum at: ¯ = 1 + n. k¯ : y 0 (k) This is the golden rule. ¯ < 1 + n, it is always possible to increase per-capita consumption at the stationary If y 0 (k) state; indeed, since y(k) is given, one can decrease k and obtain dc = −(1 + n)dk > 0, and in the next periods, one has dc = (y 0 (k) − (1 + n)) dk > 0. We wish to provide a formal proof of these facts along the entire capital accumulation path of the economy. Notice that the foregoing 18 A
 
 rigorous proof that n( ) = n ¯ , ∀ is as follows. Let’s suppose the contrary, i.e. there exists a point 0 and a neighborhood of 0 such that either n ( 0 + A) > n ( 0 )or n ( 0 + A) < n ( 0 ), where the constant A > 0. Let’s consider the first case (the proof of the second case being entirely analogous). Since the r.h.s. of (4.43) is constant for all , we have, v0 (n ( 0 + A)) · n ( 0 + A) = v0 (n ( 0 )) · n ( 0 ) ≤ v0 (n ( 0 + A)) · n ( 0 ), where the inequality is due to the assumption that v 00 > 0 always holds. We have thus shown that, v0 (n ( 0 + A)) · [n ( 0 + A) − n ( 0 )] ≤ 0. Now v 0 > 0 always holds, so that n ( 0 + A) < n ( 0 ), a contradiction with the assumption n ( 0 + A) > n ( 0 ).
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 results are valid whatever the structure of the economy is (e.g., a finite number of agents living forever or overlapping generations). As an example, in the overlapping generations case one can interpret relation (3.46) as the one describing the capital accumulation path in the Diamond’s 2,t+1 Ct model once ct is interpreted as: ct ≡ N = c1t + c1+n . t The notion of eﬃciency that we use is the following one:19 a path {(k, c)t }∞ t=0 is consumption∞ ˜ ineﬃcient if there exists another path {(k, c˜)t }t=0 satisfying (3.46) and such that, for all t, c˜t ≥ ct , with at least one strict inequality. We now present a weaker version of thm. 1 p. 161 of Tirole (1988), but easier to show.20 Theorem 3.2 ((weak version of the) Cass-Malinvaud theory). (a) A path {(k, c)t }∞ t=0 is y0 (kt ) ∞ consumption eﬃcient if 1+n ≥ 1 ∀t. (b) A path {(k, c)t }t=0 is consumption ineﬃcient if y0 (kt ) < 1 ∀t. 1+n Proof. (a) Let k˜t = kt + t , t = 0, 1, · · ·, an alternative consumption eﬃcient path. Since k0 is given, t = 0. Furthermore, by relation (3.46) one has that ct − ct ), (1 + n) · (k˜t+1 − kt+1 ) = y(k˜t ) − y(kt ) − (˜ and because k˜ has been supposed to be eﬃcient, c˜t ≥ ct with at least one strictly equality over the ts. Therefore, by concavity of y, 0 ≤ y(k˜t ) − y(kt ) − (1 + n)(k˜t+1 − kt+1 ) = y(k˜t ) − y(kt ) − (1 + n)
 
 t+1
 
 < y(kt ) + y 0 (kt ) t − y(kt ) − (1 + n) or t+1
 
 
> −∞ here. Furthermore, note that there are infinitely many such sequences that allow for eﬃciency improvements. k Are actual economies dynamically eﬃcient? To address this issue, Abel et al. (1989)21 modified somehow the previous setup to include uncertainty, and conclude that the US economy does satisfy their dynamic eﬃciency requirements. The conditions of the previous theorem are somehow restrictive. As an example, let us take the model of section 3.2 and fix, as in section 3.2, n = 0 to simplify. As far as k0 < k = (y 0 )−1 [β −1 ], per-capita capital is such that y 0 (kt ) > 1 ∀t since the dynamics here is of the saddlepoint type 19 Tirole,
 
 J. (1988): “Eﬃcacit´ e intertemporelle, transferts interg´ en´ erationnels et formation du prix des actifs: une introduction,” in: Melanges ´ economiques. Essais en l’honneur de Edmond Malinvaud. Paris: Editions Economica & Editions EHESS, p. 157-185. 20 The proof we present here appears in Touz´ e, V. (1999): Financement de la s´ ecurit´ e sociale et ´ equilibre entre les g´ en´ erations, unpublished PhD dissertation Univ. Paris X Nanterre. 21 Abel, A.B., N.G. Mankiw, L.H. Summers and R.J. Zeckhauser (1989): “Assessing Dynamic Eﬃciency: Theory and Evidence,” Review Econ. Studies, 56, 1-20.
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 β−1 1
 
 k
 
 kt
 
 k*
 
 FIGURE 3.8. Non-necessity of the conditions of thm. 3.2 in the model with a representative agent.
 
 and then monotone (see figure 3.8). Therefore, the conditions of the theorem are fulfilled. Such conditions also hold when k0 ∈ [k, k∗ ], again by the monotone dynamics of kt . Nevertheless, the conditions of the theorem do not hold anymore when k0 > k∗ and yet, the capital accumulation path is still eﬃcient! While it is possible to show this with the tools of the evaluation equilibria of Debreu (1954), here we provide the proof with the same tools used to show thm. 3.2. Indeed, let τ = inf {t : kt ≤ k∗ } = inf {t : y 0 (kt ) ≥ 1} . ½ 0 y (kt ) < 1, t = 0, 1, · · ·, τ − 1 . By We see that τ < ∞, and since the dynamics is monotone, y 0 (kt ) ≥ 1, t = τ , τ + 1, · · · using again the same arguments used to show thm. 3.2, we see that since τ is finite, −∞ < starts unfolding, and t → −∞. τ +1 < 0. From τ onwards, an explosive sequence t→∞
 
 3.7.2 Models with money The decentralized economy is characterized by the presence of money. Here we are interested in first best optima i.e., optima that a social planner may choose by acting directly on agents consumptions.22 Let us first analyze the stationary state R = 1+n and show that it corresponds 1+µ to the stationary state in which consumptions and endowments are constants, and agents’ utility is maximized when µ = 0. Indeed, here the social planner allocates resources without caring about monetary phenomena, and the only constraint is the following “natural” constraint: wn ≡ w1 +
 
 w2 c2 = c1 + , 1+n 1+n
 
 in which case the utility of the “stationary agent” is: u(c1 , c2 ) = u(wn −
 
 c2 , c2 ). 1+n
 
 22 In our terminology, a second best optimum is the one in which the social planner makes the thought experiment to let the market “play” first (with money) and then parametrizes such virtual equilibria by µt . The resulting indirect utility functions are expressed in terms of such µt s and after creating an aggregator of such indirect utility functions, the social planner maximises such an aggregator with respect to µt .
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 3.7. Optimality
 
 1 The first order condition is uuc2 = 1+n . In the market equilibrium, the first order condition is c1 uc2 1 = R , which means that in the market equilibrium, the golden rule is attained at R if and uc1 only if µ = 0, as claimed in section 3.? The convergence of the optimal policy of the social planner towards the gloden rule can be verified as it follows. The social planner solves the program:  ∞   max X ϑt · u(t) (c , c ) 1t
 
   w ≡w + nt 1t t=0
 
 w2t 1+n
 
 2,t+1
 
 = c1t +
 
 c2t 1+n
 
 ¡ ¢ P t c2t (t) or max ∞ , c2,t+1 . Here the notation u(t) (.) has been used to stress the fact wnt − 1+n t=0 ϑ · u that endowments may change from one generation to another generation, and ϑ is the weighting coeﬃcient of generations that is used by the planner. The first order conditions, (t−1)
 
 uc2
 
 (t)
 
 uc1
 
 =
 
 ϑ , 1+n
 
 lead towards the modified golden rule at the stationary state (modified by ϑ).
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 3.8 Appendix 1: Finite diﬀerence equations and economic applications Let z0 ∈ Rd , and consider the following linear system of finite diﬀerence equations: zt+1 = A · zt ,
 
 t = 0, 1, · · ·,
 
 (3A1.1)
 
 where A is conformable matrix. Solution is, zt = v1 κ1 λt1 + · · · + vd κd λtd , where λi and vi are the eigenvalues and the corresponding eigenvectors of A, and κi are constants which will be determined below. The classical method of proof is based on the so-called diagonalization of system (3A1.1). Let us consider the system of characteristic equations for A, (A − λi I) vi = 0d×1 , λi scalar and vi a column vector d × 1, i = 1, · · ·, n, or in matrix form, AP = P Λ, where P = (v1 , · · ·, vd ) and Λ is a diagonal matrix with λi on the diagonal. By post-multiplying by P −1 one gets the decomposition23 A = P ΛP −1 .
 
 (3A1.2)
 
 By replacing (3A1.2) into (3A1.1), P −1 zt+1 = Λ · P −1 zt , or yt ≡ P −1 zt .
 
 yt+1 = Λ · yt , The solution for y is:
 
 yit = κi λti , P P and the solution for z is: zt = P yt = (v1 , · · ·, vd )yt = di=1 vi yit = di=1 vi κi λti . To determine the vector of the constants κ = (κ1 , · · ·, κd )T , we first evaluate the solution at t = 0, z0 = (v1 , · · ·, vd )κ = P κ, whence κ ˆ ≡ κ(P ) = P −1 z0 , where the columns of P are vectors ∈ the space of the eigenvectors. Naturally, there is an infinity of such P s, but the previous formula shows how κ(P ) must “adjust” to guarantee the stability of the solution with respect to changes of P . 3A.1 Example. d = 2. Let us suppose that λ1 ∈ (0, 1), λ2 > 1. The system is unstable in correspondence with any initial condition but a set of zero measure. This set gives rise to the so-called saddlepoint path. Let us compute its coordinates. The strategy consists in finding the set of initial conditions for which κ2 = 0. Let us evaluate the solution at t = 0, ¶ ¶ µ ¶ µ µ v11 κ1 + v12 κ2 κ1 x0 = z0 = P κ = (v1 , v2 ) = , y0 κ2 v21 κ1 + v22 κ2 where we have set z = (x, y)T . By replacing the second equation into the first one and solving for κ2 , κ2 =
 
 v11 y0 − v21 x0 . v11 v22 − v12 v21
 
 This is zero when y0 =
 
 v21 x0 . v11
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 y0 x
 
 x0
 
 y = (v21/v11) x
 
 FIGURE 3.9. Here the saddlepoint is a line with slope equal to the ratio of the components of the eigenvector associated with the root with modulus less than one. The situation is represented in figure 3.9, where x0 , and corresponds to the case κ1 = 0. the “divergent” line has as equation y0 = vv22 12 The economic content of the saddlepoint is the following one: if x is a predetermined variable, y x0 to make the system display a non-explosive behavior. Notice that there is must “jump” to y0 = vv21 11 a major conceptual diﬃculty when the system includes two predetermined variables, since in this case there are generically no stable solutions. Such a possibility is unusual in economics, however. 4A.2 Example. The previous example can be generated by the neoclassic growth model. In section 3.2.3, we showed that in a small neighborhood of the stationary values k, c, the dynamics of (kˆt , cˆt )t (deviations of capital and consumption from their respective stationary values k, c) is: ¶ µ ¶ µ kˆt kˆt+1 =A cˆt+1 cˆt where A≡
 
 Ã
 
 y0 (k) −1 u0 (c) 00 u0 (c) 00 − u00 (c) y (k) 1 + β u00 (c) y (k)
 
 !
 
 ,
 
 β ∈ (0, 1).
 
 By using the relationship βy 0 (k) = 1, and the conditions imposed on u and y, we have - det(A) = y 0 (k) = β −1 > 1; 0
 
 00 - tr(A) = β −1 + 1 + β uu00(c) (c) y (k) > 1 + det(A).
 
 The two eigenvalues are solutions of a quadratic equation, and are: λ1/2 =
 
 √
 
 tr(A)∓
 
 tr(A)2 −4 det(A) . 2
 
 Now,
 
 a ≡ tr(A)2 − 4 det(A) i2 h 0 00 (k) y − 4β −1 = β −1 + 1 + β uu00(c) (c) ¡ −1 ¢2 > β + 1 − 4β −1 ¡ ¢2 = 1 − β −1 > 0. 23 The previous decomposition is known as the spectral decomposition if P > = P −1 . When it is not possible to diagonalize A, one may make reference to the canonical transformation of Jordan.
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 √
 
 1+det(A) a It follows that λ2 = tr(A) + 2a > 1 + 2a > 1. 2 + 2 > 2 p To show that λ1 ∈ (0, 1), notice first that since det(A) > 0, 2λ1 = tr(A) − 2 that λ1 < 1. But λ1 < 1 ⇔ tr(A) − ptr(A) − 4 det(A) > 0. It remains 2 to be shown tr(A)2 − 4 det(A) < 2, or (tr(A) − 2) < tr(A)2 − 4 det(A), which can be confirmed to be always true by very simple calculations.
 
 Next, we wish to generalize the previous examples to the case d > 2. The counterpart of the saddlepoint seen before is called the convergent, or stable subspace: it is the locus of points for which the solution does not explode. (In the case of nonlinear systems, such a convergent subspace is termed convergent, or stable manifold. In this appendix we only study linear systems.) Let Π ≡ P −1 , and rewrite the system determining the solution for κ: κ ˆ = Πz0 . We suppose that the elements of z and matrix A have been reordered in such a way that ∃s : |λi | < 1, for i = 1, · · ·, s and |λi | > 1 for i = s + 1, · · ·, d. Then we partition Π in such a way that:   Πs κ ˆ =  s×d  z0 . Πu (d−s)×d
 
 As in example (3A.1), the objective is to make the system “stay prisoner” of the convergent space, which requires that ˆ d = 0, κ ˆ s+1 = · · · = κ or, by exploiting the previous system,   κ ˆ s+1  ..   .  = Πu z0 = 0(d−s)×1 . (d−s)×d κ ˆd
 
 Let d ≡ k + k ∗ (k free and k∗ predetermined), and partition Πu and z0 in such a way to distinguish the predetermined from the free variables:   µ ¶ z0free (1) (2) (1) Πu Πu  k×1 z0free + Π(2) z0pre , 0(d−s)×1 = Πu z0 = pre  = Πu u ∗ (d−s)×k (d−s)×k z ∗ (d−s)×d 0 (d−s)×k k×1 (d−s)×k k∗ ×1 k∗ ×1
 
 or,
 
 Π(1) z0free = − Π(2) z0pre . u u (d−s)×k∗ k∗ ×1
 
 (d−s)×k k×1
 
 The previous system has d − s equations and k unknowns (the components of z0free ): this is so be(1) (2) cause z0pre is known (it is the k∗ -dimensional vector of the predetermined variables) and Πu , Πu are (1) has full rank. primitive data of the economy (they depend on A). We assume that Πu (d−s)×k
 
 Therefore, there are three cases: 1) s = k ∗ ; 2) s < k∗ ; and 3) s > k ∗ . Before analyzing these case, let us mention a word on terminology. We shall refer to s as the dimension of the convergent subspace (S). The reason is the following one. Consider the solution: ˆ 1 λt1 + · · · + vs κ ˆ s λts + vs+1 κ ˆ s+1 λts+1 + · · · + vd κ ˆ d λtd . zt = v1 κ In order to be in S, it must be the case that κ ˆ s+1 = · · · = κ ˆ d = 0,
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 in which case the solution reduces to: ¡ ¢> zt = v 1 κ ˆ 1 λt1 + · · · + vs κ ˆ s λts = (v1 κ ˆ 1 , · · ·, vs κ ˆ s ) · λt1 , · · ·, λts ,
 
 d×1
 
 i.e.,
 
 d×1
 
 d×1
 
 zt d×1
 
 ˆt , = Vˆ · λ d×s s×1
 
 ¡ ¢ ˆ t ≡ λt , · · ·, λt T . Now for each t, introduce the vector subspace: where Vˆ ≡ (v1 κ ˆ 1 , · · ·, vs κ ˆ s ) and λ 1 s D E ˆt , λ ˆ t ∈ Rs }. Vˆ ≡ {zt ∈ Rd : zt = Vˆ · λ t
 
 d×1
 
 d×s s×1
 
 D E ³ ´ Clearly, for each t, dim Vˆ = rank Vˆ = s, and we are done. t Let us analyze now the three above mentioned cases.
 
 - d − s = k, or s = k ∗ . The dimension of the divergent subspace is equal to the number of the free variables or, the dimension of the convergent subspace is equal to the number of predetermined variables. In this case, the system is determined. The previous conditions are easy to interpret. The predetermined variables identify one and only one point in the convergent space, which allows us to compute the only possible jump in correspondence of which the free variables can (1)−1 (2) pre Πu z0 . This is exactly jump to make the system remain in the convergent space: z0free = −Πu the case of the previous examples, in which d = 2, k = 1, and the predetermined variable was x: there x0 identified one and only one point in the saddlepoint path, and starting from such a point, there was one and only one y0 guaranteeing that the system does not explode. - d − s > k, or s < k∗ . There are generically no solutions in the convergent space. This case was already reminded at the end of example 4A.1. - d − s < k, or s > k ∗ . There exists an infinite number of solutions in the convergent space, and such a phenomenon is typically referred to as indeterminacy. In the previous example, s = 1, and this case may emerge only in the absence of predetermined variables. This is also the case in which sunspots may arise.
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 3.9 Appendix 2: Neoclassic growth model - continuous time 3.9.1 Convergence results Consider chopping time in the population growth law as, Nhk − Nh(k−1) = n ¯ · h · Nh(k−1) ,
 
 k = 1, · · ·, ,
 
 where n ¯ is an instantaneous rate, and = ht is the number of subperiods in which we have chopped a given time period t. The solution is Nh = (1 + n ¯ h) N0 , or ¯ · h) t/h N0 . Nt = (1 + n By taking limits: ¯ · h) t/h N (0) = en¯ t N (0). N (t) = lim (1 + n h↓0
 
 On the other hand, an exact discretization yields: N (t − ∆) = en¯ (t−∆) N(0). ⇔
 
 N (t) = en¯ ∆ ≡ 1 + n∆ . N (t − ∆)
 
 ⇔
 
 n ¯=
 
 1 log (1 + n∆ ) . ∆
 
 ¯ = log (1 + n). E.g., ∆ = 1, n∆ = n1 ≡ n : n Now let’s try to do the same thing for the capital accumulation law: ¡ ¢ Kh(k+1) = 1 − ¯δ · h Khk + Ih(k+1) · h, k = 0, · · ·, − 1,
 
 where ¯δ is an instantaneous rate. By iterating on as in the population growth case we get:
 
 X¡ ¡ ¢ ¢ Kh = 1 − ¯δ · h K0 + 1 − ¯δ · h
 
 −j
 
 j=1
 
 Ihj · h,
 
 =
 
 or
 
 As h ↓ 0 we get:
 
 t/h
 
 X¡ ¢ t/h ¢ t/h−j Kt = 1 − ¯δ · h K0 + Ihj · h, 1 − ¯δ · h ¡
 
 j=1
 
 ¯
 
 ¯
 
 K(t) = e−δt K0 + e−δt
 
 Z
 
 t
 
 ¯
 
 eδu I(u)du,
 
 0
 
 or in diﬀerential form:
 
 ˙ K(t) = −¯δK(t) + I(t), and starting from the IS equation: Y (t) = C(t) + I(t), we obtain the capital accumulation law: ˙ K(t) = Y (t) − C(t) − ¯δK(t).
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 Discretization issues An exact discretization gives: −¯ δ
 
 K(t + 1) = e
 
 −¯ δ(t+1)
 
 K(t) + e
 
 Z
 
 t+1
 
 ¯
 
 eδu I(u)du.
 
 t
 
 By identifying with the standard capital accumulation law in the discrete time setting: Kt+1 = (1 − δ) Kt + It , we get: ¯δ = log It follows that
 
 1 . (1 − δ)
 
 δ ∈ (0, 1) ⇒ ¯δ > 0 and δ = 0 ⇒ ¯δ = 0.
 
 Hence, while δ can take on only values on [0, 1), ¯δ can take on values on the entire real line. An important restriction arises in the continuous time model when we note that: lim log
 
 δ→1−
 
 1 = ∞, (1 − δ)
 
 It is impossible to think about a “maximal rate of capital depreciation” in a continuous time model because this would imply an infinite depreciation rate! Finally, substitute δ into the exact discretization (?.?): Z t+1 ¯ ¯ eδu I(u)du K(t + 1) = (1 − δ) K(t) + e−δ(t+1) t
 
 R t+1 ¯ ¯ so that we have to interpret investments in t + 1 as e−δ(t+1) t eδu I(u)du. Per capita dynamics
 
 Consider dividing the capital accumulation equation by N (t): ˙ F (K(t), N (t)) K(t) = − c(t) − ¯δk(t) = y(k(t)) − c(t) − ¯δk(t). N (t) N (t) . ˙ By plugging the relationship k˙ = d ( K(t)/ N (t)) = K(t) N (t) − n ¯ k(t) into the previous equation we get: ¡ ¢ k˙ = y(k(t)) − c(t) − ¯δ + n ¯ · k(t) This is the constraint we use in the problem of the following subsection.
 
 3.9.2 The model itself We consider directly the social planner problem. The program is:  Z ∞  max e−ρt u(c(t))dt c 0 ¡ ¢  ˙ s.t. k(t) = y(k(t)) − c(t) − ¯δ + n ¯ · k(t)
 
 (3A2.1)
 
 where all variables are expressed in per-capita terms. We suppose that there is no capital depreciation (in the discrete time model, we supposed a total capital depreciation). More general results can be obtained with just a change in notation.
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 The Hamiltonian is, £ ¡ ¢ ¤ H(t) = u(c(t)) + λ(t) y(k(t)) − c(t) − ¯δ + n ¯ · k(t) ,
 
 where λ is a co-state variable. As explained in appendix 4 of the present chapter, the first order conditions for this problem are:  ∂H   (t) ⇔ λ(t) = u0 (c(t)) 0 =   ∂c  ∂H ˙ (3A2.2) (t) = k(t)  ∂λ   £ ¤   ∂H (t) = −λ(t) ˙ ˙ + ρλ(t) ⇔ λ(t) = ρ + ¯δ + n ¯ − y 0 (k(t)) λ(t) ∂k
 
 By diﬀerentiating the first equation in (4A2.2) we get: ¶ µ 00 ˙λ(t) = u (c(t)) c(t) ˙ λ(t). u0 (c(t)) By identifying with the help of the last equation in (4A2.2), c(t) ˙ =
 
 ¤ u0 (c(t)) £ ρ + ¯δ + n ¯ − y 0 (k(t)) . 00 u (c(t))
 
 (3A2.3)
 
 The equilibrium is the solution of the system consisting of the constraint of (4A2.1), and (4A2.3). As in section 3.2.3, here we analyze the equilibrium dynamics of the system in a small neighborhood of the stationary state.24 Denote the stationary state as the solution (c, k) of the constraint of program ˙ (4A2.1), and (4A2.3) when c(t) ˙ = k(t) = 0, ¡ ¢ ½ c = y(k) − ¯δ + n ¯ k ρ + ¯δ + n ¯ = y0 (k) Warning! these are instantaneous figures, so that don’t worry if they are not such that y 0 (k) ≥ 1 + n!. A first-order Taylor approximation of both sides of the constraint of program (4A2.1) and (4A2.3) near (c, k) yields:  u0 (c)  c(t) ˙ = − 00 y 00 (k) (k(t) − k) u (c)  ˙ k(t) = ρ · (k(t) − k) − (c(t) − c) where we used the equality ρ + ¯δ + n ¯ = y 0 (k). By setting x(t) ≡ c(t) −c and y(t) ≡ k(t) − k the previous system can be rewritten as: z(t) ˙ = A · z(t), (3A2.4)
 
 where z ≡ (x, y)T , and
 
  u0 (c) 00 0 − 00 y (k)  A≡ . u (c) −1 ρ 
 
 Warning! There must be some mistake somewhere. Let us diagonalize system (4A2.4) by setting A = P ΛP −1 , where P and Λ have the same meaning as in the previous appendix. We have: ν(t) ˙ = Λ · ν(t), 24 In addition to the theoretical results that are available in the literature, the general case can also be treated numerically with the tools surveyed by Judd (1998).
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 where ν ≡ P −1 z. The eigenvalues are solutions of the following quadratic equation: 0 = λ2 − ρλ − We see that λ1 < 0 < λ2 , and λ1 ≡
 
 ρ 2
 
 −
 
 1 2
 
 u0 (c) 00 y (k). u00 (c)
 
 (3A2.5)
 
 q 0 00 ρ2 + 4 uu00(c) (c) y (k). The solution for ν(t) is:
 
 ν i (t) = κi eλi t , i = 1, 2, whence
 
 z(t) = P · ν(t) = v1 κ1 eλ1 t + v2 κ2 eλ2 t , where the vi s are 2 × 1 vectors. We have, ½ x(t) = v11 κ1 eλ1 t + v12 κ2 eλ2 t y(t) = v21 κ1 eλ1 t + v22 κ2 eλ2 t Let us evaluate this solution in t = 0, µ ¶ ¶ µ ¡ ¢ κ1 x(0) = P κ = v1 v2 . y(0) κ2 By repeating verbatim the reasoning of the previous appendix, κ2 = 0 ⇔
 
 v21 y(0) = . x(0) v11
 
 As in the discrete time model, the saddlepoint path is located along a line that has as a slope the ratio of the components of the eigenvector associated with the negative root. We can explicitely compute such ratio. By definition, A · v1 = λ1 v1 ⇔  0  u (c) 00 − 00 y (k) = λ1 v11 u (c)  −v11 + ρv21 = λ1 v21 i.e.,
 
 v21 v11
 
 =−
 
 λ1 u0 (c) 00 y (k) u00 (c)
 
 and simultaneously,
 
 v21 v11
 
 =
 
 1 ρ−λ1 ,
 
 99
 
 which can be verified with the help of (3A2.5).
 
 4 Continuous time models
 
 4.1 Lambdas and betas in continuous time 4.1.1 The pricing equation Let qt be the price of a long lived asset as of time t, and let Dt the dividend paid by the asset at time t. In the previous chapters, we learned that in the absence of arbitrage opportunities, qt = Et [mt+1 (qt+1 + Dt+1 )] ,
 
 (4.1)
 
 where Et is the conditional expectation given the information set at time t, and mt+1 is the usual stochastic discount factor. Next, let us introduce the pricing kernel, or state-price process, ξ t+1 = mt+1 ξ t ,
 
 ξ 0 = 1.
 
 In terms of the pricing kernel ξ, Eq. (4.1) is, ¡ ¢ ¡ ¢ 0 = Et ξ t+1 qt+1 − qt ξ t + Et ξ t+1 Dt+1 .
 
 For small trading periods h, this is, ¢ ¡ ¢ ¡ 0 = Et ξ t+h qt+h − qt ξ t + Et ξ t+h Dt+h h .
 
 As h ↓ 0,
 
 0 = Et [d (ξ (t) q (t))] + ξ (t) D (t) dt.
 
 (4.2)
 
 Eq. (4.2) can now be integrated to yield, ·Z T ¸ ξ (t) q (t) = Et ξ (u) D (u) du + Et [ξ (T ) q (T )] . t
 
 Finally, let us assume that limT →∞ Et [ξ (T ) q (T )] = 0. Then, provided it exists, the price qt of an infinitely lived asset price satisfies, ·Z ∞ ¸ ξ (u) D (u) du . (4.3) ξ (t) q (t) = Et t
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 4.1. Lambdas and betas in continuous time 4.1.2 Expected returns Let us elaborate on Eq. (4.2). We have, d (ξq) = qdξ + ξdq + dξdq = ξq
 
 µ
 
 dξ dq dξ dq + + ξ q ξ q
 
 ¶
 
 .
 
 By replacing this expansion into Eq. (4.2) we obtain, Et
 
 µ
 
 dq q
 
 ¶
 
 D + dt = −Et q
 
 µ
 
 dξ ξ
 
 ¶
 
 − Et
 
 µ
 
 dξ dq ξ q
 
 ¶
 
 .
 
 (4.4)
 
 This evaluation equation holds for any asset and, hence, ³ for´the assets that do not distribute dividends and are locally riskless, i.e. D = 0 and Et dξξ dqq00 = 0, where q0 (t) is the price of
 
 (t) these locally riskless assets, supposed to satisfy dqq00(t) = r (t) dt, for some short term rate process rt . By Eq. (4.4), then, µ ¶ dξ Et = −r (t) dt. ξ
 
 By this into eq. (4.4) leaves the following representation for the expected returns ³ replacing ´ dq D Et q + q dt, µ ¶ µ ¶ dq dξ dq D + dt = rdt − Et . (4.5) Et q q ξ q In a diﬀusion setting, Eq. (4.5) gives rise to a partial diﬀerential equation. Moreover, in a diﬀusion setting, dξ = −rdt − λ · dW, ξ where W is a vector Brownian motion, and λ is the vector of unit risk-premia. Naturally, the price of the asset, q, is driven by the same Brownian motions driving r and ξ. We have, µ ¶ µ ¶ dξ dq dq Et = −Vol · λdt, ξ q q which leaves, Et
 
 µ
 
 dq q
 
 ¶
 
 µ ¶ D dq + dt = rdt + Vol · |{z} λ dt. q q | {z } “lambdas” “betas”
 
 4.1.3 Expected returns and risk-adjusted discount rates
 
 The diﬀerence between expected returns and risk-adjusted discount rates is subtle. If dividends and asset prices are driven by only one factor, expected returns and risk-adjusted discount rates are the same. Otherwise, we have to make a distinction. To illustrate the issue, let us make a simplification. Suppose that the price of the asset q takes the following form, q (y, D) = p (y) D, 101
 
 (4.6)
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 where y is a vector of state variables that are suggested by economic theory. In other words, we assume that the price-dividend ratio p is independent of the dividends D. Indeed, this “scaleinvariant” property of asset prices arises in many model economies, as we shall discuss in detail in the second part of these Lectures. By Eq. (4.6), dq dp dD = + . q p D By replacing the previous expansion into Eq. (4.5) leaves, µ ¶ µ ¶ dq dp dξ D + dt = Disc dt − Et . Et q q p ξ
 
 (4.7)
 
 where we define the “risk adjusted discount rate”, Disc, to be: µ ¶Á dD dξ dt. Disc = r − Et D ξ If the price-dividend ratio, p, is constant, the “risk adjusted discount rate”³Disc has ´ the usual dD dξ interpretation. It equals the safe interest rate r, plus the premium −Et D ξ that arises to compensate the agents for the fluctuations of the uncertain flow of future dividends. This premium equals, µ ¶ µ ¶ dD dξ dD Et = − Vol · |{z} λ dt. D ξ D | {z } “lambdas” “cash-flow betas”
 
 In this case, expected returns and risk-adjusted discount rates are the same thing, as in the simple Lucas economy with one factor examined in Section 2. However, if the price-dividend ratio is not constant, the last term in Eq. (4.7) introduces a wedge between expected returns and risk-adjusted discount rates. As we shall see, the riskadjusted discount rates play an important role in explaining returns volatility, i.e. the beta related to the fluctuations of the price-dividend ratio. Intuitively, this is because risk-adjusted discount rates aﬀect prices through rational evaluation and, hence, price-dividend ratios and price-dividend ratios volatility. To illustrate these properties, note that Eq. (5.6) can be rewritten as, ¯ ¸ ·Z ∞ D∗ (τ ) − τ Disc(y(u))du ¯¯ p (y (t)) = Et (4.8) ·e t ¯ y (t) , D (t) t
 
 where the expectation is taken under the risk-neutral probability, but the expected dividend ∗ (τ ) ∗ (τ ) growth DD(t) is not risk-adjusted (that is E( DD(t) ) = eg0 (τ −t) ). Eq. (4.8) reveals that risk-adjusted discount rates play an important role in shaping the price function p and, hence, the volatility of the price-dividend ratio p. These points are developed in detail in Chapter 6.
 
 4.2 An introduction to arbitrage and equilibrium in continuous time models 4.2.1 A “reduced-form” economy Let us consider the Lucas (1978) model with one tree and a perishable good taken as the num´eraire. The Appendix shows that in continuous time, the wealth process of a representative 102
 
 4.2. An introduction to arbitrage and equilibrium in continuous time models agent at time τ , V (τ ), is solution to, ¶ µ dq(τ ) D(τ ) + dτ − rdτ π(τ ) + rV dτ − c(τ )dτ , dV (τ ) = q(τ ) q(τ )
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 (4.9)
 
 where D (τ ) is the dividend process, π ≡ qθ(1) , and θ(1) is the number of trees in the portfolio of the representative agent. We assume that the dividend process, D (τ ), is solution to the following stochastic diﬀerential equation, dD = µD dτ + σ D dW, D for two positive constants µD and σ D . Under rational expectation, the price function q is such that q = q(D). By Itˆo’s lemma, dq = µq dτ + σ q dW, q where µq =
 
 µD Dq 0 (D) + 12 σ 2D D2 q00 (D) ; q(D)
 
 σq =
 
 σ D Dq0 (D) . q(D)
 
 Then, by Eq. (4.9), the value of wealth satisfies, ¶ ¸ · µ D dV = π µq + − r + rV − c dτ + πσ q dW. q Below, we shall show that in the absence of arbitrage, there must be some process λ, the “unit risk-premium”, such that, D µq + − r = λσ q . (4.10) q Let us assume that the short-term rate, r, and the risk-premium, λ, are both constant. Below, we shall show that such an assumption is compatible with a general equilibrium economy. By the definition of µq and σ q , Eq. (4.10) can be written as, 1 0 = σ 2D D2 q 00 (D) + (µD − λσ D ) Dq 0 (D) − rq (D) + D. 2
 
 (4.11)
 
 Eq. (4.11) is a second order diﬀerential equation. Its solution, provided it exists, is the the rational price of the asset. To solve Eq. (4.11), we initially assume that the solution, qF say, tales the following simple form, (4.12) qF (D) = K · D, where K is a constant to be determined. Next, we verify that this is indeed one solution to Eq. (4.11). Indeed, if Eq. (9.30) holds then, by plugging this guess and its derivatives into Eq. (4.11) leaves, K = (r − µD + λσ D )−1 and, hence, qF (D) =
 
 1 D. r + λσ D − µD
 
 (4.13)
 
 This is a Gordon-type formula. It merely states that prices are risk-adjusted expectations of future expected dividends, where the risk-adjusted discount rate is given by r + λσ D . Hence, 103
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 in a comparative statics sense, stock prices are inversely related to the risk-premium, a quite intuitive conclusion. Eq. (4.13) can be thought to be the Feynman-Kac representation to the Eq. 4.11), viz ·Z ∞ ¸ −r(τ −t) qF (D (t)) = Et e D (τ ) dτ , (4.14) t
 
 where Et [·] is the conditional expectation taken under the risk neutral probability Q (say), the dividend process follows, dD ˜, = (µD − λσ D ) dτ + σ D dW D ˜ (τ ) = W (τ )+λ (τ − t) is a another standard Brownian motion defined under Q. Formally, and W the true probability, P , and the risk-neutral probability, Q, are tied up by the Radon-Nikodym derivative, 1 2 dQ η= = e−λ(W (τ )−W (t))− 2 λ (τ −t) . dP 4.2.2 Preferences and equilibrium The previous results do not let us see, precisely, how preferences aﬀect asset prices. In Eq. (4.13), the asset price is related to the interest rate, r, and the risk-premium, λ. In equilibrium, the agents preferences aﬀect the interest rate and the risk-premium. However, such an impact can have a non-linear pattern. For example, when the risk-aversion is low, a small change of risk-aversion can make the interest rate and the risk-premium change in the same direction. If the risk-aversion is high, the eﬀects may be diﬀerent, as the interest rate reflects a variety of factors, including precautionary motives. To illustrate these points, let us rewrite, first, Eq. (4.9) under the risk-neutral probability Q. We have, ˜. dV = (rV − c) dτ + πσq dW (4.15) We assume that the following transversality condition holds, ¤ £ lim Et e−r(τ −t) V (τ ) = 0.
 
 (4.16)
 
 τ →∞
 
 By integrating Eq. (4.15), and using the previous transversality condition, ·Z ∞ ¸ −r(τ −t) V (t) = Et e c (τ ) dτ .
 
 (4.17)
 
 t
 
 By comparing Eq. (4.14) with Eq. (4.17) reveals that the equilibrium in the real markets, D = c, also implies that q = V . Next, rewrite (4.17) as, ·Z ∞ ·Z ∞ ¸ ¸ −r(τ −t) e c(t)dτ = Et mt (τ )c(t)dτ , V (t) = Et t
 
 t
 
 where
 
 1 2 ξ (τ ) = e−(r+ 2 λ )(τ −t)−λ(W (τ )−W (t)) . ξ (t) We assume that a representative agent solves the following intertemporal optimization problem, ·Z ·Z ¸ ¸
 
 mt (τ ) ≡
 
 ∞
 
 max Et c
 
 e−ρ(τ −t) u (c(τ )) dτ
 
 ∞
 
 s.t. V (t) = Et
 
 t
 
 t
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 for some instantaneous utility function u (c) and some subjective discount rate ρ. To solve the program [P1], we form the Lagrangean ·Z ∞ µZ ∞ ¸ · ¶¸ −ρ(τ −t) L = Et e u(c(τ ))dτ + · V (t) − Et mt (τ )c(τ )dτ , t
 
 where
 
 t
 
 is a Lagrange multiplier. The first order conditions are, e−ρ(τ −t) u0 (c(τ )) = · mt (τ ).
 
 Moreover, by the equilibrium condition, c = D, and the definition of mt (τ ), u0 (D (τ )) = · e−(r+ 2 λ 1
 
 2
 
 −ρ)(τ −t)−λ(W (τ )−W (t))
 
 .
 
 (4.18)
 
 That is, by Itˆo’s lemma, · 00 ¸ du0 (D) 1 2 2 u000 (D) u (D)D u00 (D)D + D = µ σ dτ + σ D dW. u0 (D) u0 (D) D 2 D u0 (D) u0 (D)
 
 (4.19)
 
 1 2 Next, let us define the right hand side of Eq. (7.24) as U (τ ) ≡ · e−(r+ 2 λ −ρ)(τ −t)−λ(W (τ )−W (t)) . By Itˆo’s lemma, again, dU = (ρ − r) dτ − λdW. (4.20) U By Eq. (7.24), drift and volatility components of Eq. (4.19) and Eq. (4.20) have to be the same. This is possible if
 
 r =ρ−
 
 u00 (D) D 1 2 2 u000 (D) µ σ D 0 ; − u0 (D) D 2 D u (D)
 
 and λ = −
 
 u00 (D) D σD . u0 (D)
 
 Let us assume that λ is constant. After integrating the second of these relations two times, we obtain that besides some irrelevant integration constant, u (D) =
 
 D1−η − 1 , 1−η
 
 η≡
 
 λ , σD
 
 where η is the CRRA. Hence, under CRRA preferences we have that, r = ρ + ηµD −
 
 η(η + 1) 2 σD ; 2
 
 λ = ησ D .
 
 Finally, by replacing these expressions for the short-term rate and the risk-premium into Eq. (4.13) leaves, 1 ¡ ¢ D, q(D) = ρ − (1 − η) µD − 12 ησ 2D
 
 provided the following conditions holds true:
 
 ¶ µ 1 2 ρ > (1 − η) µD − ησ D . 2 105
 
 (4.21)
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 We are only left to check that the transversality condition (4.16) holds at the equilibrium q = V . We have that under the previous inequality, ¤ ¤ £ £ lim Et e−r(τ −t) V (τ ) = lim Et e−r(τ −t) q(τ ) τ →∞
 
 τ →∞
 
 =
 
 =
 
 lim Et [mt (τ )q(τ )]
 
 τ →∞
 
 h i 1 2 lim Et e−(r+ 2 λ )(τ −t)−λ(W (τ )−W (t)) q(τ )
 
 τ →∞
 
 h i 1 2 1 2 = q (t) lim Et e(µD − 2 σD −r− 2 λ )(τ −t)+(σD −λ)(W (τ )−W (t)) τ →∞
 
 = q (t) lim e−(r−µD +σD λ)(τ −t) τ →∞
 
 = q (t) lim e−[ρ−(1−η)(µD − 2 ησD )](τ −t) 1
 
 2
 
 τ →∞
 
 = 0.
 
 (4.22)
 
 4.2.3 Bubbles The transversality condition in Eq. (4.16) is often referred to as a no-bubble condition. To illustrate the reasons underlying this definition, note that Eq. (4.11) admits an infinite number of solutions. Each of these solutions takes the following form, q(D) = KD + ADδ , K, A, δ constants.
 
 (4.23)
 
 Indeed, by plugging Eq. (4.23) into Eq. (4.11) reveals that Eq. (4.23) holds if and only if the following conditions holds true: 0 = K (r + λσ D − µD ) − 1;
 
 1 and 0 = δ (µD − λσ D ) + δ (δ − 1) σ2D − r. 2
 
 (4.24)
 
 The first condition implies that K equals the price-dividend ratio in Eq. (4.13), i.e. K = qF (D)/ D. The second condition leads to a quadratic equation in δ, with the two solutions, δ1 < 0
 
 and
 
 δ 2 > 0.
 
 Therefore, the asset price function takes the following form: q(D) = qF (D) + A1 Dδ1 + A2 Dδ2 . It satisfies: lim q (D) = ∓∞ if A1 ≶ 0
 
 D→0
 
 ;
 
 lim q (D) = 0 if A1 = 0.
 
 D→0
 
 To rule out an explosive behavior of the price as the dividend level, D, gets small, we must set A1 = 0, which leaves, q (D) = qF (D) + B (D) ; 106
 
 B (D) ≡ A2 Dδ2 .
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 The component, qF (D), is the fundamental value of the asset, as by Eq. (4.14), it is the risk-adjusted present value of the expected dividends. The second component, B (D), is simply the diﬀerence between the market value of the asset, q (D), and the fundamental value, qF (D). Hence, it is a bubble. We seek conditions under which Eq. (4.25) satisfies the transversality condition in Eq. (4.16). We have, ¤ ¤ ¤ £ £ £ lim Et e−r(τ −t) q(τ ) = lim Et e−r(τ −t) qF (D (τ )) + lim Et e−r(τ −t) B (D (τ )) . τ →∞
 
 τ →∞
 
 τ →∞
 
 By Eq. (4.22), the fundamental value of the asset satisfies the transversality condition, under the condition given in Eq. (4.21). As regards the bubble, we have, h i ¤ £ −r(τ −t) δ2 −r(τ −t) B (D (τ )) = A2 · lim Et e D (τ ) lim Et e τ →∞
 
 τ →∞
 
 h i 1 2 = A2 · D (t)δ2 · lim Et e(δ2 (µD −λσD )+ 2 δ2 (δ2 −1)σD −r)(τ −t) τ →∞
 
 = A2 · D (t)δ2 ,
 
 (4.26)
 
 where the last line holds as δ 2 satisfies the second condition in Eq. (4.24). Therefore, the bubble can not satisfy the transversality condition, except in the trivial case in which A2 = 0. In other words, in this economy, the transversality condition in Eq. (4.16) holds if and only if there are no bubbles. 4.2.4 Reflecting barriers and absence of arbitrage Next, suppose that insofar as the dividend level, D (τ ), wanders above a certain level D > 0, everything goes as in the previous section but that, as soon as the dividends level hits a “barrier” D, it is “reflected” back with probability one. In this case, we say that the dividend follows a process with reflecting barriers. How does the price behave in the presence of such a barrier? First, if the dividend is above the barrier, D > D, the price is still as in Eq. (4.23), q(D) =
 
 1 D + A1 Dδ1 + A2 Dδ2 . r − µD + λσ D
 
 First, and as in the previous section, we need to set A2 = 0 to satisfy the transversality condition in Eq. (4.16) (see Eq. (4.26)). However, in the new context of this section, we do not need to set A1 = 0. Rather, this constant is needed to pin down the behavior of the price function q (D) in the neighborhood of the barrier D. We claim that the following smooth pasting condition must hold in the neighborhood of D, q 0 (D) = 0.
 
 (4.27)
 
 This condition is in fact a no-arbitrage condition. Indeed, after hitting the barrier D, the dividend is reflected back for the part exceeding D. Since the reflection takes place with probability one, the asset is locally riskless at the barrier D. However, the dynamics of the asset price is, dq σ D Dq 0 dW. = µq dτ + q q | {z } σq
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 Therefore, the local risklessness of the asset at D is ensured if q 0 (D) = 0. [Warning: We need to add some local time component here.] Furthermore, rewrite Eq. (4.10) as, µq +
 
 D σ D Dq0 (D) − r = λσ q = λ . q q (D)
 
 If D = D then, by Eq. (4.27), q0 (D) = 0. Therefore, µq +
 
 D = r. q
 
 This relations tells us that holding the asset during the reflection guarantees a total return equal to the short-term rate. This is because during the reflection, the asset is locally riskless and, hence, arbitrage opportunities are ruled out when holding the asset will make us earn no more than the safe interest rate, r. Indeed, by previous relation into the wealth equation (4.9), and using the condition that σ q = 0, we obtain that ¶ ¸ · µ D dV = π µq + − r + rV − c dτ + πσ q dW = (rV − c) dτ . q This example illustrates how the relation in Eq. (4.10) works to preclude arbitrage opportunities. Finally, we solve the model. We have, K ≡ qF (D)/ D, and 0 = q0 (D) = K + δ 1 A1 Dδ1 −1 ;
 
 Q ≡ q (D) = KD + A1 Dδ1 ,
 
 where the second condition is the value matching condition, which needs to be imposed to ensure continuity of the pricing function w.r.t. D and, hence absence of arbitrage. The previous system can be solved to yield1 Q=
 
 1 − δ1 K 1−δ1 KD and A1 = D . −δ 1 −δ 1
 
 Note, the price is an increasing and convex function of the fundamentals, D.
 
 4.3 Martingales and arbitrage in a general diﬀusion model 4.3.1 The information framework The time horizon of the economy is T < ∞, and the primitives include a probability space (Ω, F, P ). Let o n W = W (τ ) = (W1 (τ ), · · ·, Wd (τ ))> τ ∈[t,T ]
 
 be a standard Brownian motion in Rd . Define F = {F(t)}t∈[0,T ] as the P -augmentation of the natural filtration F W (τ ) = σ (W (s), s ≤ τ ) , τ ∈ [t, T ],
 
 1 In this model, we take the barrier D as given. In other context, we might be interested in “controlling” the dividend D in such a way that as soon as the price, q, hits a level Q, the dividend level D is activate to induce the price q to increase. The solution for −δ 1 Q reveals that this situation is possible when D = K −1 Q, where Q is an exogeneously given constant. 1 − δ1
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 generated by W , with F = F(T ). We still consider a Lucas’ type economy, but work with a finite horizon (generalizations are easy) and suppose that there are m primitive assets (“trees”) and an accumulation factor. These assets, and other “inside money” assets (i.e., assets in zero net supply) to be introduced later, are exchanged without frictions. The primitive assets give rights to fruits (or dividends) Di = {Di (τ )}τ ∈[t,T ] , i = 1, · · ·, m, which are positive F(τ )-adapted bounded processes. The fruits constitute the num´eraire. We consider an economy lasting from t to T . Agents know T and the market structure is as if some refugees end up in a isle and get one tree each as endowment. At the end, agents sell back the trees to the owners of the isle, go to another isle, and everything starts back from the beginning. Let: o n q+ = q+ (τ ) = (q0 (τ ), · · ·, qm (τ ))> τ ∈[t,T ]
 
 be the positive F(τ )-adapted bounded asset price process. Associate an identically zero dividend process to the accumulation factor, the price of which satisfies: µZ τ ¶ q0 (τ ) = exp r(u)du , τ ∈ [t, T ], t
 
 where {r(τ )}τ ∈[t,T ] is F(τ )-adapted process satisfying E
 
 ³R T t
 
 ´ r(τ )du < ∞. We assume that
 
 the dynamics of the last components of q+ , i.e. q ≡ (q1 , · · ·, qm )> , is governed by: dqi (τ ) = qi (τ )ˆai (τ )dt + qi (τ )σ i (τ )dW (τ ), i = 1, · · ·, m,
 
 (4.28)
 
 where aˆi (τ ) and σ i (τ ) are processes satisfying the same properties as r, with σ i (τ ) ∈ Rd . We assume that rank(σ(τ ; ω)) = m ≤ d a.s., where σ(τ ) ≡ (σ 1 (τ ), · · ·, σ m (τ ))> . We assume that Di is solution to dDi (τ ) = Di (τ )aDi (τ )dτ + Di (τ )σ Di (τ )dW (τ ), where aDi (τ ) and σ Di (τ ) are F(τ )-adapted, with σ Di ∈ Rd . A strategy is a predictable process in Rm+1 , denoted as: n o θ = θ(τ ) = (θ0 (τ ), · · ·, θm (τ ))> and satisfying E
 
 hR T t
 
 ,
 
 τ ∈[t,T ]
 
 i kθ(τ )k2 dτ < ∞. The (net of dividends) value of a strategy is: V ≡ q+ · θ,
 
 where q+ is a row vector. By generalizing the reasoning in section 4.3.1, we say that a strategy is self-financing if its value is the solution of: £ ¤ dV = π > (a − 1m r) + V r − c dt + π > σdW,
 
 where 1m is m-dimensional vector of ones, π ≡ (π 1 , · · ·, π m )> , π i ≡ θi qi , i = 1, · · ·, m, a ≡ (ˆa1 + Dq11 , ···, aˆm + Dqmm )> . This is exactly the multidimensional counterpart of the budget constraint of section ???. We require V to be strictly positive. The solution of the previous equation is, for all τ ∈ [t, T ], Z τ Z τ Z τ ¡ −1 x,π,c ¢ ¢ ¡ −1 ¢ ¡ −1 > ¢ ¡ −1 > q0 V (τ ) = x − q0 c (u)du + q0 π σ (u)dW (u) + q0 π (a − 1m r) (u)du. t
 
 t
 
 t
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 4.3. Martingales and arbitrage in a general diﬀusion model 4.3.2 Viability of the model Let g¯i = qq0i + z¯i , i = 1, · · ·, m, where d¯ zi = q10 dzi and zi (τ ) = definition of P in (4.2) by introducing the set P defined as:
 
 Rτ t
 
 Di (u)du. Let us generalize the
 
 P ≡ {Q ≈ P : g¯i is a Q-martingale} . Aim of this section is to show the equivalent of thm. 2.? in chapter 2: P is not empty if and only if there are not arbitrage opportunities.2 This is possible thanks to the assumption of the previous subsection. Let us give some further information concerning P. We are going to use a well-known result stating that in correspondence with every F(t)-adapted process {λ(t)}t∈[0,T ] satisfying some basic regularity conditions (essentially, the Novikov’s condition), Z τ ∗ λ(u)du, τ ∈ [t, T ], W (t) = W (t) + t
 
 is a standard Brownian motion under a probability Q which is equivalent to P , with RadonNikodym derivative equal to, µ Z T ¶ Z dQ 1 T 2 > η(T ) ≡ = exp − λ (τ )dW (τ ) − kλ(τ )k dτ . dP 2 t t This result is known as the Girsanov’s theorem. The process {η(τ )}τ ∈[t,T ] is a martingale under P. Now let us rewrite eq. (4.3) under such a new probability by plugging in it W ∗ . We have that under Q, dqi (τ ) = qi (τ ) (ˆ ai (τ ) − (σ i λ)(τ )) dt + qi (τ )σ i (τ )dW ∗ (τ ), i = 1, · · ·, m. We also have µ
 
 qi d¯ gi (τ ) = d q0
 
 ¶
 
 (τ ) + d¯ zi (τ ) =
 
 qi (τ ) [(ai (τ ) − r(τ )) dτ + σ i (τ )dW (τ )] . q0 (τ )
 
 If g¯i is a Q-martingale, i.e. ¯ ¸ · Z T ¯ q0 (τ ) Q q0 (τ ) qi (τ ) = Eτ ds · qi (T ) + Di (s)¯¯ F(τ ) , i = 1, · · ·, m, q0 (T ) q0 (s) τ it is necessary and suﬃcient that ai − σ i λ = r, i = 1, · · ·, m, i.e. in matrix form, a(τ ) − 1m r(τ ) = (σλ)(τ ) a.s. Therefore, in this case the solution for wealth is, by (4.5), Z τ Z τ ¡ −1 ¢ ¡ −1 > ¢ ¡ −1 x,π,c ¢ (τ ) = x − q0 c (u)du + q0 π σ (u)dW ∗ (u), τ ∈ [t, T ], q0 V t
 
 (4.30)
 
 (4.31)
 
 t
 
 2 In fact, thm. 2.? is formulated in terms of state prices, but section 2.? showed that there is a one-to-one relationship between state prices and “risk-neutral” probabilities. Here, it is more convenient on an analytical standpoint to face the problem in terms of probabilities ∈ P.
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 where x ≡ 1> q(t) is initial wealth, i.e. the value of the trees at the beginning of the economy. Definition 4.1 (Arbitrage opportunity). A portfolio π is¢ an arbitrage opportunity if V x,π,0 (t) ≤ ¡ −1 ¢ ¡¡ ¢ q0 V x,π,0 (T ) a.s. and P q0−1 V x,π,0 (T ) − V x,π,0 (t) > 0 > 0. We are going to show the equivalent of thm. 2.? in chapter 2.
 
 Theorem 4.2. There are no arbitrage opportunities if and only if P is not empty. As we will see during the course of the proof provided below, the if part follows easily from elaborating (4.7). The only if part is more elaborated, but its basic structure can be understood as follows. By the Girsanov’s theorem, the statement AOA ⇒ ∃Q ∈ Q is equivalent to AOA ⇒ ∃λ satisfying (4.6). Now if (4.6) doesn’t hold, one can implement an AO. Indeed, it would be possible to find a nonzero π : π> σ = 0 and π > (a − 1m r) 6= 0; then one can use a portfolio π when a − 1m r > 0 and −π when a − 1m r < 0 and obtain an appreciation rate of V greater than r in spite of having zeroed uncertainty with π> σ = 0 ! But if (4.6) holds, one can never find such an AO. This is simply so because if (4.6) holds, it also holds that ∀π, π > (a − 1m r) = π > σλ and we are done. Of course models such as BS trivially fulfill such a requirement, because a, r, and σ are just numbers in the geometric Brownian motion case, and automatically identify λ by λ = a−r . More generally, relation (4.6) automatically holds when m = d and σ has full-rank. σ Let © ª hσ> i⊥ ≡ x ∈ L2t,T,m : σ > x = 0d a.s. and
 
 © hσi ≡ z ∈ L2t,T,m : z = σu,
 
 a.s.,
 
 ª for u ∈ L2t,T,d .
 
 Then the previous reasoning can be mathematically formalized by saying that a − 1m r must be orthogonal to all vectors in hσ > i⊥ and since hσi and hσ> i⊥ are orthogonal, a − 1m r ∈ hσi, or ∃λ ∈ L2t,T,d : a − 1m r = σλ.3 Proof of Theorem 4.2. As pointed out in the previous discussion, all statements on nonemptiness of P are equivalent to statements on relation (4.6) being true on the basis of the Girsanov’s theorem. Therefore, we will be working with relation (4.6). If part. When c ≡ 0, relation (4.7) becomes: Z τ ¡ −1 > ¢ ¡ −1 x,π,0 ¢ (τ ) = x + q0 π σ (u)dW ∗ (u), τ ∈ [t, T ], q0 V t
 
 from which we immediately get that:
 
 x = EτQ 3 To
 
 £¡ −1 x,π,0 ¢ ¤ q0 V (T ) .
 
 see that hσi and hσ 0 i⊥ are orthogonal spaces, note that: x ∈ L2t,T,m : x0 z = 0,
 
 z ∈ hσi
 
 x ∈ L2t,T,m : x0 σu = 0,
 
 =
 
 x∈
 
 = = ≡
 
 x∈
 
 L2t,T,m L2t,T,m
 
 hσ 0 i⊥ .
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 :
 
 x0 σ
 
 = 0d
 
 :
 
 σ0 x
 
 = 0d
 
 u ∈ L2t,T,d
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 ¡ ¢ Now an AO¡is V x,π,0 (t)¢ ≤ q0−1 V x,π,0 (T ) a.s. which, combined with the previous equality leaves: V x,π,0 (t) = q0−1 V x,π,0 (T ) Q-a.s. ¡¡ y ) = 0, this means that and so P -a.s. ¢ Et (˜ ¢ (if a r.v. y˜ ≥ 0 and y˜ = 0 a.s.), and this contradicts P q0−1 V x,π,0 (T ) − V x,π,0 (t) > 0 > 0, as required in definition 4.3. Only if part. We follow Karatzas (1997, thm. 0.2.4 pp. 6-7) and Øksendal (1998, thm. 12.1.8b, pp. 256-257) and let: Z (τ ) = {ω : eq. (4.6) has no solutions} / hσi} = {ω : a(τ ; ω) − 1m r(τ ; ω) ∈ ª © > = ω : ∃π(τ ; ω) : π(τ ; ω) σ(τ ; ω) = 0 and π(τ ; ω)> (a(τ ; ω) − 1m r(τ ; ω)) 6= 0 ,
 
 and consider the following portfolio, £ ¤ ½ k · sign π(τ ; ω)> (a(τ ; ω) − 1m r(τ ; ω)) · π(τ ; ω) π ˆ (τ ; w) = 0
 
 for ω ∈ Z(τ ) for ω ∈ / Z(τ )
 
 Clearly π ˆ is (τ ; ω)-measurable, and it generates, by virtue of Eq. (4.5), ¡ −1 x,ˆπ,0 ¢ (τ ; ω) q0 V Z τ Z τ ¢ ¡ −1 > ¢ ¡ −1 > ˆ σ (u; ω)IZ(u) (ω)dW (u) + ˆ (a − 1m r) (u; ω)1Z(u) (ω)du q0 π q0 π = x+ t Zt τ ¢ ¡ −1 > ˆ (a − 1m r) (u; ω)1Z(u) (ω)du = x+ q0 π t
 
 ≥ x,
 
 for τ ∈ (t, T ].
 
 But the market has no arbitrage, which can be possible only if: IZ(u) (ω) = 0, for a.a. (τ ; ω), id est only if eq. (4.6) has at least one solution for a.a. (τ ; ω). k 4.3.3 Completeness conditions Let Y ∈ L2 (Ω, F, P ). We have the following definition. Definition 4.3 (Completeness). Markets are complete if there is a portfolio process π : V (T ) = Y a.s. in correspondence with any F(T )-measurable random variable Y ∈ L2 (Ω, F, P ). x,π,0
 
 The previous definition represents the natural continuous time counterpart of the definition given in the discrete time case. In continuous time, there is a theorem reproducing some of the results known in the discrete time case: markets are complete if and only if 1) m = d and 2) the price volatility matrix of the available assets (primitives and derivatives) is a.e. nonsingular. Here we are going to show the suﬃciency part of this theorem (see, e.g., Karatzas (1997 pp. 8-9) for the converse); in coming up with the arguments of the proof, the reader will realize that such a result is due to the possibility to implement fully spanning dynamic strategies, as in the discrete time case. 112
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 As regards the proof, let us suppose that m = d and that σ(t, ω) is nonsingular a.s. Let us consider the Q-martingale: ¯ ¤ £ M(τ ) ≡ E Q q0 (T )−1 · Y ¯ F(τ ) , τ ∈ [t, T ]. (4.32)
 
 By virtue of the representation theorem of continuous local martingales as stochastic integrals with respect to Brownian motions (e.g., Karatzas and Shreve (1991) (thm. 4.2 p. 170)), there exists ϕ ∈ L20,T,d (Ω, F, Q) such that M can be written as: Z τ ϕ> (u)dW ∗ (u), a.s. in τ ∈ [t, T ]. M(τ ) = M(t) + t
 
 We wish to ©find out portfolio ª processes π which generate a discounted wealth process without consumption (q0−1 V x,π,0 )(τ ) τ ∈[t,T ] (defined under a probability ∈ P) such that q0−1 V x,π,0 = M, P (or Q) a.s. By Eq. (4.7), Z τ ¡ −1 > ¢ ¡ −1 x,π,0 ¢ (τ ) = x + q0 π σ (u)dW ∗ (u), τ ∈ [t, T ], q0 V t
 
 by identifying we pick a portfolio π ˆ > = q0 ϕ> σ −1 , and x = M(t). In this case, M(τ ) = ¡and ¢ q0−1 · V M(t),ˆπ,0 (τ ) a.s., and in particular, By comparing with Eq. (4.8),
 
 ¡ ¢ M(T ) = q0−1 · V M(t),ˆπ,0 (T ) a.s. V M(t),ˆπ,0 (T ) = Y
 
 a.s.
 
 (4.33)
 
 This is completeness. Theorem 4.4. P is a singleton if and only if markets are complete. Proof. There exists a unique λ : a − 1m r = σλ ⇔ m = d. The result follows by the Girsanov’s theorem. k When markets are incomplete, there is an infinity of probabilities ∈ P, and the information “absence of arbitrage opportunities” is not suﬃcient to “recover” the true probability. One could make use of general equilibrium arguments, but in this case we go beyond the edge of knowledge. To see what happens in the Brownian information case (which is of course a very specific case, but it also allows one to deduce very simple conclusions that very often have counterparts in more general settings), let P be the set of martingale measures that are equivalentes to P on (Ω, F) for g¯i , i = 1, · · ·, m. As shown in the previous subsection, the asset price model is viable if and only if P is not empty. Let L20,T,d (Ω, F, P ) be the space of all F(t)-adapted processes x = {x(t)}t∈[0,T ] in Rd satisfying: 0
 (σσ > )−1 (a − 1m r) (t). λ(t)
 
 b can be interpreted Under the usual regularity conditions (essentially: the Novikov’s condition), λ as the process of unit risk-premia. In fact, all processes belonging to the set: n o ⊥ ˆ Z = λ : λ(t) = λ(t) + η(t), η ∈ hσi are bounded and can thus be interpreted as unit risk-premia processes. More precisely, define the Radon-Nikodym derivative of Q with respect to P on F(T ): µ Z T Z T° °2 ¶ > dQ 1 ° ˆ ° ˆ (t)dW (t) − ηˆ(T ) ≡ = exp − λ °λ(t) ° dt , dP 2 0 0
 
 and the density process of all Q ≈ P on (Ω, F), µ Z t ¶ Z 1 t 2 > η(t) = ηˆ(t) · exp − η (u)dW (u) − kη(u)k du , t ∈ [0, T ]), 2 0 0 a strictly positive P -martingale, we have:
 
 Proposition 4.5. Q ∈ P if and only if it is of the form: Q(A) = E {1A η(T )} ∀A ∈ F(T ). Proof. Standard. Adapt, for instance, Proposition 1 p. 271 of He and Pearson (1991) or Lemma 3.4 p. 429 of Shreve (1991) to the primitive asset price process in eq. (4.26)-(4.27). k We have dim(hσi⊥ ) = d − m, and the previous lemma immediately reveals that markets incompleteness implies the existence of an infinity of probabilities ∈ P. Such a result was shown in great generality by Harrison and Pliska (1983).4
 
 4.4 Equilibrium with a representative agent 4.4.1 The program An agent maximises expected utility flows (u(c)) and an utility function of terminal wealth (U(v)) under the constraint of eq. (4.5); here v ∈ L2 (Ω, F, P ).5 The agent faces the following program, · ¸ Z T J(0, V0 ) = max E U (v) + u(c(τ ))dτ , (π,c,v) t ¡ ¢ s.t. q0 (T )−1 · v = q0−1 V x,π,c (T ) Z T Z T Z T ¢ ¡ −1 ¢ ¡ −1 > ¢ ¡ −1 > q0 c (u)du + q0 π σ (u)dW (u) + q0 π (a − 1m r) (u)du. =x− t
 
 4 The
 
 t
 
 t
 
 so-called F¨ ollmer and Schweizer (1991) measure, or minimal equivalent martingale measure, is defined as: P ∗ (A) ≡
 
 E 1A ξ(T )
 
 ∀A ∈ F(T ).
 
 5 Moreover,
 
 we assume that the agent only considers the choice space in which the control functions satisfy the elementary Markov property and belong to L20,T,m (Ω, F, P ) and L20,T,1 (Ω, F, P ).
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 4.4. Equilibrium with a representative agent
 
 The standard (first) approach to this problem was introduced by Merton in finance. There are also other approaches in which reference is made to Arrow-Debreu state prices - just as we’ve made in previous chapters. We now describe the latter approach. The first thing to do is to derive a representation of the budget constraint paralleling the representation, £ ¡ ¢¤ 0 = c0 − w0 + E m · c1 − w1
 
 obtained for the two-period model and discount factor m (see chapter 2). The logic here is essentially the same. In chapter, we multiplied the budget constraint by the Arrow-Debreu state prices, Qs φs = ms · Ps , ms ≡ (1 + r)−1 η s , η s = , Ps and “took the sum over all the states of nature”. Here we wish to obtain a similar representation in which we make use of Arrow-Debreu state price densities of the form: φt,T (ω) ≡ mt,T (ω) · dP (ω),
 
 mt,T (ω) = q0 (ω, T )−1 η(ω, T ),
 
 η(ω, T ) =
 
 dQ (ω). dP
 
 Similarly to the finite state space, we multiply the constraint by the previous process and then “take the integral over all states of nature”. In doing so, we turn our original problem from one with an infinity of trajectory constraints (wealth) to a one with only one (average) constraint. 1 st step Rewrite the constraint as, 0=V
 
 x,π,c
 
 Z (T )+
 
 t
 
 T
 
 Z T ¢ ¤ q0 (T ) q0 (T ) £¡ > c(u)du−q0 (T )x− π (a − 1m r) (u)du + (π > σ)(u)dW (u) . q0 (u) q0 (u) t
 
 This constraint must hold for every point ω ∈ Ω. 2 nd step For a fixed ω, multiply the previous constraint by φ0,T (ω) = q0 (ω, T )−1 · dQ(ω), · ¸ Z T 1 −1 x,π,c 0 = q0 (T ) V (T ) + c(u)du − x dQ t q0 (u) ·Z T ¸ ¡ > ¢ −1 > − q0 (u) [ π (a − 1m r) (u)du + (π σ)(u)dW (u)] dQ. t
 
 3 rd step Take the integral over all states of nature. By the Girsanov’s theorem, · Z −1 x,π,c (T ) + 0 = E q0 (T ) V
 
 t
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 ¸ q0 (u) c(u)du − x . −1
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 4.4. Equilibrium with a representative agent
 
 Next, let’s retrieve back the true probability P . We have, · ¸ Z T −1 x,π,c −1 x = E q0 (T ) V (T ) + q0 (u) c(u)du t · ¸ Z T ¡ −1 x,π,c ¢ −1 −1 q0 (u) η(T )c(u)du (T ) + = η(t) · E q0 ηV t · ¸ Z T ¯ ¡ −1 x,π,c ¢ ¡ ¢ −1 −1 ¯ E q0 (u) η(T )c(u) F(u) du (T ) + = η(t) · E q0 ηV t · ¸ Z T ¡ −1 x,π,c ¢ −1 −1 q0 (u) c(u)E (η(T )| F(u)) du (T ) + = η(t) · E q0 ηV t · ¸ Z T ¡ −1 x,π,c ¢ ¡ −1 ¢ −1 (T ) + q0 ηc (u)du = η(t) · E q0 ηV t ¸ · Z T x,π,c (T ) + mt,u · c(u)du , = E mt,T · V t
 
 where we used the fact that c is adapted, the law of iterated expectations, the martingale property of η, and the definition of m0,t . The program is, · ¸ Z T −ρ(T −t) J(t, x) = max E e U(v) + u(τ , c(τ ))dτ , (c,v) t · ¸ Z T s.t. x = E mt,T · v + mt,τ · c(τ )dτ t
 
 That is, max E (c,v)
 
 ·Z
 
 t
 
 T
 
 [u (τ , c(τ )) − ψ · mt,τ · c(τ )] dτ + U(v) − ψ · mt,T
 
 where ψ is the constraint’s multiplier. The first order conditions are: ½ uc (τ , c(τ )) = ψ · mt,τ , τ ∈ [t, T ) U 0 (v) = ψ · mt,T
 
 ¸ ·v+ψ·x ,
 
 (4.34)
 
 They imply that, for any two instants t1 ≤ t2 ∈ [0, T ], uc (t1 , c(t1 )) mt,t1 . = uc (t2 , c(t2 )) mt,t2
 
 (4.35)
 
 Naturally, such a methodology is only valid when m = d. Indeed, in this case there is one and only one Arrow-Debreu density process. Furthermore, there are always portfolio strategies π ensuring any desired consumption plan (ˆ c(τ ))τ ∈[t,T ] and vˆ ∈ L2 (Ω, F, P ) when markets are complete. The proof of such assertion coincides with a constructive way to compute such portfolio processes. For (ˆ c(τ ))τ ∈[t,T ] ≡ 0, the proof is just the proof of (4.9). In the general case, it is suﬃcient to modify slightly the arguments. Define, ¯ ¸ · Z T ¯ Q −1 −1 ¯ M(τ ) ≡ E q0 (T ) · vˆ + q0 (u) cˆ(u)du¯ F(τ ) , τ ∈ [t, T ]. t
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 4.4. Equilibrium with a representative agent Notice that:
 
 ·
 
 M(τ ) = E Q q0−1 (T ) · vˆ +
 
 Z
 
 T
 
 t
 
 ¯ ¸ · Z ¯ −1 ¯ q0 (u) cˆ(u)du¯ F(τ ) = E mt,T · vˆ +
 
 t
 
 By the predictable representation theorem, ∃φ such that: Z τ M(τ ) = M(t) + φ> (u)dW (u).
 
 T
 
 ¯ ¸ ¯ ¯ mt,u · cˆ(u)du¯ F(τ ) .
 
 t
 
 x,π,c
 
 Consider the process {m0,t V (τ )}τ ∈[t,T ] . By Itˆo’s lemma, Z τ Z τ ¡ ¢ x,π,c (τ ) + mt,u · c(u)du = x + mt,u · π > σ − V x,π,c λ (u)dW (u). m0,t V t
 
 t
 
 By identifying,
 
 ¸ · φ> (τ ) x,π,c π (τ ) = (V σ(τ )−1 , λ) (τ ) + (4.36) mt,τ where V x,π,c (τ ) can be computed from the constraint of the program (4.10) written in τ ∈ [t, T ]: ¯ ¸ · Z T ¯ x,π,c ¯ (4.37) (τ ) = E mτ ,T · v + mτ ,u · c(u)du¯ F(τ ) , V >
 
 τ
 
 once that the optimal trajectory of c has been computed. As in the two-periods model of chapter 2, the kernel process {mτ ,t }τ ∈[t,T ] is to be determined as an equilibrium outcome. Furthermore, in the continuous time model of this chapter there also exist strong results on the existence of a representative agent (Huang (1987)). Example 4.6. U (v) = log v and u(x) = log x. By exploiting the first order conditions (4.11) one has cˆ(τ1 ) = ψ · mt,τ , v1ˆ = ψ · mτ ,T . By plugging these conditions into the constraint of the program (4.10) one obtains the solution for the Lagrange multiplier: ψ = T x+1 . By replacing this back into the previous first order conditions, one eventually obtains: cˆ(t) = T x+1 m1t,τ , and vˆ = T x+1 m1t,T . As regards the portfolio process, one has that: ¯ ¸ · Z T ¯ ¯ mt,u cˆ(u)du¯ F(τ ) = x, M(τ ) = E mτ ,T · vˆ + t
 
 which shows that φ = 0 in the representation (4.13). By replacing φ = 0 into (4.13) one obtains: ¡ ¢ π > (τ ) = V x,π,ˆc λ (τ ) · σ(τ )−1 . We can compute V x,π,ˆc in (4.14) by using cˆ: ¯ ¸ · Z T x T + 1 − (τ − t) mτ ,u ¯¯ mτ ,T x x,π,ˆ c E , (τ ) = + du¯ F(τ ) = V T +1 mt,T mt,u mt,τ T +1 τ
 
 where we used the property that m forms an evolving semi-group: mt,a · mt,b = mt,b , t ≤ a ≤ b. The solution is: x T + 1 − t ¡ −1 ¢ x T + 1 − (τ − t) ¡ −1 ¢ λσ λσ (τ ) = (τ ) π > (τ ) = mt,τ T + 1 mt,τ T +1
 
 whence, by taking into account the relation: a − 1m r = σλ, ¤ x T + 1 − (τ − t) £ (σσ > )−1 (a − 1m r) (τ ). π(τ ) = mt,τ T +1 117
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 4.4. Equilibrium with a representative agent 4.4.2 The older, Merton’s approach: dynamic programming
 
 Here we show how to derive optimal consumption and portfolio policies using the Bellman’s approach in an infinite horizon setting. Suppose to have to solve the problem ·Z ∞ ¸ −ρ(τ −t) J (V (t)) = max E e u (c(τ )) dτ c t £ ¤ s.t. dV = π > (a − 1m ) + rV − c dτ + π > σdW via the standard Bellman’s approach, viz: · ¸ ¡ > ¢ 1 00 0 > > 0 = max E u(c) + J (V ) π (a − 1m r) + rV − c + J (V )π σσ π − ρJ(V ) . c 2
 
 (4.38)
 
 First order conditions are: 0 u0 (c) = J µ (V )0 ¶ −J (V ) ¡ > ¢−1 π = σσ (a − 1m r) J 00 (V )
 
 (4.39)
 
 By plugging these back into the Bellman’s equation (4.37) leaves: ¸ ¸2 · 0 1 00 −J 0 (V ) −J (V ) · Sh + rV − c + J (V ) Sh − ρJ(V ), 0 = u(c) + J (V ) J 00 (V ) 2 J 00 (V ) 0
 
 ·
 
 (4.40)
 
 where: Sh ≡ (a − 1m r)> (σσ > )−1 (a − 1m r), with limT →∞ e−ρ(T −t) E [J (V (T ))] = 0. Let’s take u(x) =
 
 x1−η − 1 , 1−η
 
 and conjecture that: J(x) = A
 
 x1−η − B , 1−η
 
 where A, B are constants to be determined. Using the first line of (4.38), c = A−1/η V . By plugging this and using the conjectured analytical form of J, eq. (4.39) becomes: 0 = AV
 
 1−η
 
 µ
 
 η 1 Sh ρ A−1/η + +r− 1−η 2 η 1−η
 
 ¶
 
 −
 
 1 (1 − ρAB) . 1−η
 
 This must hold for every V . Hence A=
 
 µ
 
 ρ − r(1 − η) (1 − η)Sh − η 2η 2
 
 ¶−η
 
 1 B= ρ
 
 ;
 
 Clearly, limη→1 J(V ) = ρ−1 log V . 118
 
 µ
 
 ρ − r(1 − η) (1 − η)Sh − η 2η 2
 
 ¶η
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 4.4. Equilibrium with a representative agent 4.4.3 Equilibrium and Walras’s consistency tests
 
 An equilibrium is a consumption plan satisfying the first order conditions (4.11) and a portfolio process having the form (4.13), with c (τ ) = D(τ ) ≡
 
 m X i=1
 
 Di (τ ), for τ ∈ [t, T );
 
 and v = q(T ) ≡
 
 m X
 
 qi (T )
 
 i=1
 
 and θ0 (τ ) = 0, π(τ ) = q(τ ), for τ ∈ [t, T ]. For reasons developed below, it is useful to derive the dynamics of the dividend, D. This is the solution of: dD(τ ) = aD (τ )D(τ )dτ + σ D (τ )D(τ )dW (τ ), Pm P where aD D ≡ i=1 aDi Di and σ D D ≡ m i=1 σ Di Di . Equilibrium allocations and Arrow-Debreu state price (densities) in the present infinite dimensional commodity space can now be computed as follows. The first order conditions say that: (4.41) d log uc (τ , c(τ )) = d log mt,τ , ¯ ¯ τ ,u ∂ and since ∂u E( m − 1)¯ = −r, we have that the rate of decline of marginal utility is equal mτ ,u u=τ to the short-term rate. Such a relationship allows one to derive the term-structure of interest rates. Now by replacing the diﬀerential of log mt,τ into relation (4.17), ¶ µ 1 2 d log uc (τ , c(τ )) = − r(τ ) + kλ(τ )k dτ − λ> (τ )dW (τ ). 2 But in equilibrium, ¶ µ 1 2 d log uc (τ , D(τ )) = − r(τ ) + kλ(τ )k dt − λ> (τ )dW (τ ). 2 By Itˆo’s lemma, log uc (τ , D(τ )) is solution of Ã " µ ¶2 !# ucc uτ c ucc 1 2 2 uccc ucc dt + + aD D + σD D − Dσ D dW. d log uc = uc uc 2 uc uc uc By identifying, "
 
 ucc 1 2 2 uτ c + aD D + σD D r = − uc uc 2 λ| = −
 
 Ã
 
 uccc − uc
 
 µ
 
 ucc uc
 
 ¶2 !
 
 1 + kλk2 2
 
 #
 
 ucc · D · σD uc
 
 The first relation is the drift identification condition for log uc (Arrow-Debreu state-price density drift identification). The second relation is the diﬀusion identification condition for log uc (Arrow-Debreu state-price density diﬀusion identification). 119
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 By replacing the first relation of the previous identifying conditions into the second one we get the equilibrium short-term rate: ·
 
 ¸ uτ c ucc 1 2 2 uccc r(τ ) = − (τ , D(τ )) + aD (τ ) · D(τ ) · (τ , D(τ )) + σ D (τ ) D(τ ) · (τ , D(τ )) . uc uc 2 uc (4.42) −(τ −t)ρ x1−η and m = 1, then: As an example, if u(τ , x) = e 1−η 1 r(τ ) = ρ + η · aD (τ ) − η(η + 1)σ D (τ )2 . 2
 
 (4.43)
 
 Furthermore, λ is well identified, which allows one to compute the Arrow-Debreu state price density (whence allocations by the formulae seen in the previous subsection once the model is extended to the case of heterogeneous agents). We are left to check the following consistency aspect of the model: in the approach of this section, we neglected all possible portfolio choices of the agent. We have to show that (4.15) ⇒ (4.16). In fact, we are going to show that in the absence of arbitrage opportunities, (4.15) ⇔ (4.16). This is shown in appendix 3.
 
 4.4.4 Continuous-time CAPM We showed that P is a singleton in this model. We can then write down without any ambiguity an evaluation formula for the primitive asset prices:
 
 qi (τ ) = = = =
 
 ¯ ¸ Z T ¯ q0 (τ ) q0 (τ ) ¯ qi (T ) + Di (s)ds¯ F(τ ) E q0 (T ) τ q0 (s) ¯ ¸ · Z T ¯ q0 (τ ) q0 (τ ) −1 η(τ ) E η(T ) qi (T ) + Di (s)η(T )ds¯¯ F(τ ) q0 (T ) τ q0 (s) ¯ · ¸ Z T ¯ q0 (τ ) q0 (τ ) −1 −1 ¯ E η(τ ) η(T ) η(τ ) η(s) qi (T ) + Di (s)ds¯ F(τ ) q0 (T ) q0 (s) τ ¯ ¸ · Z T ¯ mt,T mt,s E qi (T ) + Di (s)ds¯¯ F(τ ) . mt,τ τ mt,τ Q
 
 ·
 
 ¯ i h 0 R T u0 (c(s)) ¯ )) F(τ ) . At the equiBy using (4.12) we obtain: qi (τ ) = E uu0(c(T q (T ) + ds D (s)ds ¯ (c(τ )) i u0 (c(τ )) i τ librium: ¯ # " ¡ ¢ Z T 0 ¯ u0 q(T ) u (D(s)) ¯ qi (τ ) = E qi (T ) + Di (s)ds¯ F(τ ) . 0 ¯ u0 (D(τ )) τ u (D(τ )) 4.4.5 Examples Evaluation of a pure discount bond. Here one has b(T ) = 1 and Dbond (s) = 0, s ∈ [t, T ]. Therefore, 120
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 4.5. Black & Scholes formula and “invisible” parameters
 
 # ¢¯ ¡ u0 q(T ) ¯¯ b(τ ) = E ¯ F(τ ) u0 (D(τ )) ¯ ¯ ¸ · mt,T ¯¯ F(τ ) = E mt,τ ¯ · µ Z T Z = E exp − r(u)du − "
 
 τ
 
 T
 
 1 λ (u)dW (u) − 2 >
 
 τ
 
 Z
 
 T τ
 
 ¸ ¶¯ ¯ kλ(u)k du ¯¯ F(τ ) , 2
 
 where λ is as in relation (4.6). As an example, if u(x(τ )) = e−ρ(τ −t) log x(τ ), then λ(τ ) = σ D (τ ).
 
 4.5 Black & Scholes formula and “invisible” parameters - The Black & Scholes and Merton model for option evaluation. - Hedging In the Black & Scholes model, u00 (c) λ − 0 c= , u (c) σ where λ and σ are constants. Apart from some irrelevant constants, we have then: u(c) =
 
 a−r λ c1−η − 1 , η≡ = . 2 1−η σ σ
 
 The Black & Scholes model is “supported” by an equilibrium model with a representative agent with CRRA preferences (who is risk neutral if and only if a = r), i.e.: there exist CRRA utility functions that support any risk-premium level that one has in mind. Such results are known since Rubenstein (1976) (cf. also Bick (1987) for further results). However, the methods used for the proof here are based on the more modern martingale approach.
 
 4.6 Jumps Brownian motions are well-suited to model price behavior of liquid assets, but there is a fair amount of interest in modeling discontinuous changes of asset prices, expecially as regards the modeling of fixed income instruments, where discontinuities can be generated by sudden changes in liquidity market conditions for instance. In this section, we describe one class of stochastic processes which is very popular in addressing the previous characteristics of asset prices movements, known as Poisson process. 4.6.1 Construction Let (t, T ) be a given interval, and consider events in that interval which display the following properties: 1. The random number of events arrivals in disjoint time intervals of (t, T ) are independent. 121
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 4.6. Jumps
 
 2. Given two arbitrary disjoint but equal time intervals in (t, T ), the probability of a given random number of events arrivals is the same in each interval. 3. The probability that at least two events occur simultaneously in any time interval is zero. Next, let Pk (τ − t) be the probability that k events arrive in the time interval τ − t. We make use of the previous three properties to determine the functional form of Pk (τ − t). First, Pk (τ − t) must satisfy: (4.44) P0 (τ + dτ − t) = P0 (τ − t) P0 (dτ ) , where dτ is a small perturbation of τ − t, and we impose ½ P0 (0) = 1 Pk (0) = 0, k ≥ 1
 
 (4.45)
 
 Eq. (6.67) and the first relation of (6.68) are simultaneously satisfied by P0 (x) = e−v·x , with v > 0 in order to ensure that P0 ∈ [0, 1]. Furthermore,  P1 (τ + dτ − t) = P0 (τ − t) P1 (dτ ) + P1 (τ − t) P0 (dτ )    ..  . (4.46) (τ + dτ − t) = Pk−1 (τ − t) P1 (dτ ) + Pk (τ − t) P0 (dτ ) P  k    .. .
 
 Rearrange the first equation of (6.69) to have:
 
 P1 (τ + dτ − t) − P1 (τ − t) P1 (dτ ) 1 − P0 (dτ ) =− P1 (τ − t) + P0 (τ − t) dτ dτ dτ Taking the limits of the previous expression for dτ → 0 gives ¶ ¶ µ µ 1 − P0 (dτ ) P1 (dτ ) 0 P1 (τ − t) + lim P0 (τ − t) . P1 (τ − t) = − lim dτ →0 dτ →0 dτ dτ
 
 (4.47)
 
 Now, we have that: 1 − P0 (dτ ) 1 − e−v·dτ = , dτ dτ and for small dτ , P1 (dτ ) = 1 − P0 (dτ ), whence
 
 (4.48)
 
 P1 (dτ ) 1 − P0 (dτ ) 1 − e−v·dτ = = . dτ dτ dτ Taking the limit of (6.71)-(6.72) for dτ → 0 gives limdτ →0 substituting back into (6.70) yields the result that:
 
 1−P0 (dτ ) dτ
 
 P10 (τ − t) = −vP1 (τ − t) + vP0 (τ − t) .
 
 (4.49) = limdτ →0
 
 P1 (dτ ) dτ
 
 = v, and
 
 (4.50)
 
 Alternatively, eq. (6.73) can be arrived at by noting that for small dτ , a Taylor approximation of P0 (dτ ) is: ¡ ¢ P0 (dτ ) = 1 − vdτ + O dτ 2 ' 1 − vdτ , 122
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 4.6. Jumps whence
 
 ½
 
 P0 (dτ ) = 1 − vdτ P1 (dτ ) = vdτ
 
 (4.51)
 
 and plugging the previous equations directly into the first equation in (6.69), rearranging terms and taking dτ → 0 gives exactly (6.73). Repeating the same reasoning used to arrive at (6.73), one shows that Pk0 (τ − t) = −vPk (τ − t) + vPk−1 (τ − t) , the solution of which is:
 
 v k (τ − t)k −v(τ −t) Pk (τ − t) = e . k!
 
 (4.52)
 
 4.6.2 Interpretation The common interpretation of the process described in the previous subsection is the one of rare events, and eqs. (6.74) reveal that within this interpretation, E (event arrival in dτ ) = vdτ , so that v can be thought of as an intensity of events arrivals. Now we turn to provide a precise mathematical justification to the rare events interpretation. Consider the binomial distribution: µ ¶ n k n−k n! Pn,k = = pk qn−k , p > 0, q > 0, p + q = 1, p q k! (n − k)! k which is the probability of k “arrivals” on n trials. We want to consider probability p as being a function of n with the special feature that lim p(n) = 0.
 
 n→∞
 
 This is a condition that is consistent with the rare event interpretation. One possible choice for such a p is a p(n) = , a > 0. n We have, Pn,k = = = = =
 
 n! p(n)k (1 − p(n))n−k k! (n − k)! ³ a ´k ³ a ´n−k n! 1− k! (n − k)! n n ³ ´ ³ k a a ´n ³ a ´−k n! 1− 1− k! (n − k)! n n n ´ ´ ³ k ³ n a a a −k n! 1 − 1 − nk (n − k)! k! n n k ³ a ´−k n n−1 n−k +1a a ´n ³ 1− . · ··· 1− n n n k! n n {z } | k times
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 4.6. Jumps n −1 (τ − t) τ
 
 t n subintervals
 
 FIGURE 4.1. Heuristic construction of a Poisson process from the binomial distribution.
 
 Therefore, lim Pn,k ≡ Pk =
 
 n→∞
 
 ak −a e . k!
 
 Next, we split the (τ − t)-interval into n subintervals of length τ n−t , and then making the probability of one arrival in each subinterval be proportional to each subinterval length (see figure 4.1), viz., τ −t a p(n) = v ≡ , a ≡ v(τ − t). n n The process described in the previous section is thus obtained by taking n → ∞, which is continuous time because in this case each subinterval in figure 6.8 shrinks to dτ . In this case, the interpretation is that the probability that there is one arrival in dτ is vdτ , and this is also the expected number of events in dτ because E (# arrivals in dτ ) = Pr (one arrival in dτ ) × one arrival + Pr (zero arrivals in dτ ) × zero arrivals = Pr (one arrival in dτ ) × 1 + Pr (zero arrivals in dτ ) × 0 = vdτ . Such a heuristic construction is also one that works very well to simulate Poisson processes: You just simulate a Uniform random variable U (0, 1), and the continuous-time process is replaced by the approximation Y , where: ½ 0 if 0 ≤ U < 1 − vh Y = 1 if 1 − vh ≤ U < 1 where h is the discretization interval. 4.6.3 Properties and related distributions First we verify that Pk is a probability. We have ∞ X
 
 −a
 
 Pk = e
 
 k=0
 
 ∞ X ak k=0
 
 k!
 
 = 1,
 
 ± P k since ∞ k! is the McLaurin expansion of function ea . k=0 a Second, we compute the mean, mean =
 
 ∞ X k=0
 
 −a
 
 k · Pk = e 124
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 4.6. Jumps
 
 ¡ k ¢± P where the last equality is due to the fact that ∞ k! = aea .6 k=0 ka A related distribution is the so-called exponential (or Erlang) distribution. We already know that the probability of zero arrivals in τ − t is given by P0 (τ − t) = e−v(τ −t) [see eq. (6.75)]. It follows that: G (τ − t) ≡ 1 − P0 (τ − t) = 1 − e−v(τ −t) is the probability of at least one arrival in τ − t. Also, this can be interpreted as the probability that the first arrival occurred before τ starting from t. The density function g of this distribution is g (τ − t) =
 
 ∂ G (τ − t) = ve−v(τ −t) . ∂τ
 
 (4.53)
 
 R∞ Clearly, 0 v · e−v·x dx = 1, which confirms that g is indeed a density function. From this, we may easily compute, Z ∞ mean = xve−vx dx = v −1 Z0 ∞ ¡ ¢2 variance = x − v−1 ve−vx dx = v−2 0
 
 The expected time of the first arrival occurred before τ starting from t equals v −1 . More generally, v −1 can be interpreted as the average time from an arrival to another.7 A more general distribution in modeling such issues is the Gamma distribution with density: gγ (τ − t) = ve−v(τ −t)
 
 [v (τ − t)]γ−1 , (γ − 1)!
 
 which collapses to density g in (6.76) when γ = 1. 4.6.4 Asset pricing implications A natural application of the previous schemes is to model asset prices as driven by Brownian motions plus jumps processes. To model jumps, we just interpret an “arrival” as the event that a certain variable experiences a jump of size S, where S is another random variable with a fixed probability measure p on Rd . A simple (unidimensional, i.e. d = 1) model of an asset price is then p dq(τ ) = b(q(τ ))dτ + 2σ(q(τ ))dW (τ ) + (q(τ )) · S · dZ(τ ), (4.54)
 
 where b, σ, are given functions (with σ > 0), W is a standard Brownian motion, and Z is a Poisson process with intensity function, or hazard rate, equal to v, i.e. 1. Pr (Z(t)) = 0.
 
 2. ∀t ≤ τ 0 < τ 1 < · · · < τ N < ∞, Z(τ 0 ) and Z(τ k ) − Z(τ k−1 ) are independent for each k = 1, · · ·, N. ∞
 
 ∞
 
 ∞
 
 ak ak−1 ak k k . = = a−1 k! k! k! k=0 k=0 k=0 7 Suppose arrivals are generated by Poisson processes, consider the random variable “time interval elapsing from one arrival to next one”, and let τ 0 be the instant at which the last arrival occurred. The probability that the time τ − τ 0 which will elapse from the last arrival to the next one is less than ∆ is then the same as the probability that during the time interval τ 0 τ = τ − τ 0 there is at least one arrival. 6 Indeed,
 
 ea =
 
 ∂ea ∂a
 
 =
 
 ∂ ∂a
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 4.6. Jumps
 
 3. ∀τ > t, Z(τ ) − Z(t) is a random variable with Poisson distribution and expected value v(τ − t), i.e. v k (τ − t)k −v·(τ −t) Pr (Z(τ ) − Z(t) = k) = . (4.55) e k! In the framework considered here, k is interpreted as the number of jumps.8 From (6.78), it follows that Pr (Z(τ ) − Z(t) = 1) = v · (τ − t) · e−v·(τ −t) and by letting τ → t, we (heuristically) get that: ¯ Pr (dZ(τ ) = 1) ≡ Pr (Z(τ ) − Z(t)|τ →t = 1) = v (τ − t) e−v·(τ −t) ¯τ →t ' v · dτ , because e−vx is of smaller order than x when x is very small. More generally, the process {Z(τ ) − v (τ − t)}τ ≥t
 
 is a martingale. Armed with these preliminary definitions and interpretation, we now provide a heuristic derivation of Itˆo’s lemma for jump-diﬀusion processes. Consider any function f which enjoys enough regularity conditions which is a rational function of the state in (6.77), i.e. f (τ ) ≡ f (q(τ ), τ ) . Consider the following expansion of f : µ ¶ p ∂ df (τ ) = + L f (q(τ ), τ ) dτ + fq (q(τ ), τ ) 2σ(q(t))dW (τ ) ∂τ + [f (q(τ ) + (q(τ )) · S, τ ) − f (q(τ ), τ )] · dZ(τ ).
 
 (4.56)
 
 ∂ The first two terms in (6.79) are the usual Itˆo’s lemma terms, with ∂τ · +L· denoting the usual infinitesimal generator for diﬀusions. The third term accounts for jumps: if there are no jumps from time τ − to time τ (where dτ = τ − τ − ), then dZ(τ ) = 0; but if there is one jump (remember that there can not be more than one jumps because in dτ , only one event can occur), then dZ(τ ) = 1, and in this case f , as a “rational” function, also instantaneously jumps to f (q(τ ) + (q(τ )) · S, τ ), and the jump will then be exactly f (q(τ ) + (q(τ )) · S, τ ) − f (q(τ ), τ ), where S is another random variable with a fixed probability measure. Clearly, by choosing f (q, τ ) = q gives back the original jump-diﬀusion model (6.77). From this, we can compute LJ f and the infinitesimal generator for jumps diﬀusion models: µ ¶ ∂ E {df } = + L fdτ + E {{f (q + S, τ ) − f (q, τ )} · dZ(τ )} ∂τ ¶ µ ∂ + L fdτ + E {{f (q + S, τ ) − f (q, τ )} · v · dτ } , = ∂τ or Z J L f = Lf + v · [f (q + S, τ ) − f (q, τ )] p (dS) , supp(S)
 
 so that the infinitesimal generator for jumps diﬀusion models is just 8 For
 
 ¡∂
 
 ∂τ
 
 ¢ + LJ f .
 
 simplicity sake, here we are considering the case in which v is a constant. If v is a deterministic function of time, we have
 
 that
 
 τ t
 
 v(u)du
 
 k
 
 τ
 
 v(u)du , k = 0, 1, · · · k! t and there is also the possibility to model v as a function of the state: v = v(q), for example. Pr (Z(τ ) − Z(t) = k) =
 
 exp −
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 4.7. Continuous-time Markov chains 4.6.5 An option pricing formula
 
 Merton (1976, JFE), Bates (1988, working paper), Naik and Lee (1990, RFS) are the seminal papers.
 
 4.7 Continuous-time Markov chains 4.8 General equilibrium 4.9 Incomplete markets
 
 127
 
 c °by A. Mele
 
 4.10. Appendix 1: Convergence issues
 
 4.10 Appendix 1: Convergence issues We have, (1)
 
 (2)
 
 (1)
 
 (2)
 
 ct + qt θt+1 + bt θt+1 = (qt + Dt ) θt + bt θt (1)
 
 (2)
 
 where Vt ≡ qt θt + bt θt
 
 (1)
 
 ≡ Vt + Dt θt ,
 
 is wealth net of dividends. We have, (1)
 
 (2)
 
 Vt − Vt−1 = qt θt + bt θt − Vt−1 ³ ´ (1) (2) (1) (2) (1) = qt θt + bt θt − ct−1 + qt−1 θt + bt−1 θt − Dt−1 θt−1 (1)
 
 (2)
 
 (1)
 
 = (qt − qt−1 ) θt + (bt − bt−1 ) θt − ct−1 + Dt−1 θt−1 ,
 
 and more generally, (1)
 
 (2)
 
 (1)
 
 Vt − Vt−∆ = (qt − qt−∆ ) θt + (bt − bt−∆ ) θt − (ct−∆ · ∆) + (Dt−∆ · ∆) θt−∆ . Now let ∆ ↓ 0 and assume that θ(1) and θ(2) are approximately constant between t and t − ∆. We have: dV (τ ) = (dq(τ ) + D(τ )dτ ) θ(1) (τ ) + db(τ )θ(2) (τ ) − c(τ )dτ . Assume that
 
 db(τ ) = rdτ . b(τ )
 
 The budget constraint can then be written as: dV (τ ) = (dq(τ ) + D(τ )dτ ) θ(1) (τ ) + rb(τ )θ(2) (τ )dτ − c(τ )dτ ³ ´ = (dq(τ ) + D(τ )dτ ) θ(1) (τ ) + r V − q(τ )θ(1) (τ ) dτ − c(τ )dτ = (dq(τ ) + D(τ )dτ − rq(τ )dτ ) θ(1) (τ ) + rV dτ − c(τ )dτ µ ¶ dq(τ ) D(τ ) = + dτ − rdτ θ(1) (τ )q(τ ) + rV dτ − c(τ )dτ q(τ ) q(τ ) ¶ µ dq(τ ) D(τ ) + dτ − rdτ π(τ ) + rV dτ − c(τ )dτ . = q(τ ) q(τ )
 
 4.11 Appendix 2: Walras consistency tests (4.15 ) ⇒ (4.16 ). We can grasp the intituion of the result by better understanding the same phenomenon in the case of the two-period economic studied in chapter 2. There, we showed that in the absence of arbitrage opportunities, ∃φ ∈ Rd : φ> (c1 − w1 ) = qθ = −(c0 − w0 ). Whence cs = ws , s = 0, · · ·, d ⇒ θ = 0m . In the model of the present chapter, we have that in the absence of arbitrage opportunities, ∃! Q ∈ P : (4.7) is satisfied, or ´ ¡ −1 x,π,c ¢ 1 ³ θ0 (τ )q0 (τ ) + π > (τ )1m (τ ) ≡ q0 V q0 (τ ) Z τ³ Z τ ´ ¡ −1 ¢ −1 > > ∗ q0 π σ (u)dW (u) − q0 c (u)du, τ ∈ [t, T ]. = 1m q(t) + t
 
 t
 
 Let us rewrite the previous relations as: for τ ∈ [t, T ],
 
 ¡ ¢ ¢ 1 ¡ 1 > θ0 (τ )q0 (τ ) + π > (τ ) − q > (τ ) 1m + q (τ )1m q0 (τ ) q0 (τ )
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 4.11. Appendix 2: Walras consistency tests
 
 Z τ Z τ ¢ 1 ¡ > 1 1 > > ∗ c(u)du + q (u)σ(u)dW ∗ (u) = π (u) − q (u) σ(u)dW (u) − q (u) q (u) q (u) 0 0 0 t t t ³ ´ ¢ R τ ¡ −1 ¢ Rτ ¡ qi ∗ By plugging the solution q0 (τ ) = qi (t) + t q0 qi (u)σ i (u)dW (u) − t q0−1 Di (u)du in the previous relation, ³ ´ ´ 1 ³ θ0 (τ )q0 (τ ) + π > (τ ) − q > (τ ) 1m q (τ ) Z τ Z0 τ ´ 1 ³ > 1 > ∗ π (u) − q (u) σ(u)dW (u) + (D(u) − c(u)) du. (4.57) = t q0 (u) t q0 (u) 1> m q(t) +
 
 Z
 
 τ
 
 Let us rewrite the previous relation in t = T , ³ ´ ´ 1 ³ θ0 (T )q0 (T ) + π > (T ) − q > (T ) 1m q (T ) Z τ Z0 τ ´ 1 ³ > 1 > ∗ π (u) − q (u) σ(u)dW (u) + (D(u) − c(u)) du. = t q0 (u) t q0 (u)
 
 (4.58)
 
 When (4.15) is verified, we have that V x,π,c (T ) = θ0 (T )q0 (T ) + π > (T )1m = v = q(T ) = q > (T )1m , and D = c, and the previous equality becomes: Z T ´ 1 ³ > 0 = x(T ) ≡ π (u) − q > (u) σ(u)dW ∗ (u), Q-a.s. t q0 (u) a martingale starting at zero, the incremental process of which satisfies: ´ 1 ³ > π (τ ) − q > (τ ) σ(τ )dW ∗ (τ ) = 0, τ ∈ [t, T ]. dx(τ ) = q0 (τ ) Since ker(σ) = {∅} then, we have that π(τ ) = q(τ ) a.s. for τ ∈ [t, T ] and, hence, π(τ ) = q(τ ) a.s. for τ ∈ [t, T ]. It is easily checked that this implies θ0 (T ) = 0 P -a.s. and that in fact (with the help of (4.18)), θ0 (τ ) = 0 a.s. k (4.15 ) ⇐ (4.16 ). When (4.16) holds, Eq. (4.19) becomes: 0 = y(T ) ≡
 
 Z
 
 t
 
 T
 
 1 (D(u) − c(u)) du, a.s., q0 (u)
 
 a martingale starting at zero. It is suﬃcient to apply verbatim to {y(τ )}τ ∈[t,T ] the same arguments of the proof of the previous part to conclude. k
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 4.12. Appendix 3: The Green’s function
 
 4.12 Appendix 3: The Green’s function This approach can be useful in applied work (see, for example, Mele and Fornari (2000, chapter 5). Setup In section 4.5, we showed that the value of a security as of time τ is: ¸ · Z T mt,T mt,s V (x(T ), T ) + h (x(s), s) ds , V (x(τ ), τ ) = E mt,τ τ mt,τ
 
 (5A.2)
 
 where mt,τ is the stochastic discount factor, −1
 
 mt,τ = q0 (τ )
 
 −1
 
 η(t, τ ) = q0 (τ )
 
 Arrow-Debreu state price densities are:
 
 ¯ dQ ¯¯ · , q0 (τ ) ≡ e dP ¯F(τ )
 
 τ t
 
 r(u)du
 
 .
 
 φt,T = mt,T dP = q0 (T )−1 dQ, which now we want to characterize in terms of PDE. The first thing to note is that by reiterating the same reasoning produced in section 4.5, eq. (5A.2) can be rewritten as: ¸ · Z T q0 (τ ) q0 (τ ) (5A.3) V (x(T ), T ) + h (x(s), s) ds . V (x(τ ), τ ) = E q0 (T ) τ q0 (s) Let
 
 ¡ ¢ q0 (t0 ) a t0 , t00 = . q0 (t00 )
 
 In terms of a, eq. (5A.3) is:
 
 · Z V (x(τ ), τ ) = E a (τ , T ) V (x(T ), T ) +
 
 T
 
 τ
 
 ¸ a (τ , s) h (x(s), s) ds .
 
 Next, consider the augmented state vector: y(u) ≡ (a (τ , u) , x(u)) , τ ≤ u ≤ T, and let P ( y(t00 )| y(τ )) be the density function of the augmented state vector under the risk-neutral probability. We have, ¸ · Z T a (τ , s) h (x(s), s) ds V (x(τ ), τ ) = E a (τ , T ) V (x(T ), T ) + =
 
 Z
 
 τ
 
 a (τ , T ) V (x(T ), T ) P ( y(T )| y(τ )) dy(T ) +
 
 Z
 
 τ
 
 T
 
 Z
 
 a (τ , s) h (x(s), s) P ( y(s)| y(τ )) dy(s)ds.
 
 If V (x(T ), T ) and a (τ , T ) are independent, ¸ Z Z ·Z a (τ , T ) P ( y(T )| y(τ )) dy(T ) V (x(T ), T ) dx(T ) a (τ , T ) V (x(T ), T ) P ( y(T )| y(τ )) dy(T ) = ZX A ≡ G(τ , T )V (x(T ), T ) dx(T ) X
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 4.12. Appendix 3: The Green’s function where: G(τ , T ) ≡
 
 Z
 
 a (τ , T ) P ( y(T )| y(τ )) dy(T ).
 
 A
 
 If we assume the same thing for h, we eventually get: V (x(τ ), τ ) =
 
 Z
 
 G(τ , T )V (x(T ), T ) dx(T ) +
 
 X
 
 Z
 
 T
 
 Z
 
 G(τ , s)h (x(s), s) dx(s)ds.
 
 X
 
 τ
 
 G is known as the Green’s function: G (t, ) ≡ G (x, t; ξ, ) =
 
 Z
 
 a (t, ) P ( y( )| y(t)) da.
 
 A
 
 It is the value in state x ∈ Rd as of time t of a unit of num´eraire at > t if future states lie in a neighborhood (in Rd ) of ξ. It is thus the Arrow-Debreu state-price density. For example, a pure discount bond has V (x, T ) = 1 ∀x, and h(x, s) = 1 ∀x, s, and Z G (x(τ ), τ ; ξ, T ) dξ, V (x(τ ), τ ) = X
 
 with lim G (x(τ ), τ ; ξ, T ) = δ (x(τ ) − ξ) , τ ↑T
 
 where δ is the Dirac delta. The PDE connection We have, V (x (t) , t) =
 
 Z
 
 G (x(t), t; ξ (T ) , T ) V (ξ (T ) , T ) dξ (T ) +
 
 X
 
 Z
 
 t
 
 T
 
 Z
 
 G(x(t), t; ξ(s), s)h (ξ(s), s) dξ(s)ds.
 
 X
 
 (5A.4) Consider the scalar case. Eq. (5A.3) and the connection between PDEs and Feynman-Kac tell us that under standard regularity conditions, V is solution to: 1 0 = Vt + µVx + σ 2 Vxx − rV + h. 2
 
 (5A.5)
 
 Now take the appropriate partial derivatives in (4.A4), Vt =
 
 Z
 
 Vx Vxx
 
 Z
 
 δ(x − ξ)hdξ + t Z Z = Gx V dξ + Gx hdξds t X X Z Z TZ = Gxx V dξ + Gxx hdξds X
 
 X
 
 Gt V dξ −
 
 Z
 
 X Z T t
 
 T
 
 Z
 
 Gt hdξds =
 
 X
 
 Z
 
 X
 
 Gt V dξ − h +
 
 Z
 
 T
 
 τ
 
 X
 
 and replace them into (4.A5) to obtain: ¸ Z · 1 0 = Gt + µGx + σ 2 Gxx − rG V (ξ (T ) , T ) dξ(T ) 2 X ¸ Z TZ · 1 Gt + µGx + σ 2 Gxx − rG h (ξ (s) , s) dξ (s) ds. + 2 X t
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 4.12. Appendix 3: The Green’s function This shows that G is solution to 1 0 = Gt + µGx + σ 2 Gxx − rG, 2 and lim G (x, t; ξ, T ) = δ (x − ξ) . t↑T
 
 The multidimensional case is dealt with a mere change in notation.
 
 132
 
 4.13. Appendix 4: Models with final consumption only
 
 c °by A. Mele
 
 4.13 Appendix 4: Models with final consumption only Sometimes, we interested in models with consumption taking place in at the end of the period ¡ may ¢be | only. Let q¯ = q (0) , q and ¯ θ = (θ(0) , θ), where θ and q are both m-dimensional. Define as usual wealth θt . There are no dividends. A self-financing strategy ¯θ satisfies, as of time t as Vt ≡ q¯t ¯ θt+1 = q¯t ¯ θt ≡ Vt , q¯t+ ¯
 
 t = 1, · · ·, T.
 
 Therefore, Vt = q¯t ¯ θt + q¯t−1 ¯θt−1 − q¯t−1 ¯θt−1 = q¯t ¯ θ is self-financing) θt + q¯t−1 ¯θt−1 − q¯t−1 ¯θt (because ¯ ¯ qt θt , ∆¯ qt ≡ q¯t − q¯t−1 , t = 1, · · ·, T. = Vt−1 + ∆¯ ⇔ Vt = V1 +
 
 t X
 
 ∆¯ qn ¯ θn .
 
 n=1
 
 Now suppose that (0)
 
 ∆qt
 
 (0)
 
 = rt qt−1 ,
 
 t = 1, · · ·, T,
 
 qt θ+ with {rt }Tt=1 given and to be defined more precisely below. The term ∆¯ t can then be rewritten as: (0) (0)
 
 θt = ∆qt θt + ∆qt θt ∆¯ qt ¯ (0)
 
 (0)
 
 (0)
 
 (0)
 
 = rt qt−1 θt + ∆qt θt = rt qt−1 θt + rt qt−1 θt − rt qt−1 θt + ∆qt θt = rt q¯t−1 ¯θt − rt qt−1 θt + ∆qt θt = rt q¯t−1 ¯θt−1 − rt qt−1 θt + ∆qt θt
 
 (because ¯θ is self-financing)
 
 = rt Vt−1 − rt qt−1 θt + ∆qt θt , and we obtain
 
 Vt = (1 + rt ) Vt−1 − rt qt−1 θt + ∆qt θt ,
 
 (4.59)
 
 or by integrating, Vt = V1 +
 
 t X
 
 n=1
 
 (rn Vn−1 − rn qn−1 θn + ∆qn θn ) .
 
 (4.60)
 
 Next, considering “small” time intervals. In the limit we obtain: dV (t) = r(t)V (t)dt − r(t)q(t)θ(t)dt + dq(t)θ(t).
 
 (4.61)
 
 Such an equation can also be arrived at by noticing that current wealth is nothing but initial wealth plus gains from trade accumulated up to now: Z t V (t) = V (0) + d¯ q (u)¯θ(u). 0
 
 ⇔
 
 dV (t) = d¯ q (t)¯ θ(t)+ = dq0 (t)θ0 (t) + dq(t)θ(t) = r(t)q0 (t)θ0 (t)dt + dq(t)θ(t) = r(t) (V (t) − q(t)θ(t)) dt + dq(t)θ(t)
 
 = r(t)V (t)dt − r(t)q(t)θ(t)dt + dq(t)θ(t).
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 4.13. Appendix 4: Models with final consumption only Now consider the sequence of problems of terminal wealth maximization: ½ maxθt E [ u(V (T ))| Ft−1 ] , For t = 1, · · ·, T, Pt : s.t. Vt = (1 + rt ) Vt−1 − rt qt−1 θt + ∆qt θt
 
 Even if markets are incomplete, agents can solve the sequence of problems {Pt }Tt=1 as time unfolds. Using (2.?), each problem can be written as: " Ã !¯ # T ¯ X ¯ (rt Vt−1 − rt qt−1 θt + ∆qt θt ) ¯ Ft−1 . max E u V1 + ¯ θt t=1
 
 The FOC for t = 1 is:
 
 ¯ ¤ £ E u0 (V (T )) (q1 − (1 + r0 ) q0 )¯ F0 ,
 
 whence
 
 q0 = (1 + r0 )−1 and in general qt = (1 + rt )−1
 
 E [ u0 (V (T )) · q1 | F0 ] , E [ u0 (V (T ))| F0 ]
 
 E [ u0 (V (T )) · qt+1 | Ft ] , E [ u0 (V (T ))| Ft ]
 
 t = 0, · · ·, T − 1.
 
 In deriving such relationships, we were close to the dynamic programming principle. More on this below. The previous relationship suggests that we can define a martingale measure Q for the discounted price process by defining ¯ dQ ¯¯ u0 (V (T )) . = dP ¯Ft E [ u0 (V (T ))| Ft ] More on this below. Connections with the CAPM. It’s easy to show that: ¸ · u0 (V (T )) , r˜t+1 , E (˜ rt+1 ) − rt = cov E [ u0 (V (T ))| Ft ]
 
 where r˜t+1 ≡ (qt+1 − qt )/ qt .
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 4.14. Appendix 5: Further topics on jumps
 
 4.14 Appendix 5: Further topics on jumps 4.14.1 The Radon-Nikodym derivative To derive heuristically the Radon-Nikodym derivative, consider the jump times 0 < τ 1 < τ 2 < · · · < τ n = Tb. The probability of a jump in a neighborhood of τ i is v(τ i )dτ , and to find what happens under the risk-neutral probability or, in general, under any equivalent measure, we just write vQ (τ i )dτ under measure Q, and set v Q = vλJ . Clearly, the probability of no-jumps between any two adjacent random points τ i−1 and τ i and a jump at time τ i−1 is, for i ≥ 2, proportional to τi τ i−1
 
 −
 
 v(τ i−1 )e
 
 v(u)du
 
 under the probability P,
 
 and to −
 
 v Q (τ i−1 )e
 
 τi τ i−1
 
 v Q (u)du
 
 τi τ i−1
 
 −
 
 = v(τ i−1 )λJ (τ i−1 )e
 
 v(u)λJ (u)du
 
 under the probability Q.
 
 As explained in section 6.9.3 (see also formula # 6.76)), these are in fact densities of time intervals elapsing from one arrival to the next one. Next let A be the event of marks at time τ 1 , τ 2 , · · ·, τ n . The Radon-Nikodym derivative is the likelihood ratio of the two probabilities Q and P of A: e− Q(A) = P (A)
 
 τ1 t
 
 v(u)λJ (u)du
 
 e−
 
 τ2 τ1
 
 v(u)λJ (u)du
 
 −
 
 τ2 τ1
 
 −
 
 · v(τ 1 )λJ (τ 1 )e τ1 t
 
 v(u)du
 
 · v(τ 1 )e
 
 v(u)du
 
 −
 
 · v(τ 2 )λJ (τ 2 )e −
 
 · v(τ 2 )e
 
 τ3 τ2
 
 v(u)du
 
 τ3 τ2
 
 v(u)λJ (u)du
 
 · ···
 
 ,
 
 · ···
 
 where we have usedτthe fact that given that atτ τ 0 = t, there are no-jumps, the probability of no-jumps J 1 1 from t to τ 1 is e− t v(u)du under P and e− t v(u)λ (u)du under Q, respectively. Simple algebra then yields, Q(A) P (A)
 
 = λJ (τ 1 ) · λJ (τ 2 ) · e− =
 
 n Y i=1
 
 λJ (τ i ) · e− "
 
 = exp log = exp
 
 " n X i=1
 
 = exp
 
 "Z
 
 t
 
 T
 
 Ãn Y i=1
 
 τn t
 
 τ1 t
 
 v(u)(λJ (u)−1)du
 
 τ2 τ1
 
 v(u)(λJ (u)−1)du −
 
 e
 
 τ3 τ2
 
 v(u)(λJ (u)−1)du
 
 · ···
 
 v(u)(λJ (u)−1)du
 
 λJ (τ i ) · e− J
 
 −
 
 ·e
 
 log λ (τ i ) −
 
 Z
 
 t
 
 τn t
 
 τn
 
 J
 
 v(u)(λ (u)−1)du
 
 !#
 
 # ¡ J ¢ v(u) λ (u) − 1 du
 
 log λJ (u)dZ(u) −
 
 Z
 
 t
 
 T
 
 # ¡ J ¢ v(u) λ (u) − 1 du ,
 
 where the last equality follows from the definition of the Stieltjes integral. The previous results can be used to say something substantive on an economic standpoint. But before, we need to simplify both presentation and notation. We have: Definition (Dol´eans-Dade exponential semimartingale): Let M be a martingale. The unique solution to the equation: Z τ L(u)dM (u), L(τ ) = 1 + t
 
 is called the Dol´eans-Dade exponential semimartingale and is denoted as E(M ).
 
 135
 
 c °by A. Mele
 
 4.14. Appendix 5: Further topics on jumps 4.14.2 Arbitrage restrictions As in the main text, let now q be the price of a primitive asset, solution to: dq q
 
 = bdτ + σdW + SdZ = bdτ + σdW + S (dZ − vdτ ) + Svdτ
 
 = (b + Sv) dτ + σdW + S (dZ − vdτ ) . Next, define dZ˜ = dZ − v Q dτ
 
 ¢ ¡ Q v = vλJ ;
 
 ˜ = dW + λdτ . dW
 
 ˜ are Q-martingales. We have: Both Z˜ and W
 
 ¢ dq ¡ ˜ + SdZ. ˜ = b + Sv Q − σλ dτ + σdW q
 
 The characterization of the equivalent martingale measure for the discounted price is given by the following Radon-Nikodym density of Q w.r.t. P : µ Z T ¶ Z T ¢ ¡ J dQ =E − λ(τ )dW (τ ) + λ (τ ) − 1 (dZ(τ ) − v(τ )) dτ , dP t t
 
 where E (·) is the Dol´eans-Dade exponential semimartingale, and so:
 
 b = r + σλ − v Q ES (S) = r + σλ − vλJ ES (S). Clearly, markets are incomplete here. Exercise. Show that if S is deterministic, a representative agent with utility function u(x) = makes λJ (S) = (1 + S)−η .
 
 x1−η −1 1−η
 
 4.14.3 State price density: introduction We have:
 
 · Z L(T ) = exp −
 
 t
 
 T
 
 ¡
 
 ¢ v(τ ) λ (τ ) − 1 dτ + J
 
 Z
 
 t
 
 T
 
 ¸ log λ (τ )dZ(τ ) . J
 
 The objective here is to use Itˆ o’s lemma for jump processes to express L in diﬀerential form. Define the jump process y as: Z τ Z τ ¡ J ¢ v(u) λ (u) − 1 du + log λJ (u)dZ(u). y(τ ) ≡ − t
 
 t
 
 In terms of y, L is L(τ ) = l(y(τ )) with l(y) = ey . We have: ´ ³ ¡ J ¢ y(τ ) y(τ ) + jump y(τ ) dL(τ ) = −e v(τ ) λ (τ ) − 1 dτ + e dZ(τ ) −e ´ ³ ¡ ¢ J = −ey(τ ) v(τ ) λJ (τ ) − 1 dτ + ey(τ ) elog λ (τ ) − 1 dZ(τ ) or,
 
 ¡ ¢ ¡ ¢ ¡ ¢ dL(τ ) = −v(τ ) λJ (τ ) − 1 dτ + λJ (τ ) − 1 dZ(τ ) = λJ (τ ) − 1 (dZ(τ ) − v(τ )dτ ) . L(τ )
 
 The general case (with stochastic distribution) is covered in the following subsection.
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 4.14. Appendix 5: Further topics on jumps 4.14.4 State price density: general case Suppose the primitive is: dx(τ ) = µ(x(τ − ))dτ + σ(x(τ − ))dW (τ ) + dZ(τ ), and that u is the price of a derivative. Introduce the P -martingale, dM (τ ) = dZ(τ ) − v(x(τ ))dτ . By Itˆo’s lemma for jump-diﬀusion processes, du(x(τ ), τ ) u(x(τ − ), τ )
 
 = µu (x(τ − ), τ )dτ + σ u (x(τ − ), τ )dW (τ ) + J u (∆x, τ ) dZ(τ )
 
 = (µu (x(τ − ), τ ) + v(x(τ − ))J u (∆x, τ )) dτ + σ u (x(τ − ), τ )dW (τ ) + J u (∆x, τ ) dM (τ ), £¡ ∂ ¢ ¤± ¡ ¢± ∂ + L u u, σ u = ∂u u, ∂t + L is the generator for pure diﬀusion processes and, where µu = ∂t ∂x · σ finally: u(x(τ ), τ ) − u(x(τ − ), τ ) . J u (∆x, τ ) ≡ u(x(τ − ), τ ) Next generalize the steps made some two subsections ago, and let ˜ = dW + λdτ ; dW
 
 dZ˜ = dZ − v Q dτ .
 
 ˜ and Z˜ are Q-martingales. The objective is to find restrictions on both λ and vQ such that both W Q η Below, we show that there is a precise connection between v and J , where J η is the jump component in the diﬀerential representation of η: dη(τ ) = −λ(x(τ − ))dW (τ ) + J η (∆x, τ ) dM (τ ), η(t) = 1. η(τ − ) The relationship is vQ = v (1 + J η ) , and a proof of these facts will be provided below. What has to be noted here, is that in this case, ¡ ¢ dη(τ ) = −λ(x(τ − ))dW (τ ) + λJ − 1 dM (τ ), η(t) = 1, η(τ − )
 
 which clearly generalizes what stated in the previous subsection. Finally, we have: du u
 
 = (µu + vJ u ) dτ + σ u dW + J u (dZ − vdτ ) ¡ ¢ ˜ + J u dZ˜ = µu + v Q J u − σ u λ dτ + σ u dW ˜ + J u dZ. ˜ = (µu + v (1 + J η ) J u − σ u λ) dτ + σ u dW
 
 Finally, by the Q-martingale property of the discounted u, µu − r = σ u λ − v Q · E∆x (J u ) = σ u λ − v · E∆x {(1 + J η ) J u } , where E∆x is taken with respect to the jump-size distribution, which is the same under Q and P . Proof that v Q = v (1 + J η )
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 4.14. Appendix 5: Further topics on jumps
 
 As usual, the state-price density η has to be a P -martingale in order to be able to price bonds (in addition to all other assets). In addition, η clearly “depends” on W and Z. Therefore, it satisfies: dη(τ ) = −λ(x(τ − ))dW (τ ) + Jη (∆x, τ ) dM (τ ), η(t) = 1. η(τ − ) We wish to find v Q in dZ˜ = dZ − v Q dτ such that Z˜ is a Q-martingale, viz ˜ ) = E[Z(T ˜ )], Z(τ i.e., ˜ E(Z(t)) =
 
 ³ ´ ˜ ) E η(T ) · Z(T η(t)
 
 ˜ ˜ = E[η(T )Z(T ˜ )], = Z(t) ⇔ η(t)Z(t)
 
 i.e., ˜ η(t)Z(t) is a P -martingale. By Itˆo’s lemma, ˜ = dη · Z˜ + η · dZ˜ + dη · dZ˜ d(η Z) ¡ ¢ = dη · Z˜ + η dZ − v Q dτ + dη · dZ˜ ¢ ¡ Q dτ ] + dη · dZ˜ = dη · Z˜ + η[dZ − vdτ + v − v | {z } dM
 
 ¢ ¡ ˜ = dη · Z˜ + η · dM + η v − v Q dτ + dη · dZ.
 
 Because η, M and η Z˜ are P -martingales, ½Z T · Z ¡ ¢ Q ∀T , 0 = E η(τ ) · v(τ ) − v (τ ) dτ + t
 
 t
 
 T
 
 ¸¾ ˜ dη(τ ) · dZ(τ ) .
 
 But
 
 ¡ ¢ ¡ ¢ dη · dZ˜ = η (−λdW + J η dM ) dZ − v Q dτ = η [−λdW + J η (dZ − vdτ )] dZ − v Q dτ ,
 
 and since (dZ)2 = dZ,
 
 ˜ = η · J η v · dτ , E(dη · dZ) and the previous condition collapses to: ·Z T ¸ ¡ ¢ ∀T , 0 = E η(τ ) · v(τ ) − v Q (τ ) + J η (∆x)v(τ ) dτ , t
 
 which implies
 
 v Q (τ ) = v(τ ) (1 + J η (∆x)) , a.s. k
 
 138
 
 Part II Asset pricing and reality
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 5 On kernels and puzzles
 
 5.1 A single factor model This chapter discusses theoretical restrictions that can be used to perform statistical validation of asset pricing models. We reconsider the Lucas’ model, and give more structure on the data generating process. We present a simple setting which allows us to obtain closed-form solutions. We then discuss how the model’s predictions can be used to test the validity of the model.
 
 5.2 A single factor model 5.2.1 The model There is a representative agent with CRRA utility, viz u (x) = x1−η / (1 − η). Cum-dividends gross returns (qt + Dt )/ qt−1 are generated by:    log(qt + Dt ) = log qt−1 + µq − 1 σ 2q + q,t 2 (5.1) 1   log Dt = log Dt−1 + µD − σ 2D + D,t 2
 
 where
 
 ·
 
 q,t D,t
 
 ¸
 
 µ · 2 ¸¶ σ q σ qD ∼ NID 02 ; . σ qD σ 2D
 
 Given the stochastic price and dividend process in (5.1), we now derive restrictions between the various coeﬃcients µq , µD , σ 2q , σ 2D and σ qD that are imposed by economic theory. The cum dividend process in (5.1) has been assumed so for analytical purposes only. By standard consumption-based asset pricing theory (see Part I), ¯ ¸ · 0 ¯ u (Dt+1 ) qt = E β 0 (qt+1 + Dt+1 )¯¯ Ft , u (Dt ) with the usual notation. By the preferences assumption, ¯ ¤ £ 1 = E eZt+1 +Qt+1 ¯ Ft ,
 
 (5.2)
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 5.2. A single factor model where Zt+1
 
 Ã µ ¶−η ! Dt+1 ; = log β Dt
 
 Qt+1 = log
 
 µ
 
 qt+1 + Dt+1 qt
 
 ¶
 
 .
 
 In fact, eq. (5.2) holds for any asset. In particular, ¡it holds ¢ for a one-period bond with price −1 b b b b qt ≡ bt , qt+1 ≡ 1 and Dt+1 Qt+1 ≡ log bt ≡ log Rt . By replacing this into eq. £ Z ≡ ¯0. Define, ¤ −1 t+1 ¯ (5.2), one gets Rt = E e Ft . We are left with the following system:  ¯ ¤ £  1 = E eZt+1 ¯ Ft (5.3) R  1 t = E £ eZt+1 +Qt+1 ¯¯ F ¤ t
 
 To obtain closed-form solutions, we will need to use the following result:
 
 Lemma 5.1: Let Z be conditionally normally distributed. Then, for any γ ∈ R, ¯ ¤ £ 1 2 E e−γZt+1 ¯ Ft = e−γE( Zt+1 |Ft )+ 2 γ var( Zt+1 |Ft ) p p 2 var [e−γZt+1 | Ft ] = e−γE( Zt+1 |Ft )+γ var( Zt+1 |Ft ) 1 − e−γ 2 var( Zt+1 |Ft ) By the definition of Z, eq. (5.1), and lemma 5.1, ¯ ¤ £ 1 2 1 2 2 1 1 = E eZt+1 ¯ Ft = eE[ Zt+1 |Ft ]+ 2 var[ Zt+1 |Ft ] = elog β−η(µD − 2 σD )+ 2 η σD . Rt
 
 The equilibrium interest rate thus satisfies,
 
 η (η + 1) 2 σD , 2
 
 log Rt = − log β + ηµD −
 
 a constant.
 
 (5.4)
 
 The ηµD term reflects “intertemporal substitution” eﬀects; the last term term reflects “precautionary” motives. The second equation in (5.3) can be written as, ¯ ¤ £ 1 2 1 2 1 = E [ exp (Zt+1 + Qt+1 )| Ft ] = elog β−η(µD − 2 σD )+µq − 2 σq · E en˜ t+1 ¯ Ft ,
 
 where n ˜ t+1 ≡ q,t+1 − η D,t ∼ N(0, σ 2q + η 2 σ 2D − 2ησ qD ). The above expectation can be computed through lemma 5.1. The result is, 0 = log β − ηµD + | {z
 
 η (η + 1) 2 σ D + µq − ησ qD . 2 }
 
 − log Rt
 
 By defining Rt ≡ ert , and rearranging terms,
 
 µ − r = ησ qD . | q{z }
 
 risk premium
 
 To sum up,
 
 (
 
 µq = r + ησ qD rt
 
 = − log β + ηµD − 141
 
 η (η + 1) 2 σD 2
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 5.2. A single factor model
 
 Let us compute other interesting objects. The expected gross return on the risky asset is, ¯ ¸ · 1 2 qt+1 + Dt+1 ¯¯ Ft = eµq − 2 σq · E [e q,t+1 | Ft ] = eµq = er+ησqD . E ¯ qt £ ¯ ¤ ¯ Ft , as expected. Therefore, if σ qD > 0, then E [ (qt+1 + Dt+1 )/ qt | Ft ] > E b−1 t Next, we test the internal consistency of the model. The coeﬃcients of the model must satisfy some restrictions. In particular, the asset price volatility must be determined endogeneously. We first conjecture that the following “no-sunspots” condition holds, q,t
 
 =
 
 D,t .
 
 (5.5)
 
 We will demonstrate below that this is indeed the case. Under the previous condition, µq = r + λσ D ; and Zt+1
 
 λ ≡ ησ D ,
 
 ¶ µ 1 2 = − r + λ − λuD,t+1 ; 2
 
 uD,t+1 ≡
 
 D,t+1
 
 σD
 
 .
 
 Under condition (5.5), we have a very instructive way to write the pricing kernel. Precisely, define recursively, ξ mt+1 = t+1 ≡ exp (Zt+1 ) ; ξ 0 = 1. ξt This is reminiscent of the continuous time representation of Arrow-Debreu state prices (see chapter 4). Next, let’s iterate the asset price equation (5.2), ¯ # ¯ # ! ! "Ã n "Ã i n ¯ ¯ Y X Y ¯ ¯ qt = E eZt+i · qt+n ¯ Ft + E eZt+j · Dt+i ¯ Ft ¯ ¯ j=1 i=1 j=1 ¯ ¸ X ¯ ¸ · · n ¯ ¯ ξ ξ t+n t+i · qt+n ¯¯ Ft + E · Dt+i ¯¯ Ft . = E ξt ξt i=1
 
 By letting n → ∞ and assuming no-bubbles, we get: ¯ ¸ · ∞ X ¯ ξ t+i qt = E · Dt+i ¯¯ Ft . ξt i=1
 
 (5.6)
 
 The expectation is, by lemma 5.1, ¯ ¸ ¯ ¸ · · Pi ¯ ¯ ξ t+i Z E · Dt+i ¯¯ Ft = E e j=1 t+j · Dt+i ¯¯ Ft = Dt e(µD −r−σD λ)i . ξt
 
 Suppose that the “risk-adjusted” discount rate r + σ D λ is higher than the growth rate of the economy, viz. r + σ D λ > µD ⇔ k ≡ eµD −r−σD λ < 1. Under this condition, the summation in eq. (5.6) converges, and we obtain: qt k . = Dt 1−k 142
 
 (5.7)
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 5.3. The equity premium puzzle
 
 This is a version of the celebrated Gordon’s formula. That is a boring formula because it predicts that price-dividend ratios are constant, a counterfactual feature (see Chapter 6). Chapter 6 reviews some developments addressing this issue. To find the final restrictions of the model, notice that eq. (5.7) and the second equation in (5.1) imply that 1 log(qt + Dt ) − log qt−1 = − log k + µD − σ 2D + D,t . 2 By the first equation in (5.1), ( 1 1 µq − σ 2q = µD − σ 2D − log k 2 2 = D,t , ∀t q,t The second condition confirms condition (5.5). It also reveals that, σ 2q = σ qD = σ 2D . By replacing this into the first condition, delivers back µq = µD − log k = r + σ D λ. 5.2.2 Extensions In chapter 3 we showed that in a i.i.d. environment, prices are convex (resp. concave) in the dividend rate whenever η > 1 (resp. η < 1). The pricing formula (5.7) reveals that in a dynamic environment, such a property is lost. In this formula, prices are always linear in the dividends’ rate. It would be possible to show with the techniques developed in the next chapter that in a dynamic context, convexity properties of the price function would be inherited by properties of the dividend process in the following sense: if the expected dividend growth under the riskneutral measure is a convex (resp. concave) function of the initial dividend rate, then prices are convex (resp. concave) in the initial dividend rate. In the model analyzed here, the expected dividend growth under the risk-neutral measure is linear in the dividends’ rate, and this explains the linear formula (5.7).
 
 5.3 The equity premium puzzle “Average excess returns on the US stock market [the equity premium] is too high to be easily explained by standard asset pricing models.” Mehra and Prescott
 
 To be consistent with data, the equity premium, µq − r = λσ D ,
 
 λ = ησ D
 
 must be “high” enough - as regards US data, approximately an annualized 6%. If the asset we are trying to price is literally a consumption claim, then σ D is consumption volatility, which is very low (approximately 3%). To make µq − r high, one needs very “high” values of η (let’s say η ' 30), But assuming η = 30 doesn’t seem to be plausible. This is the equity premium puzzle originally raised by Mehra and Prescott (1985). Even if we dismiss the idea that η = 30 is implausible, there is another puzzle, the interest rate puzzle. As we showed in eq. (5.4), very high values of η can make the interest rate very high (see figure 5.1). In the next section, we show how this failure of the model can be “detected” with a general methodology that can be applied to a variety of related models - more general models. 143
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 5.4. The Hansen-Jagannathan cup r 0.15
 
 0.1
 
 0.05
 
 0
 
 0
 
 10
 
 20
 
 30
 
 40 eta
 
 -0.05
 
 -0.1
 
 -0.15
 
 FIGURE 5.1. The risk-free rate puzzle: the two curves depict the graph η 7→ r(η) = − log β + 0.0183 · η − (0.0328)2 · η(η+1) , with β = 0.95 (top curve) and β = 1.05 2 (bottom curve). Even if we accept the idea that risk aversion is as high as η = 30, we would obtain a resulting equilibrium interest rate as high as 10%. The only way to make low r consistent with high values of η is to make β > 1.
 
 5.4 The Hansen-Jagannathan cup Suppose there are n risky assets. The n asset pricing equations for these assets are, 1 = E [ mt+1 (1 + Rj,t+1 )| Ft ] ,
 
 j = 1, · · ·, n.
 
 By taking the unconditional expectation of the previous equation, and defining Rt = (R1,t , · · ·, Rn,t )> , 1n = E [mt (1n + Rt )] . Let m ¯ ≡ E(mt ). We create a family of stochastic discount factors m∗t parametrized by m ¯ by projecting m on to the asset returns, P roj (m| 1n + Rt ) ≡ m∗t (m) ¯ =m ¯ + [Rt − E(Rt )]> β m¯ , 1×n
 
 n×1
 
 where1 β m¯ n×1
 
 = Σ−1 cov (m, 1n + Rt ) = Σ−1 [1n − mE ¯ (1n + Rt )] , n×n
 
 n×1
 
 i h and Σ ≡ E (Rt − E(Rt )) (Rt − E(Rt ))> . As shown in the appendix, we also have that, 1n = E [m∗t (m) ¯ · (1n + Rt )] .
 
 We have, q q p > ∗ var (mt (m)) ¯ = β m¯ Σβ m¯ = (1n − mE ¯ (1n + Rt ))> Σ−1 (1n − mE ¯ {1n + Rt }).
 
 This is the celebrated Hansen-Jagannathan “cup” (Hansen and Jagannathan (1991)). The interest of this object lies in the following theorem. 1 We
 
 have, cov (m, 1n + Rt ) = E [m (1n + R)] − E (m) E (1n + Rt ) = 1n − mE ¯ (1n + Rt ).
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 Theorem 5.1: Among all stochastic discount factors with fixed expectation m, ¯ m∗t (m) ¯ is the one with the smallest variance. Proof: Consider another discount factor indexed by m, ¯ i.e. mt (m). ¯ Naturally, mt (m) ¯ satisfies 1n = E [mt (m) ¯ (1n + Rt )]. And since it also holds that 1n = E [m∗t (m) ¯ (1n + Rt )], we deduce that 0n = = = =
 
 E [(mt (m) ¯ − m∗t (m)) ¯ (1n + Rt )] ∗ ¯ − mt (m)] ¯ [(1n + E(Rt )) + (Rt − E(Rt ))]} E {[mt (m) ∗ ¯ − mt (m)] ¯ [Rt − E(Rt )]} E {[mt (m) ∗ ¯ − mt (m), ¯ Rt ] cov [mt (m)
 
 where the third line follows from the fact that E [mt (m)] ¯ = E [m∗t (m)] ¯ = m, ¯ and the fourth line ∗ ∗ follows because E [(mt (m) ¯ − mt (m))] ¯ = 0. But mt (m) ¯ is a linear combination of Rt . By the previous equation, it must then be the case that, 0 = cov [mt (m) ¯ − m∗t (m), ¯ m∗t (m)] ¯ . Hence, var [mt (m)] ¯ = = = ≥
 
 var [m∗t (m) ¯ + mt (m) ¯ − m∗t (m)] ¯ ∗ ¯ + var [mt (m) ¯ − m∗t (m)] ¯ + 2 · cov [mt (m) ¯ − m∗t (m), ¯ m∗t (m)] ¯ var [mt (m)] ∗ ∗ ¯ + var [mt (m) ¯ − mt (m)] ¯ var [mt (m)] ∗ ¯ . var [mt (m)]
 
 k The previous bound can be improved by using conditioning information as in Gallant, Hansen and Tauchen (1990) and the relatively more recent work by Ferson and Siegel (2002). Moreover, these bounds typically diplay a finite sample bias: they typically overstate the true bounds and thus they reject too often a given model. Finite sample corrections are considered by Ferson and Siegel (2002). For example, let us consider an application of the Hansen-Jagannathan testing methodology to the model in section 5.1. That model has the following stochastic discount factor, ¶ µ ξ t+1 1 2 D,t+1 mt+1 = = exp (Zt+1 ) ; Zt+1 = − r + λ − λuD,t+1 ; uD,t+1 ≡ . ξt 2 σD First, we have to compute the first two moments of the stochastic discount factor. By lemma 5.1 we have, p p 1 2 2 ¯ m = var (mt (m)) ¯ = e−r+ 2 λ 1 − e−λ (5.8) m ¯ = E(mt ) = e−r and σ
 
 where
 
 η (η + 1) 2 σ D and λ = ησ D . 2 For given µD and σ 2D , system (5.8) forms a η-parametrized curve in the space (m-¯ ¯ σ m ). The objective is to see whether there are plausible values of η for which such a η-parametrized 145 r = − log β + ηµD −
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 curve enters the Hansen-Jagannathan cup. Typically, this is not the case. Rather, one has the situation depicted in Figure 5.2 below. The general message is that models can be consistent with data with high volatile pricing kernels (for a fixed m). ¯ Dismiss the idea of a representative agent with CRRA utility function. Consider instead models with heterogeneous agents (by generalizing some ideas in Constantinides and Duﬃe (1996); and/or consider models with more realistic preferences - such as for example the habit preferences considered in Campbell and Cochrane (1999, J. Pol. Econ.); and/or combinations of these. These things will be analyzed in depth in the next chapter.
 
 5.5 Simple multidimensional extensions A natural way to increase the variance of the pricing kernel is to increase the number of factors. We consider two possibilities: one in which returns are normally distributed, and one in which returns are lognormally distributed. 5.5.1 Exponential aﬃne pricing kernels Consider again the simple model in section 5.1. In this section, we shall make a diﬀerent assumption regarding the returns distributions. But we shall maintain the hypothesis that the pricing kernel satisfies an exponential-Gaussian type structure, ¶ µ 1 2 mt+1 = exp (Zt+1 ) ; Zt+1 = − r + λ − λuD,t+1 ; uD,t+1 ∼ NID (0, 1) , 2 where r and λ are some constants. We have, ˜ t+1 ) = E (mt+1 ) E(R ˜ t+1 ) + cov(mt+1 , R ˜ t+1 ), 1 = E(mt+1 · R
 
 ˜ t+1 ≡ qt+1 + Dt+1 . R qt
 
 By rearranging terms,2 and using the fact that E (mt+1 ) = R−1 , ˜ t+1 ). ˜ t+1 ) − R = −R · cov(mt+1 , R E(R
 
 (5.9)
 
 The following result is useful: Lemma 5.2 (Stein’s lemma): Suppose that two random variables x and y are jointly normal. Then, cov [g (x) , y] = E [g 0 (x)] · cov (x, y) , for any function g : E (|g 0 (x)|) < ∞. ˜ is normally distributed. This assumption is inconsistent with the We now suppose that R ˜ is lognormally distributed in equilibrium model in section 5.1. In the model of section 5.1, R 2 With
 
 a portfolio return that is perfectly correlated with m, we have: M ˜ t+1 Et (R )−
 
 1 σt (mt+1 ) M ˜ t+1 ). =− σt (R Et (mt+1 ) Et (mt+1 )
 
 In more general setups than the ones considered in this introductory example, both
 
 146
 
 σ t (mt+1 ) Et (mt+1 )
 
 ˜ M ) should be time-varying. and σ t (R t+1
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 ˜ = µD − 1 σ 2 + q , with q normal. But let’s explore the asset pricing implications of because log R 2 D ˜ t+1 and Zt+1 are normal, and mt+1 = m (Zt+1 ) = exp (Zt+1 ), this tilting assumption. Because R we may apply Lemma 5.2 and obtain, ˜ t+1 ) = E [m0 (Zt+1 )] · cov(Zt+1 , R ˜ t+1 ) = −λR−1 · cov(uD,t+1 , R ˜ t+1 ). cov(mt+1 , R Replacing this into eq. (5.9), ˜ t+1 ). ˜ t+1 ) − R = λ · cov(uD,t+1 , R E(R We wish to extend the previous observations to more general situations. Clearly, the pricing kernel is some function of K factors m ( 1t , · · ·, Kt ). A particularly convenient analytical assumption is to make m exponential-aﬃne and the factors ( i,t )K i=1 normal, as in the following definition: Definition 5.1 (EAPK: Exponential Aﬃne Pricing Kernel): Let, Zt ≡ φ0 +
 
 K X
 
 φi
 
 i,t .
 
 i=1
 
 A EAPK is a function mt = m(Zt ) = exp(Zt ). 2 If ( i,t )K i=1 are jointly normal, and each i,t has mean zero and variance σ i , i = 1, · · ·, K, the EAPK is called a Normal EAPK (NEAPK).
 
 In the previous definition, we assumed that each i,t has mean zero. This entails no loss of generality insofar as φ0 6= 0. ˜ is normally distributed. By Lemma 5.2 and the NEAPK structure, Now suppose that R ˜ t+1 ) = cov[exp (Zt+1 ) , R ˜ t+1 ] = R−1 cov(Zt+1 , R ˜ t+1 ) = R−1 cov(mt+1 , R
 
 K X
 
 φi cov(
 
 ˜
 
 i,t+1 , Rt+1 ).
 
 i=1
 
 By replacing this into eq. (5.9) leaves the linear factor representation, ˜ t+1 ) − R = − E(R
 
 K X i=1
 
 We have thus shown the following result:
 
 φi cov( |
 
 ˜
 
 i,t+1 , Rt+1 ).
 
 {z
 
 “betas”
 
 }
 
 (5.10)
 
 ˜ is normally distributed. Then, NEAPK ⇒ linear factor Proposition 5.1: Suppose that R representation for asset returns. The APT representation in eq. (5.10), is close to one result in Cochrane (1996).3 Cochrane (1996) assumed that m has a linear structure, i.e. m (Zt ) = Zt where Zt is as in Definition 5.1. 3 To recall why eq. (5.10) is indeed a APT equation, suppose that R ˜ is a n-(column) vector of returns and that R ˜ = a + bf , where f is K-(column) vector with zero mean and unit variance and a, b are some given vector and matrix with appropriate dimension. ˜ f ). A portfolio π delivers π> R ˜ f )f . Arbitrage opportunity is: ∃π : π> cov(R, ˜ f) = 0 ˜ = π> a + π> cov(R, Then clearly, b = cov(R, and π > a 6= r. To rule that out, we may show as in Part I of these Lectures that there must exist a K-(column) vector λ s.t. ˜ f )λ + r. This implies R ˜ = a + bf = r + cov(R, ˜ f )λ + bf . That is, E(R) ˜ = r + cov(R, ˜ f )λ. a = cov(R,
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 5.5. Simple multidimensional extensions ˜ t+1 ) = This assumption implies that cov(mt+1 , R eq. (5.9), ˜ t+1 ) − R = −R E(R
 
 K X
 
 φi cov(
 
 PK
 
 i=1
 
 ˜
 
 φi cov(
 
 i,t+1 , Rt+1 ),
 
 ˜
 
 i,t+1 , Rt+1 ).
 
 where R =
 
 i=1
 
 By replacing this into
 
 1 1 = . E (m) φ0
 
 The advantage to use the NEAPKs is that the pricing kernel is automatically guaranteed to be strictly positive - a condition needed to rule out arbitrage opportunities. 5.5.2 Lognormal returns ˜ is lognormally distributed, and that NEAPK holds. We have, Next, we assume that R ³ ´ i h ˜ t+1 ⇐⇒ e−φ0 = E e K ˜ t+1 . i=1 φi i,t+1 · R 1 = E mt+1 · R (5.11)
 
 ˜ t be normally distributed. The previous Consider first the case K = 1 and let yt = log R equation can be written as, £ ¤ 1 2 2 2 e−φ0 = E eφ1 t+1 +yt+1 = eE(yt+1 )+ 2 (φ1 σ +σy +2φ1 σ y ) . This is,
 
 · ¸ 1 2 2 2 E (yt+1 ) = − φ0 + (φ1 σ + σ y + 2φ1 σ y ) . 2
 
 By applying the pricing equation (5.11) to a bond price, ¡ ¢ 1 2 2 e−φ0 = E eφ1 t+1 elog Rt+1 = elog Rt+1 + 2 φ1 σ ,
 
 and then
 
 log Rt+1 The expected excess return is,
 
 ¶ µ 1 2 2 = − φ0 + φ1 σ . 2
 
 1 E (yt+1 ) − log Rt+1 + σ 2y = −φ1 σ y . 2 This equation reveals how to derive the simple theory in section 5.1 in an alternate way. Apart from Jensen’s inequality eﬀects ( 12 σ 2y ), this is indeed the Lucas model of section 5.1 once φ1 = −η. As is clear, this is a poor model because we are contrived to explain returns with only one “stochastic discount-factor parameter” (i.e. with φ1 ). Next consider the general case. Assume as usual that dividends are as in (5.1). To find the price function in terms of the state variable , we may proceed as in section 5.1. In the absence of bubbles, ¸ · ∞ ∞ X X K 1 ξ t+i 2 qt = E · Dt+i = Dt · e(µD +φ0 + 2 i=1 φi (φi σi +2σi,D ))·i , σ i,D ≡ cov ( i , D ) . ξt i=1 i=1 Thus, if ¢ 1X ¡ 2 kˆ ≡ µD + φ0 + φi φi σ i + 2σ i,D < 0, 2 i=1 148 K
 
 5.6. Pricing kernels, Sharpe ratios and the market portfolio
 
 c °by A. Mele
 
 then, qt kˆ . = Dt 1 − kˆ Even in this multi-factor setting, price-dividend ratios are constant - which is counterfactual. Note that the various parameters can be calibrated so as to make the pricing kernel satisfy the Hansen-Jagannathan theoretical test conditions in section 5.3. But the resulting model always makes the boring prediction that price-dividend ratios are constant. This multifactor model doesn’t work even if the variance of the implied pricing kernel is high - and lies inside the Hansen-Jagannathan cup. Living inside the cup doesn’t necessarily imply that the resulting model is a good one. We need other theoretical test conditions. The next chapter develops such theoretical test conditions (When are price-dividend ratios procyclical? When is returns volatility countercyclical? Etc.).
 
 5.6 Pricing kernels, Sharpe ratios and the market portfolio 5.6.1 What does a market portfolio do? When is the market portfolio perfectly correlated with the pricing kernel? When this is the case, we say that the market portfolio is β-CAPM generating. The answer to the previous question is generically negative. This section aims at clarifying the issue.4 e ˜ i,t+1 − Rt+1 be the excess return on a risky asset. By standard arguments, Let ri,t+1 =R q p ¡ ¢ ¡ e ¢ ¡ e ¢ e , 0 = Et mt+1 ri,t+1 = Et (mt+1 ) Et ri,t+1 + ρi,t · V art (mt+1 ) · V art ri,t+1
 
 e where ρi,t = corrt (mt+1 , ri,t+1 ). Hence,
 
 ¡ e ¢ p Et ri,t+1 V art (mt+1 ) Sharpe Ratio ≡ q ¡ e ¢ = −ρi,t · E (m ) . t t+1 V art ri,t+1
 
 Sharpe ratios computed on Fama-French data take on an average value of 0.45. We have, ¯ ¡ e ¢ ¯¯ p ¯ p ¯ ¯ Et ri,t+1 ¯ ≤ V art (mt+1 ) = V art (mt+1 ) · Rt+1 . ¯q ¡ ¢ ¯ ¯ Et (mt+1 ) e ¯ ¯ V art ri,t+1
 
 M The highest possible Sharpe ratio is bounded. The equality is obtained with returns Rt+1 (say) that are perfectly conditionally negatively correlated with the price kernel, i.e. ρM,t = −1. This portfolio is a β-CAPM generating portfolio. Should it be ever possible to create such a portfolio, we could also call it market portfolio. The reason is that a feasible and attainable portfolio lying on the kernel volatility bounds is clearly mean-variance eﬃcient. If ρM,t = −1, ¡ e ¢ p Et rM,t+1 V art (mt+1 ) q ¡ e ¢ = slope of the capital market line = E (m ) . t t+1 V ar r t
 
 4 An
 
 M,t+1
 
 additional article to read is Cecchetti, Lam, and Mark (1994).
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 ±q e e But as we made clear in chapter 2, the Sharpe ratio Et (rM,t+1 ) V art (rM,t+1 ) has also the interpretation of unit market risk-premium. Hence, p V art (mt+1 ) . Π ≡ unit market risk premium = Et (mt+1 ) For example, the Lucas model in section 5.1 has, p V art (mt+1 ) p η2 σ2 = e D − 1 ≈ ησ D . Et (mt+1 ) ¢± ¡ In section 5.1, we also obtained that µq − r σ D = ησ D . As the previous relation reveals, Π is only approximately equal to ησ D because the asset in section 5.1 is simply not a β-CAPM generating portfolio. For example, suppose that the economy in section 5.1 has only a single risky asset. It would then be very natural to refer this asset to as “market portfolio”. Yet this asset wouldn’t be β-CAPM generating. ˜ = eµq , R = e− log β+η(µD − 12 σ2D )− 12 η2 σ2D and var(R) ˜ = In section 5.1, we found that E(R) .q 2 ˜ − R) ˜ is: e2µq (eσD − 1). Therefore, S ≡ E(R var(R) 2
 
 1 − e−ησD S ≡ Sharpe Ratio = p 2 . eσD − 1
 
 Indeed, by simple computations,
 
 2
 
 1 − e−ησD p 2 . ρ = −p 2 2 eη σD − 1 eσD − 1
 
 This is not precisely “minus one”. Yet in practice ρ ≈ −1 when σ D is low. However, consumption claims are not acting as market portfolios - in the sense of chapter 2. If that consumption claim is very highly correlated with the pricing kernel, then it is also a good approximation to the βCAPM generating portfolio. But as the previous simple example demonstrates, that is only an approximation. To summarize, the fact that everyone is using an asset (or in general a portfolio in a 2-funds separation context) doesn’t imply that the resulting return is perfectly correlated with the pricing kernel. In other terms, a market portfolio is not necessarily β-CAPM generating.5 We now describe a further complication: a β-CAPM generating portfolio is not necessarily the tangency portfolio. We show the existence of another portfolio producing the same β-pricing relationship as the tangency portfolio. For reasons developed below, such a portfolio is usually referred to as the maximum correlation portfolio. ¯ = 1 . By the CCAPM (see chapter 3), Let R E(m) ¢ ¡ ¡ ¢ ¯ , ¯ = β Ri ,m E (Rp ) − R E Ri − R β Rp ,m
 
 where Rp is a portfolio return. Next, let
 
 Rp = Rm ≡
 
 m . E(m2 )
 
 5 As is well-known, things are the same in economies with one agent with quadratic utility. This fact can be seen at work in the previous formulae (just take η = −1). You should also be able to show this claim with more general quadratic utility functions - as in chapter 3.
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 This is clearly perfectly correlated with the kernel, and by the analysis in chapter 3, ¡ ¢ ¤ £ ¯ . ¯ = β Ri ,Rm E (Rm ) − R E Ri − R
 
 This is not yet the β-representation of the CAPM, because we have yet to show that there is a way to construct Rm as a portfolio return. In fact, there is a natural choice: pick m = m∗ , where m∗ is the minimum-variance kernel leading to the Hansen-Jagannathan bounds. Since ∗ m∗ is linear in all asset retuns, Rm can be thought of as a return that can be obtained by ∗ investing in all assets. Furthermore, in the appendix we show that Rm satisfies, ¡ ∗¢ 1 = E m · Rm . Where is this portfolio located? As shown in the appendix, there is no portfolio yielding the ∗ same expected return with lower variance (i.e., Rm is mean-variance eﬃcient). In addition, in the appendix we show that, ¡ ∗¢ 1+r r − Sh E Rm − 1 = =r− Sh < r. 1 + Sh 1 + Sh ∗
 
 Mean-variance eﬃciency of Rm and the previous inequality imply that this portfolio lies in the lower branch of the mean-variance eﬃcient portfolios. And this is so because this portfolio is positively correlated with the true pricing kernel. Naturally, the fact that this portfolio is β-CAPM generating doesn’t necessarily imply that it is also perfectly correlated with the true ∗ pricing kernel. As shown in the appendix, Rm has only the maximum possible correlation with all possible m. Perfect correlation occurs exactly in correspondence of the pricing kernel m = m∗ (i.e. when the economy exhibits a pricing kernel exactly equal to m∗ ). ∗
 
 ∗
 
 Proof that Rm is β-capm generating. The relations 1 = E(m∗ Ri ) and 1 = E(m∗ Rm ) imply ¡ ¢ E(Ri ) − R = −R · cov m∗ , Ri ¡ ∗ ∗¢ E(Rm ) − R = −R · cov m∗ , Rm
 
 and,
 
 ∗
 
 cov (m∗ , Ri ) E(Ri ) − R = . ∗ E(Rm ) − R cov (m∗ , Rm∗ )
 
 ∗
 
 By construction, Rm is perfectly correlated with m∗ . Precisely, Rm = m∗ / E(m∗2 ) ≡ γ −1 m∗ , γ ≡ E(m∗2 ). Therefore, ¢ ¢ ¡ ¡ ∗ ∗ cov γRm , Ri γ · cov Rm , Ri cov (m∗ , Ri ) = = = β Ri ,Rm∗ . cov (m∗ , Rm∗ ) cov (γRm∗ , Rm∗ ) γ · var (Rm∗ ) k 5.6.2 Final thoughts on the pricing kernel bounds Figure 5.2 summarizes the typical situation that arises in practice. Points ¨ are the ones generated by the Lucas model in correspondence of diﬀerent η. The model has to be such that points ¨ lie above the observed Sharpe ratio (σ(m)/ E(m) ≥ greatest Sharpe ratio ever observed in 151
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 the data–Sharpe ratio on the market portfolio) and inside the Hansen-Jagannathan bounds. Typically, very high values of η are required to enter the Hansen-Jagannathan bounds. There is a beautiful connection between these things and the familiar mean-variance portfolio frontier described in chapter 2. As shown in figure 5.3, every asset or portfolio must lie inside the wedged region bounded by two straight lines with slopes ∓ σ(m)/ E(m). This is so because, for any asset (or portfolio) that is priced with a kernel m, we have that ¯ ¯ ¡ ¢ ¯E(Ri ) − R¯ ≤ σ(m) · σ Ri . E(m)
 
 As seen in the previous section, the equality is only achieved by asset (or portfolio) returns that are perfectly correlated with m. The point here is that a tangency portfolio such as T doesn’t necessarily attain the kernel volatility bounds. Also, there is no reason for a market portfolio to lie on the kernel volatility bound. In the simple Lucas-Breeden economy considered in the previous section, for example, the (only existing) asset has a Sharpe ratio that doesn’t lie on
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 σ (m )
 
 H ansen-Jagannathan bounds
 
 Sharpe ratio
 
 E(m )
 
 the kernel volatility bounds. In a sense, the CCAPM doesn’t necessarily imply the CAPM, i.e. there is no necessarily an asset acting at the same time as a market portfolio and β-CAPM generating that is also priced consistently with the true kernel of the economy. These conditions simultaneously hold if the (candidate) market portfolio is perfectly negatively correlated with the true kernel of the economy, but this is very particular (it is in this sense that one may say that the CAPM is a particular case of the CCAPM). A good research question is to find conditions on families of kernels consistent with the previous considerations. On the other hand, we know that there exists another portfolio, the maximum correlation portfolio, that is also β-CAPM generating. In other terms, if ∃R∗ : R∗ = −γm, for some positive constant γ, then the β-CAPM representation holds, but this doesn’t necessarily mean that R∗ is also a market portfolio. More generally, if there is a return R∗ that is β-CAPM generating, then ρi,m ρi,R∗ = , all i. (5.12) ρR∗ ,m Therefore, we don’t need an asset or portfolio return that is perfectly correlated with m to make the CCAPM shrink to the CAPM. In other terms, the existence of an asset return that is perfectly negatively correlated with the price kernel is a suﬃcient condition for the CCAPM to shrink to the CAPM, not a necessary condition. The proof of eq. (5.12) is easy. By the CCAPM, E(Ri ) − R = −ρi,m
 
 σ(m) σ(Ri ); E(m)
 
 and E(R∗ ) − R = −ρR∗ ,m
 
 σ(m) σ(R∗ ). E(m)
 
 That is, ρi,m σ(Ri ) E(Ri ) − R = E(R∗ ) − R ρR∗ ,m σ(R∗ )
 
 (5.13)
 
 cov(Ri , R∗ ) σ(Ri ) E(Ri ) − R = . = ρ ∗ i,R E(R∗ ) − R σ(R∗ )2 σ(R∗ )
 
 (5.14)
 
 But if R∗ is β-CAPM generating,
 
 Comparing eq. (5.13) with eq. (5.14) produces (5.12). 153
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 E(R)
 
 kernel volatility bounds mean-variance efficient portfolios efficient portfolios frontier
 
 T tangency portfolio 1 / E(m) maximum correlation portfolio
 
 σ (R)
 
 A final thought. Many recent applied research papers have important result but also a surprising motivation. They often state that because we observe time-varying Sharpe ratios on.(proxies p of) the market portfolio, one should also model the market risk-premium V art (mt+1 ) Et (mt+1 ) as time-varying. However, this is not rigorous motivation. The Sharpe . . ratio of the market portfop p lio is generally less than V art (mt+1 ) Et (mt+1 ). V art (mt+1 ) Et (mt+1 ) is only a bound. . p On a strictly theoretical point of view, V art (mt+1 ) Et (mt+1 ) time-varying is not a necessary nor a suﬃcient condition to observe time-varying Sharpe ratios. Figure 5.3 illustrates this point. 5.6.3 The Roll’s critique In applications and tests of the CAPM, proxies of the market portfolio such as the S&P 500 are used. However, the market portfolio is unobservable, and this prompted Roll (1977) to point out that the CAPM is inherently untestable. The argument is that a tangency portfolio (or in general, a β-CAPM generating portfolio) always exists. So, even if the CAPM is wrong, the proxy of the market portfolio will incorrectly support the model if such a proxy is more or less the same as the tangency portfolio. On the other hand, if the proxy is not mean-variance eﬃcient, the CAPM can be rejected even if the CAPM is wrong. All in all, any test of the CAPM is a joint test of the model itself and of the closeness of the proxy to the market portfolio.
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 5.7 Appendix Proof of the Equation, 1n = E [m∗t (m) ¯ · (1n + Rt )]. We have, ´ h³ i (1 m ¯ + (Rt − E(Rt ))> β m + R ) n t ¯ h i mE ¯ (1n + Rt ) + E (Rt − E(Rt ))> β m (1 + R ) n t ¯ i h mE ¯ (1n + Rt ) + E (1n + Rt ) (Rt − E(Rt ))> β m ¯ h i mE ¯ (1n + Rt ) + E ((1n + E(Rt )) + (Rt − E(Rt ))) (Rt − E(Rt ))> β m ¯ i h mE ¯ (1n + Rt ) + E (Rt − E(Rt )) (Rt − E(Rt ))> β m ¯
 
 ¯ · (1n + Rt )] = E E [m∗t (m) = = = =
 
 = mE ¯ (1n + Rt ) + Σβ m ¯
 
 = mE ¯ (1n + Rt ) + 1n − mE ¯ (1n + Rt ) , where the last line follows by the definition of β m ¯. ∗
 
 Proof that Rm can be generated by a feasible portfolio ¡ ∗¢ Proof of the Equation, 1 = E m · Rm . We have, ∗
 
 E(m · Rm ) =
 
 1 E (m · m∗ ) , E [(m∗ )2 ]
 
 where i h E (m · m∗ ) = m ¯ 2 + E m (Rt − E(Rt ))> β m ¯ i i h h > = m ¯ 2 + E m (1 + Rt )> β m βm − E m (1 + E(R )) t ¯ ¯
 
 = m ¯ 2 + βm − E (m) [1 + E(Rt )]> β m ¯ h¯ i > 2 = m ¯ + 1n − m ¯ (1 + E(Rt )) β m ¯ i h = m ¯ 2 + 1n − m ¯ (1 + E(Rt ))> Σ−1 [1n − m ¯ (1n + E(Rt ))] = m ¯ 2 + var (m∗ ) ,
 
 where the last line is due to the definition of m∗ . ∗
 
 efficient. Let p = (p0 , p1 , · · ·, pn )> the vector of n + 1 Proof that Rm is mean-variance ± portfolio weights (here pi ≡ π i w is the portfolio weight of asset i, i = 0, 1, · · ·, n. We have, p> 1n+1 = 1. ¢> ¡ −1 ¯ − 1, r1,t , · · ·, rn,t . We denote our “benchmark” portfolio The returns we consider are rt = m ∗ return as rbt = rm − 1. Next, we build up an arbitrary portfolio yielding the same expected return E(rbt ) and then we show that this has a variance greater than the variance of rbt . Since this portfolio
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 is arbitrary, the proof will be complete. Let rpt = p> rt such that E(rpt ) = E(rbt ). We have: cov (rbt , rpt − rbt ) = E [rbt · (rpt − rbt )]
 
 = E [Rbt · (Rpt − Rbt )] ¡ 2¢ = E (Rbt · Rpt ) − E Rbt h ³ ´i ¡ ¢ 1 1 ∗ > E m 1 + p − = r E m∗2 t 2 ∗2 ∗2 E (m ) [E (m )] n o 1 > ∗ p = E [m (1 + r )] − 1 n+1 t E (m∗2 ) = 0.
 
 The first line follows by construction since E(rpt ) = E(rbt ). The last line follows because p> E [m∗ (1n+1 + rt )] = p> 1n+1 = 1. Given this, the claim follows directly from the fact that var (Rpt ) = var [Rbt + (Rpt − Rbt )] = var (Rbt ) + var (Rpt − Rbt ) ≥ var (Rbt ) . ¡ ∗¢ Proof of the Equation, E Rm − 1 = r − ∗
 
 E(Rm ) − 1 =
 
 1+r 1+Sh Sh.
 
 We have,
 
 m ¯ − 1. E[(m∗ )2 ]
 
 In terms of the notation introduced in section 2.8 (p. 55), m∗ is: −1 ¯ + (a )> β m (1n − m ¯ {1n + b}) . m∗ = m ¯ , βm ¯ =σ
 
 We have, i2 h m ¯ + (a )> β m ¯ i2 h = m ¯ 2 + E (a )> β m ¯ i2 h > = m ¯ 2 + E (a )> β m · (a ) β ¯ m ¯ ´i h³ ´³ > > = m ¯ 2 + E β> a βm ¯ m ¯a
 
 E[(m∗ )2 ] =
 
 = m ¯ 2 + β> ¯ · σ · βm ´i hm ³¯ 2 > > σ −1 [1n − m = m ¯ + 1n − m ¯ 1> + b ¯ (1n + b)] n ³ ´ −1 > −1 > −1 = m ¯ 2 + 1> σ 1 − m ¯ 1 σ 1 + 1 σ b n n n n n n ³ ´o −1 > −1 −1 > −1 > −1 > −1 −m ¯ 1> ¯ 1> n σ 1n + b σ 1n − m n σ 1n + b σ 1n + 1n σ b + b σ b
 
 −1 > −1 Again in terms of the notation of section 2.8 (γ ≡ 1> n σ 1n and β ≡ 1n σ b), this is: h i ³ ´ E (m∗ )2 = γ − 2m ¯ (γ + β) + m ¯ 2 1 + γ + 2β + b> σ −1 b .
 
 The expected return is thus, ³ ∗´ E Rm − 1 =
 
 ¢ ¡ m ¯ − γ + 2m ¯ (γ + β) − m ¯ 2 1 + γ + 2β + b> σ −1 b E (m∗ ) i −1 = h . γ − 2m ¯ (γ + β) + m ¯ 2 (1 + γ + 2β + b> σ −1 b) E (m∗ )2
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 1 1+r
 
 Sh = (b − 1m r)> σ −1 (b − 1m r) = b> σ −1 b − 2βr + γr2 .
 
 ;
 
 In terms of r and Sh, we have, ³ ∗´ E Rm − 1 =
 
 E (m∗ ) i −1 h E (m∗ )2
 
 γ (1 + r)2 − (1 + r) (1 + 2γ + 2β) + 1 + γ + 2β + b> σ −1 b γ (1 + r)2 − (1 + r) (2γ + 2β) + 1 + γ + 2β + b> σ −1 b r − Sh = 1 + Sh 1+r Sh = r− 1 + Sh < r.
 
 = −
 
 This is positive if r − Sh > 0, i.e. if b> σ −1 b − (2β + 1) r + γr2 < 0, which is possible for suﬃciently low (or suﬃciently high) values of r. ∗
 
 Proof that Rm is the m-maximum correlation portfolio. We have to show that for any price kernel m, |corr(m, Rbt )| ≥ |corr(m, Rpt )|. Define a -parametrized portfolio such that: ¯ −1 . E [(1 − )Ro + Rpt ] = E (Rbt ) , Ro ≡ m We have corr (m, Rpt ) = corr [m, (1 − )Ro + Rpt ]
 
 = corr [m, Rbt + ((1 − )Ro + Rpt − Rbt )] cov (m, Rbt ) + cov (m, (1 − )Ro + Rpt − Rbt ) p = σ(m) · var ((1 − )Ro + Rpt ) cov (m, Rbt ) p = σ(m) · var ((1 − )Ro + Rpt )
 
 The first line follows because (1 − )Ro + Rpt is a nonstochastic aﬃne translation of Rpt . The last equality follows because cov (m, (1 − )Ro + Rpt − Rbt ) = E [m · ((1 − )Ro + Rpt − Rbt )] = (1 − ) · E (mRo ) + | {z } =1
 
 = 0.
 
 · E (mRpt ) − E (m · Rbt ) | {z } | {z } =1
 
 =1
 
 where the first line follows because E((1 − )Ro + Rpt ) = E(Rbt ). Therefore, corr (m, Rpt ) =
 
 cov (m, Rbt ) cov (m, Rbt ) p p = corr (m, Rbt ) , ≤ σ(m) · var ((1 − )Ro + Rpt ) σ(m) · var(Rbt )
 
 where the inequality follows because Rbt is mean-variance eﬃcient (i.e. @ feasible portfolios with the same expected return as Rbt and variance less than var(Rbt )), and then var((1 − )Ro + Rpt ) ≥ var(Rbt ), all Rpt .
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 6 Aggregate stock-market fluctuations
 
 6.1 Introduction This chapter reviews the progress made to address the empirical puzzles relating to the neoclassical asset pricing model. We first provide a succinct overview of the main empirical regularities of aggregate stock-market fluctuations. For example, we emphasize that price-dividend ratios and returns are procyclical, and that returns volatility and risk-premia are both time-varying and countercyclical. Then, we discuss the extent to which these empirical features can be explained by rational models. For example, many models with state dependent preferences predict that Sharpe ratios are time-varying and that stock-market volatility is countercyclical. Are these appealing properties razor-edge? Or are they general properties of all conceivable models with state-dependent preferences? Moreoover, would we expect that these properties show up in other related models in which asset prices are related to the economic conditions? The final part of this chapter aims at providing answers to these questions, and develops theoretical test conditions on the pricing kernel and other primitive state processes that make the resulting models consistent with sets of qualitative predictions given in advance.
 
 6.2 The empirical evidence One fascinating aspect of stock-market behavior lies in a number of empirical regularities closely related to the business cycle. These empirical regularities seem to persist after controlling for the sample period, and are qualitatively the same in all industrialized countries. These pieces of evidence are extensively surveyed in Campbell (2003). In this section, we summarize the salient empirical features of aggregate US stock market behavior. We rely on the basic statistics and statistical models presented in Table 6.1. There exist three fundamental sets of stylized facts that deserve special attention. Fact 1. P/D, P/E ratios and returns are strongly procylical, but variations in the general business cycle conditions do not seem to be the only force driving these variables. For example, Figure 6.1 reveals that price-dividend ratios decline at all NBER recessions. But during NBER expansions, price-dividend ratios seem to be driven by additional factors not
 
 c °by A. Mele
 
 6.2. The empirical evidence
 
 necessarily related to the business cycle conditions. As an example, during the “roaring” 1960s, price-dividend ratios experienced two major drops having the same magnitude as the decline at the very beginning of the “chaotic” 1970s. Ex-post returns follow approximately the same pattern, but they are more volatile than price-dividend ratios (see Figure 6.2).1 A second set of stylized facts is related to the first two moments of the returns distribution: Fact 2. Returns volatility, the equity premium, risk-adjusted discount rates, and Sharpe ratios are strongly countercyclical. Again, business cycle conditions are not the only factor explaining both short-run and long-run movements in these variables. Figures 6.3 through 6.5 are informally very suggestive of the previous statement. For example, volatility is markedly higher during recessions than during expansions. (It also appears that the volatility of volatility is countercyclical.) Yet it rocketed to almost 23% during the 1987 crash - a crash occurring during one of the most enduring post-war expansions period. As we will see later in this chapter, countercyclical returns volatility is a property that may emerge when the volatility of the P/D ratio changes is countercyclical. Table 1 reveals indeed that the P/D ratios variations are more volatile in bad times than in good times. Table 1 also reveals that the P/D ratio (in levels) is more volatile in good times than in bad times. Finally, P/E ratios behave in a diﬀerent manner. A third set of very intriguing stylized facts regards the asymmetric behavior of some important variables over the business cycle: Fact 3. P/D ratio changes, risk-adjusted discount rates changes, equity premium changes, and Sharpe ratio changes behave asymmetrically over the business cycle. In particular, the deepest variations of these variables occur during the negative phase of the business cycle. As an example, not only are risk-adjusted discount rates counter-cyclical. On average, riskadjusted discount rates increase more during NBER recessions than they decrease during NBER expansions. Analogously, not only are P/D ratios procyclical. On average, P/D increase less during NBER expansions than they decrease during NBER recessions. Furthermore, the order of magnitude of this asymmetric behavior is very high. As an example, the average of P/D percentage (negative) changes during recessions is almost twice as the average of P/D percentage (positive) changes during expansions. It is one objective in this chapter to connect this sort of “concavity” of P/D ratios (“with respect to the business cycle”) to “convexity” of risk-adjusted discount rates.2
 
 1 We
 
 use “smoothed” ex-post returns to eliminate the noise inherent to high frequency movements in the stock-market. of changes in risk-premia related objects appears to be higher during expansions. This is probably a conservative view because recessions have occurred only 16% of the time. Yet during recessions, these variables have moved on average more than they have done during good times. In other terms, “economic time” seems to move more fastly during a recession than during an expansion. For this reason, the “physical calendar time”-based standard deviations in Table 6.1 should be rescaled to reflect unfolding of “economic calendar time”. In this case, a more appropriate concept of volatility would be the standard deviation ÷ average of expansions/recessions time. 2 Volatility
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 P/D P/E P/Dt+1 − P/Dt P/D log P/Dt+1 × 100 × 12 t P/Et+1 − P/Et P/E log P/Et+1 × 100 × 12 t × 100 × 12 log DDt+1 t returns (real) smooth returns (real) risk-free rate (nominal) risk-free rate (real) excess returns smooth excess returns equity premium (π) π t − π t−1 t log ππt−1 × 100 risk-adjusted rate (Disc) Disct − Disct−1 Disct log Disc × 100 t−1 excess returns volatility Sharpe ratio (Sh) Sht − Sht−1 t × 100 log ShSht−1
 
 total average std dev 33.951 15.747 16.699 6.754 0.063 1.357 2.34 42.228 0.033 0.762 2.208 47.004 4.901 5.655 7.810 52.777 8.143 16.303 5.253 2.762 1.346 3.097 6.464 52.387 6.782 15.802 8.773 3.459 0.002 0.544 0.023 8.243 10.296 3.630 0.004 0.574 0.048 6.553 14.938 3.026 0.586 0.192 −0.0001 0.053 −0.027 10.129
 
 NBER expansions average std dev 35.085 15.538 17.210 6.429 0.118 1.255 4.032 37.236 −0.0003 0.709 10.512 41.688 5.210 5.710 9.414 48.423 11.997 13.342 5.019 2.440 1.416 2.866 7.998 48.125 10.560 12.828 8.138 3.215 −0.087 0.506 −0.788 8.537 9.635 3.376 −0.091 0.530 −0.711 6.625 14.458 2.711 0.565 0.194 −0.003 0.051 −0.548 10.260
 
 NBER recessions average std dev 28.162 15.451 14.089 7.672 −0.219 1.758 −6.264 60.876 0.201 0.967 8.964 67.368 3.324 5.049 −0.377 70.183 −11.529 15.758 6.442 3.796 0.988 4.045 −1.366 69.491 −12.501 15.395 12.012 2.758 0.459 0.496 4.163 4.644 13.669 2.917 0.493 0.536 3.919 4.438 17.386 3.335 0.696 0.139 0.017 0.061 2.630 8.910
 
 TABLE 6.1. P/D and P/E are the PS&P Comp. price-dividends and price-earnings ratios. Smooth
 
 qt +Dt ˜ ˜ returns as of time t are defined as 12 i=1 (Rt−i − Rt−i ), where Rt = log( qt−1 ), and R is the risk-free rate. Volatility is the excess returns volatility. With the exception of the P/D and P/E ratios, all figures are annualized percent. Data are sampled monthly and cover the period from January 1954 through December 2002. Time series estimates of equity premium π t (say), excess return volatility σ t (say) and Sharpe ratios π t / σ t are obtained through Maximum Likelihood estimation (MLE) of the following model, ¡ ¢ ˜ t − Rt = π t + εt , εt | Ft−1 ∼ N 0, σ 2t R π t = 0.162 + 0.766 π t−1 − 0.146 IP∗t−1 ; σ t = 0.218 + 0.106 |εt−1 | + 0.868 σ t−1 (0.004)
 
 (0.005)
 
 (0.015)
 
 (0.089)
 
 (0.010)
 
 (0.029)
 
 where (robust) standard errors are in parentheses; IP is the US real, seasonally adjusted industrial production rate; and IP∗ is generated by IP∗t = 0.2·IPt−1 +0.8·IP∗t−1 . Analogously, time series estimates of the risk-adjusted discount rate Disc (say) are obtained by MLE of the following model, ¡ ¢ ˜ t − inflt = Disct + ut , ut | Ft−1 ∼ N 0, vt2 R Disct = 0.191 + 0.767 Disct−1 − 0.152 IP∗t−1 ; vt = 0.214 + 0.105 |ut−1 | + 0.869 vt−1 (0.036)
 
 (0.042)
 
 (0.081)
 
 (0.012)
 
 where inflt is the inflation rate as of time t.
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 FIGURE 6.5. Sharpe ratio Stylized fact 1 has a simple and very intuitive consequence: price-dividend ratios are somewhat related to, or “predict”, future medium-term returns. The economic content of this prediction is simple. After all, expansions are followed by recessions. Therefore in good times the stock-market predicts that in the future, returns will be negative. Indeed, define the excess ˜ te ≡ R ˜ t − Rt . Consider the following regressions, return as R e ˜ t+n = an + bn × P/Dt + un,t , R
 
 n ≥ 1,
 
 2 where u is a residual term. Typically, the estimates of bn are significantly negative, and the ¯ R on e ¯ ˜ t+n these regressions increases with n.3 In turn, the previous regressions imply that E[ R ¯P/Dt ] = an + bn ×P/Dt . They thus suggest that price-dividend ratios are driven by expected excess returns. In this restrictive sense, countercyclical expected returns (stated in stylized fact 2) and procyclical price-dividend ratios (stated in stylized fact 1) seem to be the two sides of the same coin. There is also one apparently puzzling feature: price-dividend ratios do not predict future dividend growth. Let gt ≡ log(Dt / Dt−1 ). In regressions of the following form,
 
 gt+n = an + bn × P/Dt + un,t ,
 
 n ≥ 1,
 
 the predictive content of price-dividend ratios is very poor, and estimates of bn even come with a wrong sign. The previous simple regressions thus suggest that: 1) price-dividend ratios are driven by timevarying expected returns (i.e. by time-varying risk-premia); and 2) the role played by expected 3 See
 
 Volkanov JFE for a critique on long-run regressions.
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 dividend growth seems to be somewhat limited. As we will see later in this chapter, this view can however be challenged along several dimensions. First, it seems that expected earning growth does help predicting price-dividend ratios. Second, the fact that expected dividend growth doesn’t seem to aﬀect price-dividend ratios can in fact be a property to be expected in equilibrium.
 
 6.3 Understanding the empirical evidence Consider the following decomposition, ˜ t+1 ≡ log qt+1 + Dt+1 = gt+1 + log 1 + pt+1 ; log R qt pt
 
 where gt ≡ log
 
 Dt qt and pt ≡ . Dt−1 Dt
 
 The previous formula reveals that properties of returns can be understood through the corresponding properties of dividend growth gt and price-dividend ratios pt . The empirical evidence discussed in the previous section suggests that our models should take into account at least the following two features. First, we need volatile price-dividend ratios. Second we need that price-dividend ratios be on average more volatile in bad times than in good times. For example, consider a model in which prices are aﬀected by some key state variables related to the business cycle conditions (see section 6.4 for examples of models displaying this property). A basic property that we should require from this particular model is that the price-dividend ratio be increasing and concave in the state variables related to the business cycle conditions. In particular, the concavity property ensures that returns volatility increases on the downside - which is precisely the very definition of countercyclical returns volatility. One of the ultimate scopes in this chapter is to search for classes of promising models ensuring this and related properties. The Gordon’s model in Chapter 4 and 5 predicts that price dividend ratios are constant which is counterfactual. It is thus unsuitable for the scopes we are pursuing here. We need to think of multidimensional models. However, not all multidimensional models will work. As an example, in the previous chapter we showed how to arbitrarily increase the variance of the kernel of the Lucas model by adding more and more factors. We also showed that the resulting model is one in which price-dividend ratios are constant. We need to impose some discipline on how to increase the dimension of a model.
 
 6.4 The asset pricing model 6.4.1 A multidimensional model Consider a reduced-form rational expectation model in which the rational asset price qi is a twice-diﬀerentiable function of a number of factors, qi = qi (y),
 
 y ∈ Rd ,
 
 i = 1, · · ·, m (m ≤ d),
 
 where y = [y1 , ···, yd ]> is the vector of factors aﬀecting asset prices, and qi is the rational pricing function. We assume that asset i pays oﬀ an instantaneous dividend rate Di , i = 1, · · ·, m, and that Di = Di (y), i = 1, · · ·, m. We also assume that y is a multidimensional diﬀusion process, viz dyt = ϕ(yt )dt + v(yt )dWt , 165
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 where ϕ is d-valued, v is d × d valued, and W is a d-dimensional Brownian motion. By Itˆo’s lemma, 1×d z}|{ d×d dqi ∇qi z}|{ Lqi v dW, = dt + qi qi qi where Lqi is the usual infinitesimal operator. Let r = {rt }t≥0 be the instantaneous short-term rate process. We now invoke the FTAP to claim that under mild regularity conditions, there exists a measurable d-vector process λ (unit prices of risk) such that,   Lq1  ∇q1  − r + Dq11 q1 q1    ..  .. σ |{z} (6.1) λ , where σ =  .  · v.  = |{z}  . Lqm qm
 
 −r+
 
 Dm qm
 
 m×d
 
 d×1
 
 ∇qm qm
 
 The usual interpretation of λ is the vector of unit prices of risk associated with the fluctuations of the d factors. To simplify the structure of the model, we suppose that, r ≡ r (yt )
 
 and λ ≡ λ(yt ).
 
 (6.2)
 
 The previous assumptions impose a series of severe restrictions on the dimension of the model. We emphasize that these restrictions are arbitrary, and that they are only imposed for simplicity sake. Eqs. (6.1) constitute a system of m uncoupled partial diﬀerential equations. The solution to it is an equilibrium price system. For example, the Gordon’s model in Chapter 4 is a special case of this setting.4 We do not discuss transversality conditions and bubbles in this chapter. Nor we discuss issues related to market completeness.5 Instead, we implement a reverse-engineering approach and search over families of models guaranteeing that long-lived asset prices exhibit some properties given in advance. In particular, we wish to impose conditions on the primitives P ≡ (a, b, r, λ) such that the aggregate stock-market behavior exhibits the same patterns surveyed in the previous section. For example, model (6.1) predicts that returns volatility is, µ ¶ dqi,t 1 volatility ≡ V(yt )dt ≡ 2 k∇qi (yt )v(yt )k2 dt. qi,t qi,t In this model volatility is thus typically time-varying. But we also wish to answer questions such as, Which restrictions may we impose to P to ensure that volatility V(yt ) is countercyclical? Naturally, an important and challenging subsequent step is to find models guaranteeing that the restrictions on P we are looking for are economically and quantitatively sensible. The most natural models we will look at are models which innovate over the Gordon’s model due to time-variation in the expected returns and/or in the expected dividend growth. These issues are analyzed in a simplified version of the model. 6.4.2 A simplified version of the model We consider a pure exchange economy endowed with a flow of a (single) consumption good. To make the presentation simple, we assume that consumption equals the dividends paid by a single 4 Let m = d = 1, ζ = y, ϕ(y) = µy and ξ(y) = σ y, and assume that λ and r are constant. By replacing these things into eq. (6.1) 0 and assuming no-bubbles yields the (constant) price-dividend ratio predicted by the Gordon’s model, qt / ζ t = (µ − r − σ0 λ)−1 . 5 As we explained in chapter 4, in this setting markets are complete if and only if m = d.
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 long-lived asset (see below). We also assume that d = 2, and take as given the consumption endowment process z and a second state variable y. We assume that z, y are solution to,   dz(τ ) = m (y(τ )) z (τ ) dτ + σ 0 z(τ )dW1 (τ ) 
 
 dy(τ ) = ϕ(z(τ ), y(τ ))dτ + v1 (y(τ )) dW1 (τ ) + v2 (y(τ )) dW2 (τ )
 
 where W1 and W2 are independent standard Brownian motions. By the connection between conditional expectations and solutions to partial diﬀerential equations (the Feynman-Kac representation theorem) (see Chapter 4), we may re-state the FTAP in (6.1) in terms of conditional expectations in the following terms. By (6.1), we know that q is solution to, Lq + z = rq + (qz σ 0 z + qy v1 ) λ1 + qy v2 λ2 , ∀(z, y) ∈ Z × Y.
 
 (6.3)
 
 Under regularity conditions, the Feynman-Kac representation of the solution to Eq. (6.3) is: ¯ ¸ · µ Z τ ¶ Z ∞ ¯ ¯ q(z, y) = C(z, y, τ )dτ , C(z, y, τ ) ≡ E exp − r(z(t), y(t))dt · z(τ )¯ z, y , (6.4) 0
 
 0
 
 where E is the expectation operator taken under the risk-neutral probability Q (say).6 Finally, (Z, Y ) are solution to ½
 
 ˆ 1 (τ ) dz(τ ) = m(y(τ ˆ ))z(τ )dτ + σ 0 z(τ )dW ˆ 1 (τ ) + v2 (y(τ )) dW ˆ 2 (τ ) dy(τ ) = ϕ ˆ (z(τ ), y(τ ))dτ + v1 (y(τ )) dW
 
 (6.5)
 
 ˆ 2 are two independent Q-Brownian motions, and m ˆ 1 and W ˆ and ϕ ˆ are risk-adjusted where W drift functions defined as m ˆ (z, y) ≡ m(y)z−σ 0 zλ1 (z, y) and ϕ ˆ (z, y) ≡ ϕ (z, y)−v1 (y) λ1 (z, y)− 7 v2 (y) λ2 (z, y). Naturally, Eq. (6.4) can also be rewritten under the physical measure. We have, ¯ ¸ · µ Z τ ¶ ¯ ¯ C(z, y, τ ) = E exp − r(z(t), y(t))dt · z(τ )¯ z, y = E [µ (τ ) · z(τ )| z, y] , 0
 
 where µ is the stochastic discount factor of the economy: µ (τ ) =
 
 ξ (τ ) ; ξ (0)
 
 ξ (0) = 1.
 
 Given the previous assumptions on the information structure of the economy, ξ necessarily satisfies, dξ(τ ) = − [r(z(τ ), y(τ ))dτ + λ1 (z(τ ), y(τ ))dW1 (τ ) + λ2 (z(τ ), y(τ ))dW2 (τ )] . ξ (τ )
 
 (6.6)
 
 In the appendix (“Markov pricing kernels”), we provide an example of pricing kernel generating interest rates and risk-premia having the same functional form as in (6.2). 6 See, for example, Huang and Pag` es (1992) (thm. 3, p. 53) or Wang (1993) (lemma 1, p. 202), for a series of regularity conditions underlying the Feynman-Kac theorem in infinite horizon settings arising in typical financial applications. 7 See, for example, Huang and Pag` es (1992) (prop. 1, p. 41) for mild regularity conditions ensuring that Girsanov’s theorem holds in infinite horizon settings.
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 We analyze general properties of long-lived asset prices that can be streamlined into three categories: “monotonicity properties”, “convexity properties”, and “dynamic stochastic dominance properties”. We now produce examples illustrating the economic content of such a categorization. • Monotonicity. Consider a model predicting that q(z, y) = z · p(y), for some positive func0 (y) tion p ∈ C 2 (Y). By Itˆo’s lemma, returns volatility is vol(z) + pp(y) vol(y), where vol(z) > 0 is consumption growth volatility and vol(y) has a similar interpretation. As explained in the previous chapter, actual returns volatility is too high to be explained by consumption volatility. Naturally, additional state variables may increase the overall returns volatility. In this simple example, state variable y inflates returns volatility whenever the pricedividend ratio p is increasing in y. At the same time, such a monotonicity property would ensure that asset returns volatility be strictly positive. Eventually, strictly positive volatility is one crucial condition guaranteeing that dynamic constraints of optimizing agents are well-defined. • Concavity. Next, suppose that y is some state variable related to the business cycle conditions. Another robust stylized fact is that stock-market volatility is countercyclical. If q(z, y) = z · p(y) and vol(y) is constant, returns volatility is countercyclical whenever p is a concave function of y. Even in this simple example, second-order properties (or “nonlinearities”) of the price-dividend ratio are critical to the understanding of time variation in returns volatility. • Convexity. Alternatively, suppose that expected dividend growth is positively aﬀected by a state variable g. If p is increasing and convex in y ≡ g, price-dividend ratios would typically display “overreaction” to small changes in g. The empirical relevance of this point was first recognized by Barsky and De Long (1990, 1993). More recently, Veronesi (1999) addressed similar convexity issues by means of a fully articulated equilibrium model of learning. • Dynamic stochastic dominance. An old issue in financial economics is about the relation between long-lived asset prices and volatility of fundamentals.8 The traditional focus of the literature has been the link between dividend (or consumption) volatility and stock prices. Another interesting question is the relationship between the volatility of additional state variables (such as the dividend growth rate) and stock prices. In some models, volatility of these additional state variables is endogenously determined. For example, it may be inversely related to the quality of signals about the state of the economy.9 In many other circumstances, producing a probabilistic description of y is as arbitrary as specifying the preferences of a representative agent. In fact, y is in many cases related to the dynamic specification of agents’ preferences. The issue is then to uncover stochastic dominance properties of dynamic pricing models where state variables are possible nontradable. In the next section, we provide a simple characterization of the previous properties. To achieve this task, we extend some general ideas in the recent option pricing literature. This literature 8 See, 9 See,
 
 for example, Malkiel (1979), Pindyck (1984), Poterba and Summers (1985), Abel (1988) and Barsky (1989). for example, David (1997) and Veronesi (1999, 2000)
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 attempts to explain the qualitative behavior of a contingent claim price function C(z, y, τ ) with as few assumptions as possible on z and y. Unfortunately, some of the conceptual foundations in this literature are not well-suited to pursue the purposes of this chapter. As an example, many available results are based on the assumption that at least one state variable is tradable. This is not the case of the “European-type option” pricing problem (6.4). In the next section, we introduce an abstract asset pricing problem which is appropriate to our purposes. Many existing results are specific cases of the general framework developed in the next section (see theorems 1 and 2). In sections 6.6 and 6.7, we apply this framework of analysis to study basic model examples of long-lived asset prices.
 
 6.5 Analyzing qualitative properties of models Consider a two-period, risk-neutral environment in which there is a right to receive a cash premium ψ at the second period. Assume that interest rates are zero, and that the cash premium is a function of some random variable x˜, viz ψ = ψ(˜ x). Finally, let c¯ ≡ E[ψ(˜ x)] be the price of this right. What is the relationship between the volatility of x˜ and c¯? By classical secondorder stochastic dominance arguments (see chapter 2), c¯ is inversely related to mean preserving spreads in x˜ if ψ is concave. Intuitively, this is so because a concave function “exaggerates” poor realizations of x˜ and “dampens” the favorable ones. Do stochastic dominance properties still hold in a dynamic setting? Consider for example a multiperiod, continuous time extension of the previous risk-neutral environment. Assume that the cash premium ψ is paid oﬀ at some future date T , and that x˜ = x(T ), where X = {x(τ )}τ ∈[0,T ] (x(0) = x) is some underlying state process. If the yield curve is flat at zero, c(x) ≡ E[ψ(x(T ))| x] is the price of the right. Clearly, the pricing problem E[ψ(x(T ))| x] is diﬀerent from the pricing problem E[ψ(˜ x)]. Analogies exist, however. First, if X is a proportional process (one for which the risk-neutral distribution of x(T )/x is independent of x), c(x) = E [ψ(x · G(T ))] ,
 
 G(T ) ≡
 
 x(T ) , x
 
 x > 0.
 
 As this simple formula reveals, standard stochastic dominance arguments still apply: c decreases (increases) after a mean-preserving spread in G whenever ψ is concave (convex) - consistently for example with the prediction of the Black and Scholes (1973) formula. This point was first made by Jagannathan (1984) (p. 429-430). In two independent papers, Bergman, Grundy and Wiener (1996) (BGW) and El Karoui, Jeanblanc-Picqu´e and Shreve (1998) (EJS) generalized these results to any diﬀusion process (i.e., not necessarily a proportional process).10,11 But one crucial assumption of these extensions is that X must be the price of a traded asset that does not pay dividends. This assumption is crucial because it makes the risk-neutralized drift function of X proportional to x. As a consequence of this fact, c inherits convexity properties of ψ, as in the proportional process case. As we demonstrate below, the presence of nontradable 10 The
 
 proofs in these two articles are markedly distinct but are both based on price function convexity. An alternate proof directly based on payoﬀ function convexity can be obtained through a direct application of Hajek’s (1985) theorem. This theorem states that if ψ is increasing and convex, and X1 and X2 are two diﬀusion processes (both starting oﬀ from the same origin) with integrable drifts b1 and b2 and volatilities a1 and a2 , then E[ψ(x1 (T ))] ≤ E[ψ(x2 (T ))] whenever m2 (τ ) ≤ m1 (τ ) and a2 (τ ) ≤ a1 (τ ) for all τ ∈ (0, ∞). Note that this approach is more general than the approach in BGW and EJS insofar as it allows for shifts in both m and a. As we argue below, both shifts are important to account for when X is nontradable. 11 Bajeux-Besnainou and Rochet (1996) (section 5) and Romano and Touzi (1997) contain further extensions pertaining to stochastic volatility models.
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 state variables makes interesting nonlinearites emerge. As an example, Proposition 6.1 reveals that in general, convexity of ψ is neither a necessary or a suﬃcient condition for convexity of c.12 Furthermore, “dynamic” stochastic dominance properties are more intricate than in the classical second order stochastic dominance theory (see Proposition 6.1). To substantiate these claims, we now introduce a simple, abstract pricing problem. Canonical pricing problem. Let X be the (strong) solution to: ¯ (τ ), dx(τ ) = b (x(τ )) dτ + a (x(τ )) dW ¯ is a multidimensional P¯ -Brownian motion (for some P¯ ), and b, a are some given where W functions. Let ψ and ρ be two twice continuously diﬀerentiable positive functions, and define ¯ ¸ · µ Z T ¶ ¯ ¯ exp − c(x, T ) ≡ E (6.7) ρ(x(t))dt · ψ(x(T ))¯¯ x 0
 
 to be the price of an asset which promises to pay ψ(x(T )) at time T .
 
 In this pricing problem, X can be the price of a traded asset. In this case b(x) = xρ(x). If in addition, ρ0 = 0, the problem collapses to the classical European option pricing problem with constant discount rate. If instead, X is not a traded risk, b(x) = b0 (x)−a(x)λ(x), where b0 is the physical drift function of X and λ is a risk-premium. The previous framework then encompasses a number of additional cases. As an example, set ψ(x) = x. Then, one may 1) interpret X as consumption R ∞ process; 2) restrict a long-lived asset price q to be driven by consumption only, and set q = 0 c(x, τ )dτ . As another example, set ψ(x) = 1 and ρ(x) = x. Then, c is a zero-coupon bond price as predicted by a simple univariate short-term rate model. The importance of these specific cases will be clarified in the following sections. In the appendix (see proposition 6.A.1), we provide a result linking the volatility of the state variable x to the price c. Here I characterize slope (cx ) and convexity (cxx ) properties of c. We have: Proposition 6.1. The following statements are true: a) If ψ0 > 0, then c is increasing in x whenever ρ0 ≤ 0. Furthermore, if ψ0 = 0, then c is decreasing (resp. increasing) whenever ρ0 > 0 (resp. < 0). b) If ψ00 ≤ 0 (resp. ψ00 ≥ 0) and c is increasing (resp. decreasing) in x, then c is concave (resp. convex ) in x whenever b00 < 2ρ0 (resp. b00 > 2ρ0 ) and ρ00 ≥ 0 (resp. ρ00 ≤ 0). Finally, if b00 = 2ρ0 , c is concave (resp. convex ) whenever ψ00 < 0 (resp. > 0) and ρ00 ≥ 0 (resp. ≤ 0). Proposition 6.1-a) generalizes previous monotonicity results obtained by Bergman, Grundy and Wiener (1996). By the so-called “no-crossing property” of a diﬀusion, X is not decreasing in its initial condition x. Therefore, c inherits the same monotonicity features of ψ if discounting does not operate adversely. While this observation is relatively simple, it explicitly allows to address monotonicity properties of long-lived asset prices (see the next section). Proposition 6.1-b) generalizes a number of existing results on option price convexity. First, assume that ρ is constant and that X is the price of a traded asset. In this case, ρ0 = b00 = 0. 12 Kijima (2002) recently produced a counterexample in which option price convexity may break down in the presence of convex payoﬀ functions. His counterexample was based on an extension of the Black-Scholes model in which the underlying asset price had a concave drift function. (The source of this concavity was due to the presence of dividend issues.) Among other things, the proof of proposition 2 reveals the origins of this counterexample.
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 The last part of Proposition 6.1-b) then says that convexity of ψ propagates to convexity of c. This result reproduces the findings in the literature that surveyed earlier. Proposition 6.1b) characterizes option price convexity within more general contingent claims models. As an example, suppose that ψ00 = ρ0 = 0 and that X is not a traded risk. Then, Proposition 6.1-b) reveals that c inherits the same convexity properties of the instantaneous drift of X. As a final example, Proposition 6.1-b) extends one (scalar) bond pricing result in Mele (2003). Precisely, let ψ(x) = 1 and ρ(x) = x; accordingly, c is the price of a zero-coupon bond as predicted by a standard short-term rate model. By Proposition 6.1-b), c is convex in x whenever b00 (x) < 2. This corresponds to Eq. (8) (p. 688) in Mele (2003).13 In analyzing properties of long-lived asset prices, both discounting and drift nonlinearities play a prominent role. An intuition of the previous result can be obtained through a Taylor-type expansion of c (x, T ) in Eq. (6.7). To simplify, suppose that in Eq. (6.7), ψ ≡ 1, and that −ρ (x) = g (x) − Disc (x) . The economic interpretation of the previous decomposition is that g is the growth rate of some underlying “dividend process” and Disc is some “risk-adjusted” discount rate. Consider the following discrete-time counterpart of Eq. (6.7): ¯ c(x0 , N) ≡ E For small values of the exponent,
 
 ¯ ¾ ½ PN ¯ [g(x )−Disc(x )] i i ¯ x0 . e i=0 ¯
 
 c(x, N) ≈ 1 + [g (x) − Disc (x)] × N +
 
 i N X X i=0 j=1
 
 ¯ [∆g (xj ) − ∆Disc (xj )| x] , E
 
 (6.8)
 
 where ∆g (xj ) ≡ g (xj ) − g (xj−1 ). The second term of the r.h.s of Eq. (6.8) make clear that convexity of g can potentially translate to convexity of c w.r.t x; and that convexity of Disc can potentially translate to concavity of c w.r.t x. But Eq. (6.8) reveals that higher order terms ¯ [ ∆g (xj ) − ∆Disc (xj )| x] plays some role. Intuare important too. Precisely, the expectation E itively, convexity properties of c w.r.t x also depend on convexity properties of this expectation. In discrete time, these things are diﬃcult to see. But in continuous time, this simple observation translates to a joint restriction on the law of movement of x. Precisely, convexity properties of c w.r.t x will be somehow inherited by convexity properties of the drift function of x. In continuous time, Eq. (6.8) becomes, for small T ,14 c(x, ½ T ) ≈ 1 + [g (x) − Disc (x)] × T ¾ 1 d d2 2 2 + [g (x) − Disc (x)] + b (x) · [g (x) − Disc (x)] + a (x) · 2 [g (x) − Disc (x)] × T 2 . dx 2 dx (6.9) Naturally, this formula is only an approximation. Importantly, it doesn’t work very well for large T . Proposition 6.1 gives the exact results. 13 In
 
 the appendix, we have developed further intuition on this bounding number. (6.9) can derived with operation-theoretic arguments based on the functional iteration of the infinitesimal generator for Markov processes. 14 Eq.
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 6.6 Time-varying discount rates and equilibrium volatility Campbell and Cochrane (1999) model of external habit formation is certainly one of the most well-known attempts at explaining some of the empirical features outlined in section 6.2. Consider an infinite horizon, complete markets economy. There is a (representative) agent with undiscounted instantaneous utility given by (c − x)1−η − 1 u(c, x) = , 1−η
 
 (6.10)
 
 where c is consumption and x is a (time-varying) habit, or (exogenous) “subsistence level”. The total endowment process Z = {z(τ )}τ ≥0 satisfies, dz (τ ) = g0 dτ + σ 0 dW (τ ) . z (τ )
 
 (6.11)
 
 In equilibrium, C = Z. Let s ≡ (z − x)/z, the “surplus consumption ratio”. By assumption, S = {s(τ )}τ ≥0 is solution to: ¸ · 1 2 2 ds(τ ) = s(τ ) (1 − φ)(¯ s − log s(τ )) + σ 0 l(s(τ )) dτ + σ 0 s(τ )l(s(τ ))dW (τ ), (6.12) 2 where l is a positive function given in appendix 6.2. This function l turns out to be decreasing in s; and convex in s for the empirically relevant range of variation of s. The Sharpe ratio predicted by the model is: λ(s) = ησ 0 [1 + l(s)] (6.13) (see appendix 6.2 for details). Finally, Campbell and Cochrane choose function l so as to make the short-term rate constant. The economic interpretation of the model is relatively simple. Consider first the instantaneous utility in (6.10). It is readily seen that CRRA = ηs−1 . That is, risk aversion is countercyclical in this model. Intuitively, during economic downturns, the surplus consumption ratio s decreases and agents become more risk-averse. As a result, prices decrease and expected returns increase. Very nice, but this is still a model of high risk-aversion. Furthermore, Barberis, Huang and Santos (2001) have a similar mechanism based on behavioral preferences. The rationale behind Eq. (6.12) is simply that the log of s is a mean reverting process. By taking logs, we are sure that s remains positive. Finally, log s is also conditionally heteroskedastic since its instantaneous volatility is σ 0 l. Because l is decreasing in s and s is clearly pro-cyclical, the volatility of log s is countercyclical. This feature is responsible of many interesting properties of the model (such as countercyclical returns volatility). Finally, the Sharpe ratio λ in (6.13) is made up of two components. The first component is ησ 0 and coincides with the Sharpe ratio predicted by the standard Gordon’s model. The additional component ησ 0 l(s) arises as a compensation related to the stochastic fluctuations of x = z(1−s). By the functional form of l picked up by the authors, λ is therefore countercyclical. Since φ is high, this generates a slowly-varying, countercyclical risk-premium in stock-returns. Finally, numerical results revealed that one important prediction of the model is that the pricedividend ratio is a concave function of s. In appendix 6.3, we provide an algorithm that one may use to solve this and related models numerically (we only consider discrete time models in appendix 6.3). Here we now clarify the theoretical link between convexity of l and concavity of the price-dividend ratio in this and related models. 172
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 We aim at writing the solution in the canonical pricing problem format of section 6.5, and then at applying Proposition 6.1. Our starting point is the evaluation formula (6.4). To apply it here, we might note that interest rate are constant. Yet to gain in generality we continue to assume that they are state dependent, but that they only depend on s. Therefore Eq. (6.4) becomes, ¯ ¸ Z ∞ Z ∞ · ¯ q(z, s) C(z, s, τ ) − 0τ r(s(u))du z(τ ) ¯ z, s dτ . (6.14) E e · = dτ = z z z ¯ 0 0
 
 To compute the inner expectation, we have to write the dynamics of Z under the risk-neutral probability measure. By Girsanov theorem, 1 2 z(τ ) ˆ = e− 2 σ0 τ +σ0 W (τ ) · eg0 τ − z
 
 τ 0
 
 σ 0 λ(s(u))du
 
 ,
 
 ˆ is a Brownian motion under the risk-neutral measure. By replacing this into Eq. where W (6.14), Z ∞ ¯ i h 1 2 τ q(z, s) ˆ ¯ (6.15) eg0 τ · E e− 2 σ0 τ +σ0 W (τ ) · e− 0 Disc(s(u))du ¯ z, s dτ , = z 0 where
 
 Disc (s) ≡ r (s) + σ 0 λ (s)
 
 is the “risk-adjusted” discount rate. Note also, that under the risk-neutral probability measure, ˆ (τ ), ds(τ ) = ϕ ˆ (s(τ )) dτ + v(s (τ ))dW where ϕ ˆ (s) = ϕ (s) − v (s) λ (s), ϕ (s) = s[(1 − φ)(¯ s − log s) + 12 σ 20 l(s)2 ] and v (s) = σ 0 sl(s). Eq. (6.15) reveals that the price-dividend ratio p (z, s) ≡ q (z, s)/ z is independent of z. 1 2 ˆ Therefore, p (z, s) = p (s). To obtain a neat formula, we should also get rid of the e− 2 σ0 τ +σ0 W (τ ) term. Intuitively this term arises because consumption and habit are correlated. A convenient change of measure will do the job. Precisely, define a new probability measure P¯ (say) through ± 1 2 ˆ the Radon-Nikodym derivative dP¯ dPˆ = e− 2 σ0 τ +σ0 W (τ ) . Under this new probability measure, the price-dividend ratio p (s) satisfies, Z ∞ ¯ i h g0 τ ¯ − 0τ Disc(s(u))du ¯ (6.16) e ·E e p (s) = ¯ s dτ , 0
 
 and
 
 ¯ (τ ), ds(τ ) = ϕ ¯ (s(τ )) dτ + v(s (τ ))dW ¯ (τ ) = W ˆ (τ ) − σ 0 τ is a P¯ -Brownian motion, and ϕ where W ¯ (s) = ϕ (s) − v (s) λ (s) + σ 0 v (s). The inner expectation in Eq. (6.16) comes in exactly the same format as in the canonical pricing problem of Section 6.5. Therefore, we are now ready to apply Proposition 6.1. We have, 1. Suppose that risk-adjusted discount rates are countercyclical, viz d price-dividend ratios are procyclical, viz ds p (s) > 0.
 
 d Disc(s) ds
 
 ≤ 0. Then
 
 2. Suppose that price-dividend ratios are procyclical. Then price-dividend ratios are cond2 cave in s whenever risk-adjusted discount rates are convex in s, viz ds 2 Disc(s) > 0, and d2 d ϕ ¯ (s) ≤ 2 ds Disc(s). ds2 173
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 So we have found joint restrictions on the primitives such that the pricing function p is consistent with certain properties given in advance. What is the economic interpretation related to the convexity of risk-adjusted discount rates? If price-dividend ratios are concave in some state variable Y tracking the business cycle condititions, returns volatility increases on the downside, and it is thus countercyclical (see Figure 6.6.) According to the previous predictions, price-dividend ratios are concave in Y whenever risk-adjusted discount rates are decreasing and suﬃciently convex in Y . The economic significance of convexity in this context is that in good times, risk-adjusted discount rates are substantially stable; consequently, the evaluation of future dividends does not vary too much, and price-dividend ratios are relatively stable. And in bad times risk-adjusted discount rates increase sharply, thus making price-dividend ratios more responsive to changes in the economic conditions. Heuristically, the mathematics behind the previous results can be explained as follows. For small τ , Eq. (6.9) is, ¯ i h ¯ e 0τ [g0 −Disc(s(u))]du ¯¯ s ≈ 1 + [g0 − Disc (s)] × τ + h.o.t. p (s, τ ) ≡ E Hence convexity of Disc(s) translates to concavity of p (s, τ ). But as pointed out earlier, the additional higher order terms matter too. The problem with these heuristic arguments is how well the approximation works for small τ . Furthermore p (s, τ ) is not the price-dividend ratio. R∞ The price dividend ratio is instead p (s) = 0 p (s, τ ) dτ . Anyway the previous predictions confirm that the intuition is indeed valid.
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 Price-dividend ratio
 
 Risk-adjusted discount rates
 
 good times
 
 bad times
 
 bad times good times
 
 Y
 
 Y
 
 FIGURE 6.6. Countercyclical return volatility
 
 What does empirical evidence suggest? To date no empirical work has been done on this. Here is a simple exploratory analysis. First it seems that real risk-adjusted discount rates Disct are convex in some very natural index summarizing the economic conditions (see Figure 6.7). In Table 6.2 , we also run Least Absolute Deviations (LAD) regressions to explore whether P/D dividend ratios are concave functions in IP.15 And we run LAD regressions in correspondence of three sample periods to better understand the role of the exceptional (yet persistent) increase in the P/D ratio during the late 1990s. Figure 6.8 depicts scatter plots of data (along with fitted regressions) related to these three sampling periods.
 
 15 We run LAD regressions because this methodology is known to be more robust to the presence of outliers than Ordinary Least Squares.
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 Expected Returns & Industrial Production
 
 Predictive regression 16
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 FIGURE 6.7.The left-hand side of this picture plots estimates of the expected returns (annualized, percent) (Eˆt say) against one-year moving averages of the industrial production growth (IPt ). The expected returns are estimated through the predictive regression of S&P returns on to default-premium, p c t ≡ π P12 |Exc√t+1−i | , where Exct is the return term-premium and return volatility defined as Vol i=1 2 12 in excess of the 1-month bill return as of month t. The one-year moving average of the industrial 1 P12 production growth is computed as IPt ≡ 12 i=1 Indt+1−i , where Indt is the real, seasonally adjusted industrial production growth as of month t. The right-hand side of this picture depicts the prediction of the static Least Absolute Deviations regression: Eˆt = 8.56 −4.05 ·IPt +1.18 ·IP2t + wt , where wt is a (0.15)
 
 (0.30)
 
 (0.31)
 
 residual term, and standard errors are in parenthesis. Data are sampled monthly, and span the period from January 1948 to December 2002.
 
 TABLE 6.2. Price-dividend ratios and economic conditions. Results of the LAD regression P/D = a + b·IP+c·IP2 + w, where P/D is the S&P Comp. price-dividend ratio, IPt = (It + · · · + It−11 )/ 12; It is the real, seasonally adjusted US industrial production growth rate, and wt is a residual term. Data are sampled monthly, and cover the period from January 1948 through December 2002.
 
 a b c
 
 1948:01 - 1991:12 estimate std dev 27.968 0.311 2.187 0.419 −2.428 0.429
 
 1948:01 - 1996:12 estimate std dev 29.648 0.329 2.541 0.475 −3.279 0.480
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 1948:01 - 2002:12 estimate std dev 30.875 0.709 3.059 1.074 −3.615 1.091
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 6.7 Large price swings as a learning induced phenomenon Consider a static scenario in which consumption z is generated by z = θ + w, where θ and w are independently distributed, with p ≡ Pr(θ = A) = 1 − Pr(θ = −A), and Pr(w = A) = Pr(w = −A) = 12 . Suppose that the “state” θ is unobserved. How would we update our prior probability p of the “good” state upon observation of z? A simple application of the Bayes’ Theorem gives the posterior probabilities Pr(θ = A| zi ) displayed in Table 6.3. Considered as a random variable defined over observable states zi , the posterior probability Pr(θ = A| zi ) has expectation E [Pr (θ = A| z)] = p and variance var [Pr (θ = A| z)] = 12 p(1 − p). Clearly, this variance is zero exactly where there is a degenerate prior on the state. More generally, it is a ∩-shaped function of the a priori probability p of the good state. Since the “filter”, g ≡ E (θ = A| z) is linear in Pr (θ = A| z), the same qualitative conclusions are also valid for g. zi (observable state) z1 = 2A z2 = 0 z3 = −2A 1 1 1 Pr(zi ) p (1 − p) 2 2 2 Pr (θ = A| z = zi ) 1 p 0 TABLE 6.3. Randomization of the posterior probabilities Pr (θ = A| z) .
 
 To understand in detail how we computed the values in Table 6.3, let us recall Bayes’ Theorem. Let (Ei )i be a partition of the state space Ω. (This partition can be finite or uncountable, i.e. the set of indexes i can be finite or uncountable - it really doesn’t matter.) Then Bayes’ Theorem says that, Pr (Ei | F ) = Pr (Ei ) ·
 
 Pr (F | Ei ) Pr (F | Ei ) = Pr (Ei ) · P . Pr (F ) j Pr (F | Ej ) Pr (Ej )
 
 (6.17)
 
 By applying Eq. (6.17) to our example,
 
 Pr (θ = A| z = z1 ) = Pr (θ = A)
 
 Pr (z = z1 | θ = A) Pr (z = z1 | θ = A) =p . Pr (z = z1 ) Pr (z = z1 )
 
 But Pr (z = z1 | θ = A) = Pr (w = z1 − A) = Pr (w = A) = 12 . On the other hand, Pr (z = z1 ) = 1 p. This leaves Pr (θ = A| z = z1 ) = 1. Naturally this is trivial, but one proceeds similarly to 2 compute the other probabilities. The previous example conveys the main ideas underlying nonlinear filtering. However, it leads to a nonlinear filter g which is somewhat distinct from the ones usually encountered in the literature.16 In the literature, the instantaneous variance of the posterior probability changes dπ (say) is typically proportional to π2 (1 − π)2 , not to π(1 − π). As we now heuristically demonstrate, the distinction is merely technical. Precisely, it is due to the assumption that w is a discrete random variable. Indeed, assume that w has zero mean and unit variance, and that 16 See,
 
 e.g., Liptser and Shiryaev (2001a) (chapters 8 and 9).
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 it is absolutely continuous with arbitrary density function φ. Let π(z) ≡ Pr (θ = A| z ∈ dz). By an application of the Bayesian “learning” mechanism in Eq. (6.17), π(z) = Pr (θ = A) ·
 
 Pr (z ∈ dz| θ = A) . Pr (z ∈ dz| θ = A) Pr (θ = A) + Pr (z ∈ dz| θ = −A) Pr (θ = −A)
 
 But Pr (z ∈ dz| θ = A) = Pr (w = z − A) = φ (z − A) and similarly, Pr (z ∈ dz| θ = −A) = Pr (w = z + A) = φ (z + A). Simple computations then leave, π(z) − p = p(1 − p)
 
 φ(z − A) − φ(z + A) . pφ(z − A) + (1 − p)φ(z + A)
 
 (6.18)
 
 That is, the variance of the “probability changes” π(z) − p is proportional to p2 (1 − p)2 . To add more structure to the problem, we now assume that w is Brownian motion and set A ≡ Adτ . Let z0 ≡ z(0) = 0. In appendix, we show that by an application of Itˆo’s lemma to π(z), dπ(τ ) = 2A · π(τ )(1 − π(τ ))dW (τ ), π(z0 ) ≡ p, (6.19) where dW (τ ) ≡ dz(τ ) − g(τ )dτ and g(τ ) ≡ E (θ| z (τ )) = [Aπ(τ ) − A(1 − π(τ ))]. Naturally, this construction is heuristic. Nevertheless, the result is correct.17 Importantly, it is possible to show that W is a Brownian motion with respect to the agents’ information set σ (z(t), t ≤ τ ).18 Therefore, the equilibrium in the original economy with incomplete information is isomorphic in its pricing implications to the equilibrium in a full information economy in which,  ˆ (τ )  dz(τ ) = [g(τ ) − λ(τ )σ 0 ] dτ + σ 0 dW (6.20)  ˆ dg(τ ) = −λ(τ )v(g(τ ))dτ + v(g(τ ))dW (τ )
 
 ˆ is a Q-Brownian motion, λ is a risk-premium process, v(g) ≡ (A − g)(g + A)/σ 0 where W and σ 0 ≡ 1.19 In fact, if the variance per unit of time of w is σ20 , eqs. (6.20) hold for any σ 0 > 0.20 Furthermore, a similar result would hold had drift and diﬀusion of Z been assumed to be proportional to z. In this case, (Z, G) would be solution to  dz(τ )  ˆ (τ )  = [g(τ ) − σ 0 λ] dτ + σ 0 dW  z(τ ) (6.21)    ˆ (τ ) dg(τ ) = ϕ (g(τ )) dτ + v (g(τ )) dW
 
 where ϕ = −λv and v is as before. In all cases, the instantaneous volatility of G is ∩-shaped. Under positive risk-aversion, this makes the risk-neutralized drift of Z a convex function of g. The economic implications of this result are very important, and will be analyzed with the help of Proposition 6.1. System (6.20) is related to a model studied by Veronesi (1999). This model regards an infinite horizon economy in which a representative agent with CARA = γ. This agent observes realizations of Z generated by: dz(τ ) = θdτ + σ 0 dw1 (τ ), 17 See,
 
 for example, Liptser and Shiryaev (2001a) (theorem 8.1 p. 318; and example 1 p. 371). Liptser and Shiryaev (2001a) (theorem 7.12 p. 273). 19 Such an isomorphic property has been pointed out for the first time by Veronesi (1999) in a related model. 18 See
 
 20 More
 
 precisely, we have dW (τ ) = σ −1 dz (τ ) − E 0
 
 θ| z (t)t≤τ dτ
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 = σ −1 0 (dz (τ ) − g (τ ) dτ ).
 
 (6.22)
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 where w1 is a Brownian motion, and θ is a two-states (¯θ, θ) Markov chain. θ is unobserved, and the agent implements a Bayesian procedure to learn whether she lives in the “good” state ¯θ > θ. All in all, such a Bayesian procedure is similar to the one in Eq. (6.17). Therefore, it would be relatively simple to show that all equilibrium prices in this economy are isomorphic to all equilibrium prices in an economy in which (Z, G) are solution to:  ˆ (τ )  dz(τ ) = [g(τ ) − γσ 20 ] dτ + σ 0 dW 
 
 ˆ (τ ) dg(τ ) = [k(¯ g − g(τ )) − γσ 0 v (g(τ ))] dτ + v (g(τ )) dW
 
 ± ˆ is a P 0 -Brownian motion, v(g) = (θ¯ − g)(g − θ) σ 0 , k, g¯ are some positive constants. where W Veronesi (1999) also assumed that the riskless asset is infinitely elastically supplied, and therefore that the interest rate r is a constant. It is instructive to examine the price implications of the resulting economy. In terms of the representation in Eq. (6.4), this model predicts that R∞ q(z, g) = 0 C(z, g, τ )dτ , where Z τ −rτ −rτ C(z, g, τ ) = e (z − σ 0 γτ )+D (g, τ ) , and D (g, τ ) ≡ e E [g(u)| g] du, τ ≥ 0. (6.23) 0
 
 We may now apply Proposition 6.1 to study convexity properties of D. Precisely, function E [g(u)| g] is a special case of the auxiliary pricing function (6.7) (namely, for ρ ≡ 1 and ψ(g) = g). By Proposition 6.1-b), E [g(u)| g] is convex in g whenever the drift of G in (6.20) is convex. This condition is automatically guaranteed by γ > 0. Technically, Proposition 6.1 implies that the conditional expectation of a diﬀusion process inherits the very same second order properties (concavity, linearity, and convexity) of the drift function. The economic implications of this result are striking. In this economy prices are convex in the expected dividend growth. This means that in good times, prices may well rocket to very high values with relatively small movements in the underlying fundamentals. The economic interpretation of this convexity property is that risk-aversion correction is nil during extreme situations (i.e. when the dividend growth rate is at its boundaries), and it is the highest during relatively more “normal” situations. More formally, the risk-adjusted drift of g is ϕ ˆ (y) = ϕ (g) − γσ 0 v (g), and it is convex in g because v is concave in g. Finally, we examine model (6.21). Also, please notice that this model has been obtained as a result of a specific learning mechanism. Yet alternative learning mechanisms can lead to a model having the same structure, but with diﬀerent coeﬃcients ϕ and v. For example, a model related to Brennan and Xia (2001) information structure is one in which a single infinitely lived agent observes Z, where Z is solution to: dz(τ ) = gˆ(τ )dτ + σ 0 dw1 (τ ), z(τ ) ˆ = {ˆ where G g(τ )}τ >0 is unobserved, but now it does not evolve on a countable number of states. Rather, it follows an Ornstein-Uhlenbeck process: dˆ g (τ ) = k(¯ g − gˆ(τ ))dτ + σ 1 dw1 (τ ) + σ 2 dw2 (τ ) where g¯, σ 1 and σ 2 are positive constants. Suppose now that the agent implements a learning procedure similar as before. If she has a Gaussian prior on gˆ(0) with variance γ 2∗ (defined below), 179
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 the nonarbitrage price takes the form q(z, g), where (Z, G) are now solution to Eq. (6.6), with m0 (z, g) = gz, σ(z) = σ 0 z, ϕ0 (z, g) = k(¯ g − g), v2 = 0, and v1 ≡ v1 (γ ∗ ) = (σ 1 + σ10 γ ∗ )2 , where γ ∗ is the positive solution to v1 (γ) = σ 21 + σ 22 − 2kγ.21 Finally, models making expected consumption another observed diﬀusion may have an interest in their own (see for example, Campbell (2003) and Bansal and Yaron (2004)). Now let’s analyze these models. Once again, we may make use of Proposition 6.1. We need to set the problem in terms of the notation of the canonical pricing problem in section 6.5. To simplify the exposition, we suppose that λ is constant. By the same kind of reasoning leading to Eq. (6.16), one finds that the price-dividend ratio is independent of z here too, and is given by function p below, Z ∞ h ¯ i ¯ e 0τ [g(u)−r(g(u))]du−σ0 λτ ¯¯ g dτ , p (g) = (6.24) E 0
 
 where,
 
  dz(τ )  ¯ (τ )  = [g(τ ) − σ 0 λ] dτ + σ 0 dW  z(τ )    ¯ (τ ) dg(τ ) = [ϕ (g(τ )) + σ 0 v (g(τ ))] dτ + v (g(τ )) dW
 
 ¯ (τ ) = W ˆ (τ ) − σ 0 τ is a P¯ -Brownian motion. Under regularity conditions, monotonicity and W and convexity properties are inherited by the inner expectation in Eq. (6.24). Precisely, in the notation of the canonical pricing problem, ρ (g) = −g + R (g) + σ 0 λ and b (g) = ϕ0 (g) + (σ 0 − λ) v (g) , where ϕ0 is the physical probability measure. Therefore, 1. The price-dividend ratio is increasing in the dividend growth rate whenever
 
 d R (g) dg
 
 < 1.
 
 2. Suppose that the price-dividend ratio is increasing in the dividend growth rate. Then it is d2 d2 d convex whenever dg 2 R (g) > 0, and dg 2 [ϕ0 (g) + (σ 0 − λ) v (g)] ≥ −2 + 2 dg R (g). For example, if the riskless asset is constant (because for example it is infinitely elastically supplied), then the price-dividend ratio is always increasing and it is convex whenever, d2 [ϕ (g) + (σ 0 − λ) v (g)] ≥ −2. dg2 0 The reader can now use these conditions to check predictions made by all models with stochastic dividend growth presented before.
 
 21 In
 
 their article, Brennan and Xia considered a slightly more general model in which consumption and dividends diﬀer. They obtain a reduced-form model which is identical to the one in this example. In the calibrated model, Brennan and Xia found that the variance of the filtered gˆ is higher than the variance of the expected dividend growth in an economy with complete information. The results on γ ∗ in this example can be obtained through an application of theorem 12.1 in Liptser and Shiryaev (2001) (Vol. II, p. 22). They generalize results in Gennotte (1986) and are a special case of results in Detemple (1986). Both Gennotte and Detemple did not emphasize the impact of learning on the pricing function.
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 6.8. Appendix 6.1
 
 6.8 Appendix 6.1 6.8.1 Markov pricing kernels Let ξ(τ ) ≡ ξ(z(τ ), y(τ ), τ ) = e−
 
 τ 0
 
 δ(z(s),y(s))ds
 
 Υ(z(τ ), y(τ )),
 
 (6.25)
 
 for some bounded positive function δ, and some positive function Υ(z, y) ∈ C 2,2 (Z×Y). By the assumed functional form for ξ, and Itˆo’s lemma, R(z, y) = δ(z, y) −
 
 LΥ(z, y) Υ(z, y)
 
 ∂ ∂ log Υ(z, y) − v1 (z, y) log Υ(z, y) ∂z ∂y ∂ λ2 (z, y) = −v2 (z, y) log Υ(z, y) ∂y λ1 (z, y) = −σ 0 z
 
 Example A1 below is an important special case of this setting. Finally, to derive Eq. (6.3) in this setting, let us define the (undiscounted) “Arrow-Debreu adjusted” asset price process as: w(z, y) ≡ Υ(z, y) · q(z, y). By the results in section 6.4.2, we know that the following price representation holds true: ·Z ∞ ¸ q(τ )ξ(τ ) = E ξ(s)z(s)ds , τ ≥ 0. τ
 
 Under usual regularity conditions, the previous equation can then be understood as the unique Feynman-Kac stochastic representation of the solution to the following partial diﬀerential equation Lw(z, y) + f (z, y) = δ(z, y)w(z, y), ∀(z, y) ∈ Z × Y, ¯ d where f ≡ Υz. Eq. (6.3) then follows by the definition of Lw(τ ) ≡ ds E [Υq]¯s=τ .
 
 Example A1 (Infinite horizon, complete markets economy.) Consider an infinite horizon, complete markets economy in which total consumption Z is solution to Eq. (6.6), with v2 ≡ 0. Let a (single) agent’s program be: ·Z ∞ ¸ ·Z ∞ ¸ max E e−δτ u(c(τ ), x(τ ))dτ s.t. V0 = E ξ(τ )c(τ )dτ , V0 > 0, 0
 
 0
 
 where δ > 0, the instantaneous utility u is continuous and thrice continuously diﬀerentiable in its arguments, and x is solution to dx(τ ) = β(z(τ ), g(τ ), x(τ ))dτ + γ(z(τ ), g(τ ), x(τ ))dW1 (τ ). In equilibrium, C = Z, where C is optimal consumption. In terms of the representation in (6.25), we have that δ(z, x) = δ, and Υ(z(τ ), x(τ )) = u1 (z(τ ), x(τ ))/ u1 (z(0), x(0)). Consequently, λ2 = 0, u11 (z, x) u12 (z, x) m0 (z, g) − β(z, g, x) u1 (z, x) u1 (z, x) u112 (z, x) u111 (z, x) 1 u122 (z, x) 1 − γ(z, g, x)2 − γ(z, g, x)σ(z, g) − σ(z, g)2 2 u1 (z, x) 2 u1 (z, x) u1 (z, x)
 
 R(z, g, x) = δ −
 
 λ(z, g, x) = −
 
 u12 (z, x) u11 (z, x) σ(z, g) − γ(z, g, x). u1 (z, x) u1 (z, x)
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 6.8. Appendix 6.1 6.8.2 The maximum principle Suppose we are given the diﬀerential equation: dx(τ ) = φ(τ ), τ ∈ (t, T ), dτ
 
 where φ satisfies some basic regularity conditions (essentially an integrability condition: see below). Suppose we know that x(T ) = 0, and that sign (φ(τ )) = constant on τ ∈ (t, T ). We wish to determine the sign of x(t). Under the previous assumptions on x(T ) and the sign of φ, we have that: sign (x(t)) = − sign (φ) . The proof of this basic result can be grasped very simply from Figure 6.11, and it also follows easily analytically. We obviously have, Z T Z T φ(τ )dτ ⇔ x(t) = − φ(τ )dτ . 0 = x(T ) = x(t) + t
 
 t
 
 Next, suppose that, dx(τ ) = φ(τ ), τ ∈ (t, T ), dτ where x(τ ) = f (y(τ ), τ ) , τ ∈ (t, T ), and
 
 dy(τ ) = D(τ ), τ ∈ (t, T ). dτ With enough regularity conditions on φ, f, D, we have that µ ¶ dx ∂ = + L f, τ ∈ (t, T ), dτ ∂τ
 
 where Lf =
 
 ∂f ∂y
 
 · D. Therefore,
 
 µ
 
 ¶ ∂ + L f = φ, τ ∈ (t, T ), ∂τ
 
 (6.28)
 
 and the previous conclusions hold here as well: if f (y, T ) = 0 ∀y, and sign(φ(τ )) = constant on τ ∈ (t, T ), then, sign (f (t)) = − sign (φ) . Again, this is so because f (y(t), t) = −
 
 Z
 
 T
 
 φ(τ )dτ .
 
 t
 
 Such results can be extended in a straightforward manner in the case of stochastic diﬀerential equations. Consider the more elaborate operator-theoretic format version of (6.28) which typically emerges in many asset pricing problems with Brownian information: µ ¶ ∂ 0= + L − k u + ζ, τ ∈ (t, T ). (6.29) ∂τ
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 x(t)
 
 φ0 x(T) t
 
 τ
 
 T
 
 x(t)
 
 FIGURE 6.9. Illustration of the maximum principle for ordinary diﬀerential equations Let y(τ ) ≡ e−
 
 τ t
 
 k(u)du
 
 u(τ ) +
 
 Z
 
 τ
 
 e−
 
 u t
 
 k(s)ds
 
 ζ(u)du.
 
 t
 
 I claim that if (6.29) holds, then y is a martingale under some regularity conditions. Indeed, dy(τ ) = −k(τ )e−
 
 τ t
 
 k(u)du
 
 u(τ )dτ + e−
 
 = −k(τ )e−
 
 τ t
 
 k(u)du
 
 u(τ ) + e−
 
 τ t
 
 τ
 
 k(u)du
 
 du(τ ) + e− t k(u)du ζ(τ )dτ ¶ ¸ ·µ τ τ ∂ k(u)du t + L u(τ ) dτ + e− t k(u)du ζ(τ )dτ ∂τ
 
 + local martingale ¶ ¸ · µ ∂ − tτ k(u)du = e + L u(τ ) + ζ(τ ) dτ + local martingale −k(τ )u(τ ) + ∂τ µ ¶ ∂ = local martingale - because + L − k u + ζ = 0. ∂τ Suppose that y is also a martingale. Then h y(t) = u(t) = E [y(T )] = E e−
 
 T t
 
 k(u)du
 
 ·Z i u(T ) + E
 
 t
 
 T
 
 −
 
 e
 
 u t
 
 k(s)ds
 
 ¸ ζ(u)du ,
 
 and starting from this relationship, you can adapt the previous reasoning on deterministic diﬀerential equations to the stochastic diﬀerential case. The case with jumps is entirely analogous.
 
 6.8.3 Dynamic Stochastic Dominance We have,
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 Proposition 6.A.1. (Dynamic Stochastic Dominance) Consider two economies A and B with two fundamental volatilities aA and aB and let π i (x) ≡ ai (x)·λi (x) and ρi (x) (i = A, B) the corresponding risk-premium and discount rate. If aA > aB , the price cA in economy A is lower than the price price cB in economy B whenever for all (x, τ ) ∈ R × [0, T ], V (x, τ ) ≡ − [ρA (x) − ρB (x)] cB (x, τ ) − [π A (x) − π B (x)] cB x (x, τ ) +
 
 ¤ 1£ 2 aA (x) − a2B (x) cB xx (x, τ ) < 0. 2 (6.30)
 
 If X is the price of a traded asset, π A = π B . If in addition ρ is constant, c is decreasing (increasing) in volatility whenever it is concave (convex) in x. This phenomenon is tightly related to the “convexity eﬀect” discussed earlier. If X is not a traded risk, two additional eﬀects are activated. The first one reflects a discounting adjustment, and is apparent through the first term in the definition of V . The second eﬀect reflects risk-premia adjustments and corresponds to the second term in the definition of V . Both signs at which these two terms show up in Eq. (6.30) are intuitive.
 
 6.8.4 Proofs
 
 ¯ RT ¯ Proof of proposition 6.A.1. Function c(x, T − s) ≡ E[ exp(− s ρ(x(t))dt) · ψ(x(T ))¯ x(s) = x] is solution to the following partial diﬀerential equation: ½ 0 = −c2 (x, T − s) + L∗ c(x, T − s) − ρ(x)c(x, T − s), ∀(x, s) ∈ R × [0, T ) (6.31) c(x, 0) = ψ(x), ∀x ∈ R where L∗ c(x, u) = 12 a(x)2 cxx (x, u) + b(x)cx (x, u) and subscripts denote partial derivatives. Clearly, cA and cB are both solutions to the partial diﬀerential equation (6.31), but with diﬀerent coeﬃcients. Let bA (x) ≡ b0 (x) − π A (x). The price diﬀerence ∆c(x, τ ) ≡ cA (x, τ ) − cB (x, τ ) is solution to the following partial diﬀerential equation: ∀(x, s) ∈ R × [0, T ), 1 0 = −∆c2 (x, T − s) + σ B (x)2 ∆cxx (x, T − s) + bA (x)∆cx (x, T − s) − ρA (x)∆c(x, T − s) + V (x, T − s), 2 with ∆c(x, 0) = 0 for all x ∈ R, and V is as in Eq. (6.30) of the proposition. The result follows by the maximum principle for partial diﬀerential equations. ¥ Proof of proposition 6.1. By diﬀerentiating twice the partial diﬀerential equation (6.31) with respect to x, I find that c(1) (x, τ ) ≡ cx (x, τ ) and c(2) (x, τ ) ≡ cxx (x, τ ) are solutions to the following partial diﬀerential equations: ∀(x, s) ∈ R++ × [0, T ), 1 1 (1) 2 0 (1) 0 = −c2 (x, T − s) + a(x)2 c(1) xx (x, T − s) + [b(x) + (a(x) ) ]cx (x, T − s) 2 2 £ ¤ − ρ(x) − b0 (x) c(1) (x, T − s) − ρ0 (x)c(x, T − s),
 
 with c(1) (x, 0) = ψ 0 (x) ∀x ∈ R; and ∀(x, s) ∈ R × [0, T ),
 
 1 (2) 2 0 (2) 0 = −c2 (x, T − s) + a(x)2 c(2) xx (x, T − s) + [b(x) + (a(x) ) ]cx (x, T − s) 2 ¸ · 1 0 2 00 − ρ(x) − 2b (x) − (a(x) ) c(2) (x, T − s) 2 ¤ (1) £ 0 00 − 2ρ (x) − b (x) c (x, T − s) − ρ00 (x)c(x, T − s),
 
 with c(2) (x, 0) = ψ 00 (x) ∀x ∈ R. By the maximum principle for partial diﬀerential equations, c(1) (x, T − s) > 0 (resp. < 0) ∀(x, s) ∈ R×[0, T ) whenever ψ0 (x) > 0 (resp. < 0) and ρ0 (x) < 0 (resp. > 0) ∀x ∈ R. This completes the proof of part a) of the proposition. The proof of part b) is obtained similarly. ¥
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 Derivation of Eq. (6.19). We have, dz = gdτ + dW, and, by Eq. (6.18), π(z) =
 
 pe pφ(z − A) = pφ(z − A) + (1 − p)φ(z + A) p + (1 − p)e−2Az 1 2
 
 where the second equality follows by the Gaussian distribution assumption φ (x) ∝ e− 2 x , and straight forward simplifications. By simple computations, (1 − p) e−2Az 1 − π (z) = ; π (z) p
 
 π 0 (z) = 2Aπ (z)2
 
 (1 − p) e−2Az ; p
 
 π 00 (z) = 2Aπ 0 (z) [1 − 2π (z)] . (6.32)
 
 By construction, g = π (z) A + [1 − π (z)] (−A) = A [2π (z) − 1] . Therefore, by Itˆ o’s lemma, 1 dπ = π 0 dz + π 00 dτ = π 0 dz + Aπ 0 (1 − 2π) dτ = π 0 [g + A (1 − 2π)] dτ + π 0 dW = π 0 dW. 2 By using the relations in (6.32) once again, dπ = 2Aπ (1 − π) dW.
 
 ¥
 
 6.8.5 On bond prices convexity Consider a short-term rate process {r(τ )}τ ∈[0,T ] (say), and let u(r0 , T ) be the price of a bond expiring at time T when the current short-term rate is r0 : · µ Z T ¶¯ ¸ ¯ r(τ )dτ ¯¯ r0 . u(r0 , T ) = E exp − 0
 
 As pointed out in section 6, a restricted version of proposition 1-b) implies that in all scalar (diﬀusion) models of the short-term rate, u11 (r0 , T ) < 0 whenever b00 < 2, where b is the risk-netraulized drift of r. This specific result was originally obtained in Mele (2003). Both the theory in Mele (2003) and the proof of proposition 1-b) rely on the Feynman-Kac representation of u11 . Here we provide a more intuitive derivation under a set of simplifying assumptions. By Mele (2003) (Eq. (6) p. 685), ("µZ # ¶2 Z T 2 µ Z T ¶) T ∂r ∂ r (τ )dτ − r(τ )dτ . u11 (r0 , T ) = E 2 (τ )dτ exp − 0 ∂r0 0 ∂r0 0
 
 Hence u11 (r0 , T ) > 0 whenever Z
 
 0
 
 T
 
 ∂ 2r (τ )dτ < ∂r02
 
 µZ
 
 0
 
 T
 
 ∂r (τ )dτ ∂r0
 
 ¶2
 
 .
 
 To keep the presentation as simple as possible, we assume that r is solution to: dr(τ ) = b(r(τ ))dt + a0 r(τ )dW (τ ),
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 6.9. Appendix 6.2 where a0 is a constant. We have, ∂r (τ ) = exp ∂r0 and
 
 ·Z
 
 τ
 
 0
 
 ¸ 1 2 b (r(u))du − a0 τ + a0 W (τ ) 2 0
 
 ∂2r ∂r (τ ) = (τ ) · 2 ∂r0 ∂r0 b00
 
 ∂ 2 r(τ )/∂r02
 
 ·Z
 
 τ
 
 0
 
 ¸ ∂r(u) b (r(u)) du . ∂r0 00
 
 < 0, then < 0, and by inequality (11.5), u11 > 0. But this result can Therefore, if considerably be improved. Precisely, suppose that b00 < 2 (instead of simply assuming that b00 < 0). By the previous equality, µZ τ ¶ ∂r(u) ∂r ∂2r (τ ) < 2 · (τ ) · du , ∂r0 ∂r0 ∂r02 0 and consequently, Z
 
 0
 
 T
 
 ∂2r (τ )dτ < 2 ∂r02
 
 Z
 
 0
 
 T
 
 ∂r (τ ) · ∂r0
 
 µZ
 
 0
 
 τ
 
 ¶ µZ T ¶2 ∂r(u) ∂r(u) du dτ = du , ∂r0 ∂r0 0
 
 which is inequality (11.5).
 
 6.9 Appendix 6.2 In their original article, Campbell and Cochrane considered a discrete-time model in which consumption is a Gaussian process. The diﬀusion limit of their model is simply Eq. (7.10) given in the main text. By example A1 (Eq. (6.27)), · ¸ 1 η (6.34) σ 0 − γ(z, x) . λ(z, x) = s z To find the diﬀusion function γ of x, notice that x = z(1 − s), where s solution to Eq. (6.12). By Itˆo’s lemma, then, γ = [1 − s − sl(s)] zσ 0 . Finally, we replace this function into (6.34), and obtain λ(s) = ησ 0 [1 + l(s)], as we claimed in the main text. (This result holds approximately in the original discrete time framework.) Finally, the real interest rate is found by an application of formula (6.26), ¶ µ 1 2 1 s − log s) − η 2 σ 20 [1 + l(s)]2 . R(s) = δ + η g0 − σ 0 + η(1 − φ)(¯ 2 2 Campbell and Cochrane choose l so as p to make the real interest rate constant. They¡ took l(s)¢ = p s), which leaves R = δ + η g0 − 12 σ 20 − S¯−1 1 + 2(s − log s) − 1, where S¯ = σ 0 η/(1 − φ) = exp(¯ 1 2 η(1 − φ).
 
 6.10 Appendix 6.3: Simulation of discrete-time pricing models The pricing equation is ¢¤ £ ¡ q = E m · q0 + z0 ,
 
 uc (z 0 , x0 ) =β m=β uc (z, x)
 
 Hence, the price-dividend ratio p ≡ q/ z satisfies: · 0 ¸ ¢ z ¡ p=E m 1 + p0 , z
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 6.10. Appendix 6.3: Simulation of discrete-time pricing models This is a functional equation having the form, © ¡ ¢£ ¡ ¢¤¯ ª p(s) = E g s0 , s 1 + p s0 ¯ s ,
 
 µ 0 ¶−η µ 0 ¶1−η s z . g s ,s = β s z ¡
 
 0
 
 ¢
 
 A numerical solution can be implemented as follows. Create a grid and define pj = p (sj ), j = 1, ···, N , for some N . We have,        b1 a11 · · · aN1 p1 p1  ..   ..   .. ..   ..  , ..  . = . + . . .  .  pN bN a1N · · · aNN pN bi =
 
 N P
 
 j=1
 
 aji ,
 
 aji = gji · pji ,
 
 gji = g (sj , si ) ,
 
 pji = Pr ( sj | si ) · ∆s,
 
 where ∆s is the integration step; s1 = smin , sN = smax ; smin and smax are the boundaries in the approximation; and Pr ( sj | si ) is the transition density from state i to state j - in this case, a Gaussian transition density. Let p = [p1 · · · pN ]> , b = [b1 · · · bN ]> , and let A be a matrix with elements aji . The solution is, (6.35) p = (I − A)−1 b. The model can be simulated in the following manner. Let s and s¯ be the boundaries of the underlying s¯ − s . Draw states. State s∗ is drawn. Then, state process. Fix ∆s = N 1. If min (s∗ − s, s¯ − s∗ ) = s∗ − s, let k be the smallest integer close to and smax = smin + N · ∆s. 2. If min (s∗ − s, s¯ − s∗ ) = s¯ − s∗ , let k be the biggest integer close to and smin = smax − N · ∆s.
 
 s∗ −s ∆s . s∗ −s ∆s .
 
 Let smin = s∗ − k∆s, Let smax = s∗ + k∆s,
 
 The previous algorithm avoids interpolations. Importantly, it ensures that during the simulations, p is computed in correspondence of exactly the state s∗ that is drawn. Precisely, once s∗ is drawn, 1 ) create the corresponding grid s1 = smin , s2 = smin + ∆s, · · ·, sN = smax according to the previous rules; 2 ) compute the solution from Eq. (6.35). In this way, one has p (s∗ ) at hand - the simulated P/D ratio when state s∗ is drawn.
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 7 Tackling the puzzles
 
 7.1 Non-expected utility The standard intertemporal additively separable utility function confounds intertemporal substitution eﬀects from attitudes towards risk. This fact is problematic. Epstein and Zin (1989, 1991) and Weil (1989) consider a class of recursive, but not necessarily expected utility, preferences. In this section, we present the details of this approach, without insisting on the theoretic underpinnings which the reader will find in Epstein and Zin (1989). We provide a basic definition and derivation of this class of preferences, a heuristic analysis of the resulting asset pricing properties, and finally some continuous time extensions first considered by Duﬃe and Epstein (1992a, b). 7.1.1 The recursive formulation Let utility as of time t be vt . We have, vt = W (ct , vˆt+1 ) , where W is the “aggregator function” and vˆt+1 is the certainty-equivalent utility at t+1 defined as, h (ˆ vt+1 ) = E [h (vt+1 )] , where h is a von Neumann - Morgenstern utility function. That is, the certainty equivalent depends on some agent’s risk-attitudes encoded in h. Therefore, ¡ ¢ vt = W ct , h−1 [E (h (vt+1 ))] . The analytical example used in the asset pricing literature is, ¢1/ρ ¡ and h (ˆ v ) = vˆ1−η , W (c, vˆ) = cρ + e−δ vˆρ
 
 for three positive constants ρ, η and δ. In this formulation, risk-attitudes for static wealth gambles have still the classical CRRA flavor. More precisely, we say that η is the RRA for static wealth gambles and (1 − ρ)−1 is the IES.
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 7.1. Non-expected utility We have,
 
 1 £ ¡ 1−η ¢¤ £ ¡ 1−η ¢¤ 1−η vˆt+1 = h−1 [E (h (vt+1 ))] = h−1 E vt+1 . = E vt+1
 
 The previous parametrization of the aggregator function then implies that, h ¢ ρ i1/ρ ¡ ρ 1−η 1−η −δ . E(vt+1 ) vt = ct + e
 
 (7.1)
 
 This collapses to the standard intertemporal additively separable case when ρ = 1 − η ⇔ RRA = IES−1 . Indeed, it is straight forward to show that in this case, ¶¸ 1 · µ∞ P −δn 1−η 1−η e ct+n . vt = E n=0
 
 Let us go back to Eq. (7.1). Function V = v1−η / (1 − η) is obviously ordinally equivalent to v, and satisfies, i 1−η ρ 1 h ρ ρ −δ 1−η ct + e ((1 − η) E(Vt+1 )) . (7.2) Vt = 1−η The previous formulation makes even more transparent that these utils collapse to standard intertemporal additive utils as soon as RRA = IES−1 . 7.1.2 Optimality Let us define cum-dividend wealth as xt ≡ wealth xt accumulates according to,
 
 Pm
 
 i=1
 
 (pit + Dit ) θit . In the Appendix, we show that
 
 xt+1 = (xt − ct ) ω> t (1m + rt+1 ) ≡ (xt − ct ) (1 + rM,t+1 ) ,
 
 (7.3)
 
 where ω is the vector of proportions of wealth invested in the m assets. Let us consider a Markov economy in which the underlying state is some process y. We consider stationary consumption and investment plans. Accordingly, let the stationary util be a function v (x, y) when current wealth is x and the state is y. By Eq. (7.2), n o ρ 1 ρ −δ 0 0 1−η V (x, y) = max W (c, E (V (x , y ))) ≡ max c + e [(1 − η) E(V (x , y ))] c,ω 1 − η c,ω 0
 
 0
 
 1−η ρ
 
 (7.4)
 
 The first order condition for c yields, W1 (c, E (V (x0 , y 0 ))) = W2 (c, E (V (x0 , y 0 ))) · E [V1 (x0 , y 0 ) (1 + rM (y 0 ))] ,
 
 (7.5)
 
 where subscripts denote partial derivatives. Thus, optimal consumption is some function c (x, y). Hence, x0 = (x − c (x, y)) (1 + rM (y 0 )) We have, V (x, y) = W (c (x, y) , E (V (x0 , y 0 ))) . By diﬀerentiating the value function with respect to x, V1 (x, y) = W1 (c (x, y) , E (V (x0 , y 0 ))) c1 (x, y) +W2 (c (x, y) , E (V (x0 , y 0 ))) E [V1 (x0 , y 0 ) (1 + rM (y 0 ))] (1 − c1 (x, y)) , 191
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 where subscripts denote partial derivatives. By replacing Eq. (7.5) into the previous equation we get the Envelope Equation for this dynamic programming problem, V1 (x, y) = W1 (c (x, y) , E (V (x0 , y 0 ))) . By replacing Eq. (7.6) into Eq. (7.5), and rearranging terms, ¸ · W2 (c (x, y) , ν (x, y)) 0 0 0 0 0 E W1 (c (x , y ) , ν (x , y )) (1 + rM (y )) = 1, W1 (c (x, y) , ν (x, y))
 
 (7.6)
 
 ν (x, y) ≡ E (V (x0 , y 0 )) .
 
 (7.7) In the Appendix, we show that by a similar argument the same Euler equation applies to any asset i, · ¸ W2 (c (x, y) , ν (x, y)) 0 0 0 0 0 E W1 (c (x , y ) , ν (x , y )) (1 + ri (y )) = 1, i = 1, · · ·, m. (7.8) W1 (c (x, y) , ν (x, y))
 
 7.1.3 Testable restrictions To make Eq. (7.8) operational, we need to compute explicitly the stochastic discount factor, m (x, y; x0 y 0 ) =
 
 W2 (c (x, y) , ν (x, y)) W1 (c (x0 , y 0 ) , ν (x0 , y 0 )) . W1 (c (x, y) , ν (x, y))
 
 In the appendix, we show that "
 
 m (x, y; x0 y 0 ) = e−δ
 
 µ
 
 c (x0 , y 0 ) c (x, y)
 
 ¶ρ−1 # 1−η ρ
 
 (1 + rM (y 0 ))
 
 1−η −1 ρ
 
 Therefore, "  ¶ρ−1 # 1−η µ ρ   0 0 1−η c (x , y ) −1 E e−δ (1 + rM (y 0 )) ρ (1 + ri (y 0 )) = 1,   c (x, y)
 
 .
 
 i = 1, · · ·, m.
 
 7.1.4 Some examples
 
 Models for long-run risks. 7.1.5 Continuous time extensions Let us derive heuristically the continuous time limit of the previous utils. We have,
 
 [...]
 
 ³ ¢ ρ ´1/ρ ¡ 1−η vt = cρt ∆t + e−δ∆t E(vt+∆t ) 1−η .
 
 Continuation utility vt solves the stochastic diﬀerential equation, ½ ¤ £ dvt = −f (ct , vt ) − 12 A (vt ) kσ vt k2 dt + σ vt dBt vT = 0 192
 
 (7.9)
 
 7.2. “Catching up with the Joneses” in a heterogeneous agents economy
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 Here (f, A) is the aggregator. A is a variance multiplier - it places a penalty proportional to utility volatility kσ vt k2 . (f, A) somehow corresponds to (W, vˆ) in the discrete time case. Solution to the previous “stochastic diﬀerential utility” is, ¸¾ ½Z T · 1 2 f (cs , vs ) + A (vs ) kσ vs k . vt = E 2 t The standard additive utility case is obtained by setting, f (c, v) = u (c) − βv
 
 and A = 0.
 
 7.2 “Catching up with the Joneses” in a heterogeneous agents economy Chan and Kogan (2002) study an economy with heterogeneous agents and “catching up with the Joneses” preferences. In this economy, there is a continuum of agents indexed by a parameter η ∈ [1, ∞) of the instantaneous utility function, uη (c, x) =
 
 ¡ c ¢1−η x
 
 1−η
 
 ,
 
 where c is consumption, and x is the “standard living of others”, to be defined below. The total endowment in the economy, D, follows a geometric Brownian motion, dD (τ ) = g0 dτ + σ 0 dW (τ ) . D (τ )
 
 (7.10)
 
 By assumption, then, the standard of living of others, x (τ ), is a weighted geometric average of the past realizations of the aggregate consumption D, viz Z τ −θτ log x (τ ) = log x (0) e +θ e−θ(τ −s) log D (s) ds, with θ > 0. 0
 
 Therefore, x (τ ) satisfies, dx (τ ) = θs (τ ) x (τ ) dτ ,
 
 where s (τ ) ≡ log (D (τ )/ x (τ )) .
 
 (7.11)
 
 By Eqs. (7.10) and (7.11), s (τ ) is solution to, · ¸ 1 2 ds (τ ) = g0 − σ 0 − θs (τ ) dτ + σ 0 dW (τ ) . 2 In this economy with complete markets, the equilibrium price process is the same as the price process in an economy with a representative agent with the following utility function, Z ∞ Z ∞ u (D, x) ≡ max uη (cη , x) f (η) dη s.t. cη dη = D, [P1] cη
 
 1
 
 1
 
 where f (η)−1 is the marginal utility of income of the agent η. (See Chapter 2 in Part I, for the theoretical foundations of this program.) 193
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 In the appendix, we show that the solution to the static program [P1] leads to the following expression for the utility function u (D, x), Z ∞ η−1 1 1 u(D, x) = f (η) η V (s) η dη, 1−η 1 where V is a Lagrange multiplier, which satisfies, Z ∞ 1 1 s e = f (η) η V (s)− η dη. 1
 
 The appendix also shows that the unit risk-premium predicted by this model is, λ(s) = σ0 R ∞ 1
 
 exp(s) 1 f η
 
 1
 
 1
 
 (η) η V (s)− η dη
 
 .
 
 (7.12)
 
 This economy collapses to an otherwise identical homogeneous economy if the social weighting function f (η) = δ (η − η 0 ), the Dirac’s mass at η 0 . In this case, λ (s) = σ 0 η 0 , a constant. A crucial assumption in this model is that the standard of living X is a process with bounded variation (see Eq. (7.11)). By this assumption, the standard living of others is not a risk which agents require to be compensated for. The unit risk-premium in Eq. (7.12) is driven by s through nonlinearities induced by agents heterogeneity. By calibrating their model to US data, Chan and Kogan find that the risk-premium, λ (s), is decreasing and convex in s.1 The mechanism at the heart of this result is an endogenous wealth redistribution in the economy. Clearly, the less risk-averse individuals put a higher proportion of their wealth in the risky assets, compared to the more risk-avers agents. In the poor states of the world, stock prices decrease, the wealth of the less risk-averse lowers more than that of the more risk-averse agents, which reduces the fraction of wealth held by the less risk-averse individuals in the whole economy. Thus, in bad times, the contribution of these less risk-averse individuals to aggregate risk-aversion decreases and, hence, the aggregate risk-aversion increases in the economy.
 
 7.3 Incomplete markets 7.4 Limited stock market participation Basak and Cuoco (1998) consider a model with two agents. One of these agents does not invest in the stock-market, and has logarithmic instantaneous utility, un (c) = log c. From his perspective, markets are incomplete. The second agent, instead, invests in the stock market, and has an instantaneous utility equal to up (c) = (c1−η − 1)/ (1 − η). Both agents are infinitely lived. Clearly, in this economy, the competitive equilibrium is Pareto ineﬃcient. Yet, Basak and Cuoco show how aggregation obtains in this economy. Let cˆi (τ ) be the general equilibrium allocation of the agent i, i = p, n. The first order conditions of the two agents are, cp (τ )) = wp eδτ ξ (τ ) ; u0p (ˆ
 
 cˆn (τ )−1 = wn eδτ −
 
 τ 0
 
 R(s)ds
 
 (7.13)
 
 1 Their numerical results also revealed that in their model, the log of the price-dividend ratio is increasing and concave in s. Finally, their lemma 5 (p. 1281) establishes that in a homogeneous economy, the price-dividend ratio is increasing and convex in s.
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 where wp , wn are two constants, and ξ is the usual pricing kernel process, solution to, dξ (τ ) = −R (τ ) dt − λ (τ ) · dW. ξ (τ )
 
 (7.14)
 
 Let u (D, x) ≡ max [up (cp ) + x · un (cn )] , cp +cn =D
 
 where
 
 cp ) u0p (ˆ = u0p (ˆ cp )ˆ cn x≡ 0 un (ˆ cn )
 
 (7.15)
 
 is a stochastic social weight. By the definition of ξ, x (τ ) is solution to, dx (τ ) = −x (τ ) λ (τ ) dW (τ ) ,
 
 (7.16)
 
 where λ is the unit risk-premium, which as shown in the appendix equals, λ (s) = ησ 0 s−1 ,
 
 where s (τ ) ≡ cˆp (τ )/ D (τ ) .
 
 Then, the equilibrium price system in this tive agent with utility u (D, x). Intuitively, construction, u0p (c∗p (τ )) = u0n (c∗n (τ ))
 
 economy is supported by a fictitious representathe representative agent “allocations” satisfy, by u0p (ˆ cp (τ )) = x (τ ) , u0n (ˆ cn (τ ))
 
 where starred allocations are the representative agent’s “allocations”. In other words, the trick underlying this approach is to find a stochastic social weight process x (τ ) such that the first order conditions of the representative agent leads to the market allocations. This is shown more rigorously in the Appendix. Guvenen (2005) makes an interesting extension of the Basak and Cuoco model. He consider two agents in which only the “rich” invests in the stock-market, and is such that ISErich > IESpoor . He shows that for the rich, a low IES is needed to match the equity premium. However, US data show that the rich have a high IES, which can not do the equity premium. A natural extension of this model is one in which we can disentangle IES and CRRA for the rich. Another issue is that in Guvenen, the market participant is really not the “rich”, since he has the same wage schedule as the “poor”.
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 7.5 Appendix on non-expected utility 7.5.1 Derivation of selected relations in the main text Derivation of Eq. (7.3). We have, P xt+1 = (pit+1 + Dit+1 ) θit+1 P P = (pit+1 + Dit+1 − pit ) θit+1 + pit θit+1 µ ¶ P P pit+1 + Dit+1 − pit pit θit+1 P pit θit+1 = 1+ pit pit θit+1 P = (1 + rit+1 ω it ) (xt − ct ) P pit θit+1 = xt , the definition where the last line follows by the standard budget constraint ct + it+1 −pit , and the definition, rit ≡ pit+1 +D pit pit θit+1 ω it ≡ P . pit θit+1
 
 ¥
 
 Derivation of Eq. (7.8). We have, ¡ ¡ ¡ ¡ ¡ ¡ ¢¢¢ ¢¢¢ P W x − pi θ0i , E V x0 , y 0 V (x, y) = max W c, E V x0 , y 0 = max ; 0 c,ω
 
 θ
 
 x0 =
 
 The set of first order conditions is,
 
 £ ¡ ¢¡ ¢¤ θ0i : 0 = −W1 (·) pi + W2 (·) E V1 x0 , y0 p0i + Di0 ,
 
 ¢ P¡ 0 pi + Di0 θ0i .
 
 i = 1, · · ·, m.
 
 Optimal consumption is c (x, y). Let ν (x, y) ≡ E (V (x0 , y0 )), as in the main text. By replacing Eq. (7.6) into the previous equation, · ¸ ¡ ¡ 0 0 ¢ ¡ 0 0 ¢¢ p0i + Di0 W2 (c (x, y) , ν (x, y)) E W1 c x , y , ν x , y = 1, i = 1, · · ·, m. ¥ W1 (c (x, y) , ν (x, y)) pi Derivation of Eq. (7.9). We have, W (c, ν) =
 
 1−η ρ o ρ 1 n ρ . c + e−δ [(1 − η) ν] 1−η 1−η
 
 From this it follows that, 1−η n ρ o ρ −1 cρ + e−δ [(1 − η) ν] 1−η cρ−1 1−η n ρ o ρ −1 ρ W2 (c, ν) = cρ + e−δ [(1 − η) ν] 1−η e−δ [(1 − η) ν] 1−η −1
 
 W1 (c, ν) =
 
 and,
 
 −1 1−η−ρ ¡ ¢ n £ ¤ ρ o 1−η ¢ 1−η−ρ ¡ ρ c0ρ−1 = W c0 , ν 0 1−η (1 − η) 1−η c0ρ−1 W1 c0 , ν 0 = c0ρ + e−δ (1 − η) ν 0 1−η
 
 where ν 0 ≡ ν (x0 , y 0 ). Therefore,
 
 ¡ ¢ W2 (c, ν) ¡ ¢ W1 c0 , ν 0 = e−δ m x, y; x0 y 0 = W1 (c, ν)
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 µ
 
 ν W (c0 , ν 0 )
 
 ¶
 
 ρ −1 1−η
 
 µ 0 ¶ρ−1 c . c
 
 (7.17)
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 7.5. Appendix on non-expected utility Along any optimal consumption path, V (x, y) = W (c (x, y) , ν (x, y)). Therefore, ¡
 
 0 0
 
 m x, y; x y
 
 ¢
 
 −δ
 
 =e
 
 0
 
 ·
 
 E (V (x0 , y 0 )) V (x0 , y0 )
 
 ¸
 
 ρ −1 1−η
 
 µ 0 ¶ρ−1 c . c
 
 (7.18)
 
 0
 
 (x ,y )) is that v (x, y) = ψ (y)1/(1−η) x, We are left with evaluating the term E(V V (x0 ,y 0 ) . The conjecture to make ± for some function ψ. From this, it follows that V (x, y) = ψ (y) x1−η (1 − η). We have,
 
 V1 (x, y) 1−η−ρ 1−η−ρ 1−η−ρ 1−η−ρ ¡ ¡ ¡ ¢¢¢ = W1 c (x, y) , E V x0 , y0 = W (c, ν) 1−η (1 − η) 1−η cρ−1 = V (x, y) 1−η (1 − η) 1−η cρ−1 .
 
 where the first equality follows by Eq. (7.6), the second equality follows by Eq. (7.17), and the last equality follows by optimality. By making use of the conjecture on V , and rearraning terms, ρ
 
 c (x, y) = a (y) x, ± Hence, V (x0 , y0 ) = ψ (y 0 ) x01−η (1 − η), where
 
 a (y) ≡ ψ (y) (1−η)(ρ−1) .
 
 (7.19)
 
 ¡ ¡ ¢¢ x0 = (1 − a (y)) x 1 + rM y 0 ,
 
 and
 
 (x0 , y0 ))
 
 E (V V (x0 , y 0 )
 
 =
 
 i h E ψ (y 0 ) (1 + rM (y0 ))1−η ψ (y 0 ) (1 + rM (y 0 ))1−η
 
 (7.20)
 
 .
 
 (7.21)
 
 Along any optimal path, V (x, y) = W (c (x, y) , E (V (x0 , y 0 ))). By plugging in W (from Eq. 7.4)) and the conjecture for V ,
 
 Moreover,
 
 ¶ (1−η)(ρ−1) µ h ¡ ¢¡ ρ ¡ 0 ¢¢1−η i ³ −δ ´− 1−η a (y) ρ 0 = e . E ψ y 1 + rM y 1 − a (y)
 
 (7.22)
 
 ¡ ¢¡ ¡ ¢¢1−η h ¡ 0 ¢ ¡ ¡ ¢¢ ρ i (1−η)(ρ−1) ρ ψ y 0 1 + rM y 0 = a y 1 + rM y 0 ρ−1 .
 
 (7.23)
 
 By plugging Eqs. (7.22)-(7.23) into Eq. (7.21), E (V (x0 , y 0 )) V (x0 , y0 )
 
 ³ ´− 1−η ρ = e−δ =
 
 ³ ´− 1−η ρ e−δ
 
 =
 
 ³ ´− 1−η ρ e−δ
 
 "
 
 # (1−η)(ρ−1) ρ
 
 a (y) ρ ρ−1
 
 (1 − a (y)) a (y 0 ) (1 + rM (y 0 )) "µ ¶ # (1−η)(ρ−1) ρ c0 −1 x0 ρ c (1 − a (y)) x (1 + rM (y0 )) ρ−1 "µ ¶ # (1−η)(ρ−1) ρ c0 −1 1 1 c (1 + r (y 0 )) ρ−1 M
 
 where the first equality follows by Eq. (7.19), and the second equality follows by Eq. (7.20). The result follows by replacing this into Eq. (7.18). ¥
 
 7.5.2 Derivation of interest rates and risk-premia in multifactor models We have, QUI QUI QUI
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 7.6 Appendix on economies with heterogenous agents When every agent faces a system of complete markets, the equilibrium can be computed along the lines of Huang (1987), who generalizes the classical approach described in Chapter 2 of Part I of these Lectures. To keep the presentation as close as possible to some of the models of this chapter, we first consider the case of a continuum of agents indexed by the instantaneous utility function ua (c, x), where c is consumption, a is some parameter belonging to some set A, and x is some variable. (For example, x is the “standard of living of others” in the Chan and Kogan (2002) model.) In the context of this chapter, the equilibrium allocation is Pareto eﬃcient if every agent a ∈ A faces a system of complete markets. But by the second welfare theorem, we know that for each Pareto allocation (ca )a∈A , there exists a social weighting function f such that the Pareto allocation can be “implemented” by means of the following program, Z Z ua (ca , x) f (a) da, s.t. ca da = D, u (D, x) = max ca
 
 a∈A
 
 a∈A
 
 where D is the aggregate endowment in the economy. Then, the equilibrium price system is the Arrow-Debreu state price density in an economy with a single agent endowed with the aggregate endowment D, instantaneous utility function u (c, x), and where the social weighting function f equals the reciprocal of the marginal utility of income of the agents, i.e. for a ∈ A, we have that f (a) = marginal utility of income of the agent a. The practical merit of this approach is that while the marginal utility of income is unobservable, the thusly constructed Arrow-Debreu state price density depends on the “infinite dimensional parameter”, f , which can be easily calibrated to reproduce the main quantitative features of consumption and asset price data. We now apply this approach to indicate how to derive the Chan and Kogan (2002) equilibrium conditions. The “catching up with the Joneses” economy in Chan and Kogan (2002). In the contex of this model, markets are complete, and we have that A = [1, ∞] and uη (cη , x) = ( cη / x)1−η / (1 − η). The static optimization problem can be written as, u (D, x) = max cη
 
 Z
 
 ∞
 
 1
 
 ( cη / x)1−η f (η) dη, 1−η
 
 s.t.
 
 Z
 
 ∞
 
 ( cη / x) dη = D/ x.
 
 [Soc-Pl]
 
 1
 
 The first order conditions of the social planner problem [Soc-Pl] lead to, ( cη / x)−η f (η) = V ( D/ x) ,
 
 (7.24)
 
 where V is a Lagrange multiplier, a function of the aggregate endowment D, normalized by x. It is determined by the equation, Z ∞
 
 1
 
 1
 
 V ( D/ x)− η f (η) η dη = D/ x,
 
 1
 
 which is obtained by replacing Eq. (7.24) into the integrand of the social planner utility function. The expression for the unit risk-premium in Eq. (7.12) follows by, λ (s) = −
 
 µ
 
 ∂ 2 u (D, x) ∂D2
 
 Á
 
 ∂u (D, x) ∂D
 
 ¶
 
 σ 0 D,
 
 and lenghty computations, after setting D/ x = es . The short-term rate can be computed by calculating the expectation of the pricing kernel in this fictitious representative agent economy.
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 It is instructive to compare the first order conditions of the social planner in Eq. (7.24) with those of the decentralized economy. Since markets are complete, we have that the first order conditions in the decentralized economy satisfy: e−δt ( cη (t)/ x (t))−η = κ (η) ξ (t) x (t) ,
 
 (7.25)
 
 where κ (η) is the marginal utility of income for the agent η, and ξ (t) is the usual pricing kernel. By eliminating ( cη / x)−η from Eq. (7.24) and Eq. (7.25) we obtain, eδt x (t) ξ (t) 1 = , V ( D (t)/ x (t)) f (η) κ (η)
 
 (t, η) ∈ [0, ∞) × [1, ∞).
 
 In this equation, the left hand side does not depend on η, and the right hand side does not depend on time t. Therefore, there must exist a constant const > 0 such that both sides of this equation are equal to. Moreover, we have x (0) . const = V ( D (0)/ x (0)) Hence, f (η) is inversely related to the marginal utility of income for the agent η. [Remains to be shown that const = 1.] Incomplete markets in the Basak and Cuoco (1998) economy with restricted stock market participation. We first show that Eq. (7.16) holds true. Indeed, by the definition of the stochastic social weight in Eq. (7.15), we have that x (τ ) = u0p (ˆ cp (τ ))ˆ cn (τ ) =
 
 wp ξ (τ ) e wn
 
 τ 0
 
 R(s)ds
 
 where the second line follows by the first order conditions in Eq. (7.13). Eq. (7.16) follows by the previous expression for x and the dynamics for the pricing kernel in Eq. (7.14).
 
 QUI QUI QUI By Chapter 6 (Appendix 1), the unit risk premium λ satisfies, λ(D, x) = −
 
 u12 (D, x)x u11 (D, x) σ0D + λ(D, x). u1 (D, x) u1 (D, x)
 
 This is: σ0 D u1 (D, x)u11 (D, x) · u1 (D, x) − u12 (D, x)x u1 (D, x) ca ) u00 (ˆ σ0D =− a u1 (D, x) ca )ˆ ca u00 (ˆ σ 0 s−1 . = − a0 ua (ˆ ca )
 
 λ(D, x) = −
 
 where the second line follows by Basak and Cuoco (identity (33), p. 331) and the third line follows by the definition of u(D, x) and s. The Sharpe ratio reported in the main text follows by the definition of ua . The interest rate is also found through Chapter 6 (appendix 1). We have, R(s) = δ +
 
 ηg0 1 η(η + 1)σ 20 − . η − (η − 1)s 2 s(η − (η − 1)s)
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 Finally, by applying Itˆ o’s lemma to s = cDa , and using the optimality conditions for agent a, I find that drift and diﬀusion functions of s are given by: ¸ · (1 − η)(1 − s) 1 (η + 1)σ 20 1 (η + 1)σ 20 s− + + σ 0 (s − 1), φ(s) = g0 η + (1 − η)s 2 η + (1 − η) s 2 s and ξ(s) = σ 0 (1 − s).
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 8 Derivatives
 
 8.1 Introduction This chapter is under construction. I shall include material on futures, American options, exotic options, and evaluation of contingent through trees. I shall illustrate more systematically the general ideas underlying implied trees, and cover details on how to deal with market imperfections.
 
 8.2 General properties of derivative prices A European call (put) option is a contract by which the buyer has the right, but not the obligation, to buy (sell) a given asset at some price, called the strike, or exercise price, at some future date. Let C and p be the prices of the call and the put option. Let S be the price of the asset underlying the contract, and K and T be the exercise price and the expiration date. Finally, let t be the current evaluation time. The following relations hold true, ½ ½ K − S(T ) if S(T ) ≤ K 0 if S(T ) ≤ K p(T ) = C(T ) = 0 if S(T ) > K S(T ) − K if S(T ) > K or more succinctly, C(T ) = (S(T ) − K)+ and p(T ) = (K − S(T ))+ . Figure 8.1 depicts the net profits generated by a number of portfolios that include one asset (a share, say) and/or one option written on the share: buy a share, buy a call, short-sell a share, buy a put, etc. To simplify the exposition, we assume that the short-term rate r = 0. The first two panels in Figure 8.1 illustrate instances in which the exposure to losses is less important when we purchase an option than the share underlying the option contract. For example, consider the first panel, in which we depicts the two net profits related to (i) the purchase of the share and (ii) the purchase of the call option written on the share. Both cases generate positive net profits when S(T ) is high. However, the call option provides “protection” when S(T ) is low, at least insofar as C(t) < S(t), a no-arbitrage condition we shall demonstrate later. It is this protecting feature to make the option contract economically valuable.
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 π (S)T = S (T) − S (t)
 
 π (c)T = c(T) − c(t)
 
 K
 
 S(T)
 
 K + c(t)
 
 S(T)
 
 S(t)
 
 − c(t) − S(t)
 
 Buy share
 
 S(t)
 
 Buy call
 
 π (-S)T = S(t) - S(T)
 
 π (p)T = p(T) - p(t)
 
 K
 
 S(T)
 
 K - p(t)
 
 S(t)
 
 S(T)
 
 -p(t)
 
 Short-sell share
 
 Buy put
 
 π(-c)T = c(t) - c(T)
 
 π(-p)T = p(t) - p(T)
 
 c(t)
 
 p(t) K + c(t) K
 
 S(T)
 
 K
 
 p(t) - K
 
 Sell call
 
 K - p(t)
 
 Sell put
 
 FIGURE 8.1.
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 π(c)T = c(T) - c(t)
 
 K -S(t)
 
 K+c(t)
 
 B
 
 S(T)
 
 A
 
 -c(t)
 
 -(K+c(t)) -S(t) B
 
 FIGURE 8.2.
 
 Figure 8.2 illustrates this. It depicts two price configurations. The first configuration is such that the share price is less than the option price. In this case, the net profits generated by the purchase of the share, the AA line, would strictly dominate the net profits generated by the purchase of the option, π (C)T , an arbitrage opportunity. Therefore, we need that C (t) < S (t) to rule this arbitrage opportunity. Next, let us consider a second price configuration. Such a second configuration arises when the share and option prices are such that the net profits generated by the purchase of the share, the BB line, is always dominated by the net profits generated by the purchase of the option, π(C)T , an arbitrage opportunity. Therefore, the price of the share and the price of the option must be such that S (t) < K +C (t), or C (t) > S (t)−K. Finally, note that the option price is always strictly positive as the option payoﬀ is nonnegative. Therefore, we have that (S (t) − K)+ < C (t) < S (t). Proposition 8.1 below provides a formal derivation of this result in the more general case in which the short-term rate is positive. Let us go back to Figure 8.1. This figure suggests that the price of the call and the price of the put are intimately related. Indeed, by overlapping the first two panels, and using the same arguments used in Figure 8.2, we see that for two call and put contracts with the same exercise price K and expiration date T , we must have that C (t) > p (t) −K. The put-call parity provides the exact relation between the two prices C (t) and p (t). Let P (t, T ) be the price as of time t of a pure discount bond expiring at time T . We have: Proposition 8.1 (Put-call parity). Consider a put and a call option with the same exercise price K and the same expiration date T . Their prices p(t) and C(t) satisfy, p (t) = C (t) − S (t) + KP (t, T ). Proof. Consider two portfolios: (A) Long one call, short one underlying asset, and invest KP (t, T ); (B) Long one put. The table below gives the value of the two portfolios at time t 205
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 Portfolio A Portfolio B
 
 Value at t C (t) − S (t) + KP (t, T ) p (t)
 
 Value at T S(T ) ≤ K S(T ) > K −S(T ) + K S(T ) − K − S(T ) + K K − S (T ) 0
 
 The two portfolios have the same value in each state of nature at time T . Therefore, their values at time t must be identical to rule out arbitrage. ¥ By proposition 8.1, the properties of European put prices can be mechanically deduced from those of the corresponding call prices. We focus the discussion on European call options. The following proposition gathers some basic properties of European call option prices before the expiration date, and generalizes the reasoning underlying Figure 8.2. Proposition 8.2. The rational option price C (t) = C (S (t) ; K; T − t) satisfies the following properties: (i) C (S (t) ; K; T − t) ≥ 0; (ii) C (S (t) ; K; T − t) ≥ S(t) − KP (t, T ); and (iii) C (S (t) ; K; T − t) ≤ S (t). Proof. Part (i) holds because Pr {C (S (T ) ; K; 0) > 0} > 0, which implies that C must be nonnegative at time t to preclude arbitrage opportunities. As regards Part (ii), consider two portfolios: Portfolio A, buy one call; and Portfolio B, buy one underlying asset and issue debt for an amount of KP (t, T ). The table below gives the value of the two portfolios at time t and at time T . Value at T Value at t S(T ) ≤ K S(T ) > K Portfolio A C(t) 0 S(T ) − K Portfolio B S (t) − KP (t, T ) S(T ) − K S(T ) − K
 
 At time T , Portfolio A dominates Portfolio B. Therefore, in the absence of arbitrage, the value of Portfolio A must dominate the value of Portfolio B at time t. To show Part (iii), suppose the contrary, i.e. C (t) > S (t), which is an arbitrage opportunity. Indeed, at time t, we could sell m options (m large) and buy m of the underlying assets, thus making a sure profit equal to m · (C (t) − S (t)). At time T , the option will be exercized if S (T ) > K, in which case we shall sell the underlying assets and obtain m · K. If S (T ) < K, the option will not be exercized, and we will still hold the asset or sell it and make a profit equal to m · S (T ). ¥ Proposition 8.2 can be summarized as follows: max {0, S (t) − KP (t, T )} ≤ C (S (t) ; K; T − t) ≤ S (t) . The next corollary follows by Eq. (8.1).
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 FIGURE 8.3.
 
 Corollary 8.3. We have, (i) limS→0 C (S; K; T − t) → 0; (ii) limK→0 C (S; K; T − t) → S; (iii) limT →∞ C(S; K; T − t) → S. The previous results provide the basic properties, or arbitrage bounds, that option prices satisfy. First, consider the top panel of Figure 8.3. Eq. (8.1) tells us that C (t) must lie inside the AA and the BB lines. Second, Corollary 8.3(i) tells us that the rational option price starts from the origin. Third, Eq. (8.1) also reveals that as S → ∞, the option price also goes to infinity; but because C cannot lie outside the the region bounded by the AA line and the BB lines, C will go to infinity by “sliding up” through the BB line. How does the option price behave within the bounds AA and BB? That is impossible to tell. Given the boundary behavior of the call option price, we only know that if the option price is strictly convex in S, then it is also increasing in S, In this case, the option price could be as in the left-hand side of the bottom panel of Figure 8.3. This case is the most relevant, empirically. It is predicted by the celebrated Black and Scholes (1973) formula. However, this property is not a general property of option prices. Indeed, Bergman, Grundy and Wiener (1996) show that in one-dimensional diﬀusion models, the price of a contingent claim written on a tradable asset is convex in the underlying asset price if the payoﬀ of the claim is convex in the underlying asset price (as in the case of a Europen call option). In our context, the boundary conditions guarantee that the price of the option is then increasing and convex in the price of the underlying asset. However, Bergman, Grundy and Wiener provide several counterexamples in which the price of a call option can be decreasing over some range of the price of the asset underlying the option contract. These counter-examples include models with jumps, or the models with stochastic volatility that we shall describe later in this chapter. Therefore, there are no reasons to exclude that the option price behavior could be as that in right-hand side of the bottom panel of Figure 8.3.
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 The economic content of convexity in this context is very simple. When the price S is small, it is unlikely that the option will be exercized. Therefore, changes in the price S produce little eﬀect on the price of the option, C. However, when S is large, it is likely that the option will be exercized. In this case, an increase in S is followed by almost the same increase in C. Furthermore, the elasticity of the option price with respect to S is larger than one, ≡
 
 dC S · > 1, dS C
 
 as for a convex function, the first derivative is always higher than the secant. Overall, the option price is more volatile than the price of the asset underlying the contract. Finally, call options are also known as “wasting assets”, as their value decreases over time. Figure 8.4 illustrate this property, in correspondence of the maturity dates T1 > T2 > T3 . These properties illustrate very simply the general principles underlying a portfolio that “mimicks” the option price. For example, investment banks sell options that they want to hedge against, to avoid the exposure to losses illustrated in Figure 8.1. At a very least, the portfolio that “mimicks” the option price must exhibit the previous general properties. For example, suppose we wish our portfolio to exhibit the behavior in the left-hand side of the bottom panel of Figure 8.3, which is the most relevant, empirically. We require the portfolio to exhibit a number of properties. P1) The portfolio value, V , must be increasing in the underlying asset price, S. P2) The sensitivity of the portfolio value with respect to the underlying asset price must be strictly positive and bounded by one, 0 < dV < 1. dS P3) The elasticity of the portfolio value with respect to the underlying asset price must be strictly greater than one, dV · VS > 1. dS The previous properties hold under the following conditions: C1) The portfolio includes the asset underlying the option contract. C2) The number of assets underlying the option contract is less than one. 208
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 C3) The portfolio includes debt to create a suﬃciently large elasticity. Indeed, let V = θS −D, where θ is the number of assets underlying the option contract, with θ ∈ (0, 1), and D is debt. Then, dV > θ and dV · S = θ · VS > 1 ⇔ θS > V = θS − D, which holds if and only dS dS V if D > 0. In fact, the hedging problem is dynamic in nature, and we would expect θ to be a function of the underlying asset price, S, and time to expiration. Therefore, we require the portfolio to display the following additional property: P4) The number of assets underlying the option contract must increase with S. Moreover, when S is low, the value of the portfolio must be virtually insensitive to changes in S. When S is high, the portfolio must include mainly the assets underlying the option contract, to make the portfolio value “slide up” through the BB line in Figure 8.3. The previous property holds under the following condition: C4) θ is an increasing function of S, with limS→0 θ (S) → 0 and limS→∞ θ (S) → 1. Finally, the purchase of the option does not entail any additional inflows or outflows until time to expiration. Therefore, we require that the “mimicking” portfolio display a similar property: P5) The portfolio must be implemented as follows: (i) any purchase of the asset underlying the option contract must be financed by issue of new debt; and (ii) any sells of the asset underlying the option contract must be used to shrink the existing debt: The previous property of the portfolio just says that the portfolio has to be self-financing, in the sense described in the first Part of these lectures. C5) The portfolio is implemented through a self-financing strategy. We now proceed to add more structure to the problem.
 
 8.3 Evaluation We consider a continuous-time model in which asset prices are driven by a d-dimensional Brownian motion W .1 We consider a multivariate state process P dY (h) (t) = ϕh (y (t)) dt + dj=1 hj (y (t)) dW (j) (t) ,
 
 for some functions ϕh and hj (y), satisfying the usual regularity conditions. The price of the primitive assets satisfy the regularity conditions in Chapter 4. The value of a portfolio strategy, V , is V (t) = θ (t) · S+ (t). We consider a self-financing portfolio. Therefore, V is solution to h i dV (t) = π (t)> (µ (t) − 1m r (t)) + r (t) V (t) − C (t) dt + π (t)> σ (t) dW (t) , (8.2) where π ≡ (π (1) , ..., π (m) )> , π (i) ≡ θ(i) S (i) , µ ≡ (µ(1) , ..., µ(m) )> , S (i) is the price of the i-th asset, µ(i) is its drift and σ (t) is the volatility matrix of the price process. We impose that V satisfy the same regularity conditions in Chapter 4.
 
 1 As usual, we let {F (t)} W (t) = σ (W (s) , s ≤ t) generated by W , with t∈[0,T ] be the P -augmentation of the natural filtration F F = F (T ).
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 Chapter 4 emphasizes how “spanning” is important to solve for optimal consumption-portfolio choices using martingale techniques. This section emphasizes how spanning helps defining replicating strategies that lead to price “redundant” assets. Heuristically, a set of securities “spans” a given vector space if any point in that space can be generated by a linear combination of the security prices. In our context, “spanning” means that a portfolio of securities can “replicate” any F (T )-measurable random variable. The random variable can be the payoﬀ promised by a contingent claim, such as that promised by a European call. Alternatively, we may think of this variable to be net consumption, as in the two-dates economy with a continuum of intermediate financial transaction dates considered by Harrison and Kreps (1979) and Duﬃe and Huang (1985) (see Chapter 4). Formally, let V x,π (t) denote the solution to Eq. (8.2) when the initial wealth is x, the portfolio policy is π, and the intermediate consumption is C ≡ 0. We say that the portfolio policy π ˜ almost surely, where X ˜ is any square-integrable F(T )-measurable spans F (T ) if V x,π (T ) = X random variable. Chapter 4 provides a characterization of the spanning property relying on the behavior of asset prices under the risk-adjusted probability measure, Q. In the context of this chapter, it is convenient to analyze the behavior of the asset prices under the physical probability, P . In the diﬀusion environment of this chapter, the asset prices are semimartingales under P . More generally, let consider the following representation of a F(t)-P semimartingale, dA(t) = dF (t) + γ˜ (t)dW (t), where F is a process with finite variation, and γ˜ ∈ L20,T,d (Ω, F, P ). We wish to replicate A through a portfolio. First, then, we must look for a portfolio π satisfying ¢ ¡ (8.3) γ˜ (t) = π > σ (t) . Second, we equate the drift of V to the drift of F , obtaining,
 
 dF (t) = π (t)> (µ (t) − 1m r (t)) + r (t) V (t) = π (t)> (µ (t) − 1m r (t)) + r (t) F (t) . (8.4) dt The second equality holds because if drift and diﬀusion terms of F and V are identical, then F (t) = V (t). Clearly, if m < d, there are no solutions for π in Eq. (8.3). The economic interpretation is that in this case, the number of assets is so small that we can not create a portfolio able to replicate all possible events in the future. Mathematically, if m < d, then V x,π (T ) ∈ M ⊂ L2 (Ω, F, P ). As Chapter 4 emphasizes, there is also a converse to this result, which motivates the definition of market incompleteness given in Chapter 4 (Definition 4.5). 8.3.2 Option pricing Eq. (8.4) is all we need to price any derivative asset which promises to pay oﬀ some F(T )measurable random variable. The first step is to cast Eq. (8.4) in a less abstract format. Let us consider a semimartingale in the context of the diﬀusion model of this section. For example, let us consider the price process H (t) of a European ¡ call option. ¢ This price process is rationally 1,2 k formed if H (t) = C (t, y (t)), for some C ∈ C [0, T ) × R . By Itˆo’s lemma, µ ¶ ∂C C dC = µ ¯ Cdt + J dW, ∂Y 210
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 8.3. Evaluation where µ ¯ C C = ∂C + ∂t d × d. Finally,
 
 Pk
 
 ∂C l=1 ∂yl ϕl
 
 (t, y) +
 
 1 2
 
 Pk Pk l=1
 
 ∂2C j=1 ∂yl ∂yj cov (yl , yj );
 
 ∂C/ ∂Y is 1 × d; and J is
 
 ˜ ∈ L2 (Ω, F, P ) . C (T, y) = X
 
 In this context, µ ¯ C C and (∂C/ ∂Y ) · J play the same roles as dF / dt and γ˜ in the previous section. In particular, the volatility identification µ ¶ ¡ ¢ ∂C J (t) = π > σ (t) , ∂Y
 
 corresponds to Eq. (8.3). As an example, let m = d = 1, and suppose that the only state variable of the economy is the price of a share, ϕ(s) = µs, cov(s) = σ2 s2 , and µ and σ2 are constants, then (∂C/ ∂Y ) · J = CS σS, π = CS S, and by Eq. (8.4),
 
 ∂C ∂C 1 ∂ 2C 2 2 ∂C + µS + S (µ − r) + rC. (8.5) σ S = π (µ − r) + rC = ∂t ∂S 2 ∂S 2 ∂S By the boundary condition, C (T, s) = (s − K)+ , one obtains that the solution is the celebrated Black and Scholes (1973) formula, C (t, S) = SΦ(d1 ) − Ke−r(T −t) Φ(d2 ) where S log( K ) + (r + 12 σ 2 )(T − t) √ d1 = , σ T −t
 
 √ d2 = d1 − σ T − t;
 
 1 Φ(x) = √ 2π
 
 (8.6) Z
 
 x
 
 1
 
 2
 
 e− 2 u du.
 
 −∞
 
 Note that we can obtain Eq. (8.6) even without assuming that a market exists for the option during the life of the option,2 and that the pricing function C (t, S) is diﬀerentiable. As it turns out, the option price is diﬀerentiable, but this can be shown to be a result, not just an assumption. Indeed, let us define the function C (t, S) that solves Eq. (9.27), with the boundary condition C (T, S) = (S − K)+ . Note, we are not assuming this function is the option price. Rather, we shall show this is the option price. Consider a self-financed portfolio of bonds and stocks, with π = CS S. Its value satisfies, dV = [CS S(µ − r) + rV ] dt + CS σSdW. Moreover, by Itˆo’s lemma, C (t, s) is solution to µ ¶ 1 2 2 dC = Ct + µSCS + σ S CSS dt + CS σSdW. 2
 
 By substracting these two equations,
 
 1 dV − dC = [−Ct − rSCS − σ 2 S 2 CSS + rV ]dt = r (V − C) dt. | {z 2 } −rC
 
 Hence, we have that V (τ ) − C (τ , S (τ )) = [V (0) − C (0, S (0))] exp(rτ ), for all τ ∈ [0, T ]. Next, assume that V (0) = C (0, S (0)). Then, V (τ ) = C (τ , S (τ )) and V (T ) = C (T, S (T )) = (S (T ) − K)+ . That is, the portfolio π = CS S replicates the payoﬀ underlying the option contract. Therefore, V (τ ) equals the market price of the option. But V (τ ) = C (τ , S (τ )), and we are done. 2 The original derivation of Black and Scholes (1973) and Merton (1973) relies on the assumption that an option market exists (see the Appendix to this chapter).
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 8.3.3 The surprising cancellation, and the real meaning of “preference-free” formulae Due to what Heston (1993a) (p. 933) terms “a surprising cancellation”, the constant µ doesn’t show up in the final formula. Heston (1993a) shows that this property is not robust to modifications in the assumptions for the underlying asset price process.
 
 8.4 Properties of models 8.4.1 Rational price reaction to random changes in the state variables We now derive some general properties of option prices arising in the context of diﬀusion processes. The discussion in this section hinges upon the seminal contribution of Bergman, Grundy and Wiener (1996).3 We take as primitive, p dS (τ ) = µ (S (τ )) dτ + 2σ (S (τ ))dW (τ ) , S (τ )
 
 and develop some properties of a European-style option price at time τ , denoted as C (S (τ ) , τ , T ), where T is time-to-expiration. Let the payoﬀ of the option be the function ψ(S), where ψ satisfies ψ0 (S) > 0. In the absence of arbitarge, C satisfies the following partial diﬀerential equation ½ 0 = Cτ + CS r + CSS σ(S) − rC for all (τ , S) ∈ [t, T ) × R++ C(S, T, T ) = ψ(S) for all S ∈ R++ Let us diﬀerentiate the previous partial diﬀerential equation with respect to S. The result is that H ≡ CS satisfies another partial diﬀerential equation, ½ 0 = Hτ + (r + σ 0 (S)) HS + HSS σ(S) − rH for all (τ , S) ∈ [t, T ) × R++ 0 H(S, T, T ) = ψ (S) > 0 for all S ∈ R++ (8.7) By the maximum principle reviewed in the Appendix of Chapter 6, we have that, H (S, τ , T ) > 0 for all (τ , S) ∈ [t, T ] × R++ . That is, we have that in the scalar diﬀusion setting, the option price is always increasing in the underlying asset price. Next, let us consider how the price behave when we tilt the volatility of the underlying asset price. That is, consider two economies A and B with prices (C i , S i )i=A,B . We assume that the asset price volatility is larger in the first economy than in the second economy, viz p dS i (τ ) ˆ (τ ) , i = A, B, = rdτ + 2σ i (S i (τ ))dW i S (τ )
 
 ˆ is Brownian motion under the risk-neutral probability, and σ A (S) > σ B (S), for all where W S. It is easy to see that the price diﬀerence, ∇C ≡ C A − C B , satisfies, £ ¤ ¡ ¢ B ½ 0 = ∇Cτ + r∇CS + ∇CSS · σ A (S) − r∇C + σ A − σ B CSS , for all (τ , S) ∈ [t, T ) × R++ ∇C = 0, for all S (8.8) 3 Moreover,
 
 Eqs. (8.7), (8.8) and (8.9) below can be seen as particular cases of the general results given in Chapter 6.
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 By the maximum principle, again, ∇C > 0 whenever CSS > 0. Therefore, it follows that if option prices are convex in the underlying asset price, then they are also always increasing in the volatility of the underlying asset prices. Economically, this result follows because volatility changes are mean-preserving spread in this context. We are left to show that CSS > 0. Let us diﬀerentiate Eq. (8.7) with respect to S. The result is that Z ≡ HS = CSS satisfies the following partial diﬀerential equation, ½ 0 = Zτ + (r + 2σ0 (S)) ZS + ZSS σ(S) − (r − σ 00 (S))Z for all (τ , S) ∈ [t, T ) × R++ H(S, T, T ) = ψ00 (S) for all S ∈ R++ (8.9) By the maximum principle, we have that H (S, τ , T ) > 0 for all (τ , S) ∈ [t, T ] × R++ , whenever ψ00 (S) > 0 ∀S ∈ R++ . That is, we have that in the scalar diﬀusion setting, the option price is always convex in the underlying asset price if the terminal payoﬀ is convex in the underlying asset price. In other terms, the convexity of the terminal payoﬀ propagates to the convexity of the pricing function. Therefore, if the terminal payoﬀ is convex in the underlying asset price, then the option price is always increasing in the volatility of the underlying asset price. 8.4.2 Recoverability of the risk-neutral density from option prices Consider the price of a European call, Z Z ∞ + [S(T ) − K] dQ (S(T )| S(t)) = P (t, T ) C (S(t), t, T ; K) = P (t, T )
 
 ∞
 
 K
 
 0
 
 (x − K) q (x| S(t)) dx,
 
 where Q is the risk-neutral measure and q(x+ | x)dx ≡ dQ(x+ | x). This is indeed a very general formula, as it does not rely on any parametric assumptions for the dynamics of the price underlying the option contract. Let us diﬀerentiate the previous formula with respect to K, Á Z ∞ ∂C (S(t), t, T ; K) P (t, T ) = − q (x| S(t)) dx, ∂K K where we assumed that limx→∞ x · q (x+ | S(t)) = 0. Let us diﬀerentiate again, Á ∂ 2 C (S(t), t, T ; K) P (t, T ) = q (K| S(t)) . ∂K 2
 
 (8.10)
 
 Eq. (8.10) provides a means to “recover” the risk-neutral density using option prices. The Arrow-Debreu state density, AD (S + = u| S(t)), is given by, ¯ Á 2 ¯ ¯ ¢ ¡ +¯ ¡ + ¢¯ ± C (S(t), t, T ; K) ∂ ¯ ¯ ¯ ¯ P (t, T )2 . AD S = u S(t) = q S S (t) S + =u P (t, T ) = ¯ 2 ∂K K=u These results are very useful in applied work.
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 8.5 Stochastic volatility 8.5.1 Statistical models of changing volatility One of the most prominent advances in the history of empirical finance is the discovery that financial returns exhibit both temporal dependence in their second order moments and heavypeaked and tailed distributions. Such a phenomenon was known at least since the seminal work of Mandelbrot (1963) and Fama (1965). However, it was only with the introduction of the autoregressive conditionally heteroscedastic (ARCH) model of Engle (1982) and Bollerslev (1986) that econometric models of changing volatility have been intensively fitted to data. An ARCH model works as follows. Let {yt }N t=1 be a record of observations on some asset returns. That is, yt = log St /St−1 , where St is the asset price, and where we are ignoring dividend issues. The empirical evidence suggests that the dynamics of yt are well-described by the following model: yt = a + t ;
 
 t | Ft−1
 
 ∼ N(0, σ 2t );
 
 σ 2t = w + α
 
 2 t−1
 
 + βσ 2t−1 ;
 
 (8.11)
 
 where a, w, α and β are parameters and Ft denotes the information set as of time t. This model is known as the GARCH(1,1) model (Generalized ARCH). It was introduced by Bollerslev (1986), and collapses to the ARCH(1) model introduced by Engle (1982) once we set β = 0. ARCH models have played a prominent role in the analysis of many aspects of financial econometrics, such as the term structure of interest rates, the pricing of options, or the presence of time varying risk premia in the foreign exchange market. A classic survey is that in Bollerslev, Engle and Nelson (1994). The quintessence of ARCH models is to make volatility dependent on the variability of past observations. An alternative formulation initiated by Taylor (1986) makes volatility driven by some unobserved components. This formulation gives rise to the stochastic volatility model. Consider, for example, the following stochastic volatility model, yt = a + t ; log σ 2t = w + α log
 
 ∼ N(0, σ 2t ); 2 2 t−1 + β log σ t−1 + η t ; t | Ft−1
 
 η t | Ft−1 ∼ N(0, σ 2η )
 
 where a, w, α, β and σ2η are parameters. The main diﬀerence between this model and the GARCH(1,1) model in Eq. (8.11) is that the volatility as of time t is not predetermined by the past forecast error, t . Rather, this volatility depends on the realization of the stochastic volatility shock η t at time t. This makes the stochastic volatility model considerably richer than a simple ARCH model. As for the ARCH models, SV models have also been intensively used, especially following the progress accomplished in the corresponding estimation techniques. The seminal contributions related to the estimation of this kind of models are mentioned in Mele and Fornari (2000). Early contributions that relate changes in volatility of asset returns to economic intuition include Clark (1973) and Tauchen and Pitts (1983), who assume that a stochastic process of information arrival generates a random number of intraday changes of the asset price. 8.5.2 Option pricing implications Parallel to the empirical research into asset returns volatility, practitioners and option pricing theorists realized that the assumption of constant volatility underlying the Black and Scholes 214
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 (1973) and Merton (1973) formulae was too restrictive. The Black-Scholes model assumes that the price of the asset underlying the option contract follows a geometric Brownian motion, dS (τ ) = µdτ + σdW (τ ) , S (τ ) where W is a Brownian motion, and µ, σ are constants. As explained earlier, σ is the only parameter to enter the formula. The assumption that σ is constant is inconsistent with the empirical evidence. This assumption is also inconsistent with the empirical evidence on the cross-section of option prices. Empirically, the “implied volatility”, i.e. the value of σ that equates the Black-Scholes formula to the market price of the option, depends on the “moneyness of the option”. Let us define the “moneyness of the option” as, S(t)er(T −t) mo ≡ , K where r is the short-term rate, K is the strike of the option, and T is the maturity date of the option contract. Then, the empirical evidence suggests that the “implied volatility” is ∪-shaped 1 in mo . This phenomenon is known as the smile eﬀect. Ball and Roma (1994) (p. 602) and Renault and Touzi (1996) were the first to point out that a smile eﬀect arises when the asset return exhibits stochastic volatility. In continuous time,4 dS (τ ) = µdτ + σ (τ ) dW (τ ) S (τ ) dσ(τ )2 = b(S(τ ), σ(τ ))dτ + a(S(τ ), σ(τ ))dW σ (τ )
 
 (8.12)
 
 where W σ is another Brownian motion, and b and a are some functions satisfying the usual regularity conditions. In other words, let us suppose that Eqs. (8.12) constitute the data generating process. Then, the fundamental theorem of asset pricing (FTAP, henceforth) tells us that there is a probability measure equivalent to P , Q say (the so-called risk-neutral probability measure), such that the rational option price C(S(t), σ(t)2 , t, T ) is given by, ¯ £ ¤ C(S(t), σ(t)2 , t, T ) = e−r(T −t) E (S(T ) − K)+ ¯ S(t), σ(t)2 ,
 
 where E [·] is the expectation taken under the probability Q. Next, if we continue to assume that option prices are really given by the previous formula, then, by inverting the Black-Scholes formula produces a “constant” volatility that is ∪-shaped with respect to K. The first option pricing models with stochastic volatility are developed by Hull and White (1987), Scott (1987) and Wiggins (1987). Explicit solutions have always proved hard to derive. If we exclude the approximate solution provided by Hull and White (1987) or the analytical solution provided by Heston (1993b),5 we typically need to derive the option price through 4 In an important paper, Nelson (1990) shows that under regularity conditions, the GARCH(1,1) model converges in distribution to the solution of the following stochastic diﬀerential equation:
 
 dσ(τ )2 = (ω − ϕσ(τ )2 )dt + ψσ(τ )2 dW σ (τ ), where W σ is a standard Brownian motion, and ω, ϕ, and ψ are parameters. See Mele and Fornari (2000) (Chapter 2) for additional results on this kind of convergence. Corradi (2000) develops a critique related to the conditions underlying these convergence results. 5 The Heston’s solution relies on the assumption that stochastic volatility is a linear mean-reverting “square-root” process. In a square root process, the instantaneous variance of the process is proportional to the level reached by that process: in model (8.12), for instance, a(S, σ) = a · σ, where a is a constant. In this case, it is possible to show that the characteristic function is exponential-aﬃne in the state variables s and σ. Given a closed-form solution for the characteristic function, the option price is obtained through standard Fourier methods.
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 some numerical methods based on Montecarlo simulation or the numerical solution to partial diﬀerential equations. In addition to these important computational details, models with stochastic volatility lead to serious economic issues. Typically, the presence of stochastic volatility generates market incompleteness. As we pointed out earlier, market incompleteness means that we can not hedge against future contingencies. In our context, market incompleteness arises because the number of the assets available for trading (one) is less than the sources of risk (i.e. the two Brownian motions).6 In our option pricing problem, there are no portfolios including only the underlying asset and a money market account that could replicate the value of the option ¡ at the expiration ¢ date. Precisely, let C be the rationally formed price at time t, i.e. C (τ ) = C S (τ ) , σ (τ )2 , τ , T , where σ(τ )2 is driven by a Brownian motion W σ , which is diﬀerent from W . The value of the portfolio that only includes the underlying asset is only driven by the Brownian motion driving the underlying asset price, i.e. it does not include W σ . Therefore, the value of the portfolio does not factor in all the random fluctuations that move the return volatility, σ (τ )2 . Instead, the option price depends on this return¡volatility as we have ¢ assumed that the option price, C (τ ), is rationally formed, i.e. C (τ ) = C S (τ ) , σ (τ )2 , τ , T . In other words, trading with only the underlying asset does not allow for a perfect replication of the option price, C. In turn, rembember, a perfect replication of C is the condition we need to obtain a unique preference-free price of the option. To summarize, the presence of stochastic volatility introduces two inextricable consequences: • Perfect hedging strategies are impossible. • There is an infinity of option prices that are compatible with the requirement that there are not arbitrage opportunities. The next section aims at showing these claims in more detail.7 - Post 1987 crash data, smirks and asymmetries. 8.5.3 Stochastic volatility and market incompleteness Let us suppose that the asset price is solution to Eq. (8.12). To simplify, we assume that W and W σ are independent. Since C is rationally formed, C(τ ) = C(S(τ ), σ(τ )2 , τ , T ). By Itˆo’s lemma, · ¸ ∂C 1 2 2 1 2 dC = + µSCS + bCσ2 + σ S CSS + a Cσ2 σ2 dτ + σSCS dW + aCσ2 dW σ . ∂t 2 2 Next, let us consider a self-financing portfolio that includes (i) one call, (ii) −α shares, and (iii) −β units of the money market account (MMA, henceforth). The value of this portfolio is V = C − αS − βP , and satisfies dV = dC − αdS − βdP ¸ · 1 2 2 1 2 ∂C + µS (CS − α) + bCσ2 + σ S CSS + a Cσ2 σ2 − rβP dτ + σS (CS − α) dW + aCσ2 dW σ . = ∂t 2 2 6 Naturally,
 
 markets can be “completed” by the presence of the option. However, in this case the option price is not preference free. 7 The mere presence of stochastic volatility is not necessarily a source of market incompleteness. Mele (1998) (p. 88) considers a “circular” market with m asset prices, in which (i) the asset price no. i exhibits stochastic volatility, and (ii) this stochastic volatility is driven by the Brownian motion driving the (i − 1)-th asset price. Therefore, in this market, each asset price is solution to the Eqs. (8.12) and yet, by the previous circular structure, markets are complete.
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 As is clear, only when a = 0, we could zero the volatility of the portfolio value. In this case, we could set α = CS and βP = C − αS − V , leaving dV =
 
 µ
 
 ∂C 1 + bCσ2 + σ 2 S 2 CSS − rC + rSCS + rV ∂t 2
 
 ¶
 
 dτ =
 
 µ
 
 ¶ ∂C 1 2 2 + bCσ2 + σ S CSS + rSCS dτ , ∂t 2
 
 where we have used the equality V = C. The previous equation shows that the portfolio is locally riskless. Therefore, by the FTAP, 0=
 
 1 ∂C + bCσ2 + σ 2 S 2 CSS + rSCS − rC. ∂t 2
 
 The previous equation generalizes the Black-Scholes equation to the case in which volatility is time-varying and non-stochastic, as a result of the assumption that a = 0. If a 6= 0, return volatility is stochastic and, hence, there are no hedging portfolios to use to derive a unique option price. However, we still have the possibility to characterize the price of the option. Indeed, consider a portfolio of (i) two calls with diﬀerent strike prices and maturity dates (with weights 1 and γ), (ii) −α shares, and (iii) −β units of the MMA. We denote the price processes of these two calls with C 1 and C 2 . The value of this portfolio is V = C 1 + γC 2 − αS − βP , and satisfies, dV = dC 1 + γdC 2 − αdS − βdP £ ¤ ¡ ¢ ¡ ¢ = LC 1 + γLC 2 − αµS − rβP dτ + σS CS1 + γCS2 − α dW + a Cσ12 + γCσ22 dW σ , i
 
 i + µSCSi + bCσi 2 + 12 σ 2 S 2 CSS + 12 a2 Cσi 2 σ2 , for i = 1, 2. In this context, risk can where LC i ≡ ∂C ∂t be eliminated. Indeed, set Cσ12 γ = − 2 and α = CS1 + γCS2 . Cσ2
 
 The value of the portfolio is solution to, ¢ ¡ dV = LC 1 + γLC 2 − αµS + rV + αrS − rC 1 − γrC 2 dτ . Therefore, by the FTAP,
 
 0 = LC 1 + γLC 2 − αµS + αrS − rC 1 − γrC 2 £ ¤ £ ¤ = LC 1 − rC 1 − CS1 (µS − rS) + γ LC 2 − rC 2 − CS2 (µS − rS)
 
 where the second equality follows by the definition of α, and by rearranging terms. Finally, by using the definition of γ, and by rearranging terms, LC 1 − rC 1 − CS1 (µS − rS) LC 2 − rC 2 − CS2 (µS − rS) = . Cσ12 Cσ22 These ratios agree. So they must be equal to some process a · Λσ (say) independent of both the strike prices and the maturity of the options. Therefore, we obtain that, ∂C 1 1 + rSCS + [b − aΛσ ] Cσ2 + σ 2 S 2 CSS + a2 Cσ2 σ2 = rC. ∂t 2 2
 
 (8.13)
 
 The economic interpretation of Λσ is that of the unit risk-premium required to face the risk of stochastic fluctuations in the return volatility. The problem, the requirement of absence of 217
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 arbitrage opportunities does not suﬃce to recover a unique choice of Λσ . In other words, by the Feynman-Kac stochastic representation of a solution to a PDE, we have that the solution to Eq. (8.13) is, ¯ £ ¤ (8.14) C(S(t), σ(t)2 , t, T ) = e−r(T −t) EQΛ (S(T ) − K)+ ¯ S(t), σ(t)2 , where QΛ is a risk-neutral measure. 8.5.4 Pricing formulae Hull and White (1987) derive the first pricing formula of the stochastic volatility literature. They assume that the return volatility is independent of the asset price, and show that, h i 2 ˜ C(S (t) , σ (t) , t, T ) = EV˜ BS(S(t), t, T ; V ) ,
 
 where BS(S(t), t, T ; V˜ ) is the Black-Scholes formula obtained by replacing the constant σ 2 with V˜ , and Z T 1 ˜ σ(τ )2 dτ . V = T −t t
 
 This formula tells us that the option price is simply the Black-Scholes formula averaged over all the possible “values” taken by the future average volatility V˜ . A proof of this equation is given in the appendix.8 The most widely used formula is the Heston’s (1993b) formula, which holds when return volatility is a square-root process.
 
 8 The result does not hold in the general case in which the asset price and volatility are correlated. However, Romano and Touzi (1997) prove that a similar result holds in such a more general case.
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 8.6 Local volatility 8.6.1 Topics & issues • Stochastic volatility models may EXPLAIN the Smile • Obviously, stochastic volatility models do not allow for a perfect hedge. Their main drawback is that they can not perfectly FIT the Smile. • Towards the end of 1980s and the beginning of the 1990s, interest rates modelers invented models that allows a perfect fit of the initial yield curve. • Important for interest rate derivatives. • In 1993 and 1994, Derman & Kani, Dupire and Rubinstein come up with a technology that could be applied to options on tradables. • Why is it important to exactly fit the structure of already existing plain vanilla options? • Plain vanilla versus exotics. Suppose you wish to price exotic, or illiquid, options. • The model you use to price the illiquid option must predict that the plain vanilla option prices are identical to those your company is selling! How can we trust a model that is not even able to pin down all outstanding contracts? - Arbitrage opportunities for quants and traders? 8.6.2 How does it work? As usual in this context, we model the dynamics of asset prices directly under the risk-neutral ˆ be a Brownian motion under the risk-neutral probability, and probability. Accordingly, let W E the expection operator under the risk-neutral probability. 1. Start with a set of actively traded (i.e. liquid) European options. Let K and T be strikes and time-to-maturity. Let us be given a collection of prices: C$ (K, T ) ≡ C (K, T ) , K, T varying. 2. Is it mathematically possible to conceive a diﬀusion process, dSt ˆ t, = rdt + σ(St , t)dW St such that the initial collection of European option prices is predicted without errors by the resulting model? 3. Yes. We should use the function σ loc , say, that takes the form, v u ∂C(K, T ) ∂C(K, T ) u + rK u ∂T ∂K σ loc (K, T ) = u . t2 2 ∂ C(K, T ) K2 ∂K 2 We call this function σ loc “local volatility”. 219
 
 (8.15)
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 4. Now, we can price the illiquid options through numerical methods. For example, we can use simulations. In the simulations, we use dSt ˆ t. = rdt + σ loc (St , t) dW St • It turns out, empirically, that σ loc (x, t) is typically decreasing in x for fixed t, a phenomenon known as the Black-Christie-Nelson leverage eﬀect. This fact leads some practitioners to assume from the outset that σ(x, t) = xα f (t), for some function f and some constant α < 0. This gives rise to the so-called CEV (Constant Elasticity of Variance) model. • More recently, practitioners use models that combine “local vols” and “stoch vol”, such as dSt ˆt = rdt + σ(St , t) · vt · dW (8.16) St ˆ tv dvt = φ(vt )dt + ψ(vt )dW ˆ v is another Brownian motion, and φ, ψ are some functions (φ includes a riskwhere W premium). It is possible to show that in this specific case, σ loc (K, T ) σ ˜ loc (K, T ) = p E (vT2 | ST )
 
 (8.17)
 
 would be able to pin down the initial structure of European options prices. (Here σ loc (K, T ) is as in Eq. (8.15).) • In this case, we simulate
 
 8.6.3 Variance swaps
 
   dSt ˆt = rdt + σ ˆ loc (St , t) · vt · dW St  dv = φ(v )dt + ψ(v )dW ˆ tv t t t
 
 • In fact, it is possible to demonstrate the following general result. Let St satisfy, dSt ˆ t, = rdt + σ t dW St where σ t is Ft -adapted (i.e. Ft can be larger than FtS ≡ σ (Sτ : τ ≤ t)). Then, −r(T −t)
 
 e
 
 ¡ ¢ E σ 2T = 2
 
 Z
 
 ∂C(K,T ) ∂T
 
 ) + rK ∂C(K,T ∂K dK. K2
 
 (8.18)
 
 • The previous developments can be used to address very important issues. Define the total “integrated” variance within the time interval [T1 , T2 ] (T1 > t) to be IVT1 ,T2 ≡ 220
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 For reasons developed below, let us compute the risk-neutral expectation of such a “realized” variance. This can easily be done. If r = 0, then by Eq. (8.18), Z Ct (K, T2 ) − Ct (K, T1 ) E (IVT1 ,T2 ) = 2 dK, (8.19) K2 where Ct (K, T ) is the price as of time t of a call option expiring at T and struck at K. A proof of Eq. (8.19) is in the appendix. • If r > 0 and T1 = t, T2 ≡ T , we have, ·Z Ft ¸ Z ∞ Pt (K, T ) 1 Ct (K, T ) 1 dK + dK , E (IVt,T ) = 2 P (t, T ) K 2 u (t, T ) K 2 Ft 0
 
 (8.20)
 
 where Ft is the forward price: Ft = P (t, T ) St ; Pt (K, T ) is the price as of time t of a put option expiring at T and struck at K and, as usual, P (t, T ) is the price as of time t of a pure discount bond expiring at T . A proof of Eq. (8.20) is in the appendix. • In September 2003, the Chicago Board Option Exchange (CBOE) changed its stochastic volatility index VIX to approximate the variance swap rate of the S&P 500 index return (for 30 days). In March 2004, the CBOE launched the CBOE Future Exchange for trading futures on the new VIX. Options on VIX are also forthcoming. A variance swap is a contract that has zero value at entry (at t). At maturity T , the buyer of the swap receives, (IVt,T − SWt,T ) × notional, where SWt,T is the swap rate established at t and paid oﬀ at time T . Therefore, if r is deterministic, SWt,T = E (IVt,T ) , where E (IVt,T ) is given by Eq. (8.20). Therefore, (8.20) is used to evaluate these variance swaps. • Finally, it is worth that we mention that the previous contracts rely on some notions of realized volatility as a continuous record of returns is obviously unavailable.
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 8.10 Appendix 1: Additional details on the Black & Scholes formula 8.10.1 The original argument In the original approach followed by Black and Scholes (1973) and Merton (1973), it is assumed that the option is already traded. Let dS/ S = µdτ + σdW . Create a self-financing portfolio of n ¯ S units of the underlying asset and nC units of the European call option, where n ¯ S is an arbitrary number. Such a portfolio is worth V = n ¯ S S + nC C and since it is self-financing it satisfies: dV = n ¯ S dS + nC dC · ¶ ¸ µ 1 2 2 =n ¯ S dS + nC CS dS + Cτ + σ S CSS dτ 2 µ ¶ 1 2 2 = (¯ nS + nC CS ) dS + nC Cτ + σ S CSS dτ 2 where the second line follows from Itˆo’s lemma. Therefore, the portfolio is locally riskless whenever nS nC = −¯
 
 1 , CS
 
 in which case V must appreciate at the r-rate ¡ ¢ ¡ ¢ − C1S Cτ + 12 σ 2 S 2 CSS nC Cτ + 12 σ 2 S 2 CSS dτ dV = = dτ = rdτ . V n ¯ S S + nC C S − C1S C That is,
 
 (
 
 1 0 = Cτ + σ 2 S 2 CSS + rSCS − rC, for all (τ , S) ∈ [t, T ) × R++ 2 C (x, T, T ) = (x − K)+ , for all x ∈ R++
 
 which is the Black-Scholes partial diﬀerential equation.
 
 8.10.2 Some useful properties We have
 
 ∂BS = N (d1 ). ∂S The proof follows by really simple algebra. We have, BS(S, KP, σ) = SN (d1 ) − KP N (d2 ),
 
 where d1 ≡
 
 x+ 12 σ2 (T −t) √ , σ T −t
 
 ¡ S ¢ √ d2 = d1 − σ T − t and x = log KP . Diﬀerentiating with respect to S yields:
 
 ¡ ¢ 1 ∂d1 ∂d2 ∂BS √ = N (d1 ) + SN 0 (d1 ) − KP N 0 (d2 ) = N (d1 ) + SN 0 (d1 ) − KP N 0 (d2 ) , ∂S ∂S ∂S Sσ T − t
 
 where
 
 √ √ 1 1 2 1 2 1 1 2 2 N 0 (d2 ) = √ e− 2 (d2 ) = √ e− 2 (d1 +σ (T −t)−2d1 σ T −t) = N 0 (d1 )e− 2 σ (T −t)+d1 σ T −t 2π 2π
 
 Hence, ´ N 0 (d ) ³ √ 1 2 ∂BS N 0 (d1 ) √ 1 √ = N (d1 )+ S − KP e− 2 σ (T −t)+d1 σ T −t = N (d1 )+(S − KP ex ) = N (d1 ). ∂S Sσ T − t Sσ T − t
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 8.11 Appendix 2: Stochastic volatility 8.11.1 Proof of the Hull and White (1987) equation By the law of iterated expectations, (8.14) can be written as: ¯ £ ¤ C(S(t), σ(t)2 , t, T ) = e−r(T −t) E [S(T ) − K]+ ¯ S(t), σ(t)2 n h i¯ o ¯ © ª ¯ = E E e−r(T −t) [S(T ) − K]+ ¯ S(t), σ(τ )2 τ ∈[t,T ] ¯ S(t), σ(t)2 i h ³ ´¯ ¯ = E BS S(t), t, T ; V˜ ¯ S(t), σ(t)2 h ³ ´¯ i ¯ = E BS S(t), t, T ; V˜ ¯ σ(t)2 Z ´ ³ ´ ³ ¯ ¯ = BS S(t), t, T ; V˜ Pr V˜ ¯ σ(t)2 dV˜ h ³ ´i (8.21) ≡ EV˜ BS S(t), t, T ; V˜ ,
 
 ¯ ¯ where Pr( V˜ ¯ σ(t)2 ) is the density of V˜ conditional on the current volatility value σ(t)2 . In other terms, the price of an option on an asset with stochastic volatility is the expectation of the Black-Scholes formula over the distribution of the average (random) volatility V˜ . To ª © understand better this result, all we have to understand is that conditionally on the volatility path σ(τ )2 τ ∈[t,T ] , ³ ´ ) log S(T is normally distributed under the risk-neutral probability measure. To see this, note that S(t) under the risk-neutral probability measure, µ ¶ Z Z T S(T ) 1 T 2 log = r(T − t) − σ(τ ) dτ + σ(τ )dW (τ ). S(t) 2 t t Therefore, conditionally upon the volatility path {σ (τ )}τ ∈[t,T ] , ¶¸ · µ S(T ) 1 = r(T − t) − (T − t) V˜ E log S(t) 2
 
 · µ ¶¸ Z T S(T ) and var log = σ(τ )2 dτ = (T − t) V˜ . S(t) t
 
 This shows the claim. It also shows that the Black-Scholes formula can be applied to compute the inner expectation of the second line of (8.21). And this produces the third line of (8.21). The fourth line is trivial to obtain. Given the result of the third line, the only thing that matters in the remaining conditional distribution is the conditional probability Pr(V˜ | σ(t)2 ), and we are done.
 
 8.11.2 Simple smile analytics
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 8.12 Appendix 3: Technical details for local volatility models In all the proofs to follow, all expectations are taken to be expectations conditional on Ft . However, to simplify notation, we simply write E ( ·| ·) ≡ E ( ·| ·, Ft ). Proof of Eqs. (8.17) and (8.18). We first derive Eq. (8.17), a result encompassing Eq. (8.15). By assumption, dSt ˆ t, = rdt + σ t dW St where σ t is some Ft -adapted process. For example, σ t ≡ σ(St , t) · vt , all t, where vt is solution to the 2nd equation in (8.16). Next, by assumption we are observing a set of option prices C (K, T ) with a continuum of strikes K and maturities T . We have,
 
 and
 
 C (K, T ) = e−r(T −t) E (ST − K)+ ,
 
 (8.22)
 
 ∂ C (K, T ) = −e−r(T −t) E (IST ≥K ) . ∂K
 
 (8.23)
 
 For fixed K, ¸ · 1 2 2 ˆT, dT (ST − K) = IST ≥K rST + δ (ST − K) σ T ST dT + IST ≥K σ T ST dW 2 +
 
 where δ is the Dirac’s delta. Hence, by the decomposition (ST − K)+ + KIST ≥K = ST IST ≥K , ¤ £ ¤ 1 £ dE (ST − K)+ = r E (ST − K)+ + KE (IST ≥K ) + E δ (ST − K) σ 2T ST2 . dT 2
 
 By multiplying throughout by e−r(T −t) , and using (8.22)-(8.23),
 
 · ¸ ¤ £ − K)+ ∂C (K, T ) 1 = r C (K, T ) − K + e−r(T −t) E δ (ST − K) σ 2T ST2 . dT ∂K 2
 
 −r(T −t) dE (ST
 
 e
 
 We have,
 
 £ ¤ E δ (ST − K) σ 2T ST2 =
 
 ZZ
 
 (8.24)
 
 δ (ST − K) σ 2T ST2 φT ( σ T | ST ) φT (ST ) dST dσ T | {z } ≡ joint density of (σ T ,ST )
 
 ¸ δ (ST − K) ST2 φT (ST ) φT ( σ T | ST ) dST dσ T Z 2 = K φT (K) σ 2T φT ( σ T | ST = K) dσ T £ ¯ ¤ ≡ K 2 φT (K) E σ 2T ¯ ST = K . =
 
 Z
 
 σ 2T
 
 ·Z
 
 By replacing this result into Eq. (8.24), and using the famous relation ∂ 2 C (K, T ) = e−r(T −t) φT (K) ∂K 2
 
 (8.25)
 
 (which easily follows by diﬀerentiating once again Eq. (8.23)), we obtain e−r(T −t)
 
 · ¸ ¤ ∂C (K, T ) 1 dE (ST − K)+ ∂ 2 C (K, T ) £ 2 ¯¯ = r C (K, T ) − K + K2 E σ T ST = K . 2 dT ∂K 2 ∂K
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 We also have, ∂E (ST − K)+ ∂ C (K, T ) = −rC (K, T ) + e−r(T −t) . ∂T ∂T Therefore, by replacing the previous equality into Eq. (8.26), and by rearranging terms, ¤ ∂ ∂C (K, T ) 1 2 ∂ 2 C (K, T ) £ 2 ¯¯ C (K, T ) = −rK + K E σ T ST = K . 2 ∂T ∂K 2 ∂K
 
 This is,
 
 ¯ ¤ E σ 2T ¯ ST = K = 2 £
 
 ∂C (K, T ) ∂C (K, T ) + rK ∂T ∂K ≡ σ loc (K, T )2 . 2 C (K, T ) ∂ K2 ∂K 2
 
 (8.27)
 
 For example, let σ t ≡ σ (St , t) · vt , where vt is solution to the 2nd equation in (8.16). Then, £ ¯ ¤ σ loc (K, T )2 = E σ 2T ¯ ST = K ¯ ¤ £ ¯ ¤ £ = E σ(ST , T )2 · vT2 ¯ ST = K = σ(K, T )2 E vT2 ¯ ST = K ¡ ¯ ¢ ≡ σ ˜ loc (K, T )2 E vT2 ¯ ST = K ,
 
 which proves (8.17). Next, we prove Eq. (8.18). We have, E
 
 ¡
 
 σ 2T
 
 ¢
 
 = =
 
 =
 
 Z
 
 £ ¯ ¤ E σ 2T ¯ ST = K φT (K) dK
 
 Z
 
 ∂C(K,T ) ) + rK ∂C(K,T ∂T ∂K 2 φT (K) dK 2 ) K 2 ∂ C(K,T ∂K 2 Z ∂C(K,T ) ) + rK ∂C(K,T ∂T ∂K 2er(T −t) dK K2
 
 where the 2nd line follows by Eq. (8.27), and the third line follows by Eq. (8.25). This proves Eq. (8.18). ¥ Proof of Eq. (8.19). If r = 0, Eq. (8.18) collapses to, E
 
 ¡
 
 σ 2T
 
 ¢
 
 =2
 
 Z
 
 ∂C(K,T ) ∂T dK. K2
 
 Then, we have, E (IVT1 ,T2 ) =
 
 Z
 
 T2
 
 T1
 
 E
 
 ¡
 
 σ 2u
 
 ¢
 
 du = 2
 
 Z
 
 1 K2
 
 ·Z
 
 T2
 
 T1
 
 ¸ Z C (K, T2 ) − C (K, T1 ) ∂C (K, u) du dK = 2 dK. ∂T K2
 
 Proof of Eq. (8.20). By the standard Taylor expansion with remainder, we have that for any function f smooth enough, 0
 
 f (x) = f (x0 ) + f (x0 ) (x − x0 ) +
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 x
 
 x0
 
 (x − t) f 00 (t) dt.
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 8.12. Appendix 3: Technical details for local volatility models By applying this formula to log FT , log FT
 
 1 = log Ft + (FT − Ft ) − Ft 1 (FT − Ft ) − = log Ft + Ft 1 = log Ft + (FT − Ft ) − Ft
 
 Z
 
 FT
 
 Ft Ft
 
 Z
 
 0
 
 Z
 
 Ft
 
 0
 
 (FT − t)
 
 1 dt t2
 
 1 (K − FT ) dK − K2 +
 
 1 (K − ST )+ 2 dK − K
 
 Z
 
 Z
 
 ∞
 
 Ft ∞
 
 Ft
 
 (FT − K)+
 
 1 dK K2
 
 (ST − K)+
 
 1 dK, K2
 
 where the third equality follows because the forward price at T satisfies FT = ST .9 Hence by E (FT ) = Ft , µ ¶ Z Ft Z ∞ Pt (K, T ) 1 Ct (K, T ) 1 FT dK + dK. (8.28) −E log = 2 Ft u (t, T ) K u (t, T ) K 2 0 Ft On the other hand, by Itˆ o’s lemma, E
 
 µZ
 
 T
 
 t
 
 ¶
 
 σ 2u du
 
 ¶ µ FT . = −2E log Ft
 
 (8.29)
 
 By replacing this formula into Eq. (8.28) yields Eq. (8.20).10 ¥ Remark A1. Eqs. (8.28) and (8.29) reveal that variance swaps can be hedged! ) Remark A2. Set for simplicity r = 0. In the previous proofs, it was argued.that if dC(K,T = dT + 2 C(K,T ) dE(ST −K) ∂C(K,T ) ∂ K 2 ∂K 2 . The , then volatility must be restricted in a way to make σ 2 = 2 ∂T dT converse is also true. By Fokker-Planck,
 
 1 ∂2 ¡ 2 2 ¢ ∂ x σ φ = φ 2 2 ∂x ∂t
 
 (t, x forward). If we ignore ill-posedness issues11 related to Eq. (8.25), φ = . 2 ) ) x2 ∂ C(x,T into the Fokker-Planck equation, 2 ∂C(x,T ∂T ∂x2 ∂2 ∂x2 which works for φ =
 
 9 The
 
 Ã
 
 !
 
 ∂C(x,T ) ∂T φ ∂ 2 C(x,T ) ∂x2
 
 =
 
 ∂2C . ∂x2
 
 Replacing σ 2 =
 
 ∂ φ, ∂t
 
 ∂2C . ∂x2
 
 second equality follows because xx (x − t) t12 dt = 0x0 (t − x)+ t12 dt + x∞ (x − t)+ t12 dt. 0 0 the previous proof is valid for the case of constant r. If r is stochastic, the formula would be diﬀerent because Ct (K, T ) =
 
 10 Note,
 
 P (t, T ) E P (t, T )−1 exp(− tT rs ds) (ST − K)+ = P (t, T ) EQT (ST − K)+ , where QT F is the T -forward measure introduced in F the next chapter. 11 A reference to deal with these issues is Tikhonov and Arsenin (1977).
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 9 Interest rates
 
 9.1 Prices and interest rates 9.1.1 Introduction A pure-discount (or zero-coupon) bond is a contract that guarantees one unit of num´eraire at some maturity date. All bonds studied in the first three sections of this chapter are purediscount. Therefore, we will omit to qualify them as “pure-discount”. We the exception of Section 9.3.6, we assume no default risk. Let [t, T ] be a fixed time interval, and P (τ , T ) (τ ∈ [t, T ]) be the price as of time τ of a bond maturing at T > t. The information structure assumed in this chapter is the Brownian information structure (except for Section 9.3.4).1 In many models, the value of the bond price P (τ , T ) is driven by some underlying multidimensional diﬀusion process {y(τ )}τ ≥t . We will emphasize this fact by writing P (y(τ ), τ , T ) ≡ P (τ , T ). As an example, y can be a scalar diﬀusion, and r = y can be the short-term rate. In this particular example, bond prices are driven by short-term rate movements through the bond pricing function P (r, τ , T ). The exact functional form of the pricing function is determined by (i) the assumptions made as regards the short-term rate dynamics and (ii) the Fundamental Theorem of Asset Pricing (henceforth, FTAP). The bond pricing function in the general multidimensional case is obtained following the same route. Models of this kind are presented in Section 9.3. A second class of models is that in which bond prices can not be expressed as a function of any state variable. Rather, current bond prices are taken as primitives, and forward rates (i.e., interest rates prevailing today for borrowing in the future) are multidimensional diﬀusion processes. In the absence of arbitrage, there is a precise relation between bond prices and forward rates. The FTAP will then be used to restrict the dynamic behavior of future bond prices and forward rates. Models belonging to this second class are presented in Section 9.4. The aim of this section is to develop the simplest foundations of the previously described two approaches to interest rate modeling. In the next section, we provide definitions of interest 1 That is, we will consider a probability space (Ω, F, F, P ), F = {F(τ )} τ ∈[t,T ] , and take F(τ ) to be the information released by (technically, the filtration generated by) a d-dimensional Brownian motion. Here P is the “physical” probability measure, not the “risk-neutral” probability measure.
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 rates and markets. Section 9.2.3 develops the two basic representations of bond prices: one in terms of the short-term rate; and the other in terms of forward rates. Section 9.2.4 develops the foundations of the so-called forward martingale measure, which is a probability measure under which forward interest rates are martingales. The forward martingale measure is an important tool of analysis in the interest rate derivatives literature. 9.1.2 Markets and interest rate conventions There are three main types of markets for interest rates: 1. LIBOR; 2. Treasure rate; 3. Repo rate (or repurchase agreement rate). • LIBOR (London Interbank Oﬀer Rate). Many large financial institutions trade with each other T -deposits (for T = 1 month to 12 months) at a given currency. The LIBOR is the rate at which these financial institutions are willing to lend money, and the LIBID (London Interbank Bid Rate) is the rate that these financial institutions are prepared to pay to borrow money. Normally, LIBID < LIBOR. The LIBOR is a fundamental point of reference. Typically, financial institutions look at the LIBOR as an opportunity cost of capital. • Treasury rate. This is the rate at which a given Government can borrow at a given currency. • Repo rate (or repurchase agreement rate). A Repo agreement is a contract by which one counterparty sells some assets to the other one, with the obligation to buy these assets back at some future date. The assets act as collateral. The rate at which such a transaction is made is the repo rate. One day repo agreements give rise to overnight repos. Longer-term agreements give rise to term repos. We also have mathematical definitions of interest rates. The simplest definition is that of simply compounded interest rates. A simply-compounded interest rate at time τ , for the time interval [τ , T ], is defined as the solution L to the following equation: 1 P (τ , T ) = . 1 + (T − τ )L(τ , T )
 
 This definition is intuitive, and is the most widely used in the market practice. As an example, LIBOR rates are computed in this way (in this case, P (τ , T ) is generally interpreted as the initial amount of money to invest at time τ to obtain $ 1 at time T ). Given L(τ , T ), the short-term rate process r is obtained as: r(τ ) ≡ lim L(τ , T ). T ↓τ
 
 We now introduce an important piece of notation that will be used in Section 9.7. Given a non decreasing sequence of dates {Ti }i=0,1,··· , we define: L(Ti ) ≡ L(Ti , Ti+1 ).
 
 (9.1)
 
 In other terms, L(Ti ) is solution to: P (Ti , Ti+1 ) =
 
 1 , 1 + δ i L(Ti )
 
 where δ i ≡ Ti+1 − Ti , i = 0, 1, · · ·. 231
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 9.1. Prices and interest rates 9.1.3 Bond price representations, yield-curve and forward rates 9.1.3.1 A first representation of bond prices
 
 Let Q be a risk-neutral probability measure. Let E [·] denote the expectation operator taken under Q. By the FTAP, there are no arbitrage opportunities if and only if P (τ , T ) satisfies: i h T (9.3) P (τ , T ) = E e− τ r( )d , all τ ∈ [t, T ].
 
 A sketch of the if-part (there is no arbitrage if bond prices are as in Eq. (9.3)) is provided in Appendix 1. The proof is standard and in fact, similar to that oﬀered in chapter 5, but it is oﬀered again because it allows to disentangle some key issues that arise in the term-structure field. A widely used concept is the yield-to-maturity R(t, T ), defined by, P (t, T ) ≡ exp (− (T − t) · R(t, T )) .
 
 (9.4)
 
 It’s a sort of “average rate” for investing from time t to time T > t. The function, T 7→ R(t, T ) is called the yield curve, or term-structure of interest rates. 9.1.3.2 Forward rates, and a second representation of bond prices
 
 In a forward rate agreement (FRA, henceforth), two counterparties agree that the interest rate on a given principal in a future time-interval [T, S] will be fixed at some level K. Let the principal be normalized to one. The FRA works as follows: at time T , the first counterparty receives $1 from the second counterparty; at time S > T , the first counterparty repays back $ [1 + 1 · (S − T ) K] to the second counterparty. The amount K is agreed upon at time t. Therefore, the FRA makes it possible to lock-in future interest rates. We consider simply compounded interest rates because this is the standard market practice. The amount K for which the current value of the FRA is zero is called the simply-compounded forward rate as of time t for the time-interval [T, S], and is usually denoted as F (t, T, S). A simple argument can be used to express F (t, T, S) in terms of bond prices. Consider the following portfolio implemented at time t. Long one bond maturing at T and short P (t, T )/ P (t, S) bonds maturing at S. The current cost of this portfolio is zero because, −P (t, T ) +
 
 P (t, T ) P (t, S) = 0. P (t, S)
 
 At time T , the portfolio yields $1 (originated from the bond purchased at time t). At time S, P (t, T )/ P (t, S) bonds maturing at S (that were shorted at t) must be purchased. But at time S, the cost of purchasing P (t, T )/ P (t, S) bonds maturing at S is obviously $ P (t, T )/ P (t, S). The portfolio, therefore, is acting as a FRA: it pays $1 at time T , and −$ P (t, T )/ P (t, S) at time S. In addition, the portfolio costs nothing at time t. Therefore, the interest rate implicitly paid in the time-interval [T, S] must be equal to the forward rate F (t, T, S), and we have: P (t, T ) = 1 + (S − T )F (t, T, S). P (t, S) 232
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 9.1. Prices and interest rates Clearly, L(T, S) = F (T, T, S).
 
 Naturally, Eq. (9.5) can be derived through a simple application of the FTAP. We now show how to perform this task and at the same time, we derive the value of the FRA in the general case in which K 6= F (t, T, S). Consider the following strategy. At time t, enter a FRA for the time-interval [T, S] as a future lender. Come time T , honour the FRA by borrowing $1 for the time-interval [T, S] at the random interest rate L(T, S). The time S payoﬀ deriving from this strategy is: π(S) ≡ (S − T ) [K − L(T, S)] .
 
 What is the current market value of this future, random payoﬀ? Clearly, it’s simply the value of the FRA, which we denote as A(t, T, S; By the FTAP, then, there are no arbitrage h K). i S opportunities if and only if A(t, T, S; K) = E e− t r(τ )dτ π(S) , and we have: h i S A(t, T, S; K) = (S − T )P (t, S)K − (S − T )E e− t r(τ )dτ L(T, S) # " − tS r(τ )dτ e = [1 + (S − T )K] P (t, S) − E P (T, S) = [1 + (S − T )K] P (t, S) − P (t, T ).
 
 (9.6)
 
 where the second line holds by the definition of L and the third line follows by the following relation:2 " # S e− t r(τ )dτ P (t, T ) = E . (9.7) P (T, S) Finally, by replacing (9.5) into (9.6), A(t, T, S; K) = (S − T ) [K − F (t, T, S)] P (t, S).
 
 (9.8)
 
 As is clear, A can take on any sign, and is exactly zero when K = F (t, T, S), where F (t, T, S) solves Eq. (9.5). Bond prices can be expressed in terms of these forward interest rates, namely in terms of the “instantaneous” forward rates. First, rearrange terms in Eq. (9.5) so as to obtain: F (t, T, S) = −
 
 P (t, S) − P (t, T ) . (S − T )P (t, S)
 
 The instantaneous forward rate f (t, T ) is defined as f (t, T ) ≡ lim F (t, T, S) = − S↓T
 
 ∂ log P (t, T ) . ∂T
 
 (9.9)
 
 2 To show that eq. (9.7) holds, suppose that at time t, $P (t, T ) are invested in a bond maturing at time T . At time T , this investment will obviously pay oﬀ $1. And at time T , $1 can be further rolled over another bond maturing at time S, thus yielding $ 1/ P (T, S) at time S. Therefore, it is always possible to invest $P (t, T ) at time t and obtain a “payoﬀ” of $ 1/ P (T, S) at time S. By the FTAP, there are no arbitrage opportunities if and only if eq. (9.7) holds true. Alternatively (and more generally), use the law of iterated expectations to obtain
 
 E
 
 US
 
 e− t r(τ )dτ P (T, S)
 
 =E
 
 E
 
 e−
 
 UT t
 
 U r(τ )dτ − TS r(τ )dτ e
 
 P (T, S)
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 It can be interpreted as the marginal rate of return from committing a bond investment for an additional instant. To express bond prices in terms of f , integrate Eq. (9.9) f (t, ) = −
 
 ∂ log P (t, ) ∂
 
 with respect to maturity date , use the condition that P (t, t) = 1, and obtain: P (t, T ) = e−
 
 T t
 
 f (t, )d
 
 .
 
 (9.10)
 
 f (t, τ )dτ .
 
 (9.11)
 
 9.1.3.3 More on the “marginal revenue” nature of forward rates
 
 Comparing (9.4) with (9.10) yields: 1 R(t, T ) = T −t
 
 Z
 
 T
 
 t
 
 By diﬀerentiating (9.11) with respect to T yields: ∂R(t, T ) 1 = [f (t, T ) − R(t, T )] . ∂T T −t
 
 (9.12)
 
 Relation (9.12) very clearly reveals the “marginal revenue” nature of forward rates. Similarly as the cost function in any standard ugt micro textbook, - If f (t, T ) < R(t, T ), the yield-curve R(t, T ) is decreasing at T ; - If f (t, T ) = R(t, T ), the yield-curve R(t, T ) is stationary at T ; - If f (t, T ) > R(t, T ), the yield-curve R(t, T ) is increasing at T . 9.1.3.4 The expectation theory, and related issues
 
 The expectation theory holds that forward rates equal expected future short-term rates, or f (t, T ) = E [r (T )] , where E(·) now denotes expectation under the physical measure. So by Eq. (9.11), the expectation theory implies that, Z T 1 R (t, T ) = E [r (τ )] dτ . T −t t The question whether f (t, T ) is higher than E [r (T )] is very old. The oldest intuition we have is that only risk-adverse investors may induce f (t, T ) to be higher than the short-term rate they expect to prevail at T , viz, f (t, T ) ≥ E(r(T )).
 
 (9.13)
 
 In other terms, (9.13) never holds true if all investors are risk-neutral.
 
 (9.14)
 
 The inequality (9.13) is related to the Hicks-Keynesian normal backwardation hypothesis.3 According to Hicks, firms tend to demand long-term funds while fund suppliers prefer to lend 3 According to the normal backwardation (contango) hypothesis, forward prices are lower (higher) than future expected spot prices. Here the normal backwardation hypothesis is formulated with respect to interest rates.
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 at shorter maturity dates. The market is cleared by intermediaries who demand a liquidity premium to be compensated for their risky activity consisting in borrowing at short maturity dates and lending at long maturity dates. As we will see in a moment, we do not really need a liquidity risk premium to explain (9.13). Pure risk-aversion can be suﬃcient. In other terms, a proof of statement (9.14) can be suﬃcient. Here is a proof. By Jensen’s inequality, i h T T T e− t f (t,τ )dτ ≡ P (t, T ) = E e− t r(τ )dτ ≥ e− t E[r(τ )]dτ . By taking logs,
 
 Z
 
 t
 
 T
 
 E[r(τ )]dτ ≥
 
 Z
 
 T
 
 f (t, τ )dτ .
 
 t
 
 This shows statement (9.14). Another simple prediction on yield-curve shapes canhproduced as By the same reai follows. T T soning used to show (9.14), e−(T −t)R(t,T ) ≡ P (t, T ) = E e− t r(τ )dτ ≥ e− t E[r(τ )]dτ . Therefore, 1 R(t, T ) ≤ T −t
 
 Z
 
 t
 
 T
 
 E[r(τ )]dτ .
 
 As an example, suppose that the short-term rate is a martingale under the risk-neutral measure, viz. E[r(τ )] = r(t). The previous relation then collapses to: R(t, T ) ≤ r(t), which means that the yield curve is not-increasing in T . Observing yield-curves that are increasing in T implies that the short-term rate is not a martingale under the risk-neutral measure. In some cases, this feature can be attributed to risk-aversion. Finally, a recurrent definition. The diﬀerence Z T 1 R(t, T ) − E [r(τ )] dτ T −t t is usually referred to as yield term-premium. 9.1.4 Forward martingale measures 9.1.4.1 Definition
 
 Let ϕ(t, T ) be the T -forward price of a claim S(T ) at T . That is, ϕ(t, T ) is the price agreed at t, that will be paid at T for delivery of the claim at T . Nothing has to be paid at t. By the FTAP, there are no arbitrage opportunities if and only if: i h T 0 = E e− t r(u)du · (S(T ) − ϕ(t, T )) .
 
 But since ϕ(t, T ) is known at time t, i h h T E e− t r(u)du · S(T ) = ϕ(t, T ) · E e−
 
 T t
 
 r(u)du
 
 i
 
 .
 
 Now use the bond pricing equation (9.3), and rearrange terms in the previous equality, to obtain # " T e− t r(u)du · S(T ) = E [η T (T ) · S(T )] , (9.15) ϕ(t, T ) = E P (t, T ) 235
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 T
 
 e− t r(u)du . η T (T ) ≡ P (t, T ) Eq. (9.15) suggests that we can define a new probability QTF , as follows, T
 
 e− t r(u)du dQTF i. ≡ h η T (T ) = dQ − tT r(u)du E e
 
 (9.16)
 
 Naturally, E[η T (T )] = 1. Moreover, if the short-term rate process {r(τ )}τ ∈[t,T ] be deterministic is deterministic, η T (T ) equals one and Q and QTF are the same. In terms of this new probability QTF , the forward price ϕ(t, T ) is: Z Z ϕ(t, T ) = E [η T (T ) · S(T )] = [η T (T ) · S(T )] dQ = S(T )dQTF = EQTF [S(T )] , (9.17)
 
 where EQTF [·] denotes the expectation taken under measure QTF . For reasons that will be clear in a moment, QTF is referred to as the T -forward martingale measure. The forward martingale measure is a practical tool to price interest-rate derivatives, as we shall explain in Section 9.7. It was introduced by Geman (1989) and Jamshidian (1989), and further analyzed by Geman, El Karoui and Rochet (1995). Appendix 3 provides a few mathematical details on the forward martingale measure. 9.1.4.2 Martingale properties
 
 Forward prices Clearly, ϕ(T, T ) = S(T ). Therefore, (9.17) becomes: ϕ(t, T ) = EQTF [ϕ(T, T )] . Forward rates Forward rates exhibit an analogous property: f (t, T ) = EQTF [r(T )] = EQTF [f (T, T )] .
 
 (9.18)
 
 where the last equality holds as r(t) = f (t, t). The proof is also simple. We have, ∂ log P (t, T ) ∂T Á ∂P (t, T ) P (t, T ) = − ∂T " # T e− t r(τ )dτ = E · r(T ) P (t, T )
 
 f (t, T ) = −
 
 = E [η T (T ) · r(T )] = EQTF [r(T )] . 4 As
 
 an example, suppose that S is a price process of a traded asset. By the FTAP, there are no arbitrage opportunities if and only if {exp((− tτ r(u)du)S(τ )}τ ∈[t,T ] is a Q-martingale. In this case, E[exp(− tT r(u)du)S(T )] = S(t), and Eq. (9.15) then collapses to the well-known formula: ϕ(t, T )u(t, T ) = S(t). As is also well-known, entering the forward contract established at t at a later date τ > t costs. Apply the FTAP to prove that the value of a forward contract as of time τ ∈ [t, T ] is given by u(τ , T )· [ϕ(τ , T )−ϕ(t, T )]. [Hint: Notice that the final payoﬀ is S(T ) − ϕ(t, T ) and that the discount has to be made at time τ .] 5 Appendix 2 relates forward prices to their certainty equivalent.
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 9.2. Common factors aﬀecting the yield curve Finally, the same result is also valid for the simply-compounded forward rate: Fi (τ ) = EQTi+1 [L(Ti )] = EQTi+1 [Fi (Ti )] , τ ∈ [t, Ti ] F
 
 F
 
 where the second equality follows from Eq. (9.63). To show the previous relation, note that by definition, the simply-compounded forward rate F (t, T, S) satisfies: A(t, T, S; F (t, T, S)) = 0, where A(t, T, S; K) is the value as of time t of a FRA struck at K for the time-interval [T, S]. By rearranging terms in the first line of (9.6), i h S F (t, T, S)P (t, S) = E e− t r(τ )dτ L(T, S) .
 
 By the definition of η S (S),
 
 F (t, T, S) = EQSF [L(T, S)] . Now use the definitions of L(Ti ) and Fi (τ ) in (9.1) and (9.61) to conclude. These relations show that it is only under the forward martingale measure that the expectation theory holds true. Consider, for instance, Eq. (9.18). We have, f (t, T ) = EQTF [r(T )] = EQ [η T (T ) r(T )] =
 
 E [η T (T )]E [r(T )] + covQ [η T (T ) , r(T )] | {z } =1
 
 = E [r(T )] + cov [Ker (T ) , r(T )] + covQ [η T (T ) , r(T )] , where Ker(T ) denotes the pricing kernel in the economy. That is, forward rates in general deviate from the future expected spot rates because of risk-aversion corrections (the second term in the last equality) and because interest rates are stochastic (the third term in the last equality).
 
 9.2 Common factors aﬀecting the yield curve Which systematic risks aﬀect the entire term-structure of interest rates? How many factors are needed to explain the variation of the yield curve? The standard “duration hedging” portfolio practice relies on the idea that most of the variation of the yield curve is successfully captured by a single factor that produces parallel shifts in the yield curve. How reliable is this idea, in practice? Litterman and Scheinkman (1991) demontrate that most of the variation (more than 95%) of the term-structure of interest rates can be attributed to the variation of three unobservable factors, which they label (i) a “level” factor, (ii) a “steepness” (or “slope”) factor, and (iii) a “curvature” factor. To disentangle these three factors, the authors make an unconditional analysis based on a fixed-factor model. Succinctly, this methodology can be described as follows. Suppose that k returns computed from bond prices at k diﬀerent maturities are generated by a linear factor structure, with a fixed number k of factors, ¯ + B F + R = R
 
 p×1
 
 p×1
 
 p×k k×1
 
 237
 
 ,
 
 p×1
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 where R is the vector of excess returns, F is the vector of common factors aﬀecting the returns, ¯ is the vector of unconditional expected returns, is a vector of idiosyncratic components R of the return generating process, and B is a matrix containing the factor loadings. Each row of B contains the factor loadings for all the common factors aﬀecting a given return, i.e. the sensitivities of a given return with respect to a change of the factors. Each comumn of B contains the term-structure of factor loadings, i.e. how a change of a given factor aﬀects the term-structure of excess returns. 9.2.1 Methodological details Estimating the model in Eq. (9.19) leads to econometric challenges, mainly because the vector of factors F is unobservable.6 However, there exists a simpler technique, known as principal components analysis (PCA, henceforth), which leads to empirical results qualitatively similar to those that hold for the general model in Eq. (9.19). We discuss these empirical results in the next subsection. We now describe the main methodological issues arising within PCA. The main idea underlying PCA is to transform the original p correlated variables R into a set of new uncorrelated variables, the principal components. These principal components are linear combinations of the original variables, and are arranged in order of decreased importance: the first principal component account for as much as possible of the variation in the original data, etc. Mathematically, we are looking for p linear combinations of the demeaned excess returns, ¡ ¢ ¯ , Yi = Ci> R − R i = 1, · · · , p, (9.20)
 
 such that, for p vectors Ci> of dimension 1 ×p, (i) the new variables Yi are uncorrelated, and (ii) their variances are arranged in decreasing order. The objective of PCA is to ascertain whether a few components of Y = [Y1 · · · Yp ]> account for the bulk of variability of the original data. Let C > = [C1> · ¢· · Cp> ] be a p × p matrix such that we can write Eq. (9.20) in matrix format, ¡ ¯ or, by inverting, Y = C> R − R ¯ = C >−1 Y. R−R (9.21) Next, suppose that the vector Y (k) = [Y1 · · · Yk ]> accounts for most of the variability of the original data,7 and let C >(k) denote a p × k matrix extracted from the matrix C >−1 through the first k rows of C >−1 . Since the components of Y (k) are uncorrelated and they are deemed largely responsible for the variability of the original data, it is natural to “disregard” the last p − k components of Y in Eq. (9.21), ¯ ≈ C >(k) Y (k) . R−R p×1
 
 p×k
 
 k×1
 
 6 Suppose that in Eq. (9.19), F ∼ N (0, I), and that ∼ N (0, Ψ), where Ψ is diagonal. Then, R ∼ N R, ¯ Σ , where Σ = BB > +Ψ. The assumptions that F ∼ N (0, I) and that Ψ is diagonal are necessary to identify the model, but not suﬃcient. Indeed, any orthogonal rotation of the factors yields a new set of factors which also satisfies Eq. (9.19). Precisely, let T be an orthonormal matrix. Then, (BT ) (BT )> = BT T > B > = BB > . Hence, the factor loadings B and BT have the same ability to generate the matrix Σ. To obtain a unique solution, one needs to impose extra constraints on B. For example, J¨ oreskog (1967) develop a maximum likelihood approach in which the log-likelihood function is, − 12 N log |Σ| + Tr SΣ−1 , where S is the sample covariance matrix of R, and the constraint is that B > ΨB be diagonal with elements arranged in descending order. The algorithm is: (i) for a given Ψ, maximize the log-likelihood with respect to B, under the constraint that B > ΨB be diagonal with elements arranged in ˆ (ii) given B, ˆ maximize the log-likelihood with respect to Ψ, thereby obtaining Ψ, ˆ which is fed descending order, thereby obtaining B; back into step (i), etc. Knez, Litterman and Scheinkman (1994) describe this approach in their paper. Note that the identification device they describe at p. 1869 (Step 3) roughly corresponds to the requirement that B > ΨB be diagonal with elements arranged in descending order. Such a constraint is clearly related to principal component analysis. 7 There are no rigorous criteria to say what “most of the variability” means in this context. Instead, a likelihood-ratio test is most informative in the context of the estimation of Eq. (9.19) by means of the methods explained in the previous footnote.
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 Level
 
 Slope
 
 Curvature
 
 FIGURE 9.1. Changes in the term-structure of interest rates generated by changes in the “level”, “slope” and “curvature” factors.
 
 If the vector Y (k) really accounts for most of the movements of R, the previous approximation to Eq. (9.21) should be fairly good. Let us make more precise what the concept of variability is in the context of PCA. Suppose that Σ has p distinct eigenvalues, ordered from the highest to the lowest, as follows: λ1 > · · · > λp . Then, the vector Ci in Eq. (9.20) is the eigenvector corresponding to the i-th eigenvalue. Moreover, var (Yi ) = λi , i = 1, · · · , p. Finally, we have that RPCA
 
 Pk Pk var (Yi ) λi i=1 = Pp . = Pi=1 p i=1 var (Ri ) i=1 λi
 
 (9.22)
 
 (Appendix 4 provides technical details and proofs of the previous formulae.) It is in the sense of Eq. (9.22) that in the context of PCA, we say that the first k principal components account for RPCA % of the total variation of the data. 9.2.2 The empirical facts The striking feature of the empirical results uncovered by Litterman and Scheinkman (1991) is that they have been confirmed to hold across a number of countries and sample periods. Moreover, the economic nature of these results is the same, independently of whether the statistical analysis relies on a rigorous factor analysis of the model in Eq. (9.19), or a more back-of-envelope computation based on PCA. Finally, the empirical results that hold for bond returns are qualitatively similar to those that hold for bond yields. Figure 9.1 visualizes the eﬀects that the three factors have on the movements of the termstructure of interest rates. • The first factor is called a “level” factor as its changes lead to parallel shifts in the termstructure of interes rates. Thus, this “level” factor produces essentially the same eﬀects on the term-structure as those underlying the “duration hedging” portfolio practice. This factor explains approximately 80% of the total variation of the yield curve. 239
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 • The second factor is called a “steepness” factor as its variations induce changes in the slope of the term-structure of interest rates. After a shock in this steepness factor, the short-end and the long-end of the yield curve move in opposite directions. The movements of this factor explain approximately 15% of the total variation of the yield curve. • The third factor is called a “curvature” factor as its changes lead to changes in the curvature of the yield curve. That is, following a shock in the curvature factor, the middle of the yield curve and both the short-end and the long-end of the yield curve move in opposite directions. This curvature factor accounts for approximately 5% of the total variation of the yield curve. Understanding the origins of these three factors is still a challenge to financial economists and macroeconomists. For example, macroeconomists explain that central banks aﬀect the shortend of the yield curve, e.g. by inducing variations in federal funds rate in the US. However, the Federal Reserve decisions rest on the current macroeconomic conditions. Therefore, we should expect that the short-end of the yield-curve is related to the development of macroeconomic factors. Instead, the development of the long-end of the yield curve should largely depend on the market average expectation and risk-aversion surrounding future interest rates and economic conditions. Financial economists, then, should expect to see the long-end of the yield curve as being driven by expectations of future economic activity, and by risk-aversion. Indeed, Ang and Piazzesi (2003) demonstrate that macroeconomic factors such as inflation and real economic activity are able to explain movements at the short-end and the middle of the yield curve. However, they show that the long-end of the yield curve is driven by unobservable factors. However, it is not clear whether such unobservable factors are driven by time-varying riskaversion or changing expectations. The compelling lesson for practitioners is that reduced-form models with only one factor are unlikely to perform well, in practice.
 
 9.3 Models of the short-term rate The short-term rate represents the velocity at which “locally” riskless investments appreciate over the next instant. This velocity, or rate of increase, is of course not a traded asset. What it is traded is a bond and/or a MMA. 9.3.1 Introduction The fundamental bond pricing equation in Eq. (9.3), h i T P (t, T ) = E e− t r(u)du ,
 
 (9.23)
 
 suggests to model the arbitrage-free bond price P by using as an input an exogenously given short-term rate process r. In the Brownian information structure considered in this chapter, r would then be the solution to a stochastic diﬀerential equation. As an example, dr(τ ) = b(r(τ ), τ )dτ + a(r(τ ), τ )dW (τ ), τ ∈ (t, T ],
 
 (9.24)
 
 where b and a are well-behaved functions guaranteeing the existence of a strong-form solution to the previous equation. 240
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 Historically, such a modeling approach was the first to emerge. It was initiated in the seminal papers of Merton (1973)8 and Vasicek (1977), and it is now widely used. This section illustrates the main modeling and empirical challenges related to this approach. We examine one-factor “models of the short-term rate”, such as that in Eqs. (9.23)-(9.24), and also multifactor models, in which the short-term rate is a function of a number of factors, r (τ ) = R(y (τ )), where R is some function and y is solution to a multivariate diﬀusion process. Two fundamental issues for the model’s users are that the models they deal with be (i) fast to compute, and (ii) accurate. As regards the first point, the obvious target would be to look for models with a closed form solution, such as for example, the so-called “aﬃne” models (see Section 9.3.6). The second point is more subtle. Indeed, “perfect” accuracy can never be achieved with models such as that in Eqs. (9.23)-(9.24) - even when this model is is extended to a multifactor diﬀusion. After all, the model in Eqs. (9.23)-(9.24) can only be taken as it is, really - a model of determination of the observed term-structure of interest rates. As such the model in Eqs. (9.23)-(9.24) can never exactly fit the observed term structure of interest rates. As we shall explain, the requirement to exactly fit the initial term-structure of interest rates is important when the model’s user is concerned with the pricing of options or other derivatives written on the bonds. The good news is that such a perfect fit can be obtained, once we augment Eq. (9.24) with an infinite dimensional parameter calibrated to the observed term-structure. The bad news is that such a calibration device often leads to “intertemporal inconsistencies” that we will also illustrate. The models leading to perfect accuracy are often referred to as “no-arbitrage” models. These models work by making the short-term rate process exactly pin down the term-structure that we observe at a given instant. As we shall illustrate, intertemporal inconsistencies arise because the parameters of the short-term rate pinning down the term structure today are generally diﬀerent from the parameters of the short-term rate process which will pin down the term structure tomorrow. As is clear, this methodology goes to the opposite extreme of the initial approach, in which the short-term rate was taken as the input of all subsequent movements of the term-structure of interest rates. However, such an initial approach was consistent with the standard rational expectations paradigm permeating modern economic analysis. The rationale behind this approach is that economically admissible (i.e. no-arbitrage) bond prices are rationally formed. That is, they move as a consequence of random changes in the state variables. Economists try to explain broad phenomena with the help of a few inputs, a science reduction principle. Practitioners, instead, implement models to solve pricing problems that constantly arise in their trading rooms. Both activities are important, and the choice of the “right” model to use rests on the role that we are playing within a given institution. 9.3.2 The basic bond pricing equation Suppose that bond prices are solutions to the following stochastic diﬀerential equation: dPi = µbi dτ + σ bi dW, (9.25) Pi where W is a standard Brownian motion in Rd , µbi and σ bi are some progressively measurable functions (σ bi is vector-valued), and Pi ≡ P (τ , Ti ). The exact functional form of µbi and σ bi is not given, as in the BS case. Rather, it is endogenous and must be found as a part of the equilibrium. 8 Merton’s
 
 contribution in this field is in one footnote of his 1973 paper!
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 As shown in Appendix 1, the price system in (9.25) is arbitrage-free if and only if µbi = r + σ bi λ,
 
 (9.26)
 
 for some Rd -dimensional process λ satisfying some basic regularity conditions. The meaning of (9.26) can be understood by replacing it into Eq. (9.25), and obtaining: dPi = (r + σ bi λ) dτ + σ bi dW. Pi The previous equation tells us that the growth rate of Pi is the short-term rate plus a termpremium equal to σ bi λ.9 In the bond market, there are no obvious economic arguments enabling us to sign term-premia. And empirical evidence suggests that term-premia did take both signs over the last twenty years. But term-premia would be zero in a risk-neutral world. In other terms, bond prices are solutions to: dPi ˜, = rdτ + σ bi dW Pi R ˜ = W + λdτ is a Q-Brownian motion and Q is the risk-neutral probability. where W To derive Eq. (9.26) with the help of a specific version of theory developed in Appendix 1, we now work out the case d = 1. Consider two bonds, and the dynamics of the value V of a self-financing portfolio in these two bonds: dV = [π 1 (µb1 − r) + π2 (µb2 − r) + rV ] dτ + (π 1 σ 1b + π 2 σ b2 ) dW, where πi is wealth invested in bond maturing at Ti : π i = θi Pi . We can zero uncertainty by setting σ b2 π1 = − π2. σ b1 By replacing this into the dynamics of V , · ¸ µb1 − r dV = − σ b2 + (µb2 − r) π2 dτ + rV dτ . σ b1 Notice that π2 can always be chosen so as to make the value of this portfolio appreciate at a rate strictly greater than r. It is suﬃcient to set: · ¸ µb1 − r sign(π 2 ) = sign − σ b2 + (µb2 − r) . σ b1 Therefore, to rule out arbitrage opportunities, it must be the case that: µb1 − r µ −r = b2 . σ b1 σ b2 The previous relation tells us that Sharpe ratios on any two bonds have to be equal to a process λ, say, and Eq. (9.26) immediately follows. Clearly, such a λ does not depend on T1 or T2 . 9 We call σ λ a term-premium because under the good conditions, the bond price P (t, T ) decreases with λ uniformly in T , by bi a comparison result in Mele (2003).
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 In models of the short-term rate such as (9.24), functions µbi and σ bi in Eq. (9.25) can be determined after a simple application of Itˆo’s lemma. If P (r, τ , T ) denotes the rational bond price function (i.e., the price as of time τ of a bond maturing at T when the state at τ is r), and r is solution to (9.24), Itˆo’s lemma then implies that: µ ¶ ∂P 1 2 dP = + bPr + a Prr dτ + aPr dW, ∂τ 2
 
 where subscripts denote partial derivatives. Comparing this equation with Eq. (9.25) then reveals that:
 
 ∂P 1 + bPr + a2 Prr ; ∂τ 2 σ b P = aPr .
 
 µb P =
 
 Now replace these functions into Eq. (9.26) to obtain: ∂P 1 + bPr + a2 Prr = rP + λaPr , for all (r, τ ) ∈ R++ × [t, T ), ∂τ 2 with the obvious boundary condition
 
 (9.27)
 
 P (r, T, T ) = 1, all r ∈ R++ . Eq. (9.27) shows that the bond price, P , depends on both the drift of the short-term rate, b, and the risk-aversion correction, λ. This circumstance occurs as the initial asset market structure is incomplete, in the following sense. In the BS case, the option is redundant, given the initial market structure. In the context we analyze here, the short-term rate r is not a traded asset. In other words, the initial market structure has one untraded risk (r) and zero assets - the factor generating uncertainty in the economy, r, is not traded. Therefore, the drift of the short term, b, can not equal r · r = r2 under the risk-neutral probability, and the bond price depends on b, a and λ. This dependence is, perhaps, a kind of hindrance to practitioners. Instead, it can be regarded as a good piece of news to policy-makers. Indeed, starting from observations and (b, a), one may back out information about λ, which contains information about agents’ attitudes towards risk. Information about agents; attitude toward risk can help central bankers to take decisions about the interest rate to set. By specifying the drift and diﬀusion functions b and a, and by identifying the risk-premium λ, the partial diﬀerential equation (PDE, henceforth) (9.27) can explicitely be solved, either analytically or numerically. Choices concerning the exact functional form of b, a and λ are often dictated by either analytical or empirical reasons. In the next section, we will examine the first, famous short-term rate models in which b, a and λ have a particularly simple form. We will discuss the analytical advantages of these models, but we will also highlight the major empirical problems associated with these models. In Section 9.3.4 we provide a very succinct description of models exhibiting jump (and default) phenomena. In Section 9.3.5, we introduce multifactor models: we will explain why do we need such more complex models, and show that even in this more complex case, arbitrage-free bond prices are still solutions to PDEs such as (9.27). In Section 9.3.6, we will present a class of analytically tractable multidimensional models, known as aﬃne models. We will discuss their historical origins, and highlight their importance as regards the econometric estimation of bond pricing models. Finally, Section 9.3.7 presents the “perfectly fitting” models, and Appendix 5 provides a few technical details about the solution of one of these models. 243
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 9.3.3 Some famous univariate short-term rate models 9.3.3.1 Vasicek and CIR
 
 The article of Vasicek (1977) is considered to be the seminal contribution to the short-term rate models literature. The model proposed by Vasicek assumes that the short-term rate is solution to: dr(τ ) = (¯θ − κr(τ ))dτ + σdW (τ ), τ ∈ (t, T ], (9.28) where ¯θ, κ and σ are positive constants. This model generalizes the one proposed by Merton (1973) in which κ ≡ 0. The intuition behind model (9.28) is very simple. Suppose first that σ = 0. In this case, the solution is: · ¯θ ¯θ ¸ −κ(τ −t) r(τ ) = + e r(t) − . κ κ The previous equation reveals that if the current level of the short-term rate r(t) = ¯θ/κ, it will be “locked-in” at ¯θ/κ ¯forever. If instead r(t) < ¯θ/κ, it will then be the case that for all ¯ ¯ ¯ ¯ ¯ τ > t, r(τ ) < θ/κ too, but r(τ ) − θ/κ will eventually shrink to zero as τ → ∞. An analogous property holds when r(t) > ¯θ/κ. In all cases, the “speed” of convergence of r to its “long-term” value ¯θ/κ is determined by κ: the higher is κ, the higher is the speed of convergence to ¯θ/κ. In other terms, ¯θ/κ is the long-term value towards which r tends to converge, and κ determines the speed of such a convergence. Eq. (9.28) generalizes the previous ideas to the stochastic diﬀerential case. It can be shown that a “solution” to Eq. (9.28) can be written in the following format: · Z τ ¯θ ¯θ ¸ −κ(τ −t) −κτ r(τ ) = + e r(t) − + σe eκs dW (s), κ κ t where the integral has the so-called Itˆo’s sense meaning. The interpretation of this solution is similar to the one given above. The short-term rate tends to a sort of “central tendency” ¯θ/κ. Actually, it will have the tendency to fluctuate around it. In other terms, there is always the tendency for shocks to be absorbed with a speed dictated by the value of κ. In this case, the short-term rate process r is said to exhibit a mean-reverting behavior. In fact, it can be shown that the expected future value of r will be given by the solution given above for the deterministic case, viz · ¯θ ¯θ ¸ −κ(τ −t) E [r(τ )] = + e r(t) − . κ κ Of course, that is only the expected value, not the actual value that r will take at time τ . As a result of the presence of the Brownian motion in Eq. (9.28), r can not be predicted, and it is possible to show that the variance of the value taken by r at time τ is: ¤ σ2 £ var [r(τ )] = 1 − e−2κ(τ −t) . 2κ
 
 Finally, it can be shown that r is normally distributed (with expectation and variance given by the two functions given above). The previous properties of r are certainly instructive. Yet the main objective here is to find the price of a bond. As it turns out, the assumption that the risk premium process λ is a constant allows one to obtain a closed-form solution. Indeed, replace this constant and the 244
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 functions b(r) = ¯θ − κr and a(r) = σ into the PDE (9.27). The result is that the bond price P is solution to the following partial diﬀerential equation: 0=
 
 ¤ 1 ∂P £ ¯ + (θ − λσ) − κr Pr + σ 2 Prr − rP, for all (r, τ ) ∈ R × [t, T ), ∂τ 2
 
 (9.29)
 
 with the usual boundary condition. It is now instructive to see how this kind of PDE can be solved. Guess a solution of the form: P (r, τ , T ) = eA(τ ,T )−B(τ ,T )·r ,
 
 (9.30)
 
 where A and B have to be found. The boundary condition is P (r, T, T ) = 1, which implies that the two functions A and B must satisfy: A(T, T ) = 0 and B(T, T ) = 0.
 
 (9.31)
 
 = (A1 −B1 r)P , Pr = −P B Now suppose that the guess is true. By diﬀerentiating Eq. (9.30), ∂P ∂τ 2 and Prr = P B , where A1 (τ , T ) ≡ ∂A(τ , T )/ ∂τ and B1 (τ , T ) ≡ ∂B(τ , T )/ ∂τ . By replacing these partial derivatives into the PDE (9.29) we get: · ¸ 1 2 2 ¯ 0 = A1 − (θ − λσ)B + σ B + (κB − B1 − 1)r , for all (r, τ ) ∈ R++ × [t, T ). 2 This implies that for all τ ∈ [t, T ), 1 0 = A1 − (¯θ − λσ)B + σ 2 B 2 2 0 = κB − B1 − 1 subject to the boundary conditions (9.31). The solutions are ¤ 1£ B(τ , T ) = 1 − e−κ(T −τ ) κ and Z T Z 1 2 T 2 ¯ B(s, T ) ds − (θ − λσ) B(s, T )ds. A (τ , T ) = σ 2 τ τ
 
 By the definition of the yield curve given in Section 9.1 (see Eq. (9.4)), R (τ , T ) ≡ −
 
 −A(t, T ) B(t, T ) ln P (r, t, T ) = + r. T −t T −t T −t
 
 ) It is possible to show that there a finite asymptote, i.e. limT →∞ R(t, T ) = limT →∞ −A(t,T < ∞. T −t The model has a number of features that can describe quite a few aspects of reality. Many textbooks show the typical shapes of the yield-curve that can be generated with the above formula (see, for example, Hull (2003, p. 540). However, this model is known to suﬀer from two main drawbacks. The first drawback is that the short-term rate is Gaussian and, hence, can take on negative values with positive probability. That is a counterfactual feature of the model. However, it should be stressed that on a practical standpoint, this feature is practically ¯ irrelevant. If σ is low compared to κθ , this probability is really very small. The second drawback is tightly connected to the first one. It refers to the fact that the short-term rate diﬀusion is 245
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 independent of the level of the short-term rate. That is another conterfactual feature of the model. It is well-known that short-term rates changes become more and more volatile as the level of the short-term rate increases. In the empirical literature, this phenomenon is usually referred to as the level-eﬀect. The model proposed by Cox, Ingersoll and Ross (1985) (CIR, henceforth) addresses these two drawbacks at once, as it assumes that the short-term rate is solution to, p dr(τ ) = (¯θ − κr(τ ))dτ + σ r(τ )dW (τ ), τ ∈ (t, T ].
 
 The CIR model is also referred to as “square-root” process to emphasize that the diﬀusion function is proportional to the square-root of r. This feature makes the model address the leveleﬀect phenomenon. Moreover, this property prevents r from taking negative values. Intuitively, when r wanders just above zero, it is pulled back to the stricly positive region at a strength of the order dr = ¯θdτ .10 The transition density of r is noncentral chi-square. The stationary density of r is a gamma distribution. The expected value is as in Vasicek.11 However, the variance is diﬀerent, although its exact expression is really not important here. CIR formulated a set of assumptions that √ on the primitives of the economy (e.g., preferences) ¯ led to a risk-premium function λ = r, where is a constant. By replacing this, b(r) = θ − κr √ and a(r) = σ r into the PDE (9.27), one gets (similarly as in the Vasicek model), that the bond price function takes the form in Eq. (9.30), but with functions A and B satisfying the following diﬀerential equations: 0 = A1 − ¯θB 1 0 = −B1 + (κ + σ)B + σ 2 B 2 − 1 2 subject to the boundary conditions (9.31). In their article, CIR also showed how to compute options on bonds. They even provided hints on how to “invert the term-structure”, a popular technique that we describe in detail in Section 9.3.6. For all these features, the CIR model and paper have been used in the industry for many years. And many of the more modern models are mere multidimensional extensions of the basic CIR model. (See Section 9.3.6). 9.3.3.2 Nonlinear drifts
 
 An important issue is the analytical tractability of a given model. As demonstrated earlier, models such as Vasicek and CIR admit a closed-form solution. Among other things, this is because these models have a linear drift. Is evidence consistent with this linear assumption? What does empirical evidence suggest as regards mean reversion of the short-term rate? Such an empirical issue is subject to controversy. In the mid 1990s, three papers by A¨ıtSahalia (1996), Conley et al. (1997) and Stanton (1997) produced evidence that mean-reverting behavior is nonlinear. As an example, Conley et al. (1997) estimated a drift function of the following form: b(r) = β 0 + β 1 r + β 2 r2 + β 3 r−1 , 10 This is only intuition. The exact condition under which the zero boundary is unattainable by r is ¯ θ > 12 σ 2 . See Karlin and Taylor (1981, vol II chapter 15) for a general analysis of attainability of boundaries for scalar diﬀusion processes. 11 The expected value of linear mean-reverting processes is always as in Vasicek, independently of the functional form of the diﬀusion coeﬃcient. This property follows by a direct application of a general result for diﬀusion processes given in Chapter 6 (Appendix A).
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 which is reproduced in Figure 9.2 below (Panel A). Similar results were obtained in the other papers. To grasp the phenomena underlying this nonlinear drift, Figure 9.2 (Panel B) also contrasts the nonlinear shape in Panel A with a linear drift shape that can be obtained by fitting the CIR model to the same data set (US data: daily data from 1981 to 1996).
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 FIGURE 9.2. Nonlinear mean reversion?
 
 The importance of the nonlinear eﬀects in Figure 9.2 is related to the convexity eﬀects in Mele (2003). Mele (2003) showed that bond prices may be concave in the short-term rate if the risk-neutralized drift function is suﬃciently convex. While the results in this Figure relate to the physical drift functions, the point is nevertheless important as risk-premium terms should look like very strange to completely destroy the nonlinearities of the short-term rate under the physical measure. The main lesson is that under the “nonlinear drift dynamics”, the short-term rate behaves in a way that can at least be roughly comparable with that it would behave under the “linear drift dynamics”. However, the behavior at the extremes is dramatically diﬀerent. As the short-term rate moves to the extremes, it is pulled back to the “center” in a very abrupt way. At the moment, it is not clear whether these preliminary empirical results are reliable or not. New econometric techniques are currently being developed to address this and related issues. One possibility is that such single factor models of the short-term rate are simply misspecified. For example, there is strong empirical evidence that the volatility of the short-term rate is timevarying, as we shall discuss in the next section. Moreover, the term-structure implications of a single factor model are counterfactual, since we know that a single factor can not explain the entire variation of the yield curve, as we explained in Section 9.2. We now describe more realistic models driven by more than one factor. 9.3.4 Multifactor models The empirical evidence reviewed in Section 9.2 suggests that one-factor models can not explain the entire variation of the term-structure of interest rates. Factor analysis suggests we need at least three factors. In this section, we succinctly review the advances made in the literature to address this important empirical issue. 247
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 9.3.4.1 Stochastic volatility
 
 In the CIR model, the instantaneous short-term rate volatility is stochastic, as it depends on the level of the short-term rate, which is obviously stochastic. However, there is empirical evidence, surveyed by Mele and Fornari (2000), that suggests that the short-term rate volatility depends on some additional factors. A natural extension of the CIR model is one in which the instantaneous volatility of the short-term rate depends on (i) the level of the short-term rate, similarly as in the CIR model, and (ii) some additional random component. Such an additional random component is what we shall refer to as the “stochastic volatility” of the short-term rate. It is the term-structure counterpart to the stochastic volatility extension of the Black and Scholes (1973) model (see Chapter 8). Fong and Vasicek (1991) write the first paper in which the volatility of the short-term rate is stochastic. They consider the following model: p dr (τ ) = κr (¯ r − r (τ )) dτ + vp(τ )r (t)γ dW1 (τ ) (9.32) dv (τ ) = κv (θ − v (τ )) dτ + ξ v v (τ )dW2 (τ )
 
 in which κr , r¯, κv , θ and ξ v are constants, and [W1 W2 ] is a vector Brownian motion. (To obtain a closed-form solution, Fong and Vasicek set γ = 0.) The authors also make assumptions about risk aversion corrections. Namely, they assume that the unit-risk-premia for the stochastic fluctuations of the short-term rate, λr , and the short-term rate volatility, λv , are both proportional p to v (τ ), and then they find a closed-form solution for the bond price as of time t and maturing at time T , P (r (t) , v (t) , T − t). Longstaﬀ and Schwartz (1992) propose another model of the short-term rate in which the volatility of the short-term rate is stochastic. The remarkable feature of their model is that it is a general equilibrium model. Naturally, the Longstaﬀ-Schwartz model predicts, as the Fong-Vasicek model, that the bond price is a function of both the short-term rate and its instantaneous volatility. Note, then, the important feature of these models. The pricing function, P (r (t) , v (t) , T − t) and, hence, the yield curve R (r (t) , v (t) , T − t) ≡ − (T − t)−1 log P (r (t) , v (t) , T − t), depends on the level of the short-term rate, r (t), and one additional factor, the instantaneous variance of the short-term rate v (t). Hence, these models predict that we now have two factors that help explain the term-structure of interest rates, R (r (t) , v (t) , T − t). What is the relation between the volatility of the short-term rate and the term-structure of interest rates? Does this volatility help “track” one of the factors driving the variations of the yield curve? Consider, first, the basic Vasicek (1997) model discussed in Section 3.3.3. This model is simply a one-factor model, as it assumes that the volatility of the short-term rate is constant. Yet this model can be used to develop intuition about the full stochastic volatility models, such as the Fong and Vasicek (1991) in Eqs. (9.32). Using the solution for the Vasicek model, we find that, · Z T ¸ Z T ∂R (r (t) , T − t) 1 2 =− σ B (T − s) ds + λ B (T − s) ds , (9.33) ∂σ T −t t t £ ¤ where we remind that B (T − s) = κ1 1 − e−κ(T −s) . The previous expression reveals that if λ ≥ 0, the term-structure of interest rates (and, hence, the bond price) is always decreasing (increasing) in the volatility of the short-term rate. This conclusion parallels a famous result in the option pricing literature, by which the option price 248
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 is always increasing in the volatility of the price of the asset underlying the contract. As we explained in Chapter 8, this property arises from the convexity of the price with respect to the state variable of which we are contemplating changes in volatility. The intriguing feature of the model arises when λ < 0, which is the empirically relevant ) case to consider.12 In this case, the sign of ∂R(t,T is the results of a conflict between “con∂σ RT vexity” and “slope” eﬀects. “Convexity” eﬀects arise through the term σ t B(T − s)2 ds, 2 (r,T −t) which are referred to as in this way because ∂ P ∂r = P (r, T − t) B (T − t)2 . “Slope” ef2 RT fects, instead, arise through the term t B (T − s) ds, and are referred to as in this way as ∂P (r,T −t) = P (r, T − t) B (T − t). If λ is negative, and large in absolute value, slope eﬀects ∂r can dominate convexity eﬀects, and the term-structure can actually increase in the volatility parameter σ. For intermediate values of λ, the term-structure can be both increasing and decreasing in the volatility parameter σ. Typically, at short maturity dates, the convexity eﬀects in Eq. (9.33) are dominated by the slope eﬀects, and the short-end of the term-structure can be increasing in σ. At longer maturity dates, convexity eﬀects should be magnified and can sometimes dominate the slope eﬀects. As a result, the long-end of the term-structure can be decreasing in σ. Naturally, the previous conclusions are based on comparative statics for a simple model in which the short-term rate has constant volatility. However, these comparative statics illustrate well a general theory of bond price fluctuations in the more interesting case in which the shortterm rate volatility is stochastic, as for example in model (9.32) (see Mele (2003)). To develop further intuition about the conflict between convexity and slope eﬀects, consider the following binomial example. In the next period, the short-term rate is either i+ = i + d or i+ = i − d with equal probability, where i is the current interest rate level and d > 0. The price of a twoperiod bond is P (i, d) = m(i, d)/ (1+i), where m(i, d) = E [1/ (1 + i+ )] is the expected discount factor of the next period. By Jensen’s inequality, m(i, d) > 1/ (1+E [i+ ]) = 1/ (1+i) = m(i, 0). Therefore, two-period bond prices increase upon activation of randomness. More generally, twoperiod bond prices are always increasing in the “volatility” parameter d in this example (see Figure 9.3). This property relates to an important result derived by Jagannathan (1984, p. 429-430) in the option pricing area, and discussed in Chapter 8. Jagannathan’s insight is that in a two-period economy with identical initial underlying asset prices, a terminal underlying asset price y˜ is a mean preserving spread of another terminal underlying asset price x˜ (in the Rothschild and Stiglitz (1970) sense) if and only if the price of a call option on y˜ is higher than the price of a call option on x˜. This is because if y˜ is a mean preserving spread of x˜, then E [f (˜ y )] > E [f (˜ x)] 13 for f increasing and convex. These arguments go through as we assumed that the expected short-term rate is independent of d. Consider, instead, a multiplicative setting in which either i+ = i (1 + d) or i+ = i/ (1 + d) with equal probability. Litterman, Scheinkman and Weiss (1991) show that in such a setting, bond prices are decreasing in volatility at short maturity dates and increasing in volatility at long maturity dates. This is because expected future interest rates increase over time at 12 In this simple model, it is more reasonable to assume λ < 0 rather than λ > 0. This is because positive risk-premia are observed more frequently than negative risk-premia, and in this model, ur < 0. Together with λ < 0, ur < 0 ensures that the model generates positive term-premia. 13 To make such a connection more transparent in terms of the Rothschild and Stiglitz (1970) theory, let m ˜ d (i+ ) = 1/ (1 + i+ ) + ˜ d (x) is increasing and concave, and so we must have: denote the random discount factor when i = i ∓ d. Clearly x 7→ −m E [−m ˜ d00 (x)] < E [−m ˜ d0 (x)] ⇔ d0 < d00 , which is what demonstrated in figure 1. In Jagannathan (1984), f is increasing and convex, and so we must have: E [f (˜ y)] > E [f (˜ x)] ⇔ y˜ is riskier than (or a mean preserving spread of) x ˜.
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 a strength positively related to d. That is, the expected variation of the short-term rate is increasing in the volatility of the short-term rate, d, a property that can be re-interpreted as one arising in an economy with risk-averse agents. At short maturity dates, such an eﬀect dominates the convexity eﬀect illustrated in Figure 9.3. At longer maturity dates, the convexity eﬀect dominates. This simple example illustrates the yield-curve / volatility relation in the Vasicek model summarized by Eq. (9.33). As is clear, volatility changes do not generally represent a mean preserving spread for the risk-neutral distribution in the term-structure framework considered here. The seminal contribution of Jagannathan (1984) suggests that this is generally the case in the option pricing domain. In models of the short-term rate, the short-term rate is not a traded asset. Therefore, the risk-neutral drift function of the short-term rate does in general depend on the short-term volatility. For example, in the simple and scalar Vasicek model, this property activates slope eﬀects, as Eq. (9.33) reveals. In this case, and in the more complex stochastic volatility cases, it can be shown that if the risk-premium required to bear the interest rate risk is negative and suﬃciently large in absolute value, slope eﬀects dominate convexity eﬀects at any finite maturity date, thus making bond prices decrease with volatility at any arbitrary maturity date. What are the implications of these results in terms of the classical factor analysis of the term-structure reviewed in Section 9.2? Clearly, the very short-end of yield curve is not aﬀected by movements of the volatility, as limT →t R (r (t) , v (t) , T − t) = r (t), for all possible values ¯ where R ¯ is a of v (t). Also, in these models, we have that limT →∞ R (r (t) , v (t) , T − t) = R, constant and, hence, independent of of v (t). Therefore, movements in the short-term volatility can only produce their eﬀects on the middle of the yield curve. For example, if the risk-premium required to bear the interest rate risk is negative and suﬃciently large, an upward movement in v (t) can produce an eﬀect on the yield curve qualitatively similar to that depicted in Figure 9.1 (“Curvature” panel), and would thus roughly mimic the “curvature” factor that we reviewed in Section 9.2. 1
 
 a m(i,d’) = (a + A)/2 m(i,d) = (b + B)/2
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 FIGURE 9.3. A connection with the Rothschild-Stiglitz-Jagannathan theory: the simple case in which convexity of the discount factor induces bond prices to be increasing in volatility. If the 250
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 risk-neutralized interest rate of the next period is either i+ = i + d or i+ = i − d with equal probability, the random discount factor 1/ (1+i+ ) is either B or b with equal probability. Hence m(i, d) = E [1/ (1 + i+ )] is the midpoint of bB. Similarly, if volatility is d0 > d, m(i, d0 ) is the midpoint of aA. Since ab > BA, it follows that m(i, d0 ) > m(i, d). Therefore, the two-period bond price u(i, v) = m(i, v)/ (1 + i) satisfies: u(i, d0 ) > u(i, d) for d0 > d.
 
 9.3.4.2 Three-factor models
 
 We need at least three factor to explain the entire variation in the yield-curve. A model in which the interest rate volatility is stochastic may be far from being exhaustive in this respect. A natural extension is a model in which the drift of the short-term rate contains some predictable component, r¯ (τ ), which acts as a third factor, as in the following model: p dr (τ ) = κr (¯ r (τ ) − r (τ )) dτ +p v (τ )r (t)γ dW1 (τ ) dv (τ ) = κv (θ − v (τ )) dτ + ξ vp v (τ )dW2 (τ ) d¯ r (τ ) = κr¯ (¯ı − r¯ (τ )) dτ + ξ r¯ r¯ (τ )dW3 (τ )
 
 (9.34)
 
 where κr , γ, κv , θ, ξ v , κr¯, ¯ı and ξ r¯ are constants, and [W1 W2 W3 ] is vector Brownian motion. Balduzzi et al. (1996) develop the first model in which the drift of the short-term rate changes stochastically, as in Eqs. (9.34). Dai and Singleton (2000) consider a number of models that generalize that in Eqs. (9.34). The term-structure implications of these models can be understood very simply. First, the bond price has now the form, P (r (t) , r¯ (t) , v (t) , T − t) and, hence, the yield curve is, under reasonable assumptions on the risk-premia, R (r (t) , r¯ (t) , v (t) , T − t) ≡ − (T − t)−1 log P (r (t) , r¯ (t) , v (t) , T − t). Second, and intuitively, changes in the new factor r¯ (t) should primarily aﬀect the long-end of the yield curve. This is because empirically, the usual finding is that the short-term rate reverts relatively quickly to the long-term factor r¯ (τ ) (i.e. κr is relatively high), where r¯ (τ ) mean-reverts slowly (i.e. κr¯ is relatively low). Ultimately, the slow mean-reversion of r¯ (τ ) means that changes in r¯ (τ ) last for the relevant part of the term-structure we are usually interested in (i.e. up to 30 years), despite the fact that limT →∞ R (r (t) , r¯ (t) , v (t) , T − t) is independent of the movements of the three factors r (t), r¯ (t) and v (t). However, it is diﬃcult to see how to reconcile such a behavior of the long-end of the yield curve with the existence of any one of the factors discussed in Section 9.2. Indeed, a joint change in both the short-term rate, r (t), and the “long-term” rate, r¯ (t), should be really needed to mimic the “Level” panel of Figure 9.1 in Section 9.2. However, this interpretation is at odds with the assumption that the factors discussed in Section 9.2 are uncorrelated! Moreover, and crucially, the empirical results in Dai and Singleton reveal that if any, r (t) and r¯ (t) are negatively correlated. Finally, to emphasize how exacerbated these puzzles are, consider the eﬀects of changes in the short-term rate r (t). We know that the long-end of the term-structure is not aﬀected by movements of the short-term rate. Hence, the short-term rate acts as a “steepness” factor, as in Figure 9.1 of Section 9.2 (“Slope” panel). However, this interpretation is restrictive, as factor analysis reveals that the short-end and the long-end of the yield curve move in opposite directions after a change in the steepness factor. Here, instead, a change in the short-term rate only modifies the short-end (and, perhaps, the middle) of the yield curve and, hence, does not produce any variation in the long-end curve. 251
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 9.3. Models of the short-term rate 9.3.5 Aﬃne and quadratic term-structure models 9.3.5.1 Aﬃne
 
 The Vasicek and CIR models predict that the bond price is exponential-aﬃne in the short-term rate r. This property is the expression of a general phenomenon. Indeed, it is possible to show that bond prices are exponential-aﬃne in r if, and only if, the functions b and a2 are aﬃne in r. Models that satisfy these conditions are known as aﬃne models. More generally, these basic results extend to multifactor models, in which bond prices are exponential-aﬃne in the state variables.14 In these models, the short-term rate is a function r (y) such that r (y) = r0 + r1 · y, where r0 is a constant, r1 is a vector, and y is a multidimensional diﬀusion, in Rd , and is solution to. dy (τ ) = κ (µ − y (t)) dt + ΣV (y (τ )) dW (τ ) , where W is a d-dimensional Brownian motion, Σ is a full rank n × d matrix, and V is a full rank d × d diagonal matrix with elements, q V (y)(ii) = αi + β > i = 1, · · ·, d, (9.35) i y,
 
 for some scalars αi and vectors β i . Langetieg (1980) develops the first multifactor model of this kind, in which β i = 0. Under the assumption that the risk-premia Λ are Λ (y) = V (y) λ1 , for some d-dimensional vector λ1 , Duﬃe and Kan (1996) show that the bond price is exponentialaﬃne in the state variables y. The clear advantage of aﬃne models is that they considerably simplify the econometric estimation. Chapter 11 discusses the estimation details of these and related models. 9.3.5.2 Quadratic
 
 Aﬃne models are known to impose tight conditions on the structure of the volatility of the state variables. These restrictions arise to keep the square root in Eq. (9.35) real valued. But these constraints may hinder the actual performance of the models. There exists another class of models, known as quadratic models, that partially overcome these diﬃculties. 9.3.6 Short-term rates as jump-diﬀusion processes Seminal contribution (extension of the CIR general equilibrium model to jumps-diﬀusion): Ahn and Gao (1988, JF). Suppose that the short-term rate is a jump-diﬀusion process: dr(τ ) = bJ (r(τ ))dτ + a(r(τ ))dW (τ ) + (r(τ )) · S · dZ(τ ), where the previous equation is written under the risk-neutral measure, and bJ is thus a jumpadjusted risk-neutral drift. For all (r, τ ) ∈ R++ × [t, T ), the bond price P (r, τ , T ) is then the 14 More generally, we say that aﬃne models are those that make the characteristic function exponential-aﬃne in the state variables. In the case of the multifactor interest rate models of the previous section, this condition is equivalent to the condition that bond prices are exponential aﬃne in the state variables.
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 9.3. Models of the short-term rate solution to, ¶ µ Z ∂ Q + L − r P (r, τ , T ) + v 0= ∂τ
 
 supp(S)
 
 [P (r + S, τ , T ) − P (r, τ , T )] p (dS) ,
 
 (9.36)
 
 and P (r, T, T ) = 1 ∀r ∈ R++ . Rτ This is because, as usual, {exp(− t r(u)du)P (r, τ , T )}τ ∈[t,T ] must be a martingale under the risk-neutral measure in order to prevent arbitrage opportunities.15 Also, we can model the presence of diﬀerent quality (or “types”) of jumps, and the previous formula becomes: µ ¶ Z N X ∂ Q 0= + L − r P (r, τ , T ) + vj [P (r + S, τ , T ) − P (r, τ , T )] pj (dS) , ∂τ supp(S) j=1
 
 where N is the number of jump types, but here for simplicity we just set N = 1. As regards the risk-neutral distribution, the important thing as usual is to identify the riskpremia. Here we simply have: vQ = v · λJ , where v is the intensity of the short-term rate jump under the physical distribution, and λJ is the risk-premium demanded by agents to be compensated for the presence of jumps.16 Bonds subject to default-risk can be modeled through partial diﬀerential equations. This is particularly the case when default is considered as an exogeously given rare event modeled as a Poisson process. This is the so-called “reduced-form” approach. Precisely, assume that the event of default at each instant of time is a Poisson process Z with intensity v,17 and assume that in the event of default at point τ , the holder of the bond receives a recovery payment P¯ (τ ) which can be a deterministic function of time (e.g., a constant) or more generally, a σ (r(s) : t ≤ s ≤ τ )-adapted process satisfying some basic regularity conditions. Next, let τˆ be the random default time, and let’s create an auxiliary state variable g with the following features: ½ 0 if t ≤ τ < τˆ g= 1 otherwise The relevant information for an investor is thus given by the following risk-neutral dynamics: ½ dr(τ ) = b(r(τ ))dτ + a(r(τ ))dW (τ ) (9.37) dg(τ ) = S · dN(τ ), where S ≡ 1, with probability one
 
 Denote the rational bond price function as P (r, g, τ , T ), τ ∈ [t, T ]. It is assumed that ∀τ ∈ [t, T ] and ∀v ∈ (0, ∞), P (r, 1, τ , T ) = P¯ (τ ) < P (r, 0, τ , T ) a.s. As shown below, such an assumption, plus the assumption that P¯ (τ ; v 0 ) ≥ P¯ (τ ; v) ⇔ v0 ≥ v, is suﬃcient to guarantee that default-free bond prices are higher than defaultable bond prices. By the usual absence of arbitrage opportunities arguments, the following equation is satisfied by the pre-default bond price P (r, 0, τ , T ) = P pre (r, τ , T ): ¶ µ ∂ + L − r P (r, 0, τ , T ) + v(r) · [P (r, 1, τ , T ) − P (r, 0, τ , T )] 0 = ∂τ ¶ µ ∂ + L − (r + v(r)) P (r, 0, τ , T ) + v(r)P¯ (τ ), τ ∈ [t, T ), (9.38) = ∂τ
 
 15 Just use y(τ ) ≡ b(τ )−1 u(r(τ ), τ , T ), where b solves db(τ ) = r(τ )b(τ )dτ (in diﬀerential form), for the connection between Eq. (9.36) and martingales. 16 Further details on changes of measures for jump-type processes can be found in Br´ emaud (1981). 17 The approach followed here is the one developed in Mele (2003).
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 with the usual boundary condition P (r, 0, T, T ) = 1. The solution for the pre-default bond price is: · µ Z T ¶¸ pre ∗ P (x, t, T ) = E exp − (r(τ ) + v(r(τ )))dτ t ·Z T µ Z τ ¶ ¸ ∗ exp − (r(u) + v(r(u)))du · v(r(τ ))P¯ (τ )dτ , +E t
 
 t
 
 where E∗ [·] is the expectation operator taken with reference to only the first equation of system (9.37). This coincides with Duﬃe and Singleton (1999, Eq. (10) p. 696) when we define a percentage loss process l in [0, 1] so as to have P¯ = (1 − l) · P . Indeed, inserting P¯ = (1 − l) · P into Eq. (9.38) gives: µ ¶ ∂ 0= + L − (r + l(τ )v(r)) P (r, 0, τ , T ), ∀(r, τ ) ∈ R++ × [t, T ), ∂τ with the usual boundary condition, the solution of which is: · µ Z T ¶¸ pre ∗ P (x, t, T ) = E exp − (r(τ ) + l(τ ) · v(r(τ )))dτ . t
 
 To validate the claim that the bond price is decreasing with v, consider two economies A and B in which the corresponding default-intensities are v A and vB , and assume that the coeﬃcients of L don’t depend on default-intensity. The pre-default bond price function in economy i is P i (r, τ , T ), i = A, B, and satisfies: ¶ µ ∂ + L − r P i + vi · (P¯ i − P i ), i = A, B, 0= ∂τ with the usual boundary condition. Substracting these two equations and rearranging terms reveals that the price diﬀerence ∆P (r, τ , T ) ≡ P A (r, τ , T ) − P B (r, τ , T ) satisfies, ∀(r, τ ) ∈ R++ × [t, T ), µ ¶ ¡ ¤ ¤ ¢£ £ ∂ A 0= + L − (r + v ) ∆P (r, τ , T )+ vA − vB · P¯ B (τ ) − P B (r, τ , T ) +vA P¯ A (τ ) − P¯ B (τ ) , ∂τ
 
 with ∆P (r, T, T ) = 0, ∀r ∈ R++ . Given the previous assumptions, the proof is complete by an application of the maximum principle (see Appendix ? in chapter 6).
 
 9.4 No-arbitrage models 9.4.1 Fitting the yield-curve, perfectly Traders don’t want to explain the term structure. Rather, they wish to take it as they observe it. The simple reason for wishing so is the increased importance of the interest rate derivatives business. Interest rate derivatives are derivatives written on term structure objects (see Section 9.7). Consider, for instance, a European option written on a bond. Traders find it unsatisfactory to have a model that only “explains” the bond price. A model’s mistake on the bond price is likely to generate a huge option price mistake. How can we trust an option pricing model that 254
 
 c °by A. Mele
 
 9.4. No-arbitrage models
 
 is not even able to pin down the value of the underlying asset price? To illustrate these points, denote with P (r(τ ), τ , S) the rational price process of a zero coupon bond maturing at some time S. What is the price of a European option written on this bond, struck at K and expiring at T < S? By the FTAP, there are no arbitrage opportunities if and only if the option price C b is: i h + b − tT r(τ )dτ · (P (r(T ), T, S) − K) , C (r(t), t, T, S) = E e
 
 where the symbol (a)+ denotes max (0, a). As an example, in aﬃne models, P is lognormal whenever r is normally distributed. This happens precisely for the Vasicek model. Intuition developed for the Black and Scholes (1973) (BS) formula then suggests that in this case, the previous expectation is a nonlinear function of the current bond price P (r(t), t, T ). This claim can not be shown with the simple risk-neutral tools used to show the BS formula. One of the T troubles is due to the presence of the e− t r(τ )dτ term inside the brackets, which is obviously unknown at the time of evaluation t. Instead, the technology of the forward martingale measure introduced in Section 9.2.4. Precisely, let 1ex be the indicator of all events s.t. the option is exercized i.e., that P (r(T ), T, S) ≥ K. We have: C b (r(t), t, T, S) i h i h T T = E e− t r(τ )dτ P (r(T ), T, S) · 1ex − K · E e− t r(τ )dτ · 1ex # " # " S T e− t r(τ )dτ e− t r(τ )dτ · 1ex − KP (r(t), t, T ) · E · 1ex = P (r(t), t, S) · E P (r(t), t, S) P (r(t), t, T ) = P (r(t), t, S) · EQSF [1ex ] − KP (r(t), t, T ) · EQTF [1ex ] = P (r(t), t, S) · QSF [P (r(T ), T, S) ≥ K] − KP (r(t), t, T ) · QTF [P (r(T ), T, S) ≥ K] ,
 
 (9.39)
 
 where the first term in the second equality has been derived by an argument nearly identical to the one produced in Section 9.1 (see footnote 2);18 QiF (i = T, S) is the i-forward measure; and finally, EQiF [·] is the expectation taken under the i-forward martingale measure (see Section 9.1 for more details). In Section 9.7, we will learn how to compute the two probabilities in Eq. (9.39) in an elegant way. But as it should already be clear, the bond option price does depend on theoretical bond prices P (r(t), t, T ) and P (r(t), t, S) which in turn, are generally never equal to the current, observed market prices. This is so because P (r(t), t, T ) is only the output of a standard rational expectations model. Evidently, this is not an important concern for economists working in Central Banks who wish to predict future term-structure movements with the help of a few, key state variables (as in the multifactor models discussed before). But practitioners concerned with bond option pricing are perfectly right in asking for a model that perfectly matches the observed term-structure they face at the time of evaluation. The aim of the models studied in 18 By
 
 the Law of Iterated Expectations, E e−
 
 UT t
 
 r(τ )dτ
 
 u(r(T ), T, S)1ex = E e−
 
 UT t
 
 r(τ )dτ
 
 1ex E e−
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 US
 
 T r(τ )dτ
 
 F (T )
 
 = E e−
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 t r(τ )dτ 1ex
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 this section is to exactly fit the initial term-structure, which for this reasons we call “perfectly fitting models”.19 We do not develop a general model-building principle. Rather, we present specific models that are eﬀectively able to deserve the “perfectly fitting” qualification. We shall focus on two celebrated models: the Ho and Lee (1986) model, and one generalization of it introduced by Hull and White (1990). In all cases, the general modeling principle consists in generating bond prices expiring at some date S that are of course random at time T < S, but also exactly equal to the current observed bond prices (at time t). Finally, these prices must be arbitrage-free. As we show, these conditions can be met by augmenting the models seen in the previous sections with a set of “infinite dimensional parameters”. A final remark. In Section 9.7, we will show that at least for the Vasicek’s model, Eq. (9.39) will not explicitly depend on r because it only “depends” on P (r(t), t, T ) and P (r(t), t, S). That is the essence of the celebrated Jamshidian’s (1989) formula. One may then be right in asking why should we look for perfectly fitting models? After all, it would be suﬃcient to use the Jamshidian’s formulae in Section 9.7, and replace P (r(t), t, T ) and P (r(t), t, S) with the corresponding observed values P $ (t, T ) and P $ (t, S) (say). In this way the model is perfectly fitting. Apart from being theoretically inconsistent (you would have a model predicting something generically diﬀerent from prices), this way of thinking also leads to some practical drawbacks. As we will show in Section 9.7, the bond option Jamshidian’s formula agrees “in notation” with that obtained with the corresponding perfectly fitting model. But as we move to more complex interest rate derivatives, results are completely diﬀerent. This is the case, for example, of options on coupon bonds and swaption contracts (see Section 9.7.3 for precise details on this). Finally, it may be the case that some maturity dates are actually not traded at some point in time. As an example, it may happen that P $ (t, T ) is not observed. (Furthermore, it may happen that one may wish to price more “exotic”, or less liquid bonds or options on these bonds.) An intuitive procedure to face up to this diﬃculty is to “interpolate” the observed, traded maturities. And in fact, the objective of perfectly fitting models is to allow for such an “interpolation” while preserving absence of arbitrage opportunities. 9.4.2 Ho and Lee Consider the model, ˜ (τ ), τ ≥ t, dr (τ ) = θ(τ )dτ + σdW
 
 (9.40)
 
 ˜ is a Q-Brownian motion, σ is a constant, and θ (τ ) is an “infinite dimensional” where W parameter introduced to pin down the initial, observed term structure.20 The time of evaluation is t. The reason we refer to θ (τ ) as “infinite dimensional” parameter is that we regard θ (τ ) as a function of calendar time τ ≥ t. Crucially, then, we assume that this function is known at the time of evaluation t. Clearly, Eq. (9.40) gives rise to an aﬃne model. Therefore, the bond price takes the following form, P (r(τ ), τ , T ) = eA(τ ,T )−B(τ ,T )·r(τ ) ,
 
 (9.41)
 
 19 As noted earlier, these models are usually referred to as “no-arbitrage” models, which is quite a curious qualification. No one doubts that the models seen in the previous sections are arbitrage-free. Therefore, we prefer to qualify the short-term models that exactly fit the initial term-structure as “perfectly fitting models”. 20 The original Ho and Lee (1986) formulation was set in discrete time, and Eq. (9.40) represents its “diﬀusion limit”.
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 9.4. No-arbitrage models for two functions A and B to be determined below. It is easy to show that, Z T 1 A(τ , T ) = θ(s)(s − T )ds + σ 2 (T − τ )3 ; B(τ , T ) = T − τ . 6 τ The instantaneous forward rate f (τ , T ) predicted by the model is then,
 
 ∂ log P (r(τ ), τ , T ) = −A2 (τ , T ) + B2 (τ , T ) · r(τ ), (9.42) ∂T where A2 (τ , T ) ≡ ∂A(τ , T )/ ∂T and B2 (τ , T ) ≡ ∂B(τ , T )/ ∂T . On the other hand, let f$ (t, τ ) denote the instantaneous, observed forward rate. By matching f (t, τ ) to f$ (t, τ ) yields: Z τ 1 θ(s)ds − σ 2 (τ − t)2 + r(t), (9.43) f$ (t, τ ) = f (t, τ ) = 2 t f (τ , T ) = −
 
 where have evaluated ³ we ´ the two partial derivatives A2 (t, τ ) and B2 (t, τ ). Hence, since P (t, T ) = RT exp − t f (t, τ ) dτ , this means that this θ (τ ) guarantees an exact fit of the term-structure.
 
 By diﬀerentiating the previous equation with respect to τ , one obtains the solution for θ,21 θ(τ ) =
 
 ∂ f$ (t, τ ) + σ 2 (τ − t). ∂τ
 
 (9.44)
 
 9.4.3 Hull and White Consider the model ˜ (τ ), dr(τ ) = (θ(τ ) − κr(τ )) dτ + σdW
 
 (9.45)
 
 ˜ is a Q-Brownian motion, and κ, σ are constants. Clearly, this model generalizes both where W the Ho and Lee model (9.40) and the Vasicek model (9.28). In the original formulation of Hull and White, κ and σ were both time-varying, but the main points of this model can be learnt by working out this particular simple case. Eq. (9.45) also gives rise to an aﬃne model. Therefore, the solution for the bond price is given by Eq. (9.41). It is easy to show that the functions A and B are given by Z T Z 1 2 T 2 A(τ , T ) = σ B(s, T ) ds − θ(s)B(s, T )ds, (9.46) 2 τ τ and
 
 ¤ 1£ 1 − e−κ(T −τ ) . (9.47) κ By reiterating the same reasoning produced to show (9.44), one shows that the solution for θ is: ¤ σ2 £ ∂ θ(τ ) = f$ (t, τ ) + κf$ (t, τ ) + 1 − e−2κ(τ −t) . (9.48) ∂τ 2κ A proof of this result is in Appendix 5. Why did we need to go for this more complex model? After all, Ho & Lee model is already able to pin down the entire yield curve. The answer is that investment banks typically prices a lot of derivatives. The yield curve is not the only thing to be exactly fit. Rather it is only the starting point. In general, the more flexible a given perfectly fitting model is, the more successful it is to price more complex derivatives. B(τ , T ) =
 
 21 To
 
 check that θ is indeed the solution, replace Eq. (9.44) into Eq. (9.43) and verify that Eq. (9.43) holds as an identity.
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 9.5. The Heath-Jarrow-Morton model 9.4.4 Critiques
 
 Two important critiques to these models: - As we shall see in Section 9.6, closed-form solution for options on bond prices are easy to implement when the short-term rate is Gaussian. We will use the T -forward measure machinery to show this. In principle, they could also be used to price caps, floors and swaptions. But in general, no-closed form solutions are available that reproduce the standard market practice. This diﬃculty is overcome by a class of models known as “market models” that is built upon the modelling principles of the HJM models examined in Section 9.4. - Intertemporal inconsistencies: θ functions have to be re-calibrated every single day. (As Eq. (9.44) demonstrates, at time t, θ (τ ) depends on the slope of f$ which can change every day.) This kind of problems is present in HJM-type models - Stochastic string shocks models.
 
 9.5 The Heath-Jarrow-Morton model 9.5.1 Motivation The bond price representation (9.10), P (τ , T ) = e−
 
 T τ
 
 f (τ , )d
 
 ,
 
 all τ ∈ [t, T ],
 
 (9.49)
 
 is the starting point of a now popular modeling approach originally developed by Heath, Jarrow and Morton (1992) (HJM, henceforth). Given (9.49), the modeling strategy of this approach is to take as primitive the τ -stochastic evolution of the entire structure of forward rates (not only the short-term rate r(t) = lim ↓t f (t, ) ≡ f (t, t)).22 Given (9.49) and the initial, observed structure of forward rates {f (t, )} ∈[t,T ] , no-arbitrage “cross-equations” relations arise to restrict the stochastic behavior of {f (τ , )}τ ∈(t, ] for any ∈ [t, T ]. By construction, the HJM approach allows for a perfect fit of the initial term-structure. This point may be grasped very simply by noticing that the bond price P (τ , T ) is, T
 
 P (τ , T ) = e− τ f (τ , )d P (t, T ) P (t, τ ) − T f (τ , )d · e τ = P (t, τ ) P (t, T ) P (t, T ) − τ f (t, )d + T f (t, )d − t ·e t = P (t, τ ) T T P (t, T ) = · e τ f (t, )d − τ f (τ , )d P (t, τ ) P (t, T ) − T [f (τ , )−f (t, )]d = . ·e τ P (t, τ )
 
 T τ
 
 f (τ , )d
 
 The key point of the HJM methodology is to take the current forward rates structure f (t, ) as given, and to model the future forward rate movements, f (τ , ) − f (t, ). 22 One of the many checks of the internal consistency of any model consists in checking that the given model produces: ∂P (t, T )/ ∂T = −E[r(T ) exp(− tT r(u)du)] = −f (t, T )P (t, T ) and by continuity, limT ↓t ∂P (t, T )/ ∂T = −r(t) = −f (t, t).
 
 258
 
 c °by A. Mele
 
 9.5. The Heath-Jarrow-Morton model
 
 Therefore, the HJM methodology takes the current term-structure as given and, hence, perfectly fitted, as we we observe both P (t, T ) and P (t, τ ). In contrast, the other approach to interest rate modeling is to model the current bond price P (t, T ) by means of a model for the short-term rate (see Section 9.3) and, hence, does not fit the initial term structure. As we explained in the previous section, fitting the initial term-structure is an important issue when the model’s user is concerned with pricing interest-rate derivatives. 9.5.2 The model 9.5.2.1 Primitives
 
 The primitive is still a Brownian information structure. Therefore, if we want to model future movements of {f (τ , T )}τ ∈[t,T ] , we also have to accept that for every T , {f (τ , T )}τ ∈[t,T ] is F(τ )adapted. Under the Brownian information structure, there thus exist functionals α and σ such that, for any T , dτ f (τ , T ) = α(τ , T )dτ + σ(τ , T )dW (τ ), τ ∈ (t, T ], (9.50)
 
 where f (t, T ) is given. The solution is thus Z Z τ α(s, T )ds + f (τ , T ) = f (t, T ) + t
 
 t
 
 τ
 
 σ(s, T )dW (s), τ ∈ (t, T ].
 
 (9.51)
 
 In other terms, W “doesn’t depend” on T . If we wish to make W also “indexed” by T in some sense, we obtain the so-called stochastic string models (see Section 9.7).
 
 9.5.2.2 Arbitrage restrictions
 
 The next step is to derive Rrestrictions on α that are consistent with absence of arbitrage opT portunities. Let X(τ ) ≡ − τ f (τ , )d . We have Z T £ ¤ dX(τ ) = f (τ , τ )dτ − (dτ f (τ , )) d = r(τ ) − αI (τ , T ) dτ − σ I (τ , T )dW (τ ), τ
 
 where
 
 I
 
 α (τ , T ) ≡
 
 Z
 
 T
 
 α(τ , )d
 
 ;
 
 τ
 
 I
 
 σ (τ , T ) ≡
 
 Z
 
 T
 
 σ(τ , )d .
 
 τ
 
 By Eq. (9.49), P = eX . By Itˆo’s lemma, ¸ · °2 dτ P (τ , T ) 1° I I ° ° dτ − σ I (τ , T )dW (τ ). = r(τ ) − α (τ , T ) + σ (τ , T ) P (τ , T ) 2
 
 By the FTAP, there are no arbitrage opportunties if and only if · ¸ °2 1° dτ P (τ , T ) I I I ˜ (τ ), = r(τ ) − α (τ , T ) + °σ (τ , T )° + σ (τ , T )λ(τ ) dτ − σI (τ , T )dW P (τ , T ) 2 R ˜ (τ ) = W (τ ) + τ λ(s)ds is a Q-Brownian motion, and λ satisfies: where W t °2 1° αI (τ , T ) = °σ I (τ , T )° + σ I (τ , T )λ(τ ). (9.52) 2 By diﬀerentiating the previous relation with respect to T gives us the arbitrage restriction that we were looking for: Z T α(τ , T ) = σ(τ , T ) σ(τ , )> d + σ(τ , T )λ(τ ). (9.53) τ
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 9.5. The Heath-Jarrow-Morton model 9.5.3 The dynamics of the short-term rate By Eq. (9.51), the short-term rate satisfies: r(τ ) ≡ f (τ , τ ) = f (t, τ ) +
 
 Z
 
 τ
 
 α(s, τ )ds +
 
 t
 
 Z
 
 τ
 
 t
 
 σ(s, τ )dW (s), τ ∈ (t, T ].
 
 (9.54)
 
 Diﬀerentiating with respect to τ yields · Z dr(τ ) = f2 (t, τ ) + σ(τ , τ )λ(τ ) +
 
 τ
 
 α2 (s, τ )ds +
 
 t
 
 where α2 (s, τ ) = σ 2 (s, τ )
 
 Z
 
 τ
 
 Z
 
 τ
 
 t
 
 ¸ σ 2 (s, τ )dW (s) dτ + σ(τ , τ )dW (τ ),
 
 σ(s, )| d + σ(s, τ )σ(s, τ )| + σ 2 (s, τ )λ(s).
 
 s
 
 As is clear, the short-term rate is in general non-Markov. However, the short-term rate can be “risk-neutralized” and used to price exotics through simulations. 9.5.4 Embedding At first glance, it might be guessed that HJM models are quite distinct from the models of the short-term rate introduced in Section 9.3. However, there exist “embeddability” conditions turning HJM into short-term rate models, and viceversa, a property known as “universality” of HJM models. 9.5.4.1 Markovianity
 
 One natural question to ask is whether there are conditions under which HJM-type models predict the short-term rate to be a Markov process. The question is natural insofar as it relates to the early literature in which the entire term-structure was driven by a scalar Markov process representing the dynamics of the short-term rate. The answer to this question is in the contribution of Carverhill (1994). Another important contribution in this area is due to Ritchken and Sankarasubramanian (1995), who studied conditions under which it is possible to enlarge the original state vector in such a manner that the resulting “augmented” state vector is Markov and at the same time, includes that short-term rate as a component. The resulting model resembles a lot some of the short-term rate models surveyed in Section 9.3. In these models, the short-term rate is not Markov, yet it is part of a system that is Markov. Here we only consider the simple Markov scalar case. Assume the forward-rate volatility structure is deterministic and takes the following form: σ(t, T ) = g1 (t)g2 (T ) all t, T . By Eq. (9.54), r is then: r(τ ) = f (t, τ ) +
 
 Z
 
 t
 
 τ
 
 α(s, τ )ds + g2 (τ ) ·
 
 Also, r is solution to: 260
 
 Z
 
 t
 
 τ
 
 g1 (s)dW (s), τ ∈ (t, T ],
 
 (9.55)
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 dr(τ ) =
 
 · Z f2 (t, τ ) + σ(τ , τ )λ(τ ) +
 
 τ
 
 t
 
 · Z = f2 (t, τ ) + σ(τ , τ )λ(τ ) +
 
 α2 (s, τ )ds + g20 (τ )
 
 τ
 
 α2 (s, τ )ds +
 
 t
 
 g20 (τ ) g2 (τ )
 
 Z
 
 t
 
 τ
 
 ¸ g1 (s)dW (s) dτ + σ(τ , τ )dW (τ )
 
 g2 (τ )
 
 Z
 
 t
 
 τ
 
 ¸ g1 (s)dW (s) dτ + σ(τ , τ )dW (τ )
 
 µ ¶¸ Z τ τ g20 (τ ) r(τ ) − f (t, τ ) − α2 (s, τ )ds + α(s, τ )ds dτ g2 (τ ) t t
 
 · Z = f2 (t, τ ) + σ(τ , τ )λ(τ ) + +σ(τ , τ )dW (τ ).
 
 Done. This is Markov. Condition (9.55) is then a condition for the HJM model to predict that the short-term rate is Markov. Mean-reversion is ensured by the condition that g20 < 0, uniformly. As an example, take λ = constant, and: ; g2 (t) = e−κt , κ > 0. g1 (t) = σ · eκt , σ > 0 This is the Hull-White model discussed in Section 9.3. 9.5.4.2 Short-term rate reductions
 
 We prove everything in the Markov case. Let the short-term rate be solution to: ˜ (τ ), dr(τ ) = ¯b(τ , r(τ ))dτ + a(τ , r(τ ))dW ˜ is a Q-Brownian motion, and ¯b is some risk-neutralized drift function. The rational where W h i T bond price function is P (r(t), t, T ) = E e− t r(τ )dτ . The forward rate implied by this model is: ∂ log P (r(t), t, T ). f (r(t), t, T ) = − ∂T By Itˆo’s lemma, ¸ · ∂ 1 2 ˜. df = f + ¯bfr + a frr dτ + afr dW ∂t 2 But for f (r, t, T ) to be consistent with the solution to Eq. (9.51), it must be the case that 1 ∂ f (r, t, T ) + ¯b(t, r)fr (r, t, T ) + a(t, r)2 frr (r, t, T ) ∂t 2 = a(t, r)fr (t, r)
 
 α(t, T ) − σ(t, T )λ(t) = σ(t, T )
 
 (9.56)
 
 and f (t, T ) = f (r, t, T ).
 
 (9.57)
 
 In particular, the last condition can only be satisfied if the short-term rate model under consideration is of the perfectly fitting type.
 
 9.6 Stochastic string shocks models The first papers are Kennedy (1994, 1997), Goldstein (2000) and Santa-Clara and Sornette (2001). Heaney and Cheng (1984) are also very useful to read. 261
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 9.6. Stochastic string shocks models 9.6.1 Addressing stochastic singularity Let σ (τ , T ) = [σ 1 (τ , T ) , · · ·, σ N (τ , T )] in Eq. (9.50). For any T1 < T2 , E [df (τ , T1 ) df (τ , T2 )] =
 
 N X
 
 σ i (τ , T1 ) σ i (τ , T2 ) dτ ,
 
 i=1
 
 and, c (τ , T1 , T2 ) ≡ corr [df (τ , T1 ) df (τ , T2 )] =
 
 PN
 
 σ i (τ , T1 ) σ i (τ , T2 ) . kσ (τ , T1 )k · kσ (τ , T2 )k i=1
 
 (9.58)
 
 By replacing this result into Eq. (9.53), Z T α(τ , T ) = σ(τ , T ) · σ(τ , )> d + σ(τ , T )λ(τ ) τ
 
 =
 
 Z
 
 τ
 
 T
 
 kσ (τ , )k kσ (τ , T )k c (τ , , T ) d + σ(τ , T )λ(τ ).
 
 One drawback of this model is that the correlation matrix of any (N + M)-dimensional vector of forward rates is degenerate for M ≥ 1. Stochastic string models overcome this diﬃculty by modeling in an independent way the correlation structure c (τ , τ 1 , τ 2 ) for all τ 1 and τ 2 rather than implying it from a given N-factor model (as in Eq. (9.58)). In other terms, the HJM methodology uses functions σ i to accommodate both volatility and correlation structure of forward rates. This is unlikely to be a good model in practice. As we will now see, stochastic string models have two separate functions with which to model volatility and correlation. The starting point is a model in which the forward rate is solution to, dτ f (τ , T ) = α (τ , T ) dτ + σ (τ , T ) dτ Z (τ , T ) , where the string Z satisfies the following five properties: (i) For all τ , Z (τ , T ) is continuous in T ; (ii) For all T , Z (τ , T ) is continuous in τ ; (iii) Z (τ , T ) is a τ -martingale, and hence a local martingale i.e. E [dτ Z (τ , T )] = 0; (iv) var [dτ Z (τ , T )] = dτ ; (v) cov [dτ Z (τ , T1 ) dτ Z (τ , T2 )] = ψ (T1 , T2 ) (say). Properties (iii), (iv) and (v) make Z Markovian. The functional form for ψ is crucially important to guarantee this property. Given the previous properties, we can deduce a key property of the forward rates. We have, p var [df (τ , T )] = σ (τ , T ) c (τ , T1 , T2 ) ≡ corr [df (τ , T1 ) df (τ , T2 )] =
 
 σ (τ , T1 ) σ (τ , T2 ) ψ (T1 , T2 ) = ψ (T1 , T2 ) σ (τ , T1 ) σ (τ , T2 )
 
 As claimed before, we now have two separate functions with which to model volatility and correlation. 262
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 9.6. Stochastic string shocks models 9.6.2 No-arbitrage restrictions Similarly as in the HJM-Brownian case, let X (τ ) ≡ − dX (τ ) = f (τ , τ ) dτ −
 
 Z
 
 T
 
 τ
 
 where as usual, αI (τ , T ) ≡
 
 RT τ
 
 f (τ , ) d . We have,
 
 £ ¤ dτ f (τ , ) d = r (τ ) dτ − αI (τ , T ) dτ − RT
 
 Z
 
 T
 
 [σ (τ , ) dτ Z (τ , )] d ,
 
 τ
 
 α (τ , ) d . But P (τ , T ) = exp (X (τ )). Therefore,
 
 τ
 
 1 dP (τ , T ) = dX (τ ) + var [dX (τ )] P (τ , T ) 2 ¸ · Z Z 1 T T I = r (τ ) − α (τ , T ) + σ (τ , 1 ) σ (τ , 2 ) ψ ( 1 , 2 ) d 1 d 2 dτ 2 τ τ Z T − [σ (τ , ) dτ Z (τ , )] d . τ
 
 Next, suppose that the pricing kernel ξ satisfies: dξ (τ ) = −r (τ ) dτ − ξ (τ )
 
 Z
 
 φ (τ , T ) dτ Z (τ , T ) dT,
 
 T
 
 where T denotes the set of all “risks” spanned by the string Z, and φ is the corresponding family of “unit risk-premia”. By absence of arbitrage opportunities, · µ µ ¶ µ ¶ µ ¶¶¸ dP dξ dP dξ 0 = E [d (P ξ)] = E P ξ · drift , + drift + cov . P ξ P ξ By exploiting the dynamics of P and ξ, 1 α (τ , T ) = 2 I
 
 Z
 
 T
 
 τ
 
 Z
 
 T
 
 σ (τ , 1 ) σ (τ , 2 ) ψ ( 1 , 2 ) d 1 d
 
 2
 
 + cov
 
 τ
 
 µ
 
 dP dξ , P ξ
 
 ¶
 
 ,
 
 where cov
 
 µ
 
 dP dξ , P ξ
 
 ¶
 
 = E =
 
 Z
 
 τ
 
 ·Z
 
 T
 
 T
 
 Z
 
 φ (τ , S) dτ Z (τ , S) dS ·
 
 Z
 
 T
 
 σ (τ , ) dτ Z (τ , ) d
 
 τ
 
 ¸
 
 φ (τ , S) σ (τ , ) ψ (S, ) dSd .
 
 T
 
 By diﬀerentiating αI with respect to T we obtain, α (τ , T ) =
 
 Z
 
 T
 
 σ (τ , ) σ (τ , T ) ψ ( , T ) d + σ (τ , T )
 
 τ
 
 Z
 
 T
 
 A proof of Eq. (9.59) is in the Appendix. 263
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 9.7 Interest rate derivatives 9.7.1 Introduction Options on bonds, caps and swaptions are the main interest rate derivative instruments traded in the market. The purpose of this section is to price these assets. In principle, such a pricing problem could be solved very elegantly. Let w denote the value of any of such instrument, and π be the instantaneous payoﬀ process paid by it. Consider a model of the short-term rate considered in Section 9.3. To simplify, assume that d = 1, and that all uncertainty is subsumed by the short-term rate process in Eq. (9.24). By the FTAP, w is then the solution to the following partial diﬀerential equation: 0=
 
 ∂w ¯ 1 + bwr + a2 wrr + π − rw, for all (r, τ ) ∈ R++ × [t, T ) ∂τ 2
 
 (9.60)
 
 subject to some appropriate boundary conditions. In the previous PDE, ¯b is some risk-neutralized drift function of the short-term rate. The additional π term arises because to the average instan+ ¯bwr + 12 a2 wrr , one has to add its payoﬀ π. The taneous increase rate of the derivative, viz ∂w ∂τ sum of these two terms must equal rw to avoid arbitrage opportunities. In many applications considered below, the payoﬀ π can be approximated by a function of the short-term rate itself π (r). However, such an approximation is at odds with standard practice. Market participants define the payoﬀs of interest-rate derivatives in terms of LIBOR discretely-compounded rates. The aim of this section is to present more models that are more realistic than those emananating from Eq. (9.60). The next section introduces notation to cope expeditiously with the pricing of these interest rate derivatives. Section 9.7.3 shows how to price options within the Gaussian models of the short-term rate discussed in Section 9.3. Section 9.7.4 provides precise definitions of the remaining most important fixed-income instruments: fixed coupon bonds, floating rate bonds, interest rate swaps, caps, floors and swaptions. It also provides exact solutions based on short-term rate models. Finally, Section 9.7.5 presents the “market model”, which is a HJM-style model intensively used by practitioners. 9.7.2 Notation We introduce some pieces of notation that will prove useful to price interest rate derivatives. For a given non decreasing sequence of dates {Ti }i=0,1,··· , we set, Fi (τ ) ≡ F (τ , Ti , Ti+1 ).
 
 (9.61)
 
 1 P (τ , Ti+1 ) = . P (τ , Ti ) 1 + δ i Fi (τ )
 
 (9.62)
 
 That is, Fi (τ ) is solution to:
 
 An obvious but important relation is Fi (Ti ) = L(Ti ).
 
 (9.63)
 
 9.7.3 European options on bonds Let T be the expiration date of a European call option on a bond and S > T be the expiration date of the bond. We consider a simple model of the short-term rate with d = 1, and a rational 264
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 bond pricing function of the form P (τ ) ≡ P (r, τ , S). We also consider a rational option price function C b (τ ) ≡ C b (r, τ , T, S). By the FTAP, there are no arbitrage opportunities if and only if, i h C b (t) = E e−
 
 T t
 
 r(τ )dτ
 
 (P (r(T ), T, S) − K)+ ,
 
 (9.64)
 
 where K is the strike of the option. In terms of PDEs, C b is solution to Eq. (9.60) with π ≡ 0 and boundary condition C b (r, T, T, S) = (P (r, T, S) − K)+ , where P (r, τ , S) is also the solution to Eq. (9.60) with π ≡ 0, but with boundary condition P (r, S, S) = 1. In terms of PDEs, the situation seems hopeless. As we show below, the problem can be considerably simplified with the help of the T -forward martingale measure introduced in Section 9.1. Indeed, we shall show that under the assumption that the short-term rate is a Gaussian process, Eq. (9.64) has a closed-form expression. We now present two models enabling this. The first one was developed in a seminal paper by Jamshidian (1989), and the second one is, simply, its perfectly fitting extension. 9.7.3.1 Jamshidian & Vasicek
 
 Suppose that the short-term rate is solution to the Vasicek’s model considered in Section 9.3 (see Eq. (9.28)): ˜, dr(τ ) = (θ − κr(τ ))dτ + σdW
 
 ˜ is a Q-Brownian motion and θ ≡ ¯θ − σλ. As shown in Section 9.3 (see Eq. (9.30)), where W the bond price takes the following form: P (r(τ ), τ , S) = eA(τ ,S)−B(τ ,S)r(τ ) , £ ¤ for some function A; and for B(t, T ) = κ1 1 − e−κ(T −t) (see formula (9.47)). In Section 9.3 (see formula (9.39)), it was also shown that h i + − tT r(τ )dτ E e (P (r(T ), T, S) − K)
 
 = P (r(t), t, S) · QSF [P (r(T ), T, S) ≥ K] − KP (r(t), t, T ) · QTF [P (r(T ), T, S) ≥ K] ,
 
 (9.65)
 
 where QTF denotes the T -forward martingale measure (see Section 9.1.4). In Appendix 8, we show that the two probabilities in Eq. (9.65) can be evaluated by the change of numeraire device described in Section 9.1.4. Precisely, Appendix 8 shows that the solution for P (r, T, S) can be written as: P (t, S) − 1 σ2 T [B(τ ,S)−B(τ ,T )]2 dτ +σ T [B(τ ,S)−B(τ ,T )]dW QTF (τ ) t e 2 t under QTF P (t, T ) P (t, S) 1 σ2 T [B(τ ,S)−B(τ ,T )]2 dτ +σ T [B(τ ,S)−B(τ ,T )]dW QSF (τ ) t P (T, S) = under QSF e2 t P (t, T ) P (T, S) =
 
 T
 
 (9.66)
 
 where W QF is a Brownian motion under the forward measure QTF , and P (τ , m) ≡ P (r, τ , m). Therefore, simple algebra now reveals that: QSF [P (T, S) ≥ K] = Φ(d1 ), QTF [P (T, S) ≥ K] = Φ(d2 ), 265
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 h
 
 P (t,S) KP (t,T )
 
 v
 
 i
 
 + 12 v 2
 
 ;
 
 d2 = d1 − v;
 
 2
 
 v =σ
 
 2
 
 T
 
 t
 
 Finally, by simple but tedious computations, v2 = σ2
 
 Z
 
 [B(τ , S) − B(τ , T )]2 dτ .
 
 1 − e−2κ(T −t) B(T, S)2 . 2κ
 
 9.7.3.2 Perfectly fitting extension
 
 We now consider the perfectly fitting extension of the previous results. Namely, we consider model (9.45) in Section 9.3, viz ˜ (τ ), dr(τ ) = (θ(τ ) − κr(τ ))dτ + σdW where θ(τ ) is now the infinite dimensional parameter that is used to “invert the term-structure”. The solution to Eq. (9.64) is the same as in the previous section. However, in Section 9.7.3 we shall argue that the advantage of using such a perfectly fitting extension arises as soon as one is concerned with the evaluation of more complex options on fixed coupon bonds. 9.7.4 Related pricing problems 9.7.4.1 Fixed coupon bonds
 
 Given a set of dates {Ti }ni=0 , a fixed coupon bond pays oﬀ a fixed coupon ci at Ti , i = 1, · · ·, n and one unit of num´eraire at time Tn . Ideally, one generic coupon at time Ti pays oﬀ for the time-interval Ti − Ti−1 . It is assumed that the various coupons are known at time t < T0 . By the FTAP, the value of a fixed coupon bond is Pfcp (t, Tn ) = P (t, Tn ) +
 
 n X
 
 ci P (t, Ti ).
 
 i=1
 
 9.7.4.2 Floating rate bonds
 
 A floating rate bond works as a fixed coupon bond, with the important exception that the coupon payments are defined as: ci = δ i−1 L(Ti−1 ) =
 
 1 P (Ti−1 , Ti )
 
 − 1,
 
 (9.67)
 
 where δ i ≡ Ti+1 − Ti , and where the second equality is the definition of the simply-compounded LIBOR rates introduced in Section 9.1 (see Eq. (9.2)). By the FTAP, the price pfrb as of time t of a floating rate bond is: n h i X T − t i r(τ )dτ pfrb (t) = P (t, Tn ) + E e δ i−1 L(Ti−1 ) = P (t, Tn ) + = P (t, Tn ) + = P (t, T0 ).
 
 i=1 n X
 
 # Ti n X e− t r(τ )dτ E P (t, Ti ) − P (Ti−1 , Ti ) i=1
 
 i=1
 
 P (t, Ti−1 ) −
 
 i=1 n X
 
 "
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 where the second line follows from Eq. (9.67) and the third line from Eq. (9.7) given in Section 9.1. The same result can be obtained by assuming an economy in which the floating rates continuously pay oﬀ the instantaneous short-term rate r. Let T0 = t for simplicity. In this case, pfrb is solution to the PDE (9.60), with π(r) = r, and boundary condition pfrb (T ) = 1. As it can verified, pfrb = 1 all r and τ is indeed solution to the PDE (9.60). 9.7.4.3 Options on fixed coupon bonds
 
 The payoﬀ of an option maturing at T0 on a fixed coupon bond paying oﬀ at dates T1 , · · ·, Tn is given by: " #+ n X ci P (T0 , Ti ) − K . (9.68) [Pfcp (T0 , Tn ) − K]+ = P (T0 , Tn ) + i=1
 
 At first glance, the expectation of the payoﬀ in Eq. (9.68) seems very diﬃcult to evaluate. Indeed, even if we end up with a model that predicts bond prices at time T0 , P (T0 , Ti ), to be lognormal, we know that the sum of lognormal is not lognormal. However, there is an elegant way to solve this problem. Suppose we wish to model the bond price P (t, T ) through any one of the models of the short-term rate reviewed in Section 9.3. In this case, the pricing function is obviously P (t, T ) = P (r, t, T ). Assume, further, that For all t, T,
 
 ∂P (r, t, T ) < 0, ∂r
 
 (9.69)
 
 and that For all t, T, lim P (r, t, T ) > K and r→0
 
 lim P (r, t, T ) = 0.
 
 r→∞
 
 (9.70)
 
 Under conditions (G3) and (9.70), there is one and only one value of r, say r∗ , that solves the following equation: n X ∗ P (r , T0 , Tn ) + ci P (r∗ , T0 , Ti ) = K. (9.71) i=1
 
 The payoﬀ in Eq. (9.68) can then be written as: " n #+ ( n )+ X X c¯i P (r(T0 ), T0 , Ti ) − K = c¯i [P (r(T0 ), T0 , Ti ) − P (r∗ , T0 , Ti )] , i=1
 
 i=1
 
 where c¯i = ci , i = 1, · · ·, n − 1, and c¯n = 1 + cn . Next notice that by condition (G3), the terms P (r(T0 ), T0 , Ti ) − P (r∗ , T0 , Ti ) share all the same sign for all i.23 Therefore, the payoﬀ in Eq. (9.68) is, " n #+ n X X c¯i P (r(T0 ), T0 , Ti ) − K = c¯i [P (r(T0 ), T0 , Ti ) − P (r∗ , T0 , Ti )]+ . (9.72) i=1
 
 i=1
 
 Next, note that every i-th term in Eq. (9.72) can be evaluated as an option on a pure discount bond with strike price equal to P (r∗ , T0 , Ti ). Typically, the threshold r∗ must be found with some numerical method. The device to reduce the problem of an option on a fixed coupon bond 23 Suppose
 
 that P (r(T0 ), T0 , T1 ) > P (r∗ , T0 , T1 ). By Eq. (G3), r(T0 ) < r∗ . Hence P (r(T0 ), T0 , T2 ) > P (r∗ , T0 , T2 ), etc.
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 to a problem involving the sum of options on zero coupon bonds was invented by Jamshidian (1989). Is this reduction likely to work, in practice? In other words, are the conditions in Eqs. (G3) and (9.70) likely to be satisfied, in practice? Do they hold, in general? In the Vasicek’s model that Jamshidian considered in his paper, the bond price is P (r, t, T ) = eA(t,T )−B(t,T )r and Eq. (G3) holds true as B > 0.24 In fact, it is possible to show that the condition in Eq. (G3) holds for all one-factor stationary, Markov models of the short-term rate. However, the condition in Eq. (G3) is not a general property of bond prices in multi-factor models (see Mele (2003)). We conclude this section and illustrate the importance of perfectly fitting models. Suppose that in Eq. (9.71), the critical value r∗ is computed by means of the Vasicek’s model. This assumption is attractive because in this case, the payoﬀ in Eq. (9.72) could be evaluated by means of the Jamshidian’s formula introduced in Section 9.7.2. However, this way to proceed does not ensure that the yield curve is perfectly fitted. The natural alternative is to use the corresponding perfectly fitting extension. However, such a perfectly fitting extension gives rise to a zero-coupon bond option price that is perfectly equal to the one that can be obtained through the Jamshidian’s formula. However, things diﬀer as far as options on zero coupon bonds are concerned. Indeed, by using the perfectly fitting model (9.45), one obtains bond prices such that the solution r∗ in Eq. (9.71) is radically diﬀerent from the one obtained when bond prices are obtained with the simple Vasicek’s model. 9.7.4.4 Interest rate swaps
 
 An interest rate swap is an exchange of interest rate payments. Typically, one counterparty exchanges a fixed against a floating interest rate payment. For example, the counterparty receiving a floating interest rate payment has “good” (or only) access to markets for “variable” interest rates, but wishes to pay fixed interest rates. And viceversa. The counterparty receiving a floating interest rate payment and paying a fixed interest rate K has a payoﬀ equal to, δ i−1 [L(Ti−1 ) − K] at time Ti , i = 1, · · ·, n. By the FTAP, the value pirs as of time t of an interest rate swap is: n h X pirs (t) = E e− i=1
 
 Ti t
 
 r(τ )dτ
 
 n i X δ i−1 (L(Ti−1 ) − K) = − A(t, Ti−1 , Ti ; K), i=1
 
 where A is the value of a forward-rate agreement and is, by Eq. (9.8) in Section 9.1, A (t, Ti−1 , Ti ; K) = δ i−1 [K − F (t, Ti−1 , Ti )] P (t, Ti ) . The forward swap rate Rswap is defined as the value of K such that pirs (t) = 0. Simple computations yield: Pn δ i−1 F (t, Ti−1 , Ti )P (t, Ti ) P (t, T0 ) − P (t, Tn ) = Pn , (9.73) Rswap (t) = i=1 Pn i=1 δ i−1 P (t, Ti ) i=1 δ i−1 P (t, Ti ) where the last equality is due to the definition of F (t, Ti−1 , Ti ) given in Section 9.1 (see Eq. (9.62)).
 
 24 In this context, the second part of the condition in Eq. (9.70) also holds true. Moreover, the first part of condition (9.70) should also hold, in practice.
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 Finally, note that this case could have also been solved by casting it in the format of the PDE (9.60). It suﬃces to consider continuous time swap exchanges, to set pirs (T ) ≡ 0 as a boundary condition, and to set π(r) = r − k, where k plays the same role as K above. It is easy to see that if the bond price P (τ ) is solution to (9.60) with its usual boundary condition, the following function Z T P (s)ds pirs (τ ) = 1 − P (τ ) − k τ
 
 does satisfy (9.60) with π(r) = r − k. 9.7.4.5 Caps & floors
 
 A cap works as an interest rate swap, with the important exception that the exchange of interest rates payments takes place only if actual interest rates are higher than K. A cap protects against upward movements of the interest rates. Therefore, we have that the payoﬀ as of time Ti is δ i−1 [L (Ti−1 ) − K]+ ,
 
 i = 1, · · ·, n.
 
 Such a payoﬀ is usually referred to as the caplet. Floors are defined in a similar way, with a single floorlet paying oﬀ, δ i−1 [K − L(Ti−1 )]+ at time Ti , i = 1, · · ·, n. We will only focus on caps. By the FTAP, the value pcap of a cap as of time t is: n h X pcap (t) = E e−
 
 =
 
 i=1 n X i=1
 
 h E e−
 
 Ti t
 
 r(τ )dτ
 
 Ti t
 
 r(τ )dτ
 
 +
 
 δ i−1 (L(Ti−1 ) − K)
 
 i
 
 i δ i−1 (F (Ti−1 , Ti−1 , Ti ) − K)+ .
 
 (9.74)
 
 Models of the short-term rate can be used to give an explicit solution to this pricing problem. First, we use the standard definition of simply compounded rates given in Section 9.1 (see 1 formula (9.2)), viz δ i−1 L(Ti−1 ) = P (Ti−1 − 1, and rewrite the caplet payoﬀ as follows: ,Ti ) [δ i−1 L(Ti−1 ) − δ i−1 K]+ =
 
 1 P (Ti−1 , Ti )
 
 [1 − (1 + δi−1 K)P (Ti−1 , Ti )]+ .
 
 We have,
 
 pcap (t) =
 
 n X i=1
 
 E
 
 (
 
 −
 
 r(τ )dτ
 
 e [1 − (1 + δ i−1 K)P (Ti−1 , Ti )]+ P (Ti−1 , Ti )
 
 n n X = E e− i=1
 
 Ti t
 
 Ti−1 t
 
 r(τ )dτ
 
 )
 
 o [1 − (1 + δ i−1 K)P (Ti−1 , Ti )]+ ,
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 where the last equality follows by a simple computation.25 If bond prices are as in Jamshidian or in Hull and White, the previous pricing problem has an analytical solution. Finally, note that the pricing problems associated with caps and floors could also have been approximated by casting them in the format of the PDE (9.60), with π(r) = (r − k)+ (caps) and π(r) = (k − r)+ (floors), and where k plays the same role played by K above. 9.7.4.6 Swaptions
 
 Swaptions are options to enter a swap contract on a future date. Let the maturity date of this option be T0 . Then, at time T0 , the payoﬀ of the swaption is the maximum between zero and the value of an interest rate swap at T0 pirs (T0 ), viz " n #+ " n #+ X X + (pirs (T0 )) = − A(T0 , Ti−1 , Ti ; K) = δi−1 (F (T0 , Ti−1 , Ti ) − K) P (T0 , Ti ) . i=1
 
 i=1
 
 (9.75)
 
 By the FTAP, the value pswaption as of time t of a swaption is: (
 
 pswaption (t) = E e− (
 
 −
 
 = E e
 
 T0 t
 
 T0 t
 
 r(τ )dτ
 
 r(τ )dτ
 
 " n X "
 
 i=1
 
 #+ )
 
 δ i−1 (F (T0 , Ti−1 , Ti ) − K) P (T0 , Ti )
 
 1 − P (T0 , Tn ) −
 
 n X
 
 #+ )
 
 ci P (T0 , Ti )
 
 i=1
 
 ,
 
 (9.76)
 
 i−1 ) where ci ≡ δi−1 K, and where we used the relation δ i−1 F (T0 , Ti−1 , Ti ) = PP(T(T0 ,T − 1. 0 ,Ti ) Eq. (9.76) is the expression of the price of a put option on a fixed coupon bond struck at one. Therefore, we see that this pricing problem can be dealt with the same technology used to deal with the short-term rate models. In particular, all remarks made there as regards the diﬀerence between simple short-term rate models and perfectly fitting short-term rate models also apply here.
 
 9.7.5 Market models 9.7.5.1 Models and market practice reality
 
 As demonstrated in the previous sections, models of the short-term rate can be used to obtain closed-form solutions of virtually every important product of the interest rates derivatives business. The typical examples are the Vasicek’s model and its perfectly fitting extension. Yet market practitioners has been evaluating caps through Black’s (1976) formula for years. The 25 By
 
 
 
 the law of iterated expectations,
 
 UT − t i r(τ )dτ
 
 
 
  
 
 
 
 UT − t i r(τ )dτ
 
 e e [1 − (1 + δ i−1 K)P (Ti−1 , Ti )]+  = E E  [1 − (1 + δ i−1 K)P (Ti−1 , Ti )]+ F (Ti ) E P (Ti−1 , Ti ) P (Ti−1 , Ti ) =E E
 
 e−
 
 U Ti
 
 =E E
 
 e−
 
 U Ti−1
 
 = E e−
 
 t
 
 t
 
 U Ti−1 t
 
 r(τ )dτ
 
 r(τ )dτ
 
 r(τ )dτ
 
 270
 
 U Ti
 
 e
 
 Ti−1
 
 r(τ )dτ
 
 [1 − (1 + δ i−1 K)P (Ti−1 , Ti )]+ F (Ti )
 
 [1 − (1 + δ i−1 K)P (Ti−1 , Ti )]+ F (Ti )
 
 [1 − (1 + δ i−1 K)P (Ti−1 , Ti )]+
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 assumption of this market practice is that the simply-compounded forward rate is lognormally distributed. As it turns out, the analytically tractable (Gaussian) short-term rate models are not consistent with this assumption. Clearly, the (Gaussian) Vasicek’s model does not predict that the simply-compounded forward rates are Geometric Brownian motions.26 Can a non-Markovian HJM model address this problem? Yes. However, a practical diﬃculty arising with the HJM approach is that instantaneous forward rates are not observed. Does this compromise the practical appeal of the HJM methodology to the pricing of caps and floors which constitute an important portion of the interest rates business? No. Brace, Gatarek and Musiela (1997), Jamshidian (1997) and Miltersen, Sandmann and Sondermann (1997) observed that general HJM framework can be “forced” to address some of the previous diﬃculties. The key feature of the models identified by these authors is the emphasis on the dynamics of the simply-compounded forward rates. An additional, and technical, assumption is that these simply-compounded forward rates are lognormal under the risk-neutral probability Q. That is, given a non-decreasing sequence of reset times {Ti }i=0,1,··· , each simply-compounded rate, Fi , is solution to the following stochastic diﬀerential equation:27 dFi (τ ) ˜ (τ ), τ ∈ [t, Ti ] , i = 0, · · ·, n − 1, (9.77) = mi (τ )dτ + γ i (τ )dW Fi (τ ) where Fi (τ ) ≡ F (τ , Ti , Ti+1 ), and mi and γ i are some deterministic functions of time (γ i is vector valued). On a mathematical point of view, that assumption that Fi follows Eq. (9.77) is innocous.28 As we shall show, this simple framework can be used to use the simple Black’s (1976) formula to price caps and floors. However, we need to emphasize that there is nothing wrong with the short-term rate models analyzed in previous sections. The real advance of the so-called market model is to give a rigorous foundation to the standard market practice to price caps and floors by means of the Black’s (1976) formula. 9.7.5.2 Simply-compounded forward rate dynamics
 
 By the definition of simply-compounded forward rates (9.62), ¸ · P (τ , Ti ) = ln [1 + δi Fi (τ )] . (9.78) ln P (τ , Ti+1 ) The logic to be followed here is exactly the same as in the HJM representation of Section 9.4. The objective is to express bond prices volatility in terms of forward rates volatility. To achieve this task, we first assume that bond prices are driven by Brownian motions and expand the l.h.s. of Eq. (9.78) (step 1). Then, we expand the r.h.s. of Eq. (9.78) (step 2). Finally, we identify the two diﬀusion terms derived from the previous two steps (step 3). Step 1: Let Pi ≡ P (τ , Ti ), and assume that under the risk-neutral measure Q, Pi is solution to: dPi ˜. = rdτ + σ bi dW Pi 26 Indeed,
 
 1 + δ i Fi (τ ) =
 
 P (τ ,Ti ) P (τ ,Ti+1 )
 
 = exp [∆Ai (τ ) − ∆Bi (τ ) r (τ )], where ∆Ai (τ ) = A (τ , Ti ) − A (τ , Ti+1 ), and ∆Bi (τ ) =
 
 B (τ , Ti ) − B (τ , Ti+1 ). Hence, Fi (τ ) is not a Geometric Brownian motion, despite the fact that the short-term rate r is Gaussian and, hence, the bond price is log-normal. Black ’76 can not be applied in this context. 27 Brace, Gatarek and Musiela (1997) derived their model by specifying the dynamics of the spot simply-compounded Libor interest rates. Since Fi (Ti ) = L(Ti ) (see Eq. (9.63)), the two derivations are essentially the same. 28 It is well-known that lognormal instantaneous forward rates create mathematical problems to the money market account (see, for example, Sandmann and Sondermann (1997) for a succinct overview on how this problem is easily handled with simply-compounded forward rates).
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 9.7. Interest rate derivatives In terms of the HJM framework in Section 9.4, I
 
 σ bi (τ ) = −σ (τ , Ti ) = −
 
 Z
 
 Ti
 
 σ(τ , )d ,
 
 (9.79)
 
 τ
 
 where σ(τ , ) is the instantaneous volatility of the instantaneous -forward rate as of time τ . By Itˆo’s lemma, · ¸ ¤ P (τ , Ti ) 1£ ˜. d ln = − kσ bi k2 − kσ b,i+1 k2 dτ + (σ bi − σ b,i+1 ) dW (9.80) P (τ , Ti+1 ) 2
 
 Step 2: Applying Itˆo’s lemma to ln [1 + δ i Fi (τ )] and using Eq. (9.77) yields:
 
 δ 2i δi 1 d ln [1 + δ i Fi (τ )] = dFi − (dFi )2 2 1 + δ i Fi 2 (1 + δ i Fi ) # " δ i Fi δ i mi Fi 1 δ 2i Fi2 kγ i k2 ˜. dτ + = − γ dW 2 1 + δ i Fi 2 (1 + δ i Fi ) 1 + δ i Fi i
 
 (9.81)
 
 Step 3: By Eq. (9.78), the diﬀusion terms in Eqs. (9.80) and (9.81) have to be the same. Therefore, σ bi (τ ) − σ b,i+1 (τ ) =
 
 δ i Fi (τ ) γ (τ ), τ ∈ [t, Ti ] . 1 + δ i Fi (τ ) i
 
 By summing over i, we get the following no-arbitrage restriction for bond price volatility: σ bi (τ ) − σ b,0 (τ ) = −
 
 i−1 X j=0
 
 δ j Fj (τ ) γ (τ ). 1 + δ j Fj (τ ) j
 
 (9.82)
 
 It should be clear that the relation obtained before is only a specific restriction on the general HJM framework. Indeed, assume that the instantaneous forward rates are as in Eq. (9.50) of Section 9.4. As we demonstrated in Section 9.4, then, bond prices volatility is given by Eq. (9.79). But if we also assume that simply-compounded rates are solution to Eq. (9.77), then bond prices volatility is also equal to Eq. (9.82). Comparing Eq. (9.79) with Eq. (9.82) produces, Z Ti i−1 X δ j Fj (τ ) γ (τ ). σ(τ , )d = 1 + δ j Fj (τ ) j T0 j=0 The practical interest to restrict the forward-rate volatility dynamics in this way lies in the possibility to obtain closed-form solutions for some of the interest rates derivatives surveyed in Section 9.7.3. 9.7.5.3 Pricing formulae
 
 Caps & Floors We provide the solution for caps only. We have: n i h X T + − t i r(τ )dτ E e δi−1 (F (Ti−1 , Ti−1 , Ti ) − K) pcap (t) = i=1
 
 =
 
 n X i=1
 
 δ i−1 P (t, Ti ) · EQTi [F (Ti−1 , Ti−1 , Ti ) − K]+ , F
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 where EQTi [·] denotes, as usual, the expectation taken under the Ti -forward martingale measure F
 
 QTFi ; the first equality is Eq. (9.74); and the second equality has been obtained through the usual change of measure technique introduced Section 9.1.4. The key point is that Fi−1 (τ ) ≡ Fi−1 (τ , Ti−1 , Ti ), τ ∈ [t, Ti−1 ], is a martingale under measure QTFi . A proof of this statement is in Section 9.1. By Eq. (9.77), this means that Fi−1 (τ ) is solution to Ti dFi−1 (τ ) = γ i−1 (τ )dW QF (τ ), τ ∈ [t, Ti−1 ] , i = 1, · · ·, n, Fi−1 (τ )
 
 under measure QTFi . The pricing problem in Eq. (9.83) is then reduced to the standard Black’s (1976) one. The result is EQTi [F (Ti−1 , Ti−1 , Ti ) − K]+ = Fi−1 (t)Φ(d1,i−1 ) − KΦ(d2,i−1 ), (9.84) F
 
 where log d1,i−1 =
 
 h
 
 Fi−1 (t) K
 
 s
 
 i
 
 + 12 s2
 
 ;
 
 d2,i−1 = d1,i−1 − s;
 
 2
 
 s =
 
 Z
 
 Ti−1
 
 γ i−1 (τ )2 dτ .
 
 t
 
 For sake of completeness, Appendix 8 provides the derivation of the Black’s formula in the case of deterministic time-varying volatility γ. Swaptions By (9.75), and the equation defining the forward swap rate Rswap (see Eq. (9.73)), the payoﬀ of the swaption can be written as: " n #+ n X X δ i−1 (F (T0 , Ti−1 , Ti ) − K) P (T0 , Ti ) = δi−1 P (T0 , Ti ) (Rswap (T0 ) − K)+ . i=1
 
 i=1
 
 Therefore, by the FTAP, and a change of measure, # " n X T0 + δ i−1 P (T0 , Ti ) (Rswap (T0 ) − K) pswaption (t) = E e− t r(τ )dτ · = P (t, T0 ) · EQT0 F
 
 " i=1 n X i=1
 
 +
 
 δi−1 P (T0 , Ti ) (Rswap (T0 ) − K)
 
 #
 
 .
 
 This can be dealt with through the so-called forward swap measure. Define the forward swap measure Qswap by: Pn Pn δ i−1 P (T0 , Ti ) δ i−1 P (T0 , Ti ) dQswap i=1 Pn = P (t, T0 ) Pi=1 , = n T0 EQT0 [ i=1 δ i−1 P (T0 , Ti )] dQF i=1 δ i−1 P (t, Ti ) F
 
 where last equality follows from the following elementary facts: P (t, Ti ) h the i T − t 0 r(τ )dτ =E e P (T0 , Ti ) = P (t, T0 )EQT0 [P (T0 , Ti )] (The first equality is the FTAP, the second F is a change of measure.) 273
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 9.7. Interest rate derivatives Therefore, pswaption (t) = P (t, T0 ) · EQT0 F
 
 = EQswap
 
 " n X i=1
 
 " n X i=1
 
 δ i−1 P (T0 , Ti ) (Rswap (T0 ) − K)+ #
 
 #
 
 δ i−1 P (t, Ti ) (Rswap (T0 ) − K)+ .
 
 Furthermore, the forward swap rate Rswap is a Qswap -martingale.29 And naturally, it is positive. Therefore, it must satisfy: dRswap (τ ) = γ swap (τ )dW swap (τ ), τ ∈ [t, T0 ] , Rswap (τ ) where W swap is a Qswap -Brownian motion, and γ swap (τ ) is adapted. If γ swap (τ ) is deterministic, use Black’s (1976) to price the swaption in closed-form. Inconsistencies The trouble is that if F is solution to Eq. (9.77), γ swap can not be deterministic. And as you may easily conjecture, if you assume that forward swap rates are lognormal, then you don’t end up with Eq. (9.77). Therefore, you may use Black 76 to price either caps or swaptions, not both. I believe this limits considerably the importance of market models. A couple of tricks that seem to work in practice. The best known trick is based on a suggestion by Rebonato (1998) to replace the true pricing problem with an approximating pricing problem in which γ swap is deterministic. That works in practice, but in a world with stochastic volatility, I expect that trick to generate unstable things in periods experiencing highly volatile volatility. See, also, Rebonato (1999) for another very well written essay on related issues. The next section suggests to use numerical approximation based on Montecarlo techniques. 9.7.5.4 Numerical approximations
 
 Suppose forward rates are lognormal. Then you price caps with Black 76. As regards swaptions, you may wish to implement Montecarlo integration as follows. By a change of measure, ( " n #+ ) X T0 δ i−1 (F (T0 , Ti−1 , Ti ) − K) P (T0 , Ti ) pswaption (t) = E e− t r(τ )dτ · = P (t, T0 )EQT0 F
 
 " n X i=1
 
 i=1
 
 #+
 
 δ i−1 (F (T0 , Ti−1 , Ti ) − K) P (T0 , Ti )
 
 ,
 
 where F (T0 , Ti−1 , Ti ), i = 1, · · ·, n, can be simulated under measure QTF0 . Details are as follows. We know that Ti dFi−1 (τ ) = γ i−1 (τ )dW QF (τ ). Fi−1 (τ )
 
 29 By
 
 (9.85)
 
 Eq. (9.73), and one change of measure,
 
 EQswap [Rswap (τ )] = EQswap
 
 P (t, τ )EQτF [P (τ , T0 ) − P (τ , Tn )] P (t, T0 ) − P (t, Tn ) P (τ , T0 ) − P (τ , Tn ) = = Rswap (t). = n n n δ P (τ , T ) i i=1 i−1 i=1 δ i−1 P (t, Ti ) i=1 δ i−1 P (t, Ti )
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 9.7. Interest rate derivatives By results in Appendix 3, we also know that: Ti
 
 T0
 
 dW QF (τ ) = dW QF (τ ) − [σ bi (τ ) − σ b0 (τ )] dτ i−1 X T δ j Fj (τ ) QF0 = dW (τ ) + γ (τ )dτ , 1 + δ j Fj (τ ) j j=0 where the second line follows from Eq. (9.82) in the main text. Replacing this into Eq. (9.85) leaves: i−1 X T0 dFi−1 (τ ) δ j Fj (τ ) = γ i−1 (τ ) γ j (τ )dτ + γ i−1 (τ )dW QF (τ ), i = 1, · · ·, n. Fi−1 (τ ) 1 + δ j Fj (τ ) j=0
 
 These can easily be simulated with the methods described in any standard textbook such as Kloeden and Platen (1992).
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 9.8 Appendix 1: Rederiving the FTAP for bond prices: the diﬀusion case Suppose there exist m pure discount bond prices {{Pi ≡ P (τ , Ti )}m i=1 }τ ∈[t,T ] satisfying: dPi = µbi · dτ + σ bi · dW, i = 1, · · ·, m, Pi
 
 (9.86)
 
 where W is a Brownian motion in Rd , and µbi and σ bi are progressively F(τ )-measurable functions guaranteeing the existence of a strong solution to the previous system (σ bi is vector-valued). The value process V of a self-financing portfolio in these m bonds and a money market technology satisfies: dV = [π | (µb − 1m r) + rV ] dτ + π | σ b dW, where π is some portfolio, 1m is a m-dimensional vector of ones, and µb = (µb1 , · · ·, µb2 )|
 
 σ b = (σ b1 , · · ·, σ b2 )|
 
 Next, suppose that there exists a portfolio π such that π | σ b = 0. This is an arbitrage opportunity if there exist events for which at some time, µb − 1m r 6= 0 (use π when µb − 1m r > 0, and −π when µm − 1d r < 0: the drift of V will then be appreciating at a deterministic rate that is strictly greater than r). Therefore, arbitrage opportunities are ruled out if: π | (µb − 1m r) = 0 whenever π | σ b = 0. In other terms, arbitrage opportunities are ruled out when every vector in the null space of σ b is orthogonal to µb − 1m r, or when there exists a λ taking values in Rd satisfying some basic integrability conditions,30 and such that µb − 1m r = σ b λ or, µbi − r = σ bi λ, i = 1, · · ·, m.
 
 (9.87)
 
 In this case, dPi = (r + σ bi λ) · dτ + σ bi · dW, i = 1, · · ·, m. Pi R R R ˜ = W + λdτ , dQ = exp(− T λ| dW − 1 T kλk2 dτ ). The Q-martingale property of Now define W dP 2 t t the “normalized” bond price processes now easily follows by Girsanov’s theorem. Indeed, define for a generic i, P (τ , T ) ≡ P (τ , Ti ) ≡ Pi , and: g(τ ) ≡ e−
 
 τ t
 
 r(u)du
 
 · P (τ , T ), τ ∈ [t, T ] .
 
 By Girsanov’s theorem, and an application of Itˆ o’s lemma, dg ˜, = σ bi · dW g
 
 under measure Q.
 
 Therefore, g(τ ) = E [g(T )] ,
 
 all τ ∈ [t, T ].
 
 That is: g(τ ) ≡ e−
 
 τ t
 
 r(u)du
 
 · P (τ , T ) = E [g(T )] = E[e−
 
 T t
 
 r(u)du
 
 h · P (T, T ) ] = E e− | {z } =1
 
 30 Clearly,
 
 λ doesn’t depend on the institutional characteristics of the bonds, such as their maturity.
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 r(u)du
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 τ t
 
 r(u)du
 
 h · E e−
 
 T t
 
 r(u)du
 
 i
 
 h = E e−
 
 T τ
 
 r(u)du
 
 i
 
 ,
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 all τ ∈ [t, T ],
 
 which is (9.3). Notice that no assumption has been formulated as regards m. The previous result holds for all integers m, be them less or greater than d. To fix ideas, suppose that there are no other traded assets in the economy. Then, if m < d, there exists an infinite number of risk-neutral measures Q. If m = d, there exists one and only one risk-neutral measure Q. If m > d, there exists one and only one riskneutral measure but then, the various bond prices have to satisfy some basic no-arbitrage restrictions. As an example, take m = 2 and d = 1. Relation (9.87) then becomes31 µb1 − r µ −r = λ = b2 . σ b1 σ b2 Relation (9.87) will be used several times in this chapter. • In Section 9.3, it is assumed that the primitive of the economy is the short-term rate, solution of a multidimensional diﬀusion process, and µbi and σ bi will be derived via Itˆo’s lemma. • In Section 9.4, µbi and σ bi are restricted through a model describing the evolution of the forward rates.
 
 31 In other terms, the Sharpe ratio of any two bonds must be identical. This reasoning can be extended to the multidimensional case. An interesting empirical issue is to use these ideas to test for the number of factors in the fixed-income market.
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 9.9 Appendix 2: Certainty equivalent interpretation of forward prices Multiply both sides of the bond pricing equation (9.3) by the amount S(T ): h i T P (t, T ) · S(T ) = E e− t r(τ )dτ · S(T ). Suppose momentarily that S(T ) is known at T . In this case, we have: i h T P (t, T ) · S(T ) = E e− t r(τ )dτ · S(T ) .
 
 But in the applications we have in mind, S(T ) is random. Define then its certainty equivalent by the number S(T ) that solves: h i T P (t, T ) · S(T ) = E e− t r(τ )dτ · S(T ) , or
 
 S(T ) = E [η T (T ) · S(T )] ,
 
 (9.88)
 
 where η T (T ) has been defined in (9.16). Comparing (9.88) with (9.15) reveals that forward prices can be interpreted in terms of the previously defined certainty equivalent.
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 9.10 Appendix 3: Additional results on T -forward martingale measures Eq. (9.16) defines η T (T ) as:
 
 T
 
 η T (T ) =
 
 e− t r(τ )dτ · 1 i h T E e− t r(τ )dτ
 
 More generally, we can define a density process as: η T (τ ) ≡
 
 e−
 
 τ t
 
 r(u)du
 
 h E e−
 
 T t
 
 · P (τ , T ) i ,
 
 r(τ )dτ
 
 τ ∈ [t, T ] .
 
 Rτ By the FTAP, {exp(− t r(u)du) · P (τ , T )}τ ∈[t,T ] is a Q-martingale (see Appendix1 to this chapter). ¯ dQT ¯ Therefore, E[ dQF ¯ Fτ ] = E[ ηT (T )| Fτ ] = η T (τ ) all τ ∈ [t, T ], and in particular, ηT (t) = 1. We now show that this works. And at the same time, we show this by deriving a representation of ηT (τ ) that can be used to find “forward premia”. We begin with the dynamic representation (9.86) given for a generic bond price # i, P (τ , T ) ≡ P (τ , Ti ) ≡ Pi : dP = µ · dτ + σ · dW, P where we have defined µ ≡ µbi and σ ≡ σ bi . Under the risk-neutral measure Q, dP ˜, = r · dτ + σ · dW P R ˜ = W + λ is a Q-Brownian motion. where W By Itˆo’s lemma, dη T (τ ) ˜ (τ ), η T (t) = 1. = − [−σ(τ , T )] · dW η T (τ ) The solution is: · ¸ Z Z τ 1 τ 2 ˜ kσ(u, T )k du − (−σ(u, T )) · dW (u) . η T (τ ) = exp − 2 t t Under the usual integrability conditions, we can now use the Girsanov’s theorem and conclude that Z τ QT ˜ F W (τ ) ≡ W (τ ) + (−σ(u, T )| ) du (9.89) t
 
 is a Brownian motion under the T -forward martingale measure QTF . Finally, note that for all integers i and non decreasing sequences of dates {Ti }i=0,1,···, , Z τ T QFi ˜ (τ ) = W (τ ) + (−σ(u, Ti )| ) du, i = 0, 1, · · ·. W t
 
 Therefore, T
 
 T
 
 W
 
 QFi
 
 (τ ) = W
 
 QFi−1
 
 (τ ) −
 
 Z
 
 t
 
 τ
 
 [σ(u, Ti )| − σ(u, Ti−1 )| ] du, i = 1, 2, · · ·,
 
 (9.90)
 
 is a Brownian motion under the Ti -forward martingale measure QTFi . Eqs. (9.90) and (9.89) are used in Section 9.7 on interest rate derivatives.
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 9.11 Appendix 4: Principal components analysis Principal component analysis transforms the original data into a set of uncorrelated variables, the principal components, with variances arranged in descending order. Consider the following program, max [var (Y1 )] s.t. C1> C1 = 1, C1
 
 where var (Y1 ) = C1> ΣC1 , and the constraint is an identification constraint. The first order conditions lead to, (Σ − λI) C1 = 0, where λ is a Lagrange multiplier. The previous condition tells us that λ must be one eigenvalue of the matrix Σ, and that C1 must be the corresponding eigenvector. Moreover, we have var (Y1 ) = C1> ΣC1 = λ which is clearly maximized by the largest eigenvalue. Suppose that the eigenvalues of Σ are distinct, and let us arrange them in descending order, i.e. λ1 > · · · > λp . Then, var (Y1 ) = λ1 . ¡ ¢ ¯ , where C1 is the eigenvector corresponding Therefore, the first principal component is Y1 = C1> R − R to the largest eigenvalue, λ1 . Next, consider the second principal component. The program is, now, max [var (Y2 )] s.t. C2> C2 = 1 and C2> C1 = 0, C2
 
 where var (Y2 ) = C2> ΣC2 . The first constraint, C2> C2 = 1, is the usual identification constraint. The second constraint, C2> C1 = 0, is needed to ensure that Y1 and Y2 are orthogonal, i.e. E (Y1 Y2 ) = 0. The first order conditions for this problem are, 0 = ΣC2 − λC2 − νC1 where λ is the Lagrange multiplier associated with the first constraint, and ν is the Lagrange multiplier associated with the second constraint. By premultiplying the first order conditions by C1> , 0 = C1> ΣC2 − ν, where we have used the two constraints C1> C2 = 0 and C1> C1 = 1. But, C1> ΣC2 = C1> λC2 = 0 and, hence, ν = 0. So the first order conditions can be rewritten as, (Σ − λI) C2 = 0. The solution is now λ2 , and C2 is the eigenvector corresponding to λ2 . (Indeed, this time we can not ¡ ¢ ¯ , implying that E (Y1 Y2 ) 6= 0.) It follows choose λ1 as this choice would imply that Y2 = C1> R − R that var (Y2 ) = λ2 . In general, we have, i = 1, · · · , p. var (Yi ) = λi , Let Λ be the diagonal matrix with the eigenvalues λi on the diagonal. By the spectral decomposition of Σ, Σ = CΛC > , and by the orthonormality of C, C > C = I, we have that C > ΣC = Λ and, hence, ´ ³ ³ ´ Pp > = Tr C > ΣC = Tr (Λ) . i=1 var (Ri ) = Tr (Σ) = Tr ΣCC Hence, Eq. (9.22) follows.
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 9.12 Appendix 6: On some analytics of the Hull and White model As in the Ho and Lee model, the instantaneous forward rate f (τ , T ) predicted by the Hull and White model is as in (9.42), where functions A2 and B2 can be easily computed from Eqs. (9.46) and (9.47) as: Z T Z T 2 B(s, T )B2 (s, T )ds − θ(s)B2 (s, T )ds A2 (τ , T ) = σ τ −κ(T −τ )
 
 τ
 
 B2 (τ , T ) = e
 
 Therefore, the instantaneous forward rate f (τ , T ) predicted by the Hull and White model is obtained by replacing the previous equations in Eq. (9.42). The result is then equated to the observed forward rate f$ (t, τ ) so as to obtain: i2 Z τ σ2 h f$ (t, τ ) = − 2 1 − e−κ(τ −t) + θ(s)e−κ(τ −s) ds + e−κ(τ −t) r(t). 2κ t By diﬀerentiating the previous equation with respect to τ , and rearranging terms, ·Z τ ¸ ´ ∂ σ2 ³ f$ (t, τ ) + 1 − e−κ(τ −t) e−κ(τ −t) + κ θ(τ ) = θ(s)e−κ(τ −s) ds + e−κ(τ −t) r(t) ∂τ κ t · ´ ´2 ¸ σ2 ³ σ2 ³ ∂ −κ(τ −t) −κ(τ −t) −κ(τ −t) 1−e f (t, τ ) + e , + κ f$ (t, τ ) + 2 1 − e = ∂τ $ κ 2κ which reduces to Eq. (9.48) after using simple algebra.
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 9.13. Appendix 6: Exercises
 
 9.13 Appendix 6: Exercises A. Expectation theory Exercise # 1 Suppose that σ(·, ·) = σ and that λ(·) = λ, where σ, λ are constants. Derive the dynamics of r and compare them with f to deduce something substantive about the expectation theory. Solution. We have: Z τ r(τ ) = f (t, τ ) + α(s, τ )ds + σ (W (τ ) − W (t)) , t
 
 where
 
 α(τ , T ) = σ(τ , T )
 
 Z
 
 τ
 
 Hence,
 
 Z
 
 τ
 
 σ(τ , )d + σ(τ , T )λ(τ ) = σ 2 (T − τ ) + σλ.
 
 1 α(s, τ )ds = σ 2 (τ − t)2 + σλ(τ − t). 2
 
 t
 
 Finally,
 
 T
 
 1 r(τ ) = f (t, τ ) + σ 2 (τ − t)2 + σλ(τ − t) + σ (W (τ ) − W (t)) , 2 and since E ( W (τ )| F(t)) = W (t), 1 E [ r(τ )| F(t)] = f (t, τ ) + σ 2 (τ − t)2 + σλ(τ − t). 2 Even with λ < 0, this model is not able to always generate E[ r(τ )| F(t)] < f (t, τ ). As shown in the following exercise, this is due to the “nonstationary nature” of the volatility function. Exercise # 2 [Vasicek ] Suppose instead, that σ(t, T ) = σ · exp(−γ(T − t)) and λ(·) = λ, where σ, γ and λ are constants. Redo the same as in exercise 1. Solution. We have Z τ Z τ α(s, τ )ds + σ e−γ(τ −s) · dW (s), r(τ ) = f (t, τ ) + t
 
 t
 
 where 2 −γ(τ −s)
 
 α(s, τ ) = σ e
 
 Z
 
 τ
 
 e−γ(
 
 −s)
 
 d + σλe−γ(τ −s) =
 
 s
 
 Finally, E [ r(τ )| F(t)] = f (t, τ ) +
 
 Z
 
 t
 
 τ
 
 i σ 2 h −γ(τ −s) e − e−2γ(τ −s) + σλe−γ(τ −s) . γ
 
 ¸ ´· σ ³ ´ σ³ −γ(τ −t) −γ(τ −t) 1−e 1−e +λ . α(s, τ )ds = f (t, τ ) + γ 2γ
 
 Therefore, it is suﬃcient to observe risk-aversion to the extent that −λ >
 
 σ 2γ
 
 to make E [ r(τ )| F(t)] < f (t, τ ) for any τ . λ < 0 is thus necessary, not suﬃcient. Notice that when λ = 0, E ( r(τ )| F(t)) > f (t, τ ), always.
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 9.13. Appendix 6: Exercises B. Embedding Exercise # 3 [Ho and Lee ctd.] Embed the Ho and Lee model in Section 9.5.2 in the HJM format. Solution. The Ho and Lee model is: ˜ (τ ), dr(τ ) = θ(τ )dτ + σdW ˜ is a Q-Brownian motion. By Eq. (9.??) in Section 9.3, where W
 
 where A2 (t, T ) =
 
 RT t
 
 f (r, t, T ) = −A2 (t, T ) + B2 (t, T )r, θ(s)ds − 12 σ 2 (T − t)2 and B2 (t, T ) = 1. Therefore, by Eqs. (9.56), σ(t, T ) = B2 (t, T ) · σ = σ;
 
 α(t, T ) − σ(t, T )λ(t) = −A12 (t, T ) + B12 (t, T )r + B2 (t, T )θ(t) = σ 2 (T − t).
 
 Exercise # 4 [Vasicek ctd.] Embed the Vasicek model in Section 9.3 in the HJM format. Solution. The Vasicek model is: ˜ (τ ), dr(τ ) = (θ − κr(τ ))dτ + σdW ˜ is a Q-Brownian motion. Results from Section 9.3 imply that: where W
 
 where −A2 (t, T ) = −σ 2 £ ¤ = κ1 1 − e−κ(T −t) . By Eqs. (9.56),
 
 RT t
 
 f (r, t, T ) = −A2 (t, T ) + B2 (t, T )r, B(s, T )B2 (s, T )ds + θ
 
 RT t
 
 B2 (s, T )ds, B2 (t, T ) = e−κ(T −t) and B(t, T )
 
 σ(t, T ) = σ · B2 (t, T ) = σ · e−κ(T −t) ; α(t, T ) − σ(t, T )λ(t) = −A12 (t, T ) + B12 (t, T )r + (θ − κr)B2 (t, T ) =
 
 i σ2 h 1 − e−κ(T −t) e−κ(T −t) . κ
 
 Naturally, this model can never be embedded in a HJM model because it is not of the perfectly fitting type. In practice, condition (9.57) can never hold in the simple Vasicek model. However, the model is embeddable once θ is turned into an infinite dimensional parameter ` a la Hull and White (see Section 9.3).
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 9.14. Appendix 7: Additional results on string models
 
 9.14 Appendix 7: Additional results on string models Here we prove Eq. (9.59). We have, αI (τ , T ) = g (τ , T,
 
 2)
 
 ≡
 
 Z
 
 1 2
 
 T
 
 σ (τ ,
 
 RT τ
 
 g (τ , T,
 
 2) d 2
 
 dξ + cov( dP P , ξ ), where
 
 1 ) σ (τ , 2 ) ψ ( 1 , 2 ) d 1 .
 
 τ
 
 Diﬀerentiation of the cov term is straight forward. Moreover, Z T Z T ∂g (τ , T, 2 ) ∂ d 2 g (τ , T, 2 ) d 2 = g (τ , T, T ) + ∂T τ ∂T τ ·Z T ¸ = σ (τ , T ) σ (τ , x) [ψ (x, T ) + ψ (T, x)] dx τ ¸ ·Z T σ (τ , x) ψ (x, T ) dx . = 2σ (τ , T ) τ
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 9.15. Appendix 8: Change of numeraire techniques
 
 9.15 Appendix 8: Change of numeraire techniques A. Jamshidian (1989) To handle the expectation in Eq. (9.65), consider the following change-of-numeraire result. Let dA = µA dτ + σ A dW, A and consider a similar process B with coeﬃcients µB and σ B . We have: ¢ d(A/B) ¡ = µA − µB + σ 2B − σ A σ B dτ + (σ A − σ B ) dW. A/B Next, let us apply this change-of-numeraire result to the process y(τ , S) ≡ under QTF . The goal is to obtain the solution as of time T of y(τ , S) viz y(T, S) ≡
 
 (9.91) P (τ ,S) P (τ ,T )
 
 under QSF and
 
 P (T, S) = P (T, S) under QSF and under QTF . P (T, T )
 
 This will enable us to evaluate Eq. (9.65). By Itˆo’s lemma, the PDE (9.29) and the fact that Pr = −BP , dP (τ , x) ˜ (τ ), x ≥ T. = rdτ − σB(τ , x)dW P (τ , x) By applying Eq. (9.91) to y(τ , S), ¤ £ dy(τ , S) ˜ (τ ). = σ 2 B(τ , T )2 − B(τ , T )B(τ , S) dτ − σ [B(τ , S) − B(τ , T )] dW y(τ , S)
 
 (9.92)
 
 All we need to do now is to change measure with the tools of Appendix 3 [see formula (9.76)]: we have that x ˜ (τ ) + σB(τ , x)dτ dW QF (τ ) = dW x
 
 is a Brownian motion under the x-forward martingale measure. Replace then W QF into Eq. (9.92), then integrate, and obtain: y(T, S) y(t, S) y(T, S) y(t, S)
 
 T QT 2 1 2 T P (t, T ) = e− 2 σ t [B(τ ,S)−B(τ ,T )] dτ +σ t [B(τ ,S)−B(τ ,T )]dW F (τ ) , P (t, S) T QS 2 1 2 T P (t, T ) = P (T, S) = e 2 σ t [B(τ ,S)−B(τ ,T )] dτ +σ t [B(τ ,S)−B(τ ,T )]dW F (τ ) , P (t, S)
 
 = P (T, S)
 
 Rearranging terms gives Eqs. (9.66) in the main text.
 
 B. Black (1976) To prove Eq. (9.84) is equivalent to evaluate the following expectation: E [x(T ) − K]+ , where 1
 
 x(T ) = x(t)e− 2
 
 T t
 
 γ(τ )2 dτ +
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 T t
 
 ˜ (τ ) γ(τ )dW
 
 .
 
 (9.93)
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 9.15. Appendix 8: Change of numeraire techniques Let 1ex be the indicator of all events s.t. x(T ) ≥ K. We have E [x(T ) − K]+ = E [x(T ) · 1ex ] − K · E [1ex ] · ¸ x(T ) = x(t) · E · 1ex − K · E [1ex ] x(t) = x(t) · EQx [1ex ] − K · E [1ex ]
 
 = x(t) · Qx (x(T ) ≥ K) − K · Q (x(T ) ≥ K) .
 
 where the probability measure Qx is defined as: 1 dQx x(T ) = = e− 2 dQ x(t)
 
 T t
 
 γ(τ )2 dτ +
 
 T t
 
 ˜ (τ ) γ(τ )dW
 
 ,
 
 a Q-martingale starting at one. Under Qx , ˜ (τ ) − γdτ dW x (τ ) = dW is a Brownian motion, and x in (9.93) can be written as: 1
 
 x(T ) = x(t)e 2
 
 T t
 
 γ(τ )2 dτ +
 
 T t
 
 ˜ (τ ) γ(τ )dW
 
 .
 
 It is straightforward that Q (x(T ) ≥ K) = Φ(d2 ) and Qx (x(T ) ≥ K) = Φ(d1 ), where i h RT ∓ 12 t γ(τ )2 dτ ln x(t) K qR . d2/1 = T 2 dτ γ(τ ) t
 
 Applying this to EQTi [Fi−1 (Ti−1 ) − K]+ gives the formulae of the text. F
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 10 Statistical inference for dynamic asset pricing models
 
 10.1 Introduction The next parts of the lectures develop applications and models emanating from the theory. This chapter surveys econometric methods for estimating and testing these models. We start from the very foundational issues on identification, specification and testing; and present the details of classical estimation and testing methodologies such as the Method of Moments, in which the number of moment conditions equals the dimension of the parameter vector (Pearson (1894)); Maximum Likelihood (ML) (Fisher (1912); see also Gauss (1816)); the Generalized Method of Moments (GMM), in which the number of moment conditions exceeds the dimension of the parameter vector, and thus leads to minimum chi-squared (Hansen (1982); see also Neyman and Pearson (1928)); and finally the recent developments based on simulations, which aim at implementing ML and GMM estimation for models that are analytically very complex - but that can be simulated. The present version of the chapter emphasizes the asymptotic theory (that is what happens when the sample size is large). I plan to include more applications in subsequent versions of this chapter as well as in the chapters that follow.
 
 10.2 Stochastic processes and econometric representation 10.2.1 Generalities Heuristically, a n-dimensional stochastic process y = {yt }t∈T is a sequence of random variables indexed by time; that is, y is defined through the probability space (Ω, F, P ), where Ω is the set of states, and F is a tribe, or a σ-algebra on Ω, i.e. a set of parts of Ω.1 If x(·, ·) : Ω × T 7→ Rn , we say that the sequence of random variables x(·, t)t∈T is the stochastic process. For a given ω ∈ Ω, x (ω, ·) is a realization of the process. (For example, Ω can be the Cartesian product Rn × Rn × · · · .) Clearly, the econometrician only observes data, which he assumes to be generated by a given random process, called the data generating process (DGP). We assume this process can be 1 We
 
 say that if Ω = Rd , the algebra generated by the open sets of Rd is the Borel tribe on Rd - denoted as B(Rd ).
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 represented in terms of a probability distribution. And since the probability distribution is unknown, the aim of the econometrician is to use all of available data (or observations) to get useful insights into the nature of this process. The task of econometric methods is to address this information search process. Given the previous assumptions on the DGP, we can say that the DGP is characterized by a conditional law - let’s say the law of yt given the set of past values yt−1 = {yt−1 , yt−2 , · · ·}, and some additional strongly exogenous variable z, with zt = {zt , zt−1 , zt−2 , · · ·}. Thus the DGP is a description of data based on their conditional density (the true law), say DGP :
 
 0 (yt | xt ),
 
 where xt = (yt−1 , zt ). We are now ready to introduce three useful definitions. First, we say that a parametric model is a set of conditional laws for yt indexed by a parameter vector θ ∈ Θ ⊆ Rp , viz (M) = { (yt | xt ; θ) , θ ∈ Θ ⊆ Rp } . Second, we say that the model (M) is well-specified if, ∃θ0 ∈ Θ : (yt | xt ; θ0 ) =
 
 0
 
 (yt | xt ) .
 
 Third, we say that the model (M) is identifiable if θ0 is unique. The main concern in this appendix is to provide details on parameter estimation of the true parameter θ0 . 10.2.2 Mathematical restrictions on the DGP The previous definition of the DGP is very rich. In practice, it is extremely diﬃcult to cope with DGPs defined at such a level of generality. In this appendix, we only describe estimation methods applying to DGPs satisfying some restrictions. There are two fundamental restrictions usually imposed on the DGP. • Restrictions related to the heterogeneity of the stochastic process - which pave the way to the concept of stationarity. • Restrictions related to the memory of the stochastic process - which pave the way to the concept of ergodicity. 10.2.2.1 Stationarity
 
 Stationary processes can be thought of as describing phenomena that are able to approach a well defined long run equilibrium in some statistical sense. “Statistical sense” means that these phenomena are subject to random fluctuations; yet as time unfolds, the probability generating them settles down. In other terms, in the “long-run”, the probability distribution generating the random fluctuations doesn’t change. Some economists even define a long-run equilibrium as a will defined “invariant” (or stationary) probability distribution. We have two notions of stationarity. • Strong (or strict) stationarity. Definition: Homogeneity in law. • Weak stationarity, or stationarity of order p. Definition: Homogeneity in moments. 292
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 Even if the DGP is stationary, the number of parameters to estimate increases with the sample size. Intuitively, the dimension of the parameter space is high because of auto-covariance eﬀects. For example, consider two stochastic processes; one, for which cov(yt , yt+τ ) = τ 2 ; and another, for which cov(yt , yt+τ ) = exp (− |τ |). In both cases, the DGP is stationary. Yet in the first case, the dependence increases with τ ; and in the second case, the dependence decreases with τ . This is an issue related to the memory of the process. As is clear, a stationary stochastic process may have “long memory”. “Ergodicity” further restricts DGPs so as to make this memory play a somewhat more limited role. 10.2.2.2 Ergodicity
 
 We shall consider situations in which the dependence between yt1 and yt2 decreases with |t2 − t1 |. Let’s introduce some concepts and notation. Two events A and B are independent when P (A ∩ B) = P (A)P (B). A stochastic process is asymptotically independent if, given β(τ ) ≥ |F (yt1 , · · ·, ytn , yt1 +τ , · · ·, ytn +τ ) − F (yt1 , · · ·, ytn ) F (yt1 +τ , · · ·, ytn +τ )| , one also has that limτ →∞ β(τ ) → 0. A stochastic process is p-dependent if β(τ ) 6= 0 ∀p < τ . A stochastic process is asymptotically uncorrelated if there exists ρ(τ ) (τ ≥ 1) such that for ¯ ¯ P∞ ¯ cov(yt −yt+τ ) ¯ all t, ρ(τ ) ≥ ¯ var(yt )·var(yt+τ ) ¯, and that 0 ≤ ρ(τ ) ≤ 1 with τ =0 ρ(τ ) < ∞. For example, ρ(τ ) = τ −(1+δ) (δ > 0), in which case ρ(τ ) ↓ 0 as τ ↑ ∞. Let Bt1 denote the σ-algebra generated by {y1 , · · ·, yt } and A ∈ Bt−∞ , B ∈ B∞ t+τ , and define α(τ ) = supτ |P (A ∩ B) − P (A)P (B)| ϕ(τ ) = supτ |P (B | A) − P (B)| , P (A) > 0 We say that 1) y is strongly mixing, or α-mixing if limτ →∞ α (τ ) → 0; 2) y is uniformly mixing if limτ →∞ ϕ (τ ) → 0. Clearly, a uniformly mixing process isP also strongly mixing. A second order stationary process is ergodic if limT →∞ Tτ=1 cov (yt , yt+τ ) = 0. If a second order stationary process is strongly mixing, it is also ergodic. 10.2.3 Parameter estimators: basic definitions Consider an estimator of the parameter vector θ of the model, (M) = { (yt | xt ; θ), θ ∈ Θ ⊂ Rp } . Naturally, any estimator must necessarily be some function(al) of the observations ˆθT ≡ tT (y). Of a given estimator ˆθT , we say that it is • Correct (or unbiased ), if E(ˆθT ) = θ0 . The diﬀerence E(ˆθT ) − θ0 is the distortion, or bias. a.s. • Weakly consistent if p lim ˆθT = θ0 . And strongly consistent if ˆθT → θ0 . (1) (2) Finally, an estimator ˆθT is more eﬃcient than another estimator ˆθT if, for any vector of (1) (2) constants c, we have that c> · var(ˆθ ) · c < c> · var(ˆθ ) · c. T
 
 T
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 10.2.4 Basic properties of density functions We have T observations yT1 = {y1 , · · ·, yT }. Suppose these observations are the realization of a T -dimensional random variable with joint density, ¡ ¢ f (˜ y1 , · · ·, y˜T ; θ) = f y˜1T ; θ .
 
 2 We have put the tilde on the yi s to emphasize that we view them as random R variables. But to ¡ T ¯notation, ¢ T from 3now on we write yi instead of y˜i . By construction, f (y| θ) dy ≡ R R ease ¯ ··· f y1 θ dy1 = 1 or, Z ∀θ ∈ Θ, f (y; θ) dy = 1.
 
 Now suppose that the support of y doesn’t depend on θ. Under standard regularity conditions, Z Z ∇θ f (y; θ) dy = ∇θ f (y; θ) dy = 0p , where 0p is a column vector of zeros in Rp . Moreover, for all θ ∈ Θ, Z Z 0p = ∇θ f (y; θ) dy = [∇θ log f (y; θ)] f (y; θ) dy = Eθ [∇θ log f (y; θ)] . Finally we have, Z
 
 0p×p = ∇θ [∇θ log f (y; θ)] f (y; θ) dy Z Z = [∇θθ log f (y; θ)] f (y; θ) dy + |∇θ log f (y; θ)|2 f (y; θ) dy, where |x|2 denotes outer product, i.e. |x|2 = x · x> . But since Eθ [∇θ log f (y; θ)] = 0p , Eθ [∇θθ log f (y; θ)] = −Eθ |∇θ log f (y; θ)|2 = −varθ [∇θ log f (y; θ)] ≡ −J (θ), ∀θ ∈ Θ. The matrix J is known as the Fisher’s information matrix. 10.2.5 The Cramer-Rao lower bound Let t(y) some unbiased estimator of θ. Let p = 1. We have, Z E [t(y)] = t(y)f (y; θ) dy. Under regularity conditions,4 Z Z ∇θ E [t(y)] = t(y)∇θ f (y; θ) dy = t(y) [∇θ log f (y; θ)] f (y; θ) dy = cov (t(y), ∇θ log f (y; θ)) . 2 We
 
 thus follow a classical perspective. A Bayesian statistician would view the sample as given. We do not consider Bayesian methods in this appendix. 3 In this subsection, all statement will be referring to all possible parameters acting as the “true” parameters, i.e. ∀θ ∈ Θ. It also ∂ turns out that in correspondence of the ML estimator ˆ θT we also have 0 = ∂θ log L(ˆ θT | x), but this has nothing to do with the results of the present section. 4 The last equality is correct because E(xy) = cov(x, y) if E(y) = 0.
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 10.3. The likelihood function By the basic inequality, cov (x, y)2 ≤ var (x) var (y), [cov (t(y), ∇θ log f (y; θ))]2 ≤ var [t(y)] · var [∇θ log f (y; θ)] . Therefore,
 
 [∇θ E (t(y))]2 ≤ var [t(y)] · var [∇θ log f (y; θ)] = −var [t(y)] · E [∇θθ log f (y; θ)] . But if t(y) is unbiased, or E [t(y)] = θ, var [t(y)] ≥ [−E (∇θ log f (y; θ))]−1 ≡ J (θ)−1 . This is the celebrated Cramer-Rao bound. The same results holds with a change in notation in the multidimensional case. (For a proof, see, for example, Amemiya (1985, p. 14-17).)
 
 10.3 The likelihood function 10.3.1 Basic motivation and definitions ¯ The density f (y1T ¯ θ) is a function such that RnT × Θ 7→ R+ : it maps every possible sample and values of θ on to positive numbers. Clearly, we may trace the joint density of the entire sample through the thought experiment in which we modify the sample y1T . We ask, “Which value of θ makes the sample we observed the most likely to occur?” We introduce the “likelihood function” L(θ| y1T ) ≡ f (y1T ; θ). y , say): It is the function θ 7→ f (y; θ) for y1T given (¯ L(θ| y¯) ≡ f (¯ y ; θ). We maximize L(θ| y1T ) with respect to θ. Once again, we are looking for the value of θ which maximizes the probability to observe what we eﬀectively observed. We will see that if the model is not misspecified, the Cramer-Rao lower bound is attained by the ML estimator. To grasp the intuition of this result in the i.i.d. case, note that T 1X p ∇θθ t (θ0 ) → Eθ0 [∇θθ t (θ0 )] , T t=1
 
 where t (θ)
 
 ≡ (θ| yt ) = log f (yt ; θ),
 
 a function of yt only, so a standard law of large numbers would suﬃce to conclude. In the dependent case, t (θ) ≡ (θ| yt | xt ) = log f ( yt | xt | θ).5 5 This is not a fixed function. Rather, it varies with t. In this case, we need additional mathematical tools reviewed in section A.6.3.
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 10.3. The likelihood function 10.3.2 Preliminary results on probability factorizations We have,
 
 ¯ ! ¯ i−1 T ¯ P Ai = P Ai ¯ Aj . ¯j=1 i=1 i=1 T T Indeed, P (A1 A2 ) = P (A1 ) · P (A2 |A1 ). Let E ≡ A1 A2 . We still have, T T T T P (A3 A1 A2 ) P (A3 E) T = . P (A3 |A1 A2 ) = P (A3 |E ) = P (E) P (A1 A2 ) That is, ¶ µ3 T T T T Ai = P (A1 A2 ) · P (A3 |A1 A2 ) = P (A1 ) · P (A2 |A1 ) · P (A3 |A1 A2 ) , P µ
 
 ¶
 
 n T
 
 n Q
 
 Ã
 
 i=1
 
 etc. k
 
 10.3.3 Asymptotic properties of the MLE 10.3.3.1 Limiting problem
 
 By definition, the MLE satisfies, ˆθT = arg max LT (θ) = arg max (log LT (θ)) , θ∈Θ
 
 θ∈Θ
 
 where T T T T Y X ¡ ¯ t−1 ¢ X ¡ ¯ t−1 ¢ X ¯ ¯ log LT (θ) ≡ log f yt y1 ; θ = log f yt y1 ; θ ≡ log f (yt ; θ) ≡ t (θ), t=1
 
 t=1
 
 t=1
 
 and t (θ) is the “log-likelihood” of a single observation: we also have that:
 
 ˆθT = arg max (log LT (θ)) = arg max θ∈Θ
 
 where
 
 1 T
 
 log LT (θ) ≡
 
 1 T
 
 PT
 
 t=1 t (θ).
 
 θ∈Θ
 
 t (θ)
 
 µ
 
 t=1
 
 ≡ (θ| yt ) ≡ log f (yt | θ). Clearly,
 
 ¶ 1 log LT (θ) , T
 
 The MLE satisfies the following first order conditions, 0p = ∇θ log LT (θ)|θ=ˆθT .
 
 Consider a Taylor expansion of the first order conditions around θ0 , d 0p = ∇θ log LT (θ)|θ=ˆθT ≡ ∇θ log LT (ˆθT ) = ∇θ log LT (θ0 ) + ∇θθ log LT (θ0 )(ˆθT − θ0 ), d
 
 where the notation xT = yT means that the diﬀerence xT − yT = op (1). Here θ0 is solution to the limiting problem, · µ ¶¸ 1 θ0 = arg max lim log LT (θ) = arg max [E ( (θ))] , θ∈Θ T →∞ T θ∈Θ where L satisfies all of the regularity conditions needed to ensure that, θ0 : E [∇θ (θ0 )] = 0p . To show that this is indeed the solution, suppose θ0 is identified; that is, θ 6= θ0 and θ, θ0 ∈ Θ ⇐ f (y| θ) 6= f (y| θ0 ). Let Eθ [log f (y| θ)] < ∞, ∀θ ∈ Θ. We have, θ0 = arg maxθ∈Θ Eθ0³[log f (y| ´ θ)] f ( y|θ) and is a singleton. The proof is very simple. We have, Q(θ0 ) − Q(θ) = Eθ0 [− log f ( y|θ0 ) ] > ³ ´ R y|θ) R y|θ) = − log ff((y|θ f (y| θ0 )dy = − log f (y| θ)dy = 0. − log Eθ0 ff((y|θ 0) 0) 296
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 10.3. The likelihood function 10.3.3.2 Consistency
 
 p a.s. Under regularity conditions, θˆT → θ0 and even ˆθT → θ0 if the model is well-specified. One example of conditions required to obtain weak consistency is that the following UWLLN (“Uniform weak law of large numbers”) holds, · ¸ lim P sup | T (θ) − E ( (θ))| → 0. T →∞
 
 θ∈Θ
 
 Asymptotic normality: sketch Consider again the previous asymptotic expansion: d 0p = ∇θ log LT (θ0 ) + ∇θθ log LT (θ0 )(ˆθT − θ0 ).
 
 We have, · ¸−1 √ √ T d ∇θθ log LT (θ0 ) T (ˆθT − θ0 ) = − T ∇θ log LT (θ0 ) T · ¸−1 1 1 √ ∇θ log LT (θ0 ) =− ∇θθ log LT (θ0 ) T T #−1 " T T 1 X 1X √ ∇θθ t (θ0 ) ∇θ t (θ0 ). =− T t=1 T t=1
 
 From now on, we consider the i.i.d. case only. By the law of large numbers (weak law no. 1), T 1X p ∇θθ t (θ0 ) → Eθ0 [∇θθ t (θ0 )] = −J (θ0 ) . T t=1
 
 Therefore, asymptotically,
 
 We also have,
 
 T X √ d −1 1 ˆ T (θT − θ0 ) = J (θ0 ) √ ∇θ t (θ0 ). T t=1 T 1 X d √ ∇θ t (θ0 ) → N (0, J (θ0 )) . T t=1
 
 Indeed,
 
 √
 
 d
 
 • The convergence to a normal follows by the central limit theorem: T (¯yσT −µ) → N(0, 1), √ √ 1 T yt −µ √ 1 Tt=1 (yt −µ) P = TT = y¯T ≡ T1 Tt=1 yt . Indeed, here we have that: T (¯yσT −µ) = T T t=1 σ σ √1 T
 
 T t=1 (yt −µ)
 
 σ
 
 , yt = ∇θ t (θ0 ).
 
 • Moreover, ∀t, E [∇θ t (θ0 )] = 0 by the first order conditions of the limiting problem. • Finally, ∀t, var [∇θ t (θ0 )] = J (θ0 ), which was shown to hold in subsection A.2.1. By the Slutzky’s theorem in section ???, √ ¡ ¢ d T (ˆθT − θ0 ) → N 0, J (θ0 )−1 .
 
 Hence, the ML estimator attains the Cramer-Rao bound found in subsection A.1.9. 297
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 10.3. The likelihood function 10.3.3.3 Theory
 
 We take for granted the convergence of ˆθT to θ0 and an additional couple of mild regularity conditions. Suppose that ˆθT a.s. → θ0, and that H(y, θ) ≡ ∇θθ log L(θ| y) exists, is continuous in θ uniformly in y and that we can R diﬀerentiate twice under the integral operator L(θ| y)dy = 1. We have T 1X sT (ω, θ) = ∇θ log L(θ| y). T t=1
 
 Consider the c-parametrized curves θ(c) = c¤(θ0 − ˆθT ) + ˆθT where, for all c ∈ (0, 1)p and θ ∈ Θ, c¤θ denotes a vector in Θ where the ith element is c(i) θ(i) . By the intermediate value theorem, there exists then a c∗ in (0, 1)p such that for all ω ∈ Ω we have: sT (ω, ˆθT (ω)) = sT (ω, θ0 ) + HT (ω, θ∗ ) · (ˆθT (ω) − θ0 ), where θ∗ ≡ θ(c∗ ) and:
 
 T 1X HT (ω, θ) = H(θ| yt ). T t=1
 
 The first order conditions tell us that:
 
 sT (ω, ˆθT (ω)) = 0. Hence, On the other hand,
 
 0 = sT (ω, θ0 ) + HT (ω, θ∗T (ω)) · (ˆθT (ω) − θ0 ).
 
 |HT (ω, θ∗T (ω)) − HT (ω, θ0 )| ≤ a.s.
 
 T 1X |H (ω, θ∗T (ω)) − HT (ω, θ0 )| ≤ sup |H (ω, θ∗T (ω)) − HT (ω, θ0 )| . T t=1 y a.s.
 
 Since ˆθT → θ0 , we also have that θ∗T → θ0 . Since H is continuous in θ uniformly in y, the previous inequality implies that, a.s.
 
 HT (ω, θ∗T (ω)) → −J (θ0 ) .
 
 This is so because by the law of large numbers,
 
 T 1X p HT (ω, θ0 ) = H(θ0 | yt ) → E [H (θ0 | yt )] = −J (θ0 ) . T t=1
 
 Therefore, as T → ∞, ´ √ √ √ ³ T ˆθT (ω) − θ0 = −HT−1 (ω, θ0 ) · sT (ω, θ0 ) T = J −1 · T sT (ω, θ0 ). P By the central limit theorem sT (ω, θ0 ) = T1 Tt=1 s (θ0 , yt ) is such that √ d T · sT (ω, θ0 ) → N (0, var (s (θ0 , yt ))) ,
 
 where
 
 var (s (θ0 , yt )) = J . since E (sT ) = 0. The result follows by the Slutzky’s theorem and the symmetry of J . Finally we should show the existence of a sequence ˆθT converging a.s. to θ0 . Proofs on such a convergence can be found in Amemiya (1985), or in Newey and McFadden (1994). 298
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 10.4. M-estimators
 
 10.4 M-estimators Consider a function g of the (unknown) parameters θ. A M-estimator of the function g(θ) is the solution to, T X max Ψ (xt , yt ; g) , g∈G
 
 t=1
 
 where Ψ is a given real function, y is the endogenous variable, and x is as in section A.1. We assume that exists, that it is interior and that it is unique. We denote the M-estimator ¡ T a Tsolution ¢ with gˆT x1 , y1 . Naturally, the M-estimator satisfies the following first order conditions, 0=
 
 T ¡ ¡ ¢¢ 1X ∇g Ψ yt , xt ; gˆT xT1 , y1T . T t=1
 
 To simplify the presentation, we assume that (x, y) are independent and that they have the same law. By the law of large numbers, ZZ ZZ T 1X p Ψ (yt , xt ; g) → Ψ (y, x; g) dF (x, y) = Ψ (y, x; g) dF (y| x) dZ (x) ≡ Ex E0 [Ψ (y, x; g)] T t=1 where E0 is the expectation operator taken with respect to the true conditional law of y given x and Ex is the expectation operator taken with respect to the true marginal law of x. The limit problem is, max Ex E0 [Ψ (y, x; g)] . g∈G
 
 Under standard regularity conditions,6 there exists a sequence of M-estimators gˆT (x, y) converging a.s. to g∞ = g∞ (θ0 ). Under some additional regularity conditions, the M-estimator is asymptotic normal: ³ ´ > Theorem: Let I ≡ Ex E0 ∇g Ψ (y, x; g∞ (θ0 )) [∇g Ψ (y, x; g∞ (θ0 ))] and assume that the matrix J ≡ Ex E0 [−∇gg Ψ (y, x; g)] exists and has an inverse. We have, √ ¡ ¢ d T (ˆ gT − g∞ (θ0 )) → N 0, J −1 IJ −1 .
 
 Proof (sketchy). The M-estimator satisfies the following first order conditions, T 1 X ∇g Ψ (yt , xt ; gˆT ) 0 = √ T t=1
 
 " # T T X X √ 1 1 d =√ ∇g Ψ (yt , xt ; g∞ ) + T ∇gg Ψ (yt , xt ; g∞ ) · (ˆ gT − g∞ ) . T t=1 T t=1
 
 6 G is compact; Ψ is continuous with respect to g and integrable with respect to the true law, for each g; Ex E0 [Ψ (y, x; g)] uniformly on G; the limit problem has a unique solution g∞ = g∞ (θ0 ).
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 10.5. Pseudo (or quasi) maximum likelihood By rearranging terms,
 
 " #−1 " # T T X X √ 1 1 d √ T (ˆ gT − g∞ ) = − ∇gg Ψ (yt , xt ; g∞ ) ∇g Ψ (yt , xt ; g∞ ) T t=1 T t=1 d
 
 −1
 
 = [Ex E0 (−∇gg Ψ (y, x; g))] d
 
 =J
 
 −1
 
 T 1 X ·√ ∇g Ψ (yt , xt ; g∞ ) T t=1
 
 T 1 X ·√ ∇g Ψ (yt , xt ; g∞ ) . T t=1
 
 It ³is easily seen that ´ Ex E0 [∇g Ψ (y, x; g∞ )] = 0 (by the limiting problem). Since var (∇g Ψ) = > E ∇g Ψ · [∇g Ψ] = I, then, T 1 X d √ ∇g Ψ (yt , xt ; g∞ ) → N (0, I) . T t=1
 
 The result follows by the Slutzky’s theorem and symmetry of J . One simple example of M-estimator is the Nonlinear Least Square estimator, ˆθT = arg min θ∈Θ
 
 T X t=1
 
 [yt − m (xt ; θ)]2 ,
 
 for some function m. In this case, Ψ (x, y; θ) = [y − m (x; θ)]2 . Section B.4 and B.5 below review additional estimators which can be seen as particular cases of these M-estimators.
 
 10.5 Pseudo (or quasi) maximum likelihood The maximum likelihood estimator is in fact a M-estimator. Just set Ψ = log L (the loglikelihood function). Moreover, assume that the model is well-specified. In this case, J = I which confirms we are back to the MLE described in section A.2. But in general, it can well be the case that the true DGP is a density 0 (yt | xt ) which doesn’t belong to the family of laws spanned by our model, 0
 
 (yt | xt ) ∈ / (M) = {f (yt | xt ; θ) , θ ∈ Θ} .
 
 We say that in this case, our model (M) is misspecified. P Suppose we insist in maximizing Ψ = log L, where L = t f (yt | xt ; θ), a misspecified density. In this case, √ ¡ ¢ d T (ˆθT − θ∗0 ) → N 0, J −1 IJ −1 , where θ∗0 is the “pseudo-true” value,7 and
 
 µ i h i> ¶ h ∗ ∗ ∗ . J = −Ex E0 ∇θθ log f (yt | yt−1 ; θ0 ) ; I = Ex E0 ∇θ log f (yt | yt−1 ; θ0 ) · ∇θ log f (yt | yt−1 ; θ0 ) 7 That is, θ∗ is clearly solution to some (misspecified) limiting problem. But it is possible to show that it has a nice interpretation 0 in terms of entropy distance minimizer.
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 10.6. GMM
 
 In the presence of specification errors, J 6= I. But by comparing the two (estimated) matrixes may lead to detect specification errors. These tests are very standard. Finally, please note that in this general case, the variance-covariance matrix J −1 IJ −1 depends on the unknown law of (yt , xt ). To assess the precision of the estimates of gˆT , one needs to estimate such a variancecovariance matrix. A common practice is to use the following a.s. consistent estimators, 1 Jˆ = − T
 
 T X t=1
 
 ∇gg Ψ(yt , xt ; gˆT ),
 
 1 and Iˆ = − T
 
 T X £ ¡ ¤¢ ∇g Ψ(yt , xt ; gˆT ) ∇g Ψ(yt , xt ; gˆT )> . t=1
 
 10.6 GMM Economic theory often places restrictions on models that have the following format, E [h (yt ; θ0 )] = 0q ,
 
 (A1)
 
 where h : Rn × Θ 7→ Rq , θ0 is the true parameter vector, yt is the n-dimensional vector of the observable variables and Θ ⊆ Rp . The MLE is often unfeasible here. Moreover, the MLE requires specifying a density function. This is not the case here. Hansen (1982) proposed the following Generalized Method of Moments (GMM) estimation procedure. Consider the sample counterpart to the population in eq. (A1), T X ¡ ¢ ¯h y T ; θ = 1 h (yt ; θ) , 1 T t=1
 
 where we have rewritten h as¡a function of the parameter vector θ ∈ Θ. The basic idea of GMM ¢ ¯ y > ; θ as close as possible to zero. Precisely, we have, is to find a θ which makes h 1 Definition (GMM estimator): The GMM estimator is the sequence ˆθT satisfying, ¢ ¡ ¢ ¡ ¯ yT ; θ , ¯ y T ; θ > · WT · h ˆθT = arg min h 1 1 p θ∈Θ⊆R
 
 1×q
 
 q×q
 
 q×1
 
 where {WT } is a sequence of weighting matrices the elements of which may depend on the observations. The simplest analytical situation arises in the so-called just-identified case p = q. In this case, the GMM estimator is simply:8 ¯ T ; ˆθT ) = 0q . ˆθT : h(y 1 But in general, one has p ≤ q. If p < q, we say that the GMM estimator imposes overidentifying restrictions. We analyze the i.i.d. case only. Under mild regularity conditions, there exists an optimal matrix WT (i.e. a matrix which minimizes the asymptotic variance of the GMM estimator) which satisfies asymptotically, h ´i−1 ³ ¯ T ; ˆθT ) · h(y ¯ T ; ˆθT )> W = lim T · E h(y ≡ Σ−1 1 1 0 . T →∞
 
 8 This
 
 is also easy to see by inspection of formula (A3) below.
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 10.6. GMM An estimator of Σ0 can be: T i 1 Xh > ˆ ˆ ΣT = h(yt ; θT ) · h(yt ; θT ) , T t=1
 
 but because ˆθT depends on the weighting matrix ΣT and vice versa, one needs to implement an iterative procedure. The more one iterates, the less the final results will depend on the initial (0) (0) weighting matrix ΣT . For example, one can start with ΣT = Iq . We have the following asymptotic theory: Theorem: Suppose to be given a sequence of GMM estimators ˆθT such that: p ˆθT → θ0 .
 
 We have, µ h i−1 ¶ √ d > −1 ˆ , T (θT − θ0 ) → N 0p , E (hθ ) Σ0 E (hθ )
 
 where E (hθ ) ≡ E [∇θ h(y; θ0 )] .
 
 p
 
 Proof (Sketch): The assumption that ˆθT → θ0 is easy to check under mild regularity conditions - such as stochastic equicontinuity of the criterion. Moreover, the GMM satisfies, ¯ T ; ˆθT )Σ−1 h(y ¯ T ; ˆθT ). 0p = ∇θ h(y 1 1 T p×q
 
 q×q
 
 q×1
 
 ¯ T ; ˆθT ) = 0. This is so because if Eq. (A3) confirms that if p = q the GMM satisfies ˆθT : h(y 1 ¯ = 0. In the general case p = q, then ∇θ hΣ−1 is full-rank, and (A3) can only be satisfied by h T q > p, we have, √ √ ¡ ¡ ¢ £ ¢¤ √ ¯ y T ; θ0 > T (ˆθT − θ0 ) + op (1). ¯ T ; ˆθT ) = T h ¯ y T ; θ0 + ∇θ h T h(y 1 1 1 q×1
 
 q×p
 
 q×1
 
 ´ ³ ¯ y T ; ˆθT Σ−1 , By premultiplying both sides of the previous equality by ∇θ h 1 T
 
 √ −1 ¯ T ˆ ¯ T;ˆ T ∇θ h(y 1 θ T )ΣT · h(y1 ; θ T ) √ ¡ T £ ¡ ¢ ¢¤> √ −1 ¯ −1 ¯ T;ˆ ¯ T ˆ ¯ T = T ∇θ h(y T (ˆ θT − θ0 ) + op (1). 1 θ T )ΣT · h y1 ; θ 0 + ∇θ h(y1 ; θ T )ΣT · ∇θ h y1 ; θ 0
 
 The l.h.s. of this equality is zero by the first order conditions in eq. (A3). By rearranging terms, ³ √ √ ¡ T ¡ ¡ ¢ £ ¢¤ ´−1 ¢ d −1 ¯ ¯ yT ; θ0 Σ−1 ∇θ h ¯ y T ; θ0 > ¯ T;ˆ T (ˆθT − θ0 ) = − ∇θ h ∇θ h(y 1 1 1 θ T )ΣT · T h y1 ; θ 0 T ¶−1 X µ T T T 1 P 1 1 P > ˆ ∇θ h(yt ; ˆ θT )Σ−1 [∇ h(y ; θ )] ∇θ h(yt ; ˆθT )Σ−1 = − t T θ T T T T t=1 T t=1 t=1 √ ¡ T ¢ ¯ y ; θ0 × Th 1 T ´−1 ³ 1 X d > −1 √ = − E (hθ ) Σ−1 E (h ) E (h ) Σ · h (yt ; θ0 ) . θ θ 0 0 T t=1
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 10.6. GMM Next, the term
 
 √1 T
 
 T P
 
 h (yt ; θ0 ) satisfies a central limit theorem:
 
 t=1
 
 T 1 X d √ h (yt ; θ0 ) → N (E(h), var(h)) , T t=1 ¡ ¢ where E(h) = 0 (by eq. (A1)), and var(h) = E h · h> = Σ0 . We then have: T 1 X d √ h (yt ; θ0 ) → N (0, Σ0 ) . T t=1
 
 Therefore,
 
 √ T (ˆθT − θ0 ) is asymptotic normal with expectation 0p , and variance,
 
 h i−1 h i>−1 h i−1 > > > > −1 −1 −1 −1 E (h ) E (h ) Σ Σ Σ E (h ) ) Σ E (h ) = E (h ) Σ E (h ) . E (hθ ) Σ−1 E (h 0 0 θ θ θ θ θ θ θ 0 0 0 0
 
 k
 
 A global specification test is the celebrated test of “overidentifying restrictions”. First, consider the behavior of the statistic, √ ¡ T ¢> −1 √ ¡ T ¢> d 2 ¯ y ; θ0 Σ ¯ y ; θ0 → χ (q). Th Th 1 0 1 One might be led to think that the same result applies when θ0 is replaced with ˆθT (which is a consistent estimator of θ0 ). Wrong. Consider, √ √ ¯ T ; ˆθT )> Σ−1 · T h(y ¯ T ; ˆθT ). CT = T h(y 1 1 T
 
 We have, √ ¡ T ¢√ ¢ d √ ¯¡ T ¯ ¯ T ; ˆθT ) = h y1 ; θ0 T (ˆθT − θ0 ) T h(y T h y ; θ + ∇ 0 θ 1 1 i−1 √ ¡ T ¢ ¢ £ ¢¤ h ¡ d √ ¯¡ T −1 ¯ y ; θ0 ¯ y T ; θ0 > E (hθ ) Σ−1 E (hθ )> = Th y1 ; θ0 − ∇θ h E (h ) Σ · Th θ 1 0 0 1 h i √ √ −1 ¢ ¢ ¡ ¡ d ¯ y T ; θ0 − E (hθ )> E (hθ ) Σ−1 E (hθ )> ¯ yT ; θ0 = Th E (hθ ) Σ−1 Th 1 0 0 · 1 √ ¡ T ¢ ¯ y ; θ0 , = (Iq − P) T h 1 q×q
 
 q×1
 
 where the second asymptotic equality is due to eq. (A4), and h i−1 > Pq ≡ E (hθ )> E (hθ ) Σ−1 E (h ) E (hθ ) Σ−1 θ 0 0
 
 is the orthogonal projector in the space generated by the columns of E (hθ ) by the inner product Σ−1 0 . We have thus shown that, √ ¡ T ¢ ¢> d √ ¯¡ T ¯ y ; θ0 . CT = T h y1 ; θ0 (Iq − Pq )> Σ−1 (I − P ) Th q 1 T
 
 But,
 
 √ ¡ T ¢ d ¯ y ; θ0 → N (0, Σ0 ) , Th 1 303
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 10.7. Simulation-based estimators and by a classical result, d
 
 CT → χ2 (q − p) . Example. Consider the classical system of Euler equations arising in the Lucas (1978) model, ¯ ¸ · 0 ¯ u (ct+1 ) (1 + ri,t+1 ) − 1¯¯ Ft = 0, i = 1, · · ·, m1 , E β 0 u (ct )
 
 where ri is the return on asset i, m1 is the number of assets and β is the psychological discount 1−γ factor. If u(x) = x1−γ , and the model is literally taken (i.e. it is well-specified), there exist some β 0 and γ 0 such that the previous system can be written as: ¯ # " µ ¶−γ 0 ¯ ct+1 ¯ E β0 (1 + ri,t+1 ) − 1¯ Ft = 0, i = 1, · · ·, m1 . ¯ ct
 
 Here we have p = 2, and to estimate the true parameter vector θ0 ≡ (β 0 , γ 0 ), we may build up a system of orthogonality conditions. Such orthogonality conditions are naturally suggested by the previous system, E [h (yt ; θ0 )] = 0, where
 
 
 
  instr.1,t · ³ ¸ ´−γ   ct+1 ..  β ct (1 + r1,t+1 ) − 1 ×  .   instr. m2 ,t   . . . .. .. .. h (yt ; θ) =    m1 ·m2  · instr.1,t ¸ ³ ´    β ct+1 −γ (1 + r .. ×  m1 ,t+1 ) − 1  . ct instr.m2 ,t
 
  
 
         ,        
 
 2 and (instr.j,t )m j=1 is the set of instruments used to produce the previous orthogonality restrictions. E.g.: past values of ct+1 , ri , constants, etc. ct
 
 10.7 Simulation-based estimators Ideally, Maximum Likelihood (ML) estimation is the preferred estimation method of parametric Markov models because it leads to first-order eﬃciency. Yet economic theory often places model’s restrictions that make these models impossible to estimate through maximum ML. Instead, GMM arises as a natural estimation method. Unfortunately, GMM is unfeasible in many situations of interest. Let us be a bit more specific. Assume that the data generating process is not IID, and that instead it is generated by the transition function, yt+1 = H (yt ,
 
 t+1 , θ 0 ) ,
 
 (10.1)
 
 where H : Rn × Rd × Θ 7→ Rn , and t is the vector of IID disturbances in Rd . It is assumed that the econometrician knows the function H. Let zt = (yt , yt−1 , · · · , yt−l+1 ), l < ∞. In many ¯ can be written as, applications, the function h T X ¢ ¡ ¯h y T ; θ = 1 [f ∗ − E (f (zt , θ))] , 1 T t=1 t 304
 
 (10.2)
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 10.7. Simulation-based estimators where, ft∗ = f (zt , θ0 ) ,
 
 is a vector-valued moment function, or “observation function” - that summarize satisfactorily the data we may say. But if we are not even able to compute the expectation E (f (zt , θ)) in closed form (that is, θ 7→ E (f (z, θ)) is not known analytically), the GMM estimator is unfeasible. Simulation-based methods can make the method of moments feasible in cases in which this expecation can not be computed in closed-form. 10.7.1 Background The basic idea underlying simulation-based methods is very simple. Even if the moment conditions are too complex to be evaluated analytically, in many cases of interest the underlying model in eq. (10.1) can be simulated. Draw t from its distribution, and save the simulated values ˆt . Compute recursively, ¡ ¢ θ yt+1 = H ytθ , ˆt+1 , θ , and create simulated moment functions as follows, ¡ ¢ ftθ ≡ f ztθ , θ . Consider the following parameter estimator,
 
 θT = arg min GT (θ)> WT GT (θ) , θ∈Θ
 
 (10.3)
 
 ¯ in eq. (10.2), where GT (θ) is the simulated counterpart to h Ã ! T S(T ) X P 1 1 ft∗ − fsθ , GT (θ) = T t=1 S (T ) s=1
 
 where S (T ) is the simulated sample size, which is made dependent on the sample size T for the purpose of the asymptotic theory. In other terms, the estimator θT is the one that best matches the sample properties of the actual and simulated processes ft∗ and ftθ . This estimator is known as the SMM estimator. Estimation methods relying on the IIP work very similarly. Instead of minimizing the distance of some moment conditions, the IIP relies on minimizing the parameters of an auxiliary (possibly misspecified) model. For example, consider the following auxiliary parameter estimator, ¡ ¢ β T = arg max log L y1T ; β , (10.4) β
 
 where L is the likelihood of some (possibly misspecified) model. Consider simulating S times the process yt in eq. (10.1), and computing, β sT (θ) = arg max log L(ys (θ)T1 ; β), β
 
 s = 1, · · ·, S,
 
 where ys (θ)T1 = (ytθ,s )Tt=1 are the simulated variables (for s = 1, ···, S) when the parameter vector is θ. The IIP-based estimator is defined similarly as θT in eq. (10.3), but with the function GT given by, S 1X s β (θ) . (10.5) GT (θ) = β T − S s=1 T 305
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 10.7. Simulation-based estimators The diagram in Figure 10.1 illustrates the main ideas underlying the IIP. Finally, the EMM estimator also works very similarly. It sets, N ¡ ¯ θ ¢ 1 X ∂ GT (θ) = ; βT , log f ynθ ¯ zn−1 N n=1 ∂β
 
 ∂ log f (y| z; β) is the score of some auxiliary model, β T is the Pseudo ML estimator of where ∂β the auxiliary model, and finally (ynθ )N n=1 is a long simulation (i.e. N is very high) of eq. (10.1) when the parameter vector is set equal to θ.
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 10.7. Simulation-based estimators
 
 Model
 
 Model-simulated data
 
 y t = f ( y t −1 , ε t ;θ )
 
 ~ y (θ ) = ( ~ y1 (θ ), L , ~yT (θ ))
 
 Estimation of an auxiliary model on model-simulated data Auxiliary parameter estimates
 
 ~ bT (θ )
 
 Auxiliary parameter estimates
 
 y = ( y1 , L , y T )
 
 bT Observed data Indirect Inference Estimator
 
 Estimation of the same auxiliary model on observed data
 
 ~
 
 θˆT ∈ arg min bT (θ ) − bT θ∈Θ
 
 Ω
 
 FIGURE 10.1. The Indirect Inference principle. Given the true model yt = f (yt−1 , t ; θ), an estimator of θ based on the indirect inference principle (ˆ θT say) makes the parameters of some auxiliary model ˜bT (ˆθT ) as close as possible to the parameters bT of the same auxiliary model estimated on real data. ° ° ° ° That is, ˆθT = arg min °˜bT (θ) − bT ° , for some norm Ω. Ω
 
 10.7.2 Asymptotic normality for the SMM estimator Let us derive heuristically asymptotic normality results for the SMM. Let, ∞ h X ¡ ∗ ¡ ∗ ¢¢> i E (ft∗ − E (ft∗ )) ft−j − E ft−j Σ0 = , j=−∞
 
 and suppose that
 
 p
 
 WT → W0 = Σ−1 0 .
 
 We now demonstrate that under this condition, as T → ∞ and S (T ) → ∞, ³ √ £ ¤−1 ´ d , (10.6) T (θT − θ0 ) → N 0p , (1 + τ ) D0> Σ−1 D 0 0 ¡ ¢ T θ0 where τ = limT →∞ S(T , D0 = E (∇θ G∞ (θ0 )) = E ∇θ f∞ , and the notation G∞ means that ) G. is drawn from its stationary distribution. Indeed, the first order conditions satisfied by the SMM in eq. (10.3) are, 0p = [∇θ GT (θT )]> WT GT (θT ) = [∇θ GT (θT )]> WT · [GT (θ0 ) + ∇θ GT (θ0 ) (θT − θ0 )] + op (1) . That is, ³ ´−1 √ √ d T (θT − θ0 ) = − [∇θ GT (θT )]> WT ∇θ GT (θ0 ) [∇θ GT (θT )]> WT · T GT (θ0 ) √ ¡ ¡ ¢−1 > ¢−1 > −1 √ d = − D0> W0 D0 D0 W0 · T GT (θT ) = − D0> Σ−1 D0 Σ0 · T GT (θ0 ) . (10.7) 0 D0 307
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 10.7. Simulation-based estimators We have,
 
 Ã ! T S(T ) √ √ P 1X 1 ft∗ − T GT (θ0 ) = T· f θ0 T t=1 S (T ) s=1 s √ S(T ) T X¡ ¡ θ0 ¢¢ T 1 X ∗ 1 ∗ √ p p = · (ft − E (f∞ )) − fsθ0 − E f∞ T t=1 S (T ) S (T ) s=1 d
 
 → N (0, (1 + τ ) Σ0 ) ,
 
 ¡ θ ¢ ∗ 0 where we have used the fact that E (f∞ ) = E f∞ . By replacing this result into eq. (10.7) T produces the convergence in eq. (10.6). If τ = limT →∞ S(T = 0 (i.e. if the number of simula) tions grows more fastly than the sample size), the SMM estimator is as eﬃcient as the GMM estimator. Moreover, inspection of the asymptotic result in eq. (10.6) reveals that we must have T τ = limT →∞ S(T < ∞. This condition means that the number of simulations S (T ) can not ) grow more slowly than the sample size. 10.7.3 Asymptotic normality for the IIP-based estimator The IIP-based estimator works slightly diﬀerently. For this estimator, even if the number of simulations S is fixed, asymptotic normality obtains without the need to impose that S goes to infinity more fastly than the sample size. Basically, what really matters here is that ST goes to infinity. To demonstrate this claim, we need to derive the asymptotic theory for the IIP-based estimator. By eq. (10.7), and the discussion in Section 10.6.1, we know that asymptotically, the first order conditions satisfied by the IIP-based estimator are, √ √ ¡ ¢−1 > d T (θT − θ0 ) = − D0> W0 D0 D0 W0 · T GT (θ0 ) , where GT is as in eq. (10.5), D0 = ∇θ b (θ), and b (θ) is solution to the limiting problem corresponding to the estimator in (10.4), viz, µ ¶ ¡ T ¢ 1 b (θ) = arg max lim log L y1 ; β . T →∞ T β
 
 We need to find the distribution of GT in eq. (10.5). We have, S √ √ 1 P T GT (θ0 ) = T (β T − β sT (θ0 )) S s=1 S √ 1 P T [(β T − β 0 ) − (β sT (θ0 ) − β 0 )] = S s=1 S √ √ 1 P T (β T − β 0 ) − T (β sT (θ0 ) − β 0 ) , = S s=1
 
 where β 0 = b (θ0 ). Hence, given the independence of the sample and the simulations, µ µ ¶ ³√ ´¶ √ 1 d T GT (θ0 ) → N 0, 1 + T βT · asy.var . S
 
 That is, asymptotically S can be fixed with respect to T . [Discuss the choice of the optimal weighting matrix] 10.7.4 Asymptotic normality for the EMM estimator 308
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 10.8. Appendix 1: Notions of convergence
 
 10.8 Appendix 1: Notions of convergence Convergence in probability. A sequence of random vectors {xT } converges in probability to the random vector x ˜ if for each > 0, δ > 0 and each i = 1, 2, · · ·, N , there exists a T ,δ such that for every T ≥ T ,δ , ˜i | > δ) < . P (|xT i − x p
 
 ˜, or plim xT = x ¯, if x ˜≡x ¯, a constant. This is succinctly written as xT → x The previous notion generalizes in a straight forward manner the standard notion of a limit of a deterministic sequence - which tells us that a sequence {xT } converges to x ¯ if for every κ > 0 there ¯| < κ. And indeed, convergence in probability can exists a Tκ : for each T ≥ Tκ we have that |xT − x also be rephrased as follows, ˜i | > δ) = 0. lim P (|xT i − x T →∞
 
 Here is a stronger definition of convergence: Almost sure convergence. A sequence of random vectors {xT } converges almost surely to the random vector x ˜ if, for each i = 1, 2, · · ·, N , we have: ˜i ) = 1, P (ω : xT i (ω) → x a.s.
 
 ˜. where ω denotes the entire random sequence xT i . This is succinctly written as xT → x Naturally, almost sure convergence implies convergence in probability. Convergence in probability means that for each > 0, limT →∞ P (ω : |xT i (ω) − x ˜i | < ) → 1. Almost sure convergence ³S requires ´ ¡ ¢ ˜i ) = 1 or that limT 0 →∞ P supT ≥T 0 |xT i − x ˜i | > δ = limT 0 →∞ P |x − x ˜ | > δ that P (limT →∞ xT i → x 0 i T i T ≥T 0. Next, assume that the second order moments of all xi are finite. We also have: Convergence in quadratic mean. A sequence of random vectors {xT } converges in quadratic mean to the random vector x ˜ if for each i = 1, 2, · · ·, N , we have: i h 2 → 0. lim E (x − x ˜ ) i T i 0 T →∞
 
 q.m.
 
 This is succinctly written as xT → x ˜. Remark. By Chebyshev’s inequality,9
 
 P (|xT i − x ˜i | > δ) ≤
 
 h i E (xT i − x ˜i )2 δ2
 
 ,
 
 which shows that q.m.-convergence implies convergence in probability. We now turn to a weaker notion of convergence: 9 Let
 
 x be centered with density f . We have: E x2
 
 ∞
 
 =
 
 −∞
 
 ≥
 
 δ2
 
 x2 f (x) dx ≥ −δ
 
 −∞
 
 x2 f (x)dx = |x|>δ ∞
 
 f (x)dx + δ 2
 
 −δ −∞
 
 f (x)dx = δ 2 P (|x| > δ) .
 
 δ
 
 Next, let x = y − y¯ to complete the proof of the Chebyshev inequality.
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 10.8. Appendix 1: Notions of convergence
 
 Convergence in distribution. Let {fT (x)}T be the sequence of probability distributions (that is, ˜ be a random vector with fT (x) = pr (xT ≤ x)) of the sequence of the random vectors {xT }. Let x ˜ if, for each i = 1, 2, ···, N , probability distribution f (x). A sequence {xT } converges in distribution to x we have: lim fT (x) = f (x). T →∞
 
 d
 
 ˜. This is succinctly written as xT → x The following two results are extremely useful: p
 
 d
 
 Slutzky’s theorem. If yT → y¯ and xT → x ˜, then: d
 
 yT · xT → y¯ · x ˜. Cramer-Wold device. Let λ be a N -dimensional vector of constants. We have: d
 
 d
 
 ˜ ⇔ λ> · xT → λ> · x ˜. xT → x ¡ ¢ d d Here is one illustration of the Cramer-Wold device. If λ> · xT → N 0; λ> Σλ , then xT → N (0; Σ).
 
 10.8.1 Laws of large numbers
 
 The first two laws concern convergence in probability. Weak law (No. 1) (Khinchine): Let {xT } a i.i.d. (identically, independently distributed) sequence with E(xT ) = µ < ∞ ∀T . We have: T 1X p xt → µ. x ¯T ≡ T t=1
 
 Weak law (No. 2) (Chebyshev): Let {x¤T } a sequence independentlyP but not identically distributed, £ with E(xT ) = µT < ∞ and E (xT − µT )2 = σ 2T < ∞. If limT →∞ T12 Tt=1 σ 2t → 0, then: x ¯T ≡
 
 T T 1X 1X p xt → µ ¯T ≡ µ. T t=1 T t=1 t
 
 Kolmogorov formulated the strong versions of the previous weak laws.
 
 10.8.2 The central limit theorem We state and prove the central limit theorem for £scalar and¤ i.i.d. processes. Let us be given P a scalar ¯T ≡ T1 Tt=1 xt . We i.i.d. sequence {xT }, with E(xT ) = µ < ∞ and E (xT − µ)2 = σ 2 < ∞ ∀T . Let x have, √ T (¯ xT − µ) d → N (0, 1). σ The multidimensional version of this theorem only needs a change in notation. The classic method of proof of the central limit theorem makes use of characteristic functions. Let: Z √ ¡ itx ¢ = eitx f (x)dx, i ≡ −1. ϕ(t) ≡ E e
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 10.9. Appendix 2: some results for dependent processes
 
 ¯ ∂r r (r) , where m(r) is the r-th order moment. By a Taylor’s expansion in the ¯ We have ∂t r ϕ(t) t=0 = i m neighborhood of t = 0, ¯ ¯ ¯ ¯ ∂ 1 ∂2 ¯ ϕ(t) = ϕ(0) + ϕ(t)¯ ·t+ ϕ(t)¯¯ · t2 + · · · 2 ∂t 2 ∂t t=0 t=0 (1) (2) 1 2 = 1+i·m ·t−m · t +··· 2 Next, consider the random variable, ´ √ ³ 1 PT √ T T x − µ t t=1 T 1 X (xt − µ) T (¯ xT − µ) = =√ . YT ≡ σ σ σ T t=1 Its characteristic function is10 ϕYT
 
 · µ ¶¸T · ¸ ¡ −1 ¢ T t 1 t2 √ +o T (t) = ϕ = 1− . 2T T
 
 1 2
 
 Clearly, limT →∞ ϕYT (t) = e− 2 t - the characteristic function of a standard Gaussian variable.
 
 10.9 Appendix 2: some results for dependent processes A. Weak dependence Let σ 2T = var
 
 ´ ¡ −1 ¢ 2 2 x . If t=1 t , and suppose that σ T = O(T ), and σ T = O T
 
 ³P T
 
 σ −1 T
 
 T X t=1
 
 d
 
 (xt − E(xt )) → N (0, 1) ,
 
 we say that {xt } is weakly dependent. The term “nonergodic” is reserved for those processes that exhibit such strong dependence that they do not even satisfy the LLN. • Stationarity • Weak dependence • Ergodicity
 
 B. The central limit theorem for martingale diﬀerence sequences Let Let {xt } be a martingale diﬀerence sequence with ¡ ¢ E x2t = σ 2t < ∞,
 
 and define x ¯T ≡
 
 1 PT 1 PT ¯ 2T ≡ σ 2 . Let, t=1 xt , and σ T T t=1 t T 1 X 2 x I lim T →∞ T σ ¯ 2T t=1 t |xt |≥
 
 Under the previous condition,
 
 10 Indeed,
 
 YT =
 
 T t=1
 
 at where at ≡
 
 ·T ·¯ σ2T
 
 = 0,
 
 ∀,
 
 ∀t,
 
 and
 
 T 1X 2 p xt − σ ¯ 2T → 0. T t=1
 
 √ T ·x ¯T d → N (0, 1) . σ ¯T x √t −µ Tσ
 
 and at is i.i.d. with E(at ) = 0 and E(a2t ) =
 
 1 T
 
 ∀t. The characteristic function of YT
 
 is then the product of the characteristic functions of at (which are the same): ϕYT (t) = (ϕa (t))T , where ϕa (t) = 1 −
 
 311
 
 t2 2T
 
 + · · ·.
 
 c °by A. Mele
 
 10.9. Appendix 2: some results for dependent processes C. Applications to maximum likelihood estimation
 
 We now use the central limit theorem for martingale diﬀerence sequences to show asymptotic normality of the MLE in the case of weakly dependent processes. We have, T X
 
 log LT (θ) =
 
 t (θ) ,
 
 t (θ)
 
 t=1
 
 ≡ (θ; yt | xt ) .
 
 The MLE satisfies the following first order conditions, d
 
 0p = ∇θ log LT (θ)|θ=ˆθT = whence
 
 T X t=1
 
 ∇θ t (θ)|θ=θ0 +
 
 T X t=1
 
 ∇θθ t (θ)|θ=θ0 (ˆ θT − θ0 ),
 
 " #−1 T T X √ 1 1 X d ˆ T (θT − θ0 ) = − ∇θθ t (θ0 ) ·√ ∇θ t (θ0 ). T t=1 T t=1
 
 We have:
 
 which shows that
 
 n
 
 ∂ t (θ0 ) ∂θ
 
 o
 
 Eθ0 [ ∇θ
 
 t+1 (θ 0 )| Ft ]
 
 = 0p ,
 
 is a martingale diﬀerence. Naturally, here we also have that:
 
 Eθ0 ( |∇θ
 
 t+1 (θ 0 )|2 | Ft )
 
 = −Eθ0 ( ∇θθ
 
 t+1 (θ 0 )| Ft )
 
 ≡ Jt (θ0 ) .
 
 Next, for a given constant c ∈ Rp , let: xt ≡ c> ∇θ t (θ0 ). Clearly, {xt } is also a martingale diﬀerence. Furthermore, ¯ ¢ ¡ Eθ0 x2t+1 ¯ Ft = −c> Jt (θ0 ) c,
 
 and because {xt } is a martingale diﬀerence, xt and xt−i are mutually uncorrelated,11 all i. It follows that, var
 
 Ã T X t=1
 
 xt
 
 !
 
 =
 
 T X t=1
 
 =
 
 =
 
 T X t=1 T X t=1
 
 = −
 
 ¡ ¢ E x2t c> Eθ0 (|∇θ t (θ0 )|2 ) c c> Eθ0 [Eθ0 ( |∇θ t (θ0 )|2 | Ft−1 )] c
 
 T X t=1 >
 
 = −c 11 E (x x t t−i )
 
 c> Eθ0 [Jt−1 (θ0 )] c
 
 " T X
 
 #
 
 Eθ0 (Jt−1 (θ0 )) c.
 
 t=1
 
 = E [E ( xt · xt−i | Ft−i )] = E [E ( xt | Ft−i ) · xt−i ] = 0.
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 Next, define as in subsection A.6.2: T 1X xt x ¯T ≡ T t=1
 
 # " T T X X ¡ ¢ 1 1 and σ ¯ 2T ≡ E x2t = −c> Eθ (Jt−1 (θ0 )) c. T t=1 T t=1 0
 
 Under the conditions of subsection A.6.2, √ Tx ¯T d → N (0, 1) . σ ¯T By the Cramer-Wold device, "
 
 #−1/2 T T 1X 1 X d √ Eθ (Jt−1 (θ0 )) ∇θ t (θ0 ) → N (0, Ip ) . T t=1 0 T t=1
 
 Namely, the conditions that need to be satisfied are, T T 1X 1X p ∇θθ t (θ0 ) − Eθ [Jt−1 (θ0 )] → 0, T t=1 T t=1 0
 
 T 1X and p lim Eθ [Jt−1 (θ0 )] = J∞ (θ0 ) (say). T t=1 0
 
 In this case, it follows by eq. (A5) that, ´ ³ √ d T (ˆθT − θ0 ) → N 0p , J∞ (θ0 )−1 .
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 11 Estimating and testing dynamic asset pricing models
 
 11.1 Asset pricing, prediction functions, and statistical inference We develop conditions1 ensuring the feasibility of the estimation methods when applied to general equilibrium models, that is as soon as an unobservable multidimensional process is estimated in conjunction with predictions functions suggested by standard asset pricing theories. We assume that the data generating process is a multidimensional partially observed diﬀusion process solution to, dy (τ ) = b (y (τ ) ; θ) dτ + Σ (y (τ ) ; θ) dW (τ ) , (11.1) where W is a multidimensional process and (b, Σ) satisfy some regularity conditions we single out below. This appendix analyzes situations in which the original partially observed system (11.1) can be estimated by augmenting it with a number of observable deterministic functions of the state. In many situations of interest, such deterministic functions are suggested by asset pricing theories in a natural way. Typical examples include derivative asset price functions or any deterministic function(als) of asset prices (e.g., asset returns, bond yields, implied volatility, etc.). The idea to use predictions of asset pricing theories to improve the fit of models with unobservable factors is not new (see, e.g., Christensen (1992), Pastorello, Renault and Touzi (2000), Chernov and Ghysels (2000), Singleton (2001, sections 3.2 and 3.3)), and Pastorello, Patilea and Renault (2003). In this appendix, we provide a theoretical description of the mechanism leading to eﬃciency within the class of our estimators. We consider a standard Markov pricing setting. For fixed t ≥ 0, we let M be the expiration date of a contingent claim with rational price process c = {c(y(τ ), M − τ )}τ ∈[t,M ) , and let {z(y(τ ))}τ ∈[t,M ] and Π(y) be the associated intermediate payoﬀ process and final payoﬀ function, respectively. Let ∂/ ∂τ + L be the usual infinitesimal generator of (11.1) taken under the riskneutral measure. In a frictionless economy without arbitrage opportunities, c is the solution to the following partial diﬀerential equation:  µ ¶ ∂  0= + L − R c(y, M − τ ) + z(y), ∀(y, τ ) ∈ Y × [t, M) (11.2) ∂τ  c(y, 0) = Π(y), ∀y ∈ Y 1 This
 
 section is based on the unpublished appendix of my joint work with Filippo Altissimo (See Altissimo and Mele (2006)).
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 11.1. Asset pricing, prediction functions, and statistical inference φ (y; θ0, γ0) Φ Y φ −1(y; θ0, γ0)
 
 FIGURE 11.1. Asset pricing, the Markov property, and statistical eﬃciency. Y is the domain on which the partially observed primitive state process y ≡ (y o y u )> takes values, Φ is the domain on which the observed system φ ≡ (yo C(y))> takes values in Markovian economies, and C(y) is a contingent ∗ ∗ claim price process in Rd−q . Let φc = (y o , c(y, 1 ), · · ·, c(y, d−q∗ )), where {c(y, j )}d−q j=1 forms an intertemporal cohort of contingent claim prices, as in definition G.1. If local restrictions of φ are one-to-one and onto, the CD-SNE applied to φc is feasible. If φ is also globally invertible, the CD-SNE applied to φc achieves first-order asymptotic eﬃciency.
 
 where R ≡ R(y) is the short-term rate. We call prediction function any continuous and twice diﬀerentiable function c (y; M − τ ) solution to the partial diﬀerential equation (11.2). We now augment system (11.1) with d − q ∗ prediction functions. Precisely, we let: C(τ ) ≡ (c (y(τ ), M1 − τ ) , · · ·, c (y(τ ), Md−q∗ − τ )) ,
 
 τ ∈ [t, M1 ]
 
 ∗
 
 where {Mi }d−q i=1 is an increasing sequence of fixed maturity dates. Furthermore, we define the measurable vector valued function: φ (y(τ ); θ, γ) ≡ (y o (τ ), C (y(τ ))) ,
 
 τ ∈ [t, M1 ],
 
 (θ, γ) ∈ Θ × Γ,
 
 where Γ ⊂ Rpγ is a compact parameter set containing additional parameters. These new parameters arise from the change of measure leading to the pricing model (11.2), and are now part of our estimation problem. We assume that the pricing model (11.2) is correctly specified. That is, all contingent claim prices in the economy are taken to be generated by the prediction function c(y, M − τ ) for some (θ0 , γ 0 ) ∈ Θ × Γ. For simplicity, we also consider a stylized situation in which all contingent claims have the same contractual characteristics specified by C ≡ (z, Π). More generally, one may define a series of classes of contingent claims {Cj }Jj=1 , where class of contingent claims j has contractual characteristics specified by Cj ≡ (zj , Πj ).2 The number of prediction functions P that we would introduce in this case would be equal to d − q ∗ = Jj=1 M j , where M j is the number of prediction functions within class of assets j. To keep the presentation simple, we do not consider such a more general situation here. Our objective is to provide estimators of the parameter vector (θ0 , γ 0 ) under which observations were generated. In exactly the same spirit as for the estimators considered in the main text, we want our CD-SN estimator of (θ0 , γ 0 ) to make the finite dimensional distributions of φ implied by model (11.1) and (11.2) as close as possible to their sample counterparts. Let Φ ⊆ Rd be the domain on which φ takes values. As illustrated in Figure 11.1, our program is to move from the “unfeasible” domain Y of the original state variables in y (observables and 2 As
 
 an example, assets belonging to class C1 can be European options; assets belonging to class C1 can be bonds; and so on.
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 not) to the domain Φ on which all observable variables take value. Ideally, we would like to implement such a change in domain in order to recover as much information as possible on the original unobserved process in (11.1). Clearly, φ is fully revealing whenever it is globally invertible. However, we will show that our methods can be implemented even when φ is only locally one-to-one. Further intuition on this distinction will be provided after the statement of theorem G.1 below. An important feature of the theory in this appendix is that it does not hinge upon the availability of contingent prices data covering the same sample period covered by the observables in (11.1). First, the price of a given contingent claim is typically not available for a long sample period. As an example, available option data often include option prices with a life span smaller than the usual sample span of the underlying asset prices; in contrast, it is common to observe long time series of option prices having the same maturity. Second, the price of a single contingent claim depends on time-to-maturity of the claim; therefore, it does not satisfy the stationarity assumptions maintained in this paper. To address these issues, we deal with data on assets having the same characteristics at each point in time. Precisely, consider the data generated by the following random processes: Definition G.1. (Intertertemporal ( , N )-cohort of contingent claim prices) Given a prediction function c (y; M − τ ) and a N-dimensional vector ≡ ( 1 , · · ·, N ) of fixed maturities, an intertemporal ( , N)-cohort of contingent claim prices is any collection of contingent claim price processes c (τ , ) ≡ (c(y(τ ), 1 ), · · ·, c(y(τ ), N )) (τ ≥ 0) generated by the pricing model (11.2). Consider for example a sample realization of three-months at-the-money option prices, or a sample realization of six-months zero-coupon bond prices. Long sequences such as the ones in these examples are common to observe. If these sequences were generated by (11.2), as in definition G.1, they would be deterministic functions of y, and hence stationary. We now develop conditions ensuring both feasibility and first-order eﬃciency of the CD-SNE procedure as applied to this kind of data. Let a¯ denote the matrix having the first q ∗ rows of Σ, where a is the diﬀusion matrix in (G1). Let ∇C denote the Jacobian of C with respect to y. We have: Theorem 11.1. (Asset pricing and Cramer-Rao lower bound) Suppose to observe an intertemporal ( , d−q∗ )-cohort of contingent claim prices c (τ , ), and that there exist prediction functions ∗ C in Rd−q with the property that for θ = θ0 and γ = γ 0 , µ
 
 a ¯(τ ) · Σ(τ )−1 ∇C(τ )
 
 ¶
 
 6= 0, P ⊗ dτ -a.s. all τ ∈ [t, t + 1],
 
 (G3)
 
 where C¡ satisfies¢ the initial condition C(t) = c (t, ) ≡ (c(y(t), 1 ), · · ·, c(y(t), d−q∗ )). Let (z, v) ≡ φct , φct−1 , where φct = (y o (t), c(y(t), 1 ), ···, c(y(t), d−q∗ )). Then, under the assumptions in theorem 3, the CD-SNE has the same properties as in theorem 2, with the variance terms being taken with respect to the fields generated by φct . Finally, suppose that φct is Markov, and set wT (z, v) = π T (z)2 / π T (z, v)TT,α (z, v). Then, the CD-SNE attains the Cramer-Rao lower bound (with respect to the fields generated by φct ) as S → ∞. According to Theorem 11.1, our CD-SNE is feasible whenever φ is locally invertible for a time span equal to the sampling interval. As Figure 3 illustrates, condition (G3) is satisfied 317
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 whenever φ is locally one-to-one and onto.3 If φ is also globally invertible for the same time span, φc is Markov. The last part of this theorem then says that in this case, the CD-SNE is asymptotically eﬃcient. We emphasize that such an eﬃciency result is simply about first-order eﬃciency in the joint estimation of θ and γ given the observations on φc . We are not claiming that our estimator is first-order eﬃcient in the estimation of θ in the case in which y is fully observable. Naturally, condition (G3) does not ensure that φ is globally one-to-one and onto. In other terms, φ might have many locally invertible restrictions.4 In practice, φ might fail to be globally invertible because monotonicity properties of φ may break down in multidimensional diﬀusion models. In models with stochastic volatility, for example, option prices can be decreasing in the underlying asset price (see Bergman, Grundy and Wiener (1996)); and in the corresponding stochastic volatility yield curve models, medium-long term bond prices can be increasing in the short-term rate (see Mele (2003)). Intuitively, these pathologies may arise because there is no guarantee that the solution to a stochastic diﬀerential system is nondecreasing in the initial condition of one if its components - as it is instead the case in the scalar case. When all components of vector y o represent the prices of assets actively traded in frictionless markets, (G3) corresponds to a condition ensuring market completeness in the sense of Harrison and Pliska (1983). As an example, condition (G3) for Heston’s (1993) model is ∂c/ ∂σ 6= 0 P ⊗ dτ -a.s, where σ denotes instantaneous volatility of the price process. This condition is satisfied by the Heston’s model. In fact, Romano and Touzi (1997) showed that within a fairly general class of stochastic volatility models, option prices are always strictly increasing in σ whenever they are convex in Q. Theorem G.1 can be used to implement eﬃcient estimators in other complex multidimensional models. Consider for example a three-factor model of the yield curve. Consider a state-vector (r, σ, ), where r is the short-term rate and σ, are additional factors (such as, say, instantaneous short-term rate volatility and a central tendency factor). Let u(i) = u (r(τ ), σ(τ ), (τ ); Mi − τ ) be the time τ rational price of a pure discount bond expiring at Mi ≥ τ , i = 1, 2, and take M1 < M2 . Let φ ≡ (r, u(1) , u(2) ). Condition (G3) for this model is then, (2) (1) − u u(2) (G4) u(1) σ u σ 6= 0, P ⊗ dt-a.s. τ ∈ [t, t + 1], where subscripts denote partial derivatives. It is easily checked that this same condition must be satisfied by models with correlated Brownian motions and by yet more general models. Classes of models of the short-term rate for which condition (G4) holds are more intricate to identify than in the European option pricing literature mentioned above (see Mele (2003)).
 
 11.2 Term structure models Let r (t) be the short-term rate process, solution to the following stochastic diﬀerential equation, p (11.3) dr (t) = κ (µ − r (t)) dt + v (t)r (t)η dW (t) , t ≥ 0,
 
 where W (t) is a standard Brownian motion, and κ, µp and η are three positive constants. Suppose, also, that the instantaneous volatility process v (t)r (t)η is such that v (t) is solution
 
 3 Local invertibility of φ means that for every y ∈ Y , there exists an open set Y containing y such that the restriction of φ to ∗ Y∗ is invertible. And φ is locally invertible on Y∗ if det Jφ 6= 0 (where Jφ is the Jacobian of φ), which is condition (G3). 4 As an example, consider the mapping R2 7→ R2 defined as φ(y , y ) = (ey1 cos y , ey1 sin y ). The Jacobian satisfies 1 2 2 2 det Jφ(y1 , y2 ) = e2y1 , yet φ is 2π-periodic with respect to y2 . For example, φ(0, 2π) = φ(0, 0).
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 ³ ´ p 2 dv (t) = β (α − v (t)) dt + ξv (t) ρdW (t) + 1 − ρ dU (t) , ϑ
 
 t ≥ 0,
 
 (11.4)
 
 where U (t) is another standard Brownian motion; β, α, ξ and ϑ are four positive constants, and ρ is a constant such that |ρ| < 1. 11.2.1 The level eﬀect Which empirical regularities would the short-term rate model in Eqs. (11.3)-(11.4) address? Which sign of the correlation coeﬃcient ρ would be consistent with historical episodes such as the Monetary Experiment of the Federal Reserve System between October 1979 and October 1982? The short-term rate model in Eqs. (11.3)-(11.4) would address two empirical regularities. 1) The volatility of the short-term rate is not constant over time. Rather, it seems to be driven by an additional source of randomness. All in all, the short-term process seems to be generated by the stochastic volatility model in Eqs. (11.3)-(11.4), in which the volatility component v (t) is driven by a source of randomness only partially correlated with the source of randomness driving the short-term rate process itself. 2) The volatility of the short-term rate is increasing in the level of the short-term rate. This phenomenon is known as the “level eﬀect”. Perhaps, periods of high interest rates arise because of erratic liquidity. (Erratic liquidity would command a high risk-premium and so a high LIBOR rate say.) But precisely because of erratic liquidity, interest rates are also very volatile. The short-term rate model in Eqs. (11.3)-(11.4) is a very useful reduced form able to capture these eﬀects through the two parameters: η and ρ. If the parameter η is greater than zero, the instantaneous interest rate volatility increases with the level of the interest level. If the “correlation” coeﬃcient ρ > 0, the interest rate volatility is also partly related to the sources of interest rate volatility not directly related to the level of the interest rate. During the Monetary Experiment, the FED decided to target money supply, rather than interest rates. So the high volatility of money demand mechanically translated to high interest rate volatility as a result of the market clearing. Moreover, the quantity of monetary base was kept deliberately low - to fight against inflation. So the US experienced both high interest rate volatility and high interest rates (see for example Andersen and Lund (1997, J. Econometrics) for an empirical study). There is no empirical study about the issues related to the sign of the correlation coeﬃcient ρ. Here is a possible argument. A rolling window estimation suggestive that the level of ρ changed a lot around the Monetary Experiment would mean that the bulk of interest rate volatility was not entirely due to the mechanical eﬀects related to the FED behavior. 11.2.2 The simplest estimation case Next, suppose we wish to estimate the parameter vector θ = [κ, µ, η, β, α, ξ, ϑ, ρ]> of the model in Eqs. (11.3)-(11.4). Under which circumstances would Maximum Likelihood be a feasible estimation method? The ML estimator would be feasible under two sets of conditions. First, the model in Eqs. (11.3)-(11.4) should not have stochastic volatility at all, viz, β = ξ = 0; in this case, the short-term rate would be solution to, dr (t) = κ (µ − r (t)) dt + σ ¯ r (t)η dW (t) , 319
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 where σ ¯ is now a constant. Second, the value of the elasticity parameter η is important. If η = 0, the short-term rate process is the Gaussian one proposed by Vasicek (1977, J. Fin. Economics). If η = 12 , we obtain the square-root process introduced in Financial Economics by Cox, Ingersoll and Ross (1985, Econometrica) (CIR henceforth). In the Vasicek case, the transition density of r is Gaussian, and in the CIR case, the transition density of r is a noncentral chi-square. So in both the Vasicek and CIR, we may write down the likelihood function of the diﬀusion process. Therefore, ML estimation is possible in these two cases. In the more general case, we have to go for simulation methods [...] 11.2.3 More general models Estimating the model in Eqs. (11.3)-(11.4) is certainly instructive. Yet a more important question is to examine the term-structure implications of this model. More generally, how would the estimation procedure outlined in the previous subsection change if the task is to estimate a Markov model of the term-structure of interest rates? There are three steps. 11.2.3.1 Step 1
 
 Collect data on the term structure of interest rates. We will need to use data on two maturities (say a time series of riskless 6 months and 5 years interest rates). 11.2.3.2 Step 2
 
 Let us consider a model of the entire term-structure of interest rates. By the fundamental theorem of asset pricing, and the Markov property of the diﬀusion, the price of a riskless bond predicted by the model is, ¯ ¶ µ RN j ¯ − r(s)ds ¯ j (11.5) u (r (t) , v (t)) ≡ u (r (t) , v (t) , Nj − t) = E e t ¯ r (t) , v (t) ,
 
 where E (.) is the conditional expectation taken under the risk-neutral probability, and Nj is a sequence of expiration dates. Naturally, the previous formula relies on some assumptions about risk-aversion correction. (Some of these assumptions may be of a reduced-form nature; others may rely on the specification of preferences, beliefs, markets and technology. But we do not need to be more precise at this level of generality. In turn, these assumptions entail that the pricing formula in Eq. (11.5) depends on some additional risk-adjustment parameter vector, say λ. Precisely, the Radon-Nykodim derivative probability with respect to the ¡ R of the risk-neutral ¢ R physical probability is given by exp − 12 kΛ (t)k2 dt − Λ (t) dZ (t) , where Z = [W U]> , W and U are the two Brownian motions in Eqs. (11.3)-(11.4), and Λ (t) is some process adapted to Z, which is taken to be of the form Λ (t) ≡ Λm (r (t) , v (t) ; λ), for some vector valued function Λm and some parameter vector λ. The function Λm makes risk-adjustment corrections dependent on the current value of the state vector (r (t) , v (t)), and thus makes the model Markov. So the estimation problem is actually one in which we have to estimate both the “physical” parameter vector θ = [κ, µ, η, β, α, ξ, ϑ, ρ]> and the “risk-adjustment” parameter vector λ. Next, compute interest rates corresponding to two maturities, Rj (r (t) , v (t) ; θ, λ) = −
 
 1 log uj (r (t) , v (t)) , j = 1, 2, Nj
 
 (11.6)
 
 where the bond prices are computed through Eq. (11.5), and where the notation Rj (r, v; θ, λ) emphasizes that the theoretical term-structure depends on the parameter vector (θ, λ). We can 320
 
 c °by A. Mele
 
 11.2. Term structure models
 
 now use the data (R$j say) and the model predictions about the data (Rj ), create moment conditions, and proceed to estimate the parameter vector (θ, λ) through some method of moments (provided the moments are enough to make (θ, λ) identifiable). But there are two diﬃculties. First, the volatility process v (t) is not observable by the econometrician. Second, the bond pricing formula in Eq. (11.5) does not generally admit a closed-form. The first diﬃculty can be overcome through inference methods based on simulations. Here is an outline of these methods that could be used here. Simulate the system in Eqs. (11.3)-(11.4) for a given value of the parameter vector (θ, λ). For each simulation, compute a time series of interest rates Rj from Eq. (11.6). Use these simulated data to create moment conditions. The parameter estimator is the value of (θ, λ) which minimizes some norm of these moment conditions obtained through the simulations. The next step discusses how to address the second diﬃculty. 11.2.3.3 Step 3
 
 The use of aﬃne models would considerably simplify the analysis. Aﬃne models place restrictions on the data generating process in Eqs. (11.3)-(11.4) and in the risk-aversion corrections in Eq. (11.5) in such a way that the term structure in Eq. (11.6) is, Rj (r (t) , v (t) ; θ, λ) = A (j; θ, λ) + B (j; θ, λ) · y (t) , j = 1, 2, where A (j; θ, λ) and B (j; θ, λ) are some functions of the maturity Nj (B is vector valued), and generally depend on the parameter vector (θ, λ); and finally the state vector y = [r v]> . (Namely, an aﬃne model obtains once η = 0, ϑ = 12 , and the function Λm is aﬃne.) So once Eqs. (11.3)-(11.4) are simulated, the computation of a time series of interest rates Rj is straight forward.
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 11.3 Appendix Proof of Theorem 1.11. Let π t ≡ π t ( φ (y(t + 1), M − (t + 1)1d−q∗ )| φ (y(t), M − t1d−q∗ )) denote the transition density of φ (y(t), M − t1d−q∗ ) ≡ φ (y(t)) ≡ (y o (t), c(y(t), M1 − t), · · ·, c(y(t), Md−q∗ − t)), where we have emphasized the dependence of φ on the time-to-expiration vector: M − t1d−q∗ ≡ (M1 − t, · · ·, Md−q∗ − t). By Σ(τ ) full rank P ⊗ dτ -a.s., and Itˆ o’s lemma, φ satisfies, for τ ∈ [t, t + 1],  o  dy (τ ) = bo (τ )dτ + F (τ )Σ(τ )dW (τ ) 
 
 dc(τ )
 
 = bc (τ )dτ + ∇c(τ )Σ(τ )dW (τ )
 
 where bo and bc are, respectively, q ∗ -dimensional and (d − q ∗ )-dimensional measurable functions, and F (τ ) ≡ a ¯(τ )·Σ(τ )−1 P ⊗dτ -a.s. Under condition (G3), π t is not degenerate. Furthermore, C (y(t); ) ≡ c, c¯+ ) ∈ Rd × Rd , there exists a function µ C(t) is deterministic in ≡ ( 1 , · · ·, d−q∗ ). That is, for all (¯ c+ )) of µ(¯ c+ ) such that for any neighbourhood N (¯ c+ ) of c¯+ , there exists another neighborhood N (µ(¯ such that, ¯ ª © c+ )¯ φ (y(t), M − t1d−q∗ ) = c¯ ω ∈ Ω : φ (y(t + 1), M − (t + 1)1d−q∗ ) ∈ N (¯ © c+ )) = ω ∈ Ω : (y o (t + 1), c(y(t + 1), M1 − t)), · · ·, c(y(t + 1), Md−q∗ − t)) ∈ N (µ(¯ =
 
 ©
 
 o
 
 |φ (y(t), M − t1d−q∗ ) = c¯}
 
 c+ )) ω ∈ Ω : (y (t + 1), c(y(t + 1), M1 − t)), · · ·, c(y(t + 1), Md−q∗ − t)) ∈ N (µ(¯
 
 |(y o (t), c(y(t), M1 − t), · · ·, c(y(t), Md−q∗ − t)) = c¯}
 
 where the last equality follows by the definition of φ. In particular, the transition laws of φct given φct−1 are not degenerate; and φct is stationary. The feasibility of the CD-SNE is proved. The eﬃciency claim follows by the Markov property of φ, and the usual score martingale diﬀerence argument. ¥
 
 322
 
 c °by A. Mele
 
 11.3. Appendix
 
 References Altissimo, F. and A. Mele (2006). “Simulated Nonparametric Estimation of Dynamic Models.” Arnold, L., 1992, Stochastic Diﬀerential Equations: Theory and Applications. Malabar, Florida: Krieger Publishing Company. Bergman, Y. Z., B. D. Grundy, and Z. Wiener, 1996, “General Properties of Option Prices,” Journal of Finance, 51, 1573-1610. Chernov, M. and E. Ghysels, 2000, “A Study towards a Unified Approach to the Joint Estimation of Objective and Risk-Neutral Measures for the Purpose of Options Valuation,” Journal of Financial Economics, 56, 407-458. Christensen, B. J., 1992, “Asset Prices and the Empirical Martingale Model,” working paper, New York University. Harrison, J. M. and S. R. Pliska, 1983, “A Stochastic Calculus Model of Continuous Trading: Complete Markets,” Stochastic Processes and their Applications 15, 313-316. Heston, S., 1993, “A Closed-Form Solution for Options with Stochastic Volatility with Applications to Bond and Currency Options,” Review of Financial Studies, 6, 327-343. Karatzas, I. and S. Shreve, 1991, Brownian Motion and Stochastic Calculus, Berlin: Springer Verlag. Kloeden, P.E. and E. Platen, 1999, Numerical Solutions of Stochastic Diﬀerential Equations, Berlin: Springer Verlag. Mele, A., 2003, “Fundamental Properties of Bond Prices in Models of the Short-Term Rate,” Review of Financial Studies, 16, 679-716. Pastorello, S., E. Renault and N. Touzi, 2000, “Statistical Inference for Random-Variance Option Pricing,” Journal of Business and Economic Statistics 18, 358-367. Pastorello, S., V. Patilea, and E. Renault, 2003, “Iterative and Recursive Estimation in Structural Non Adaptive Models,” Journal of Business and Economic Statistics, 21, 449-509. Romano, M. and N. Touzi, 1997, “Contingent Claims and Market Completeness in a Stochastic Volatility Model,” Mathematical Finance, 7, 399-412. Singleton, K.J., 2001, “Estimation of Aﬃne Asset Pricing Models Using the Empirical Characteristic Function,” Journal of Econometrics, 102, 111-141.
 
 323
 
 Appendixes
 
 324
 
 Mathematical appendix
 
 This appendix provides the reader with a few concepts used throughout the Lectures.
 
 A.1 Foundational issues in probability theory A.1.1 Heuristic considerations When we try to imagine a dynamic representation of the world, we rapidly crash into the formidable diﬃculties that our mind encounters in exactly extrapolating future events. In the previous sections, we tried to overcome such diﬃculties by introducing two-period economies with two and/or more states of nature. The resulting model naturally led to the notion of rational expectations. Now we would like to face a structure of events more complex than the structure of events considered in the previous chapter. The task of this section is to provide some elements corresponding to such a need. The elements we shall be handling here are essentially the ones that are needed for a rigorous treatment of probability theory. Kolmogorov (1993)5 was the first to organize such a theory by linking the concept of probability with the concept of measure in the integration theory. The starting point is what is commonly referred to as a Nature Experiment, denoted as E, whose outcome is obviously not known a priori. E can be interpreted as the result of tossing a coin, or as the quantity of pencils that will be produced in the US in the next ten years. Then we introduce a state space Ω, which represents the set of all possible outcomes of E. As an example, if E consists in tossing twice a coin, the outcomes are: HT, HH, TH, TT, and Ω ≡ {HT,HH,TH,TT}. These specific outcomes are also termed as elementary events or atoms, i.e. they can not be expressed as the logical sum of any other event that can be generated by E. It is clear, however, that we may wish to be interested in more complex events than simply elementary events as for instance, {HT,HH} (“H at the first tossing”), {HT,HH,TH} (“at least once H”) etc... To take non-elementary events into account, we introduce a collection of parts of Ω that exactly includes the pieces of information that are of interest to us. Such a collection is usually referred to as Boole’s algebra on Ω, or tribe, or σ-algebra on Ω (according to the case of 5 Kolmogorov,
 
 A. (1933): Foundations of the Theory of Probability (in Russian). Published in English in 1950: New York, Chelsea.
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 pertinence: see below for further details) and will have to satisfy some fundamental properties. The very fundamental property that has to be satisfied by an algebra is that at each time that we apply a complementation, union and intersection operation on its elements, the result must be another element that also belongs to the same algebra. It turns out that the previous stability property of an algebra is essential on an axiomatic standpoint at the very starting point of probability theory. Indeed, the fact that an event will take place or not necessarily implies the realization of other events (e.g., the elementary events), and the definition domain of probabilities must carefully integrate such an aspect. In other terms, an algebra must be built up in such a way that one must always be able to say if any event (elementary or not) has taken place or not after observing E. Let us suppose for instance that Ω has a finite number of elements. A natural choice of an algebra could be the set of all partitions of Ω, denoted as 2Ω . Such a notation is also natural because the number of its elements is just 2#Ω , where #Ω is the number of elements of Ω. For example, if Ω = {a, b, c}, then 2Ω = {∅, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}, Ω}. (The example of tossing a coin twice is similar but more cumbersome to describe since it involves 24 = 16 elements.) Such an example shows that it is natural to introduce a “probability” P on 2Ω , that has the property that P (∅) = 0, P (Ω) = 1, etc... This is possible because 2Ω is stable with respect to the operations of complementation, union and intersection. Choosing 2Ω , however, does not always lead to a well-posed algebra: sometimes 2Ω can include unuseful pieces of information or, simply, it can be ill-defined: as an example, Ω can be uncountable because Ω = Rd . In such a case, the construction strategy will be “minimal”, and will consist in taking into account the smallest algebra containing the elements of interest. Next section presents the standard setup that one typically needs to address these issues. Such a setup allows one to take account of complex operations consisting, for instance, in “transferring” purely qualitative events (e.g., a Central Bank allied or not with Government) on to a space of purely quantitative events (the real line, for instance): in this last space, an event may be built-up via the parts constituting the original space. It is exactly such an idea that underlies the general equilibrium representation of the financial markets made by Arrow (cf. the previous chapter): after all, a financial asset can be thought as being a random variable defined on states of the world. Such an approach, coupled with the rational expectations assumption, also permits to model the dynamics of a given economy in the modern approach of macroeconomic fluctuations. Such an approach, too, is, directly or indirectly, an intellectual extension of the original contribution of Arrow. Of course, this is also the case of the models developed by Lucas and Prescott at the very beginning of the 1970s, not to say the dynamic financial models formulated by Black and Scholes (1973) and Merton (1973) (cf. the next chapter) or the models exhibiting the existence of non-informative equilibria (e.g.: observation of the same equilibrium price in situations where there were mutually exclusive portions of the state-space). A.1.2 The reference setup We introduce a measurable space associated with E: (Ω, F, P ). (Ω, F, P ) will be referred to as probability space if P is a probability measure–see below for the definition of a probability measure–. Here Ω is the set (or space) of events and F is a tribe on Ω, or a σ-algebra on Ω (or simply a σ-field) satisfying the following properties: i) Ω ∈ F;
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 ii) A ∈ F ⇒ Ac ∈ F, where Ac = Ω\A is the complement of A in Ω; S iii) Ai ∈ F, i = 1, 2, · · · ⇒ ∞ i=1 Ai ∈ F, where {Ai } is a countable sequence of disjoint 6 events. Next, let G a subset of the set of parts of Ω. We say that the tribe σ(G) generated by G is the intersection of all tribes containing G. σ(G) can thus be conceived as the smallest tribe containing G. We call Borel tribe, and note it as B(Rd ), the tribe generated by the open sets of Rd . PS is a measure P∞ on (Ω, F) if it is a function s.t. F 7→ [0, ∞] that satisfies the condition P( ∞ A ) = i=1 i i=1 P (Ai ) for all countable sequences of disjoints sets Ai ∈ F. Such a property is known as the σ-additivity property. The mass of a measure is equal to P (Ω). (Ω, F, P ) is a probability space if P is a probability measure on (Ω, F), id est if it is a function s.t. F 7→ [0, 1], if it is σ-additive, and if it satisfies P (∅) = 0 and P (Ω) = 1 (unit mass). Given a measurable space (Ω, F, P ), we say that a function y : Ω 7→ Rd is F-measurable if: ∀B ∈ B(Rd ),
 
 y −1 (B) ≡ {ω ∈ Ω / y(ω) ∈ B } ∈ F.
 
 Given a probability space, a real-valued random variable is a function Ω 7→ Rd which is Fmeasurable. Note that while originally defined on such “amorphic” spaces as (Ω, F, P ), random variables are subsequently redefined on spaces having the form (Rd , B(Rd ), Py ) where: ¡ ¢ Py (B) = P y −1 (B) ,
 
 ∀B ∈ B(Rd ),
 
 is a probability measure on (Rd , B(Rd )). (Py is also referred to as distribution of y.) This is exactly the “transfer” method mentioned towards the end of the previous section. We shall note: Z Z E(y) ≡
 
 y(ω)dP (ω) =
 
 ydPy (y).
 
 (11.7)
 
 Rd
 
 Ω
 
 A stochastic process in Rd is a family of random variables–id est they are originally defined on (Ω, F) and then redefined on (Rd , B(Rd ))–that are indexed by time: {xt }t∈T ; here T can be [0, ∞) but also [0, T ], T < ∞ or N. Considered as a “function” of the points ω ∈ Ω for a fixed t∗ ∈ T, the mapping ω 7→ xt∗ (ω) is a random variable; considered as a “function” of t ∈ T for a fixed point ω ∗ ∈ Ω, the mapping t 7→ xt (ω ∗ ) is the trajectory of the stochastic process corresponding to the realization of ω∗ . In other terms, the set {(t, ω) / xt (ω) ∈ B }, ∀B ∈ B(Rd ), belongs to the product σ-algebra B(T) ⊗ F, where B(T) is the Borel tribe generated by T: this is the equivalent of the measurability property of a random variable, and in fact we say that in this case, {xt }t∈T is jointly B(T) ⊗ F-measurable to mean that it is measurable with respect to the smallest σ-algebra on T × Ω containing the sets of the form B × F , where B ∈ B(T) and F ∈ F. Economic reasons (not mathematical reasons) often make it desirable to assume that the systems presenting an interest to us are those that are not subject to loss of memory and that are such that the unfolding of time reveals new pieces of information. To meet such needs, (Ω, F) is endowed with a filtration, id est a family of nondecreasing σ-algebras {Ft }t∈T of F, id est such that Ft ⊆ Fs ⊆ F, for 0 ≤ t < s. As an example, if y represents the equilibrium price 6 One
 
 obtains a Boole algebra by replacing such a third condition with a property of stability of finite unions.
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 vector of d financial assets, in the first financial models the information system of reference was built-up on a filtration of the form: Fty = σ (ys , 0 ≤ t ≤ s) , id est the smallest σ-algebra with respect to which ys is measurable for all s ∈ [0, t];7 these asset prices could then be able to guarantee the full spanning of any FT -measurable (0 < T < ∞) random variable, which meant that markets are complete. As explained in the previous chapter, models with incomplete markets seem to be more realistic: in these models, agents face the realization of FT+ -measurable random variables, where the filtration {Ft+ }t∈T now is bigger that {Ft }t∈T : cf. chapters 4 and 5 for more precise details. Finally, we say that the stochastic process {xt }t∈T is adapted to the filtration {Ft }t∈T , or Fadapted, if xt is a Ft -measurable random variable. For all s ≥ t, we shall denote as E (ys / Ft ) the conditional expectation of ys given Ft , id est the expectation of ys , formally defined as in (3.8), but taken under the conditional probability defined as: ª P ({ω : ys (ω) ≤ y + } ∩ Ft ) © . P ys ≤ y + / Ft = P {Ft }
 
 We shall also have the occasion to define conditional probability of the form P {ys ≤ y + /yt = y }, and when the support is continuous, with an abuse of notation we shall continue to write P {ys ≤ y + /yt = y } or simply P {y + / y } instead of the more precise notation P {ys ≤ y + /yt = Iy }, where Iy is an arbitrarily small neighborhood of y.
 
 A.2 Stochastic calculus A.3 Contraction theorem This is a result that can also be used to establish stability of a discrete time system, although the typical use economists make of it is made to produce results for problems arising in dynamic programming. Definition 4A.1 (Metric Space). ... and the triangle inequality: d(a, b) ≤ d(a, c) + d(c, b). Definition 4A.2 (Cauchy sequence). Let {xn } be a sequence of points in a metric space M, and suppose that d(xn , xm ) → n→∞ 0. Then {xn } is a Cauchy’s sequence. m→∞
 
 If M = R, all Cauchy’s sequences are convergent, and the metric spaces displaying such a property are said to be complete. Definition 4A.3 (Contraction). If ∀x, y ∈ M : d (f (x), f (y)) ≤ kd(x, y), k < 1, then f is a k-contraction. Theorem 4A.3. Let M be a complete metric space and f a k-contraction of M into itself. Then f admits one and only one fixed point.
 
 7 The
 
 usual interpretation of an event A ∈ Fty is that at time t, we must be able to say whether A actually took place or not.
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 Proof. Let x0 ∈ M arbitrary, and let xn = f (xn−1 ). Since f is a k-contraction,   d (xn , xn+1 ) = d (f (xn−1 ), f (xn )) ≤ kd (xn−1 , xn ) 
 
 whence:
 
 d (xn−1 , xn ) ≤
 
 kd (xn−2 , xn−1 )
 
 kd (xn−1 , xn ) ≤ k2 d (xn−2 , xn−1 ) .
 
 By replacing the second inequality into the first,
 
 d(xn , xn+1 ) ≤ k2 d(xn−2 , xn−1 ), and in general, d(xn , xn+1 ) ≤ kn d(x0 , x1 ).
 
 By the triangle inequality,
 
 d(xn , xn+2 ) ≤ d(xn , xn+1 ) + d(xn+1 , xn+2 ), and d(xn+2 , xn+4 ) ≤ d(xn+2 , xn+3 ) + d(xn+3 , xn+4 ).
 
 By combining these inequalities,
 
 d(xn , xn+2 ) + d(xn+2 , xn+4 ) ≤ d(xn , xn+1 ) + d(xn+1 , xn+2 ) + d(xn+2 , xn+3 ) + d(xn+3 , xn+4 ), and since d(xn , xn+4 ) ≤ d(xn , xn+2 ) + d(xn+2 , xn+4 ), d(xn , xn+4 ) ≤ In general we have:
 
 n+3 X
 
 d(xi , xi+1 ),
 
 i=n
 
 n+p−1
 
 X
 
 d(xn , xn+p ) ≤
 
 d(xi , xi+1 ),
 
 i=n
 
 i
 
 Since d(xi , xi+1 ) ≤ k d(x0 , x1 ),
 
 n+p−1
 
 d(xn , xn+p ) ≤ d(x0 , x1 ) p
 
 n
 
 X i=n
 
 ki = d(x0 , x1 ) ·
 
 (1 − kp )k n . 1−k
 
 )k →p→∞ 0, and the previous inequality then reveals that d(xn , xn+p ) →p→∞ Since k < 1, (1−k 1−k n→∞ n→∞ 0. Therefore, {xn } →n→∞ x, say. It’s a Cauchy’s sequence. Now we are in a position to show that x¯ : x¯ = f (¯ x). By the triangle inequality,
 
 d (¯ x, f (¯ x)) ≤ d(¯ x, xn+1 ) + d (xn+1 , f (¯ x)) = d(¯ x, xn+1 ) + d (f (xn ), f (¯ x)) .
 
 x, xn+1 ) < 12 and d (f (xn ), f (¯ x)) < Since {xn } →n→∞ x¯ and f is continuous, ∀ > 0, ∃n > 0 : d(¯ 1 . It follows that d (¯ x , f (¯ x )) < . 2 Next we show that x¯ is unique. Suppose on the contrary that there exists another xˆ : xˆ = f (ˆ x). We would have: d (ˆ x, x¯) = d (f (ˆ x), f (¯ x)) ≤ kd (ˆ x, x¯) < d (ˆ x, x¯) , which is a contradiction. k
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 A.4 Optimization of continuous time systems We have to: ¯ ½Z T ¾ ¯ −ρ(τ −t) −ρ(T −t) ¯ J (k(t), t, T ) ≡ max E e u(k(τ ), v(τ ))dτ + e B(k(T )) ¯ (v(τ ))T t ¯ τ =t ¯ ¯ ¯ s.t. dk(τ ) = T (k(τ ), v(τ )) dτ + σ (k(τ ), v(τ )) dW (τ ) ¯ ¯ k(t) = k , given.
 
 (3A4.1)
 
 t
 
 where {W (τ )}Tτ=t is a standard Brownian Motion, and:
 
 J (k(T ), T, T ) = B(k(T )). Here the control is v, and the observation of the trajectory of k would provide us with information that could make us change the initial chosen control v. Clearly, we must rule out controls depending on future observation of k, and a very natural and relatively simple way to also make the control be fed back with new information provided by k, is to confine attention to controls v(t, ω) that are a deterministic function of the state at time τ : v(τ ; ω) = vb (τ , k(τ ; ω)) ,
 
 where the deterministic function b v is usually referred to as a feedback. Clearly, in this case the controlled state evolves as: dk(τ ) = T (k(τ ), vb (τ , k(τ ))) dτ + σ (k(τ ), vb (τ , k(τ ))) dW (τ ),
 
 and it is thus Markovian. The stochastic programming principle also applies here: J (k(t), t, T ) = max E v
 
 ½Z
 
 T −ρ(τ −t)
 
 e
 
 −ρ(T −t)
 
 u(k(τ ), v(τ ))dτ + e
 
 t
 
 = max E v
 
 ½Z
 
 ¾ B(k(T ))
 
 t+∆t
 
 e−ρ(τ −t) u(k(τ ), v(τ ))dτ ¾ Z T −ρ(τ −t) −ρ(T −t) + e u(k(τ ), v(τ ))dτ + e B(k(T ))
 
 t
 
 t+∆t
 
 = max E
 
 ½Z
 
 = max E
 
 ½Z
 
 t+∆t
 
 e−ρ(τ −t) u(k(τ ), v(τ ))dτ t µZ T ¶¾ −ρ·∆t −ρ(τ −t−∆t) −ρ(T −t−∆t) +e e u(k(τ ), v(τ ))dτ + e B(k(T ))
 
 v
 
 t+∆t
 
 v
 
 t+∆t
 
 e−ρ(τ −t) u(k(τ ), v(τ ))dτ
 
 t
 
 −ρ·∆t
 
 +e
 
 E
 
 µZ
 
 T −ρ(τ −t−∆t)
 
 e
 
 −ρ(T −t−∆t)
 
 u(k(τ ), v(τ ))dτ + e
 
 t+∆t
 
 = max E v
 
 ½Z
 
 t+∆t −ρ(τ −t)
 
 e
 
 −ρ·∆t
 
 u(k(τ ), v(τ ))dτ + e
 
 t
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 where the fourth line follows from the law of iterated expectations. Rearranging terms and dividing throughout by ∆t leaves: ) ( R t+∆t −ρ(τ −t) −ρ·∆t e u(k(τ ), v(τ ))dτ e J (k(t + ∆t), t + ∆t, T ) − J (k(t), t, T ) t 0 = max E + v ∆t ∆t ( R t+∆t e−ρ(τ −t) u(k(τ ), v(τ ))dτ t = max E v ∆t µ ¶ ¾ 1 − e−ρ·∆t −ρ·∆t J (k(t + ∆t), t + ∆t, T ) − J (k(t), t, T ) − J (k(t), t, T ) . +e ∆t ∆t Sending ∆t to zero and applying Itˆo’s lemma produces the result that under mild regularity conditions,  ½ µ ¶ ¾ ∂   = max u(k, v) + + L J (k, τ , T ) − ρJ (k, τ , T )  0 v ∂τ (3A4.2)    J (k(T ), T, T ) = B(k(T )) where
 
 LJ(k, τ , T ) =
 
 ∂J (k, τ , T ) 1 ∂J 2 (k, τ , T ) T (k, v) + σ (k, v)2 . 2 ∂k 2 ∂k
 
 The first order conditions for (4A3.2) are: 0 = uv (k, vb) +
 
 ∂J (k, τ , T ) ∂J 2 (k, τ , T ) Tv (k, vb) + σ (k, vb) σ v (k, vb) , ∂k ∂k2
 
 which implicitly define the solution vb = vb (τ , k) with:
 
 ∂J (k, τ , T ) ∂J 2 (k, τ , T ) σ (k, vb (τ , k)) σ v (k, vb (τ , k)) . Tv (k, vb (τ , k)) + ∂k ∂k2 (3A4.3) Also, the first line in (4A3.2) can be written as: 0 = uv (k, vb (τ , k)) +    0  
 
 = u (k, b v (τ , k)) +
 
 µ
 
 ¶ ∂ + L J (k, τ , T ) − ρJ (k, τ , T ) ∂τ
 
  2    LJ (k, τ , T ) = ∂J (k, τ , T ) T (k, vb (τ , k)) + 1 ∂J (k, τ , T ) σ (k, vb (τ , k))2 ∂k 2 ∂k2
 
 Next, define the marginal indirect utility with respect to the state variable in problem (4A3.1), λ (k, τ , T ) ≡ We have µ (k, τ , T ) ≡
 
 ∂J (k, τ , T ) . ∂k
 
 ∂λ (k, τ , T ) ∂ 2 J (k, τ , T ) = , ∂k ∂k2 331
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 ∂J(k, τ , T ) ∂τ
 
 = u (k, vb (τ , k)) + λ (k, τ , T ) T (k, b v (τ , k)) +
 
 where
 
 ¶ µ ∂J ∂ 2 J b , , ≡ H τ , k, ∂k ∂k 2
 
 1 ∂λ (k, τ , T ) σ (k, vb (τ , k))2 2 ∂k
 
 ¶ µ ∂J ∂ 2 J b b , H (τ , k, λ, µ) ≡ H τ , k, ∂k ∂k2
 
 1 ≡ u (k, vb (τ , k)) + λ (k, τ , T ) T (k, vb (τ , k)) + µ (k, τ , T ) σ (k, vb (τ , k))2 , 2
 
 b is usually referred to as (optimized) Hamiltonian, and the previous equation is the and H Bellman equation for diﬀusion processes. By Itˆo’s lemma: µ ¶ ∂λ ∂λ ∂λ 1 ∂2λ 2 dλ = σ dτ + + T+ σdW. (3A4.4) 2 ∂τ ∂k 2 ∂k ∂k On the other hand, by diﬀerentiating every term in the Bellman equation ρJ − with respect to k, we get: ρ
 
 ∂J b (τ , k, λ (τ , k) , µ (τ , k)) =H ∂τ
 
 ∂2J ∂J − ∂k ∂k∂τ
 
 = ρλ − = =
 
 or,
 
 ∂λ ∂τ
 
 b ∂H b ∂λ (τ , k) ∂ H b ∂µ (τ , k) ∂H + + ∂k ∂λ ∂k ∂µ ∂k
 
 b ∂H ∂λ (τ , k) 1 2 ∂µ (τ , k) +T + σ , ∂k ∂k 2 ∂k
 
 b ∂H ∂λ ∂λ 1 2 ∂µ = +T + σ . ∂k ∂τ ∂k 2 ∂k By plugging this into (3A4.4) we get: ! Ã b ∂λ ∂H dτ + σdW, dλ = ρλ − ∂k ∂k ρλ −
 
 from which we get: ρλ −
 
 b ∂H E (dλ) ∂λ ∂λ 1 ∂2λ 2 = = + T+ σ . ∂k dτ ∂τ ∂k 2 ∂k2 332
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 Mathematical appendix The infinite horizon case ¯ ½Z ∞ ¾ ¯ −ρ(τ −t) ¯ J (k(t)) ≡ max E e u(k(τ ), v(τ ))dτ ¯ (v(τ ))∞ τ =t t ¯ ¯ ¯ ¯ s.t. dk(τ ) = T (k(τ ), v(τ )) dτ + σ (k(τ ), v(τ )) dW (τ ) ¯ ¯ k(t) = kt , given.
 
 is treated similarly. We have   0 
 
 = max {u(k, v) + LJ (k, τ , T ) − ρJ (k, τ , T )} v
 
 limT →∞ e−ρT E {J (k(T ))} = 0
 
 and denoting again λ =
 
 ∂J , ∂k
 
 we have: Ã dλ =
 
 from which we get:
 
 b ∂H ρλ − ∂k
 
 !
 
 dτ +
 
 ∂λ σdW, ∂k
 
 b E (dλ) ∂λ 1 ∂2λ 2 ∂H = = T+ σ . ∂k dτ ∂k 2 ∂k2 Generally then the problem can be solved by implementing the following two steps: ρλ −
 
 - The first step should be very simple in many cases: it consists in maximizing the Hamiltonian, 1 H ≡ u(k, v) + λ · T (k, v) + · µ · σ (k, v)2 , 2 viz., ½ ¾ 1 2 max u(k, v) + λ · T (k, v) + · µ · σ (k, v) . v 2 In the deterministic macroeconomic models that we saw before (where σ ≡ 0), for instance, we got first order conditions that we subsequently used to characterize the equilibrium dynamics of the economy, along with the condition: b ∂λ 1 ∂2λ 2 ∂H σ . = T+ ρλ − ∂k ∂k 2 ∂k2
 
 - Step two involves artistic skills. It consists in solving the previous partial diﬀerential equation for J. In implementing step two, don’t forget to use the boundary condition of the problem that lim e−ρT J(k(T )) = 0. To summarize,  ∂H     ∂v        ∂H ∂λ            dλ
 
 T →∞
 
 the first order conditions are: b which gives us H
 
 = 0
 
 µ
 
 = T
 
 =
 
 Ã
 
 b ∂H ρλ − ∂k
 
 !
 
 dτ + σ (k, vb) dW 333
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 A.5 On linear functionals A continuous linear functional f on a space S is a linear map from S onto the set of complex numbers C, i.e. f : S 7→ C, and it is such that to every ϕ ∈ S, it corresponds the complex number denoted as (f, ϕ) under the following conditions:8 1. Linearity: (f, α1 ϕ1 + α2 ϕ2 ) = α1 (f, ϕ1 ) + α2 (f, ϕ2 ) for every complex numbers α1 and α2 and functions ϕ belonging to S. 2. Continuity: If a sequence of functions ϕ1 , ϕ2 , · · ·, ϕn tends to zero in S, the sequence of complex numbers (f, ϕ1 ), (f, ϕ2 ), · · ·, (f, ϕn ) also tends to zero. Any functional satisfying the previous conditions is also called tempered distribution, and the set of all tempered distributions will be denoted as S 0 . Example 1 (The price system in an infinite commodity space): Let f be a locally integrable function bounded by a power of |x| as |x| → ∞. We associate to this function a functional, also noted as f , via the formula: Z (f, ϕ) = f (x)ϕ(x)dx, ϕ ∈ S. Example 2 (δ-distribution): Condider the functional which associates the number ϕ(0) to every function ϕ ∈ S, which is denoted as (δ, ϕ) = ϕ(0). R An abusive but practical way to denote this is also δ(x)ϕ(x)dx = ϕ(0).
 
 Next, let V be a Hilbert space, i.e. a real vector space endowed with a scalar product denoted p as (u, v) such that V is complete with respect to the associated norm kvk = (v, v), which 2 essentially means that with R every Cauchy sequence does converge. An dexample is L (Ω) endowed the scalar product u(x)v(x)dx, where Ω is an open set of R or, very simply, Rd endowed with the Euclidian scalar product. A set K ⊂ V is convex iﬀ θu + (1 − θ) v ∈ K ∀u, v ∈ K, ∀θ ∈ [0, 1]. Theorem 1 (Projection on a convex set): Let K be a nonempty, closed and convex part of V . Then, for each u0 ∈ V , there exists a unique point u ∈ K such that: ku − u0 k = inf kv − u0 k . v∈K
 
 Furthermore, u is the unique point of K such that: (u − u0 , u − v) ≤ 0,
 
 ∀v ∈ K.
 
 (5A1)
 
 8 Here S is a vector space of the complex valued functions ϕ(x) of several complex variables x satisfying the following conditions: functions ϕ are infinitely diﬀerentiable and, when x tends to infinity, ϕ and their derivatives of all orders tend to zero at a rate 2 2 higher than |x|−1 (e.g., e−x , xn e−x ).
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 For evident reasons, u is called the projector of u0 on K. Theorem 2 (The Riesz representation of a linear functional): For every linear functional L continuous on V , there exists a unique u ∈ V such that: L(v) = (u, v) ,
 
 ∀v ∈ V .
 
 Exercise 1: Use theorem 2 to derive the first part of the fundamental theorem of finance. Exercise 2: Use theorem 2 to establish Pareto optimality in the standard setting of the Real Business Cycles models of chapter 3. [Hint: use the evaluation equilibria approach pioneered by Debreu (1953)] Theorem 3 (Separation of a point from a convex set, again: see also chapter 1): Let K a nonempty convex part of V , and u0 ∈ / K. Then, there exists a closed hyperplan in V which strictly separates u0 and K, i.e. there exists a linear functional L ∈ V 0 (the space of linear functionals which are continuous on V ) and α ∈ R such that: L (u0 ) < α < L (v) ,
 
 ∀v ∈ K.
 
 Proof: Let u be the projector of u0 on K. Since u0 ∈ / K, u − u0 6= 0. Let L be the linear functional defined, for each w ∈ V , as: L (w) = (u − u0 , w) , and let α=
 
 L(u) + L(u0 ) . 2
 
 By (5A1), L (u − v) ≡ (u − u0 , u − v) ≤ 0,
 
 and since L(u − v) = L(u) − L(v), it follows that:
 
 L(u) ≤ L(v). Furthermore, L(u0 ) < L(u) because L (u − u0 ) = (u − u0 , u − u0 ) > 0, and then: | {z } ∈K /
 
 L(u0 ) < α < L(u) ≤ L(v),
 
 ∀v ∈ K.
 
 k Theorem 4 (Farkas lemma): Let a1 , · · ·, aM be fixed elements of V , and consider the sets:    K = {v ∈ V, (ai , v) ≤ 0 for 1 ≤ i ≤ M} n o   K b = v ∈ V, ∃λ1 , · · ·, λM ≥ 0, v = − PM λi ai i=1
 
 Then, for every p ∈ V , we have that:
 
 b (p, w) ≥ 0 ∀w ∈ K ⇒ p ∈ K. 335
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