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 Preface
 
 Mobile and Wireless Communications Networks 2000 (MWCN 2000) was the second conference in its series aimed at stimulating technical exchange in the emerging and important field of Mobile and Wireless Communications Networks. The first conference took place at Sorbonne University, Paris, France May 12–15, 1997. Integration of fixed and portable wireless access technologies and their mobility features into current fixed and mobile IP and ATM networks presents a cost effective and efficient way to provide seamless end-to-end connectivity and ubiquitous access in a market where demands on wireless networks have grown rapidly and which is predicted to generate billions of dollars in revenue. The deployment of broadband cell-based technologies including demand for internet mobility and their integration with emerging broadband wireless access networks (BWANs) are becoming increasingly important. Mobility and connection management, location management, connection establishment, quality of service provisioning, inter-working of wire-lines with wireless networks for voice, video, image, and data were some of the areas of focus in wireless networking of this conference. In the last few years with the development of digital technologies, satellites have emerged in the forefront of multimedia delivery techniques. From using current digital broadcast systems for web access to developing sophisticated platforms for integrated services, satellite networking is now a well-established solution for the broadband needs of the new millennium. This workshop was intended to provide a timely forum for exploratory research and practical contributions from North America, Europe, The Middle East, and The Far East. It helped designers to identify the theoretical and actual problems that face today’s complex problems associated with mobile and wireless communications links and networks. This conference was sponsored by IFIP TC6, European Union, and Reseau National de la Recherche en Telecommunications (RNRT), in co-operation with ACM SIGMOBILE, the IEEE ComSoc Technical Committee on Communications System Integration and Modeling and took place at the Cit´e des Sciences, La Villette, Paris, France May 16–17, 2000.
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 An Overview of Wireless Indoor Geolocation Techniques and Systems Kaveh Pahlavan, Xinrong Li, Mika Ylianttila, Ranvir Chana, and Matti Latva-aho Center for Wireless Information Network Studies, Worcester Polytechnic Institute, USA {kaveh, xinrong}@ece.wpi.edu Centre for Wireless Communications, University of Oulu, Finland {over, rschana, matla}@ees2.oulu.fi
 
 Abstract. Wireless indoor networks are finding their way into the home and office environments. Also, exploiting location information becomes very popular for both wireless service providers and consumers applications. However, the indoor radio channel causes challenges in extracting accurate location information in indoor environment so that traditional GPS and cellular location systems cannot work properly in indoor areas. This paper provides an overview of the indoor geolocation techniques. After introducing an overall architecture for indoor geolocation systems, technical overview of two indoor geolocation systems are presented. To demonstrate the predicted performance of such systems some simulation results obtained from an indoor geolocation demonstrator are presented.
 
 1. Introduction Today numerous wireless indoor products such as cordless telephone, wireless security systems, cordless speakers and even wireless Internet access have been introduced to the consumers. The same way as in late 70's and early 80's the increasing number of terminals in the offices initiated the LAN industry, today increasing number of wireless terminals in indoor areas is promoting wireless indoor networking. Indoor areas are difficult for wiring and most people are reluctant to allow workers to do extensive wiring inside buildings. Wireless is a cost efficient solution that can also provide additional feature of mobility and convenient relocatability. These reasons leave wireless as the preferred medium for indoor networking in the future and promote local networking activities such as Bluetooth, Home-RF, IEEE 802.11 and HIPERLAN/2. An important evolving technology in recent years has been the indoor geolocation technology both for military and commercial applications. In the commercial application there is an increasing need for these systems for application in hospitals to locate patients or expensive equipment and in homes to locate children and equipment. Military and public safety applications in urban scenarios have promoted a need for inbuilding communication and geolocation networks enabling soldiers, policeman, and fire fighters to complete their missions in urban areas. These incentives have lead to research in indoor geolocation systems [1][2][3]. Due to indoor path loss, traditional GPS or E-911 location system cannot work properly in C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 1-13, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 indoor environment. As a result, dedicated indoor geolocation systems have to be developed to provide accurate indoor geolocation services. This paper provides an update on the trends in indoor geolocation systems. In section 2, we briefly discuss the overall system architecture and various geolocation metrics that can be used in indoor environment. Then technical overviews of two indoor geolocation products are presented in Section 3. In Section 4, some simulation results obtained from an indoor geolocation testbed are included. Finally, we close this paper with a short conclusion.
 
 2. Wireless Geolocation Methods and Metrics Most of the geolocation system architectures and methods developed for cellular systems are applicable for indoor geolocation systems although special considerations are needed for indoor radio channels. The most widely used wireless geolocation metrics include Angel of Arrival (AOA), Time of Arrival (TOA), Time Differences of Arrival (TDOA), Received Signal Strength (RSS) and Received Signal Phase. In this section we present an overview of overall system architectures and basic concepts of geolocation metrics as well as corresponding geolocation methods. The possibility of using these methods in indoor environment is also considered. G e o lo ca tio n M e trics (w ire d o r w ire le ss)
 
 GBS
 
 GBS
 
 ( X 2 , Y2 ) ( X 3 , Y3 ) GBS (G e o lo c a tio n B a se S ta tio n )
 
 ( X 1 , Y1 )
 
 G e o lo ca tio n C o n tro l S ta tio n
 
 ( x, y ) M o b ile S ta tio n
 
 Fig. 1. Overall architecture of indoor geolocation system.
 
 2.1 Overall System Architecture Similar to the cellular geolocation system, the architecture of indoor geolocation systems can be roughly grouped into two main categories: mobile-based architecture and network-based architecture. Most of the indoor geolocation applications proposed to date have been focused on network-based system architecture as shown in Fig. 1 [4][5]. The geolocation base stations (GBS) extract location metrics from the radio signals transmitted by the mobile station and relay the information to a geolocation control station (GCS). The connection between GBS and GCS can be either wired or wireless. Then the position of the mobile station is estimated,
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 displayed and tracked at the GCS. With the mobile-based system architecture, the mobile station estimates self-position by measuring received radio signals from multiple fixed GBS. Compared to mobile-based architecture, the network-based system has the advantage that the mobile station can be implemented as a simplestructured transceiver with small size and low power consumption that can be easily carried by people or attached to valuable equipments as a tag. Rx 1
 
 α1 2θ s
 
 Rx 2
 
 Tx
 
 α2
 
 Fig. 2. Angel of Arrival geolocation method.
 
 2.2 Angle of Arrival The AOA geolocation method uses simple triangulation to locate the transmitter as shown in Fig. 2. The receiver measures the direction of received signals (i.e. angel of arrival) from the target transmitter using directional antennas or antenna arrays. If the accuracy of the direction measurement is ±θ s , AOA measurement at the receiver will restrict the transmitter position around the line-of-sight (LOS) signal path with an angular spread of 2θ s . AOA measurements at two receivers will provide a position fix as illustrated in Fig. 2. We can clearly observe that given the accuracy of AOA measurement, the accuracy of the position estimation depends on the transmitter position with respect to the receivers. When the transmitter lies between the two receivers, AOA measurements will not be able to provide a position fix. As a result, more than two receivers are normally needed to improve the location accuracy. For macro-cellular environment where the primary scatters are located around the transmitter and far away from the receivers, AOA method can provide acceptable location accuracy [6]. But dramatically large location errors will occur if the LOS signal path is blocked and the AOA of a reflected or a scattered signal component is used for estimation. In indoor environment, the LOS signal path is usually blocked by surrounding objects or walls. Thus AOA method will not be usable as the only metric for indoor geolocation system. 2.3 Time of Arrival and Time Difference of Arrival The TOA method is based on estimating the propagation time of the signals (i.e. TOA) from a transmitter to multiple receivers. Several different methods can be used
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 to obtain TOA or TDOA estimates, including pulse ranging [9][10], phase ranging [9] and spread-spectrum techniques [4][11]. rˆ2 Rx 2 r2 Tx rˆ1
 
 Rx 1
 
 r1
 
 r3
 
 Rx 3
 
 rˆ3
 
 Fig. 3. Time of Arrival geolocation method.
 
 Once TOA is measured, the distance between the transmitter and receiver can be simply determined since the propagation speed of the radio signal is approximately the speed of light c = 3 × 108 m s -1 . The estimated distance at the receiver will geometrically define a circle, centered at the receiver, of possible transmitter positions. TOA measurements at three receivers will provide a position fix and given receiver coordinates and distances from the transmitter to receivers, the transmitter coordinates can be easily calculated. Due to multipath propagation, no-line-of-sight (NLOS) signal path and other impairments, the TOA-based distance estimates are always larger than the true distance between the transmitter and the receiver as illustrated in Fig. 2 where rˆ1 , rˆ2 and rˆ3 are the estimated distances and r1 , r2 and r3 are the true distances. Three TOA measurements determine a region of possible transmitter position as shown in Fig. 2. A nonlinear least square (NL-LS) method is usually used to obtain the best estimation iteratively by minimizing the estimation errors [6][4]: ei ( x, y ) = rˆi − ( X i − x ) 2 + (Yi − y )
 
 (1)
 
 for i = 1, 2, ..., N where ( X i , Yi ) are receiver coordinates and ( x, y ) is transmitter coordinates. Sometimes the transmission time t 0 of the signals at the transmitter is also taken into account as the third variable: ei ( x, y , t 0 ) = c(t i − t 0 ) − ( X i − x ) 2 + (Yi − y )
 
 (2)
 
 where ti is the receiving time of the signal at the i-th receiver. A constrained NL-LS algorithm is also available which makes use of the fact that TOA-based distance estimates are always larger than the true distance [8]. The same as in AOA method, more than three TOA measurements are needed to improve the accuracy of position estimation.
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 Instead of using TOA measurements, time difference measurements can also be employed to locate the receiver position. A constant time difference of arrival (TDOA) for two receivers defines a hyperbola, with foci at the receivers, on which the transmitter must be located. Three or more TDOA measurements provide a position fix at the intersection of hyperbolas. NL-LS method can also be used to obtain the best estimation of the transmitter position by minimizing the estimation error: ei , j ( x, y ) = cτˆi , j −  ( X i − x ) 2 + (Yi − y ) 2 − ( X j − x ) 2 + (Y j − y ) 2   
 
 (3)
 
 for i, j = 1, 2, ..., N where τˆi, j is the TDOA measurement of ith and jth receivers. There are some other methods to solve the hyperbolic position estimation problem as proposed in [12], [13], [14] and [15]. Compared to TOA method, the main advantage of TDOA method is that it does not require the knowledge of the transmit time from the transmitter while TOA method requires. As a result, strict time synchronization between transmitter and receivers is not required. However, TDOA method requires time synchronization among all the receivers. 2.4 Received Signal Strength If the power transmitted by mobile terminal is known, measuring received signal strength (RSS) at receiver will provide the distance between the transmitter and the receiver using a known mathematical model for radio signal path loss with distances. The same as in the TOA method, the measured distance will determine a circle, centered at the receiver, on which the mobile transmitter must lie. Three RSS measurements will provide a position fix for the mobile. Due to shadow fading effects, RSS method results in large range estimation errors. The accuracy of this method can be improved by utilizing pre-measured received signal strength contour centered at the receiver [16]. A fuzzy logic algorithm was shown in [17] to be able to significantly improve the location accuracy. 2.5 Received Signal Phase Signal phase is another possible geolocation metric. It is well known that with the aid of reference receivers to measure the carrier phase, differential GPS (DGPS) can improve the location accuracy from about 20m to within 1m compared to the standard GPS, which only uses pseudorange measurements [7]. One problem associated with the phase measurements lies in the ambiguity resulted from the periodicity (with period 2π ) of the signal phase while the standard pseudorange measurements are unambiguous. Consequently, in the DGPS, the ambiguous carrier phase measurement is used in fine-tuning the pseudorange measurement. A complementary Kalman filter is used to combine the low noise ambiguous carrier phase measurements and the unambiguous but noisier pseudorange measurements [7]. For indoor geolocation system, it is possible to use the Received Signal Phase method together with TOA/TDOA or RSS method to fine-tune the location estimate. However unlike the application scenario of DGPS where LOS signal path is always observed, the
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 multipath and no-line-of-sight condition of the indoor radio channel causes more errors in the phase measurements.
 
 3. Example Wireless Indoor Geolocation Systems Commercial indoor geolocation products have already appeared in the market. In this section, we present a technical overview of two example systems, Pinpoint Local Positioning System and Paltrack indoor geolocation system. Both companies claim that the indoor geolocation systems they developed can provide adequate location accuracy and location services in indoor environment.
 
 Fig. 4. PinPoint system architecture [4].
 
 3.1 PinPoint Local Positioning System [4] The system architecture of the PinPoint local position system is shown in Fig. 4. The PinPoint system uses simple-structured tags that can be attached to valuable assets or personnel badges. Indoor areas are divided into cells while each cell being served by a Cell Controller. The Cell Controller is connected to at most 16 antennas located at known positions. To locate tag position, Cell Controller transmits 2.4 GHz spread spectrum signal through different antennas in TDD mode. Once receiving signals from the Cell Controller antenna network, tags simply change the frequency of the received signal to 5.8 GHz and transmit back to the Cell Controller with tag ID information phase-modulated onto the signal. The distance between tag and antenna is determined by measuring round trip time of flight. With the measured distances from tag to antennas, the tag position can be obtained in the same way as in TOA method. A Host Computer is connected to Cell Controller through TCP/IP network to manage the location information of the tags. Since the Cell Controller generates the
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 signal and measures round trip time of flight, there is no need to synchronize the clocks of tags and antennas. The multipath effect is one of the limiting factors for indoor geolocation. Without multipath signal components, the time of arrival (TOA) could be easily determined from the triangular auto-correlation function of the spread spectrum signal. The triangular auto-correlation peak is two chips’ (clock periods) wide at its base, and the time to rise from the noise floor to the peak is one chip. If the chipping rate were 1 MHz, it would take 1000 ns to rise from the noise floor to the peak, providing a "ruler" with a thousand 30-cm increments. A 40-MHz chipping rate was chosen for PinPoint system, providing a ruler of 25 ns that provides real-world increments of about 3.8 meters. Because of regulatory restrictions in the 2.44 and 5.78 GHz bands, faster chipping rates are not easy to achieve, and signal-processing techniques must be used to further improve the accuracy. Also to minimize the multipath effect, different frequency bands are used for uplink and downlink communication to avoid interference between the channels.
 
 Fig. 5. Paltrack system architecture [5].
 
 3.2 PalTrack Indoor Geolocation System [5] The infrastructure of Paltrack indoor geolocation system, developed by Sovereign Technologies Corp., consists of tags, antennas, cell controllers and administrative software Server system as shown in Fig. 5. The PalTrack system utilizes a network structure that resides on an RS-485 node platform. A network of transceivers is located at known positions within the serving area while the transmitter tags are attached to assets. The tag transmitters transmit unique identification code at 418 MHz frequency band to a network of transceivers when on motion or at predefined time intervals. Transceivers estimates the tag location by measuring received signal strength (RSS) and utilizing a robust RSS-based algorithm patented by Sovereign Technologies Corp. The Master Transceiver collects measured information from the transceivers and relays it to a PC-based Server system. The accuracy for PalTrack is
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 0.6 to 2.4 m. The key component of the PalTrack system is the RSS-based geolocation algorithm.
 
 4. An Indoor Geolocation Demonstrator As we mentioned earlier, the indoor radio channel is very different from that of GPS systems or cellular system. To study the performance of various indoor geolocation techniques, a software indoor geolocation demonstrator is being developed at CWINS, WPI. Some general descriptions of the demonstrator as well as some simulation results will be presented in this section. TOA LPF
 
 R a d io Channel
 
 C o rre la to r R e ce ive r
 
 Peak D e te ctio n
 
 P N sig n a l G e n e ra to r
 
 Fig. 6. Simulation of baseband DSSS geolocation system.
 
 4.1 DSSS Indoor Geolocation System The direct-sequence spread spectrum (DSSS) technique has been used in ranging systems for many years and is the principle behind GPS techniques. A block diagram of the simulated baseband DSSS geolocation system is shown in Fig. 6. For convenience, the PN (pseudo-random noise) signal generator is used in both transmitter and receiver with the assumption of time synchronization between geolocation transmitter and receiver. The lowpass filter (LPF) is used to take into account the band-limitation condition of the realistic radio transceiver systems. The autocorrelation characteristics of the PN sequence are fundamental to the distance (or TOA) estimation. A 31-chip Gold sequence was used with the chipping interval Tc = 25 ns and the sampling period Ts = 5 ns which provides a width of 50ns at the base of the triangular autocorrelation function of PN signal and an accuracy of 5ns in the TOA measurements. While the multipath radio channel spreads the transmitted signal, geolocation receivers are only interested in detecting the DLOS path, i.e. determining the arrival time of the first peak in the output autocorrelation signal [1]. With TOA measurements of signals from multiple reference transmitters, the position estimate of the receiver can be obtained iteratively using nonlinear least square algorithm.
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 4.2 Channel Measurement and Ray-Tracing The channel profiles used in this simulation can be obtained in two ways. One is using a frequency domain measurement system described in [18]. The centerpiece in this system is a network analyzer that sweeps the channel from 900- 1100 MHz. The output signal is first amplified with an amplifier and then connected to the transmitter antenna through a long cable. The receiver antenna passes the signal through a chain of low noise amplifiers that are connected to input port of the network analyzer. The network analyzer records the frequency magnitude and phase responses of the channel. Fig. 7 shows an example of measured radio channel frequency response. For the geolocation simulation, we need to measure the actual frequency-domain channel response between the points of each reference transmitter and receiver. Then the channel impulse responses between transmitter and receiver, which we refer to as a channel time profile or simply a profile, can be obtained by taking the Fourier transform to the measured frequency channel response.
 
 Magnitude Response of Channel Measurement -15 -20 -25
 
 Magnitude (dBm)
 
 -30 -35 -40 -45 -50 -55 -60 900
 
 950
 
 1000 Frequency in MHz
 
 1050
 
 1100
 
 Fig. 7. Magnitude response of a frequency domain channel measurement.
 
 Another way to obtain the channel profiles is using ray-tracing channel modeling method. Radio signals with frequencies larger than 300 MHz have extremely small wavelengths compared to the dimensions of building features so that electromagnetic waves can be treated simply as rays [19]. This is the principle behind ray-tracing method for radio channel modeling. In our simulation, we used CWINS 2D raytracing software to obtain the channel profiles, as shown in Fig. 8, between each reference transmitter and the receiver. Then the channel profiles can be directly used in geolocation simulations to obtain TOA and distance measurements.
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 6
 
 x 10
 
 -3
 
 5
 
 Amplitude
 
 4
 
 3
 
 2
 
 1
 
 0
 
 0
 
 50
 
 100 time in ns
 
 150
 
 200
 
 Fig. 8. Channel profiles obtained using 2-D ray-tracing software.
 
 4.3 Simulation Results A fundamental issue in geolocation is the analysis of the accuracy of positioning. For spread spectrum geolocation systems, one of the limiting factors is the available channel bandwidth, i.e. the larger the channel bandwidth, the higher the measurement resolution which closely relates to the accuracy of TOA measurement. The multipath indoor radio channel makes the analysis very complicated. This section presents results of simulations that relate the bandwidth with the accuracy of positioning. 4 10 MHz BW 20 MHz BW 40 MHz BW 50 MHz BW
 
 Distance Estimation Error (m)
 
 3.5 3 2.5 2 1.5 1 0.5 0 3.5
 
 4
 
 4.5
 
 5 5.5 6 6.5 7 Distance between Tx and Rx (m)
 
 7.5
 
 8
 
 8.5
 
 Fig. 9. Effects of channel bandwidth in ranging errors (with measurement-based method) [20].
 
 Fig. 9 shows results obtained from channel measurement-based simulations. Table 1 shows the ranging errors between the transmitters and the receiver for different signal bandwidth obtained from both measurement based and ray-tracing based
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 simulations. In Fig. 9 we observe that ranging errors are less than 3.5 m in all the cases. But to achieve less than 1.5 m accuracy, a bandwidth of larger than 20 MHz is needed. Table 1. [20][21].
 
 Mean ranging errors using measurement based and ray-tracing based methods
 
 Bandwidth (MHz) 10 20 40 50
 
 Measurement based ranging error (m) 2.18 1.10 1.22 1.07
 
 Ray-tracing based ranging error (m) 1.48 0.89 0.55 0.32
 
 By using nonlinear least square algorithm to estimate receiver position from TOA measurements, we can employ more than two TOA measurements. Table 2 shows mean of the location estimation errors when different numbers of TOA measurements are used in the geolocation algorithm. Both measurement-based and ray-tracing based simulations show consistent results. But the ray-tracing based method is more convenient since for the measurement-based simulations, channel responses between all the transmitters and the receiver have to be measured. Table 2. Mean location estimation errors with different numbers of TOA measurements [21].
 
 Number of TOAs used in geolocation 3 4 5 6 7
 
 Measurement based location error (m) 1.25 0.69 1.05 1.05 1.21
 
 Ray-tracing based location error (m) 0.81 0.52 0.31 0.49 0.39
 
 5. Conclusions In this paper, we briefly reviewed various geolocation metrics and discussed usability of these metrics in indoor environment. Due to the serious multipath and no-line-ofsight propagation condition of the indoor radio channel, TOA/TDOA and Received Signal Strength methods are more appropriate than AOA method. Technical overview of two example wireless indoor geolocation products is then presented. Simulation results obtained from a software indoor geolocation testbed show that available channel bandwidth plays an important role in the accuracy of indoor geolocation systems. It was shown that ray-tracing based method provides consistent results with that of measurement-based method and the ray-tracing based method is more convenient than the frequency-domain measurement method.
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 Abstract. This article describes the Priority Based Multiple Access (PriMA) protocol, a new medium access control (MAC) protocol for single-channel ad-hoc networks. Unlike previously proposed protocols, PriMA takes into account the QoS requirements of the packets queued in stations to provide each station with a priority-based access to the channel. The direct support of PriMA for ad-hoc routing is that when some stations act as hubs in the routing structure and route packets for other stations besides their own, they can have high priorities and obtain larger share of bandwidth. Simulation results show the potential benefits that PriMA brings about to ad-hoc networks, and confirm PriMA as an initial step towards QoS provision in ad-hoc networks.
 
 1
 
 Introduction
 
 An ad-hoc network is a dynamic multi-hop wireless network that is established by a group of mobile stations without the aid of any pre-existing network infrastructure or centralized administration. It can be installed quickly in emergency or some other special situations and is self-configurable, which makes it very attractive in many applications. Some applications include remote sensing (e.g. earthquakes, fire, environmental data gathering), robotic communication (e.g. cleaning, firefighting, patrolling, oceanic fishing, farming), Internet access and LEO constellations. Internet Engineering Task Force (IETF) has set up a workgroup named Mobile Ad-hoc Networks (MANET) [1] to develop and evolve MANET routing specifications and introduce them to the Internet Standards track. Recent discussions in MANET’s mailing list on MANET’s application scenarios can give an idea of the fields when MANETs can be deployed (e.g. an ad-hoc network of New York taxi cabs). An efficient medium access control (MAC) protocol through which mobile stations can share a common broadcast channel is essential in an ad-hoc network because the medium or channel is a scarce resource. Due to the limited transmission range of mobile stations, multiple transmitters within range of the C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 14–30, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 same receiver may not know one another’s transmissions, and thus in effect “hidden” from one another. When these transmitters transmit to the same receiver at around the same time, they do not realize that their transmissions collide at the receiver. This is the so-called “hidden terminal” problem [2] which is known to degrade throughput significantly. Due to their multi-hop characteristics, adhoc networks suffer much more from the hidden terminal problem than wireless LANs do. To address the hidden terminal problem, various distributed MAC protocols were proposed in the literature. MACA (Multiple Access Collision Avoidance) protocol [3] proposed exchange of short Request-to-Send (RTS) and Clear-toSend (CTS) packets between a pair of sender and receiver before actual data packet transmission and formed the basis for several other more sophisticated schemes. Among them, FAMA-NCS (Floor Acquisition Multiple Access with Non-persistent Carrier Sensing) [4] is immune to the hidden terminal problem and can achieve good throughput in ad-hoc networks. IEEE 802.11 committee also proposed a MAC protocol called Distributed Foundation Wireless Medium Access Control (DFWMAC) for wireless ad-hoc LANs [5], which in essence is a variant of CSMA/CA protocols. DFWMAC provides basic and RTS/CTS access method. Chhaya and Gupta [6] have shown that the performance of RTS/CTS access method degrades much slower than the basic access method when the number of hidden terminals is large, or the offered load is significantly larger than the channel capacity; therefore, the RTS/CTS method is more robust to fluctuations in parameter values which are common in ad-hoc networks. In DFWMAC RTS/CTS access method, 4-way dialog including RTS-CTS-DATA-ACK is used to combat the hidden terminal problem. DFWMAC, however, still cannot prevent data packets from colliding with control packets (RTSs and CTSs) and other data packets, instead, it uses a sophisticated modified binary exponential backoff scheme to quickly resolve collisions and thus increase throughput. These MAC protocols perform well in solving hidden terminal problem, however, none of them takes any step towards providing packet level QoS parameters such as packet loss ratio, packet delay, etc. They can support only best effort delivery service, thus limit the applications of ad-hoc networks. Recently, there has been a surge in modifying and extending equality-based medium access schemes to support priority-based access when the packets queued at stations have different QoS requirements. Although this research effort does not compete with the effort deployed in the Wireless LAN (infrastructure based), some researchers have been working on QoS support for distributed wireless networks [7, 8]. In [7], stations with real-time packets in the queue would jam the channel with Black Bursts (BBs) whose length is proportional to the delay incurred. The station that sends the longest BBs wins access to the channel and can transmit its packet thereafter. However, this approach fails when hidden terminals exist as those hidden terminals may have experienced the same delay and each BB contention period is not guaranteed to produce a unique winner, thus real-time data packets will still suffer from collisions. In [8], GAMA (Group Allocation Multiple Access) protocol was proposed for scheduling real-time and datagram traffic in
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 a single-hop wireless ad-hoc LANs. GAMA includes contention period during which stations can send request to join transmission group and contention-free period during which stations in transmission group take turns to transmit packets. This approach does not work well if hidden terminal exists. If hidden terminals do not join the transmission group that it may interfere with, GAMA cannot ensure data packets to be free from collision. If hidden terminals do join the transmission group to avoid collision, following the same logic, then all the other stations in the network have to join the same transmission group one by one. It is very difficult to maintain the global group due to the dynamic nature of ad-hoc network. In addition, we cannot benefit from spatial reuse. Therefore, these protocols that were originally proposed for wireless LANs are not directly applicable to multi-hop ad-hoc networks. We believe that a suitable MAC protocol for ad-hoc networks should address both hidden terminal problem and QoS issues at the same time. Another motivation for priority-based access is to provide better support for ad-hoc routing. On one hand, those protocols originally proposed for wireless LANs normally do not take routing into account as they expect a wireless access point that can reach all other stations and relay packets for them to be deployed. Therefore they are more fit for networks with infrastructure than adhoc networks where routing is another major issue. On the other hand, unlike in conventional wired networks, any host that act as a router in ad-hoc networks normally has only one network interface, there are no separate links for them to route packets or exchange routing information. Especially when some stations in an ad-hoc network behave as cluster heads [9] or belong to the core of the routing structure [10], more traffic will transit through them. Obviously, they need higher priorities in accessing the channel to route packets for others in addition to their own. In this paper, we propose a new protocol named Priority Based Multiple Access (PriMA) to support differentiated access priorities to the channel. It implements MAC-level acknowledgment as in DFWMAC while adopting the collision-free data transmission characteristics of FAMA-NCS. More importantly, it implements a novel distributed scheduling algorithm which gives stations a dynamic-priority based access to the channel by taking into account both the packet delay requirement and the packet loss ratio incurred by the ongoing session. The remainder of the paper is organized as follows. Section 2 describes PriMA protocol in detail. Section 3 compares by simulation the performance of FAMA-NCS, IEEE 802.11 DFWMAC and PriMA. Section 4 concludes this paper.
 
 2 2.1
 
 PriMA Protocol Overview
 
 PriMA protocol requires a station that wishes to send a data packet to acquire the channel before transmitting the packet. The channel is acquired by establishing an RTS-CTS dialog between the sender and the receiver. Although multiple
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 control packets may collide, data packets are always sent free from collisions. This is achieved by the enforced requirements of size relationship between RTS and CTS as well as different periods a station should wait after receiving a packet or sensing the channel busy. Fullmer et al. [11] have given detailed description about this. They showed that as long as the length of CTS packet is sufficiently longer than that of the RTS packet, CTS can act as a jamming signal to prevent other stations from transmission. Stations that hear the channel busy should wait long enough for the possible ongoing data transmission to go on unobstructed. PriMA’s trivial extension to this is to reply an acknowledgment packet after successful reception of a data packet. This is also the common case in some other MAC protocols like DFWMAC. The extension of MAC-level acknowledgment still ensures data transmission free from collisions. The most important feature of PriMA is that the access to the channel is based on priorities of the packets queued in stations. This is achieved by three timers calculated according to the QoS requirements of the data packets in each station. The first is the access timer that a station should wait after the channel becomes idle before transmitting an RTS packet. The access time is similar to DIFS (Distributed InterFrame Space) in DFWMAC and the silent period of channel in FAMA-NCS. However, unlike the fixed length of DIFS and the random length of the silent period in FAMA-NCS, the access time is dynamically adjusted based on the QoS requirements. The second is the delay timer carried in every RTS packet. It indicates how long the intended receiver can wait before replying with a CTS packet. Therefore, an earlier sent RTS packet may be preempted by a later sent RTS packet which indicates a higher priority data packet transmission request. The third is the backoff time that a station should wait before retransmission when collision occurs. The backoff time is uniformly distributed, however the upper bounds of the distribution vary among stations. Stations that hold higher priority packets have lower upper bounds. Therefore, they can statistically recover earlier than other stations and bid for the channel again. For stations queued with normal data packets, we just set a large upper bound comparable to that of DFWMAC. Therefore, our backoff scheme is not necessarily more prone to collapse than binary exponential backoff with upper bound. 2.2
 
 Description of PriMA
 
 To simplify our description of PriMA, the processing time and transmit-toreceive turnaround time are ignored. We say a station “detects” collisions if it senses the channel busy without being able to receive any intelligible packet. Following, we define some of the notations used in this section:
 
 rtP acket : Data packet with QoS parameters specified nrtP acket : Data packet without any QoS parameters specified Td : Maximum one-hop channel propagation delay
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 Ttype : Time to transmit a packet of type type where type can be either RTS, CTS, DATA or ACK Tdelay : Allowed delay time to reply to RTS, carried in RTS packet Tlef t : Time left for a rtP acket to be delivered; when Tlef t is less than a threshold, the corresponding rtP acket will be dropped. Tmax : Maximum time to complete one successful RTS-CTS-DATA-ACK transmission Taccess : Time required to sense the channel idle before transmitting an RTS packet Tdef er : The longest time a station should defer access when “detecting” collisions before entering backoff. It equals Tdata + 3 ∗ Td . Tunit : Time used as a factor to map packet delay requirement to backoff timer Nlost : Number of packets dropped during the session Nsent : Number of packets sent during a session P LR : Packet Loss Ratio (QoS requirement).
 
 Taccess
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 A Tdelay
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 C T1
 
 T2
 
 T3
 
 T4
 
 T5
 
 Fig. 1. PriMA illustration
 
 Figure 1 shows how PriMA operates. In this figure, stations A and C are hidden from each other and station B is a neighbor of both A and C. As in all other collision avoidance multiple access techniques PriMA uses the RTS-CTS combination to implement collision avoidance, besides to ensure the problem of hidden terminals is addressed adequately, PriMA imposes FAMA’s conditions on the sizes of the RTS and CTS packet [11]: – Trts > 2 ∗ Td – Tcts > Trts + 2 ∗ Td and stations that sense the channel busy should wait for Tdef er to let the possible ongoing data transmission to finish unobstructed. FAMA’s rational in imposing these conditions, is that although C is hidden from A, and thus C did not hear
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 A’s RTS, if C sends an RTS packet that at most collides with the CTS reply from B to A, the condition ensures that C hears the trailer of the CTS and thus C would abort any transmission and enters the backoff procedure. This ensures that the data packet from A to B is transmitted collision free. Note that it is not necessary to adopt these restrictions (enforced in FAMA) in PriMA to provide soft QoS. Nevertheless, we believe that it does not make sense to address the problem of QoS (be it soft QoS) without addressing first the hidden terminal problem, especially when the offered traffic load can be very high. PriMA’s approach to providing QoS can also be applied to IEEE 802.11’s DFWMAC. In PriMA, any station that has a packet to send should wait until it senses the channel idle for a certain amount of time called access timer before transmitting an RTS request. The access time calculation, shown in Algorithm 1, is based on the required QoS and the perceived QoS.
 
 Algorithm 1 Access timer calculation 1: if (nrtPacket or rtPacket with Tlef t > 1 sec) then 2: Taccess = 2 ∗ Td 3: else 4: if (Tlef t > 0) then 5: Taccess = Tlef t − (Nlost − P LR ∗ Nsent ) ∗ Tmax 6: if (Taccess < 0) then 7: Taccess = 0 8: else 9: Taccess = 2 ∗ Td /| log2 (Taccess /2)| 10: end if 11: end if 12: end if
 
 Note that in order to reduce the waste of bandwidth due to this access time, time-sensitive packets which have a time to live of more than one second, compete at the same priority level as the non time sensitive packets. These packets would gain higher priorities when they become more urgent. Note that initially, at the packet’s first attempt, Tlef t is initialized to a value proportional to the maximum tolerable delay of the packet. Also, throughout the algorithm, Tlef t decreases with the ticks of the clock in the same proportion. The calculation in line 5 of the algorithm shows that the more has a station suffered excess droppped packets (Nlost − P LR ∗ Nsent ), the shorter Taccess will be. This excerpt of pseudo-code clearly shows that when two stations attempt to access the channel simultaneously Taccess will differentiate their attempts according to their packets’ QoS requirement. When a station succeeds in its access to the channel, it sets a “delay” field in its RTS packet and sends it out. The value of the field is denoted by Tdelay , which indicates how long the intended receiver can wait before replying with a CTS packet. Tdelay is calculated as shown in Algorithm 2.
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 Algorithm 2 Delay timer calculation 1: if (nrtPacket) then 2: Tdelay = 2 ∗ Trts 3: else 4: if (Tlef t /Tmax > 2) then 5: Tdelay = 2 ∗ Trts 6: else 7: Tdelay = (Tlef t /Tmax ) ∗ Trts 8: end if 9: end if Packet arrival A Taccess
 
 Station A
 
 RTS B
 
 tA A Tdelay
 
 Station B
 
 CTS C
 
 time
 
 C Tdelay
 
 Station C
 
 tC
 
 RTS B C Taccess
 
 Packet arrival
 
 Fig. 2. Illustration of the preemption in PriMA
 
 To illustrate the importance of this second timer, let us consider the example in Figure 2 where two stations, A and C, attempt to communicate with station B. We will neglect the propagation times in this example. C’s data packet arrives at the MAC layer at time tC later than A’s data packet who arrives at tA , however, C’s delay target is more stringent than A’s. Due to the lack of a global coordinator in the system and the lack of a global state, there is no way for C C > to succeed in sending an RTS packet to B before A does, since tC + Taccces A A tA + Taccess . A sets a value Tdelay in its RTS packet which tells B the amount of time it can wait before replying with a CTS. After C hears the end of A’s RTS (we will see later the case where A and C are hidden from each other), it will apply the same procedure it uses for the first access, however with only the remaining access timer. In other words, C will wait until it senses an idle C A A − tA − Taccess starting at tA + Taccess + TRT S . channel for Tlef t = tC + Taccces A If this left time is smaller than Tdelay , i.e., if C’s access timer expires before B replies with a CTS to A than C can send to B an RTS that will preempt A’s RTS. This way, although A succeeded in sending the RTS before C, this latter has the possibility to preempt A before it starts transmitting its data packet. In the calculation of Tdelay for a real time packet, only Tlef t is used. This is because Tlef t is a composite value affected by both packet delay and packet drop ratio. Thus we can keep the algorithm simple yet effective. This algorithm shows that the RTS packet for a data packet that is more delay sensitive will have shorter Tdelay when the data packet is about to expire. The calculation will permit the packets to gain higher priorities after they are delayed for some
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 time. Stations usually do not reply with CTS immediately after receiving an RTS packet unless required to do so, therefore a station may receive multiple RTS packets in a row. If the later arrived RTS packet requires shorter delay than that of the earlier one, the station can reply to it first. This makes it possible for delay sensitive data packets to preempt other data packets. In addition, Tdelay does not exceed two times the RTS packet transmission time to minimize the protocol overhead. It is inevitable that control packets may collide with each other, therefore those stations that detect collisions should also wait for Tdef er and then back off for a random time Tbackof f , which is calculated as shown in Algorithm 3, where U (0, x) is a uniformly distributed random number in the interval (0, x). Algorithm 3 Backoff timer calculation 1: if (nrtPacket or rtPacket with Tlef t /Tunit > M axtimer) then 2: Tbackof f = U (0, M axtimer) ∗ 2Td 3: else 4: Tbackof f = U (0, Tlef t /Tunit ) ∗ 2Td 5: end if
 
 The value of Maxtimer is simply set to a large value, say 800, which is comparable to the maximum timer used in DFWMAC. For example, the IEEE 802.11 Wireless LAN standard specification for direct sequence spread spectrum (DSSS) uses a timer (or Contention Window, in 802.11’s terminology) ranging from 31 to 1023. In PriMA, Tbackof f is based on a uniform distribution whose upper bound value varies according to the delay requirement of a data packet. This calculation will statistically give stations that have delay sensitive data packets shorter Tbackof f . Thus, on average, these stations will end the backoff period earlier than other stations and bid for the channel again. To illustrate how Algorithm 3 contributes in differentiating the stations, let us return to the example of Figure 2. In the case where A and C are hidden from each other. C C , it cannot hear the RTS packet of A and thus after exhausting its timer Taccess would also send an RTS packet which would collide at B with A’s RTS packet. A C (respectively Tdelay ) station A (respectively station C) notices the After Tdelay collision by timeout, and thus they both apply the above backoff algorithm with their respective QoS targets. In this case, C has higher probability in bidding for the channel before A does, since C draws its uniformly distributed backoff time from a smaller interval than A does, and thus C has higher probability to terminate its backoff before A. From the above descriptions, we can see that by dynamically adjusting three timers, Taccess , Tdelay and Tbackof f , according to the data packets’ QoS requirements, PriMA can give stations priority-based access to the channel. At the same time, various waiting time periods are carefully defined to prevent control packets from colliding with data packets.
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 Simulation Results
 
 PriMA is a complex MAC protocol for analytical modelling because of the danymic nature of the different timers, thus in this paper the performance of PriMA is investigated by simulations. In our experiments, we investigate symmetrical networks where each station has N neighbors and is hidden from Q neighbors of any one of its neighbors, thus each station has the same spatial characteristics. Figure 3 shows two sample configurations for N = 4, Q = 2 and Q = 3. For example, for station A in figure 3(a), it has 4 neighbors including station B and is hidden from station B’s 3 neighbors: C, D and E. As this graph can grow to infinitely large, we fold or collapse it so that the total number of stations in the network is limited while symmetry is maintained. The resulting graphs are shown in figure 4.
 
 A A
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 B
 
 D
 
 (a) N=4, Q=3
 
 (b) N=4, Q=2
 
 Fig. 3. Two sample configurations
 
 (a) N=4, Q=3
 
 (b) N=4, Q=2
 
 Fig. 4. Two sample configurations (collapsed)
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 We assume a 1Mbps ideal channel with zero preamble and processing overhead. We have performed different sets of simulations with OPNET Modeler/Radio and we compare our results to those provided by alternative protocols, notably FAMA-NCS and IEEE 802.11 DFWMAC1 . Table 1 lists the parameters used in the simulation. As we ignore the extra time incurred by hardware and software, the different InterFrame Spaces (IFSs) in IEEE 802.11 are reduced accordingly and they are shown in table 2.
 
 Protocol FAMA IEEE 802.11 PriMA
 
 RTS CTS 20-byte 25-byte 25-byte 20-byte 20-byte 25-byte
 
 DATA ACK backoff timer backoff unit time 500-byte 10 160µsec 500-byte 20-byte 31-1023 6µsec 500-byte 20-byte 800 12µsec
 
 Table 1. Protocol configuration parameters
 
 DIFS SIFS EIFS 12µsec 0µsec 1.3msec
 
 Table 2. Extra configuration parameters for IEEE 802.11
 
 In the first set of simulations, all stations generate Poisson traffic with the same mean rate and all require best-effort delivery service. The simulation measures the throughput of the protocol against the degree of the nodes. The results are shown in Figure 5. For comparative purpose, we also show the analytical results for Slotted-ALOHA with separate acknowledgement channel and NonPersistent CSMA in these figures. The figures demonstrate that FAMA’s performance degrades dramatically when the number of competing stations (including neighbors and hidden terminals) increases. This is due to the ineffectiveness of uniform backoff scheme with small timer in collision resolution used in FAMA. However, it still performs well in other situations because of its immunity to hidden terminal problem. IEEE 802.11 performs quite well in all the situations because of its modified binary exponential backoff scheme. Although PriMA’s performance is not quite outstanding when the number of competing stations is small, however, PriMA does achieve a rather stable throughput and is comparable to IEEE 802.11 when the number of competing stations increases. This is not surprising. PriMA, by introducing the different timers as well as the MAC acknowledgments in fact sacrifices throughput to achieve different priorities among the stations (which we show later). In addition, large backoff timers will become more effective when the number of competing stations increases, therefore the throughput difference between PriMA and IEEE 802.11 is decreasing. In other 1
 
 We use its specification for Direct Sequence Spread Spectrum if applicable.
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 words, PriMA captures in fact the effectiveness of FAMA in solving the hidden terminal problem as well as 802.11’s ability in sustaining throughput at high loads. It sacrifices however a little throughput by introducing the different timers in order to achieve differentiation between the stations as shown in the following. In the second set of simulations, each station still generates Poisson traffic with the same mean rate. However, we set one station (router) to generate packets that require delay-bounded delivery, while the other stations (hosts) have no delay requirement. This, in essence, makes the packets from the router have higher priority than packets from the hosts. This scenario may be applicable in a case when some stations form a group and choose one of them to act as a router. In other words, the router will handle a larger amount of traffic and thus needs some priority to access the channel. Simulation results are shown in figure 6 and 7 with different values of N and Q. The figure clearly shows that the router has higher throughput than other stations despite the fact that they all offer the same traffic load to the channel. Even when the number of competing stations increases, the router can still achieve much higher throughput than other normal stations. This differentiation cannot be achieved by FAMA-NCS and other non prioritized protocols such as IEEE 802.11 DFWMAC. In the third set of simulations, we select two stations (high priority router and low priority router) to generate constant rate packets that require different packet delivery delay bounds. We investigate two performance metrics under different scenarios: namely, the packet loss ratio (due to expiration), and the average delay. To get comparative results, we set the packet interarrival times equal to the packet delay requirement, otherwise protocols like IEEE 802.11 will never keep up with the packet generation rate and eventually will drop nearly all the packets. Simulation results are shown in figure 8. The first three sub-figures (8(a), 8(b), 8(c)) show the packet loss ratio against the offered load. They show that when the offered load increases, the packet drop ratio for IEEE 802.11 increases significantly while PriMA can still maintain low packet drop ratio for the two routers. Figure 8(d) shows that the average packet delay achieved by the two types of routers in PriMA. The figure clearly shows that when the traffic load is very low, the packets from all the stations experience the same (insignificant) delay. However, when the traffic load increases, the protocol starts differentiating the stations according to their requirements.
 
 4
 
 Conclusion
 
 PriMA is a new MAC protocol that is specifically designed for ad-hoc networks. It can achieve good throughput in ad-hoc networks where hidden terminal problem is common. In addition, every station has priority-based access to the channel, thus PriMA can provide elementary QoS support from the bottom up, making it a good choice for supporting higher layer protocols that require quality of service. Another benefit of PriMA is that it can provide better support for
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 ad-hoc routing as some packets can be given higher priorities and get delivered earlier than others. Simulation results show that PriMA is an especially promising MAC protocol for ad-hoc networks in presence of heterogeneous traffic and QoS requirements.
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 Abstract. Mobile ad hoc wireless networks are generating novel interests in mobile computing. The dynamism in network topology has thrown up multifarious issues, requiring a fresh look into the aspects of system design and networking protocols. As a direct consequence of injecting mobility into a static network, the formal relationships between several governing parameters have undergone changes. In this paper we have assayed the behavior of the ad hoc network as a whole and analyzed trends in the inter-parameter dependencies, with the objective of addressing to the survivability issues. We have finally drawn out an operating region of survivability for mobile ad hoc wireless networks in terms of user declared specifications. Our own simulator has been operative through the work. We have derived our survivability constraints from several runs of the network simulator.
 
 1. Introduction An ad hoc network [1] can be envisioned as a collection of mobile routers, each equipped with a wireless transceiver, which are free to move about arbitrarily. The mobility of the routers and the variability of other connecting factors results in a network with a potentially rapid and unpredictable changing topology. These networks may or may not be connected with the infrastructure such as internet, but still be available for use by a group of wireless mobile hosts that operates without any base-station or any centralized control. Applications of ad hoc networks include military tactical communication, emergency relief operations, commercial and educational use in remote areas, etc. where the networking is mission-oriented and / or community-based. There has been a growing interest in ad hoc networks in recent years [1,2,3,4,5]. The basic assumption in an ad-hoc network is that, two nodes willing to communicate may be outside the wireless transmission range of each other but still be able to C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 31-46, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 communicate if other nodes in the network are willing to forward packets from them. However, the successful operation of an ad-hoc network will be hampered, if an intermediate node, participating in a communication between two nodes, moves out of range suddenly or switches itself off in between message transfer. The situation is worse, if there is no other path between those two nodes. An important problem associated with this is to find a stable path satisfying multiple constraints to ensure certain level of QoS guarantee during communication. Lot of research has been done on ad hoc network routing protocols in order to solve the problem of routing packets. However, there is no complete proposal available to assess the survivability issues in ad hoc network in order to provide a network specification to support effective communication in such a dynamic environment. Survivability analysis [6], in this context, can be defined as network specifications and management procedures to minimize the impact of system dynamics on the network services . For example, assume an area 1000 x 1000 sq.meter where 20 nodes are moving around with an average velocity of 10m/sec. The transmission range for each node is, say, 350 meter. Under a given traffic pattern, will this network be able to provide the required service guarantee to its users in spite of the dynamic change in topology due to mobility? If the answer is yes, let us further assume that some of the users decide to switch-off or to leave the field or to increase their mobility. Will the network still survive? On the other extreme, let us assume that 20 new nodes join the system, making the node count to 40. The transmission range that is optimal for 20 nodes may be too high for 40 nodes, as this will increase collision and congestion of control / data packets. Will the network still be able to provide the required service guarantee to its users ? So, survivability analysis and drawing up a specification for a survivable ad hoc network is an important issue that we want to address in this paper.
 
 2. Survivable Systems 2.1 Definition and Characteristics of Survivable Systems Traditionally, survivability in network systems has been defined as the capacity of a system to fulfil its mission, in a timely manner, in the presence of failures [7]. The term mission refers to a set of very high-level requirements or goals. Timeliness is a critical factor that is typically associated with the mission fulfillment. In the context of ad hoc network, mission fulfillment in a timely manner implies that the network should be able to ensure certain level of service guarantee to its user in the presence of system dynamics. Survivability analysis, in this context, can be defined as network specifications and management procedures to minimize the impact of system dynamics on the network services. Thus, in this study, we are not considering failure due to hardware malfunctions or software errors. However, in an ad hoc network, any node can randomly switches itself off causing an event equivalent to node failure. Similarly, any link between two node can get disconnected anytime because of mobility of the nodes, causing an event equivalent to link failure. Additionally, new nodes can join the system at any point of
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 time; similarly, new links can be formed between any two nodes, as they come closer to each other due to their mobility. For survivability, we must achieve system-wide properties that typically do not exist in individual nodes. A survivable system must ensure that desired survivability properties emerge from interactions among the components in the construction of reliable systems from unreliable components [7]. If survivability properties are emergent they are present only when the number of nodes of a system are sufficiently large. If the number or arrangements of nodes falls below a critical threshold, the attendant survivability property fails. For example, we can specify an ad hoc network to operate at a transmission range of, say, 350 with number of nodes between 15 and 20 at a mobility ranging from 5m/s to 20m/s. But, if number of nodes falls below that, the system may not survive i.e. may not be able to ensure certain service guarantee to its users. 2.2 Specifying the Requirements of Survivable Ad Hoc Network Central to the notion of survivability analysis is to identify and ensure the maintenance of certain essential attributes and the operating levels of those attributes that must be associated with the specified level of service guarantee. In the context of ad hoc network , the goal is to maintain the network availability and allow the data packets to be delivered to the intended destination from a source in spite of the changes in network topology due to its dynamic behavior. Survivability analysis consists of determining whether service objectives can be maintained during all operational modes. Thus, network service in the context of ad hoc network is primarily pivotal to two fundamental requirements: 1. establishing a connection between any two nodes in the network at any instant of time. 2. Assuring an uninterrupted connection until a finite volume of data transfer has been accomplished (of course with limited delay in data transfer). Survivability issues depend entirely on how well these two demands are met with. A network would be called survivable if it meets both the above requirements satisfactorily. Now, in order to declare an ad hoc network survivable we need to first define the user requirements in more formal terms. In other words we require a set of metrics which would inherently take care of all the service demands and finally throw up a numerical values depicting the degree of survivability for a given set of design specifications. Our objective is to design such a set of metrics in terms of the basic network parameters: number of nodes (N), transmission range (R), mobility (M), average volume of data to be communicated from a source to its destination (V) and average number of communication events per minute (C).
 
 3. System Description The network is modeled as a graph G = (N,L) where N is a finite set of nodes and L is a finite set of unidirectional links. Each node n ∈ N is having a unique node identifier. Since in a wireless environment, transmission between two nodes does not necessarily
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 work equally well in both direction [1], we assume unidirectional links. Thus, two nodes n and m are connected by two unidirectional links lnm ∈L and lmn ∈ L such that n can send message to m via lnm and m can send message to n via lmn. However, in this study, we have assumed lnm = lmn for simplicity. In a wireless environment, each node n has a wireless transmitter range. We define the neighbors of n, Nn∈N, to be the set of nodes within the transmission range R of n. It is assumed that when node n transmit a packet, it is broadcast to all of its neighbors in the set Nn. However, in the wireless environment, the strength of connection of all the members of Nn with respect to n are not uniform. For example, a node m∈Nn in the periphery of the transmission range of n is weakly connected to n compared to a node p∈Nn which is more closer to n. Thus, the chance of m going out of the transmission range of n due to outward mobility of either m or n is more than that of p. Each link lnm is associated with a signal strength Snm which is a measurable indicator of the strength of connection from n to m at any instant of time. Due to the mobility of the nodes, the signal strengths associated with the links changes with time. When the signal strength Snm associated with lnm goes below a certain threshold St, we assume that the link lnm is disconnected. Affinity anm, associated with a link lnm, is a prediction about the span of life of the link lnm in a particular context [5]. For simplicity, we assume anm to be equal to amn and the transmission range R for all the nodes are equal. To find out the affinity anm , node n sends a periodic beacon and node m samples the strength of signals received from node n periodically. Since the signal strength is roughly proportional to 1/R2 , we can predict the current distance d at time t between n and m. If M is the average velocity of the nodes, the worst-case affinity anm at time t is (R-d)/M, assuming that at time t, the node m has started moving outwards with an average velocity M. For example, If the transmission range is 300 meters, the average velocity is 10m/sec and current distance between n and m is 100 meters, the life-span of connectivity between n and m (worst-case) is 20 seconds, assuming that the node m is moving away from n in a direction obtained by joining n and m.. Given any path p = (i, j, k, …, l, m), the stability of path p [5] at a given instant of time will be determined by the lowest-affinity link (since that is the bottleneck for the path) and is defined as min[aij, ajk, …, alm]. In other words, stability of path p between source s and destination d, ηpsd, is given by ηpsd = min ∀i,j apij However, the notion of stability of a path is dynamic and context-sensitive. As indicated earlier, stability of a path is the span of life of that path from a given instant of time. But stability has to be seen in the context of providing a service. A path between a source and destination would be stable if its span of life is sufficient to complete a required volume of data transfer from source to destination. Hence, a given path may be sufficiently stable to transfer a small volume of data between source and destination; but the same path may be unstable in a context where a large volume of data needs to be transferred.
 
 Survivability Analysis of Ad Hoc Wireless Network Architecture
 
 35
 
 4. Route Discovery and Data Communication Mechanism in Ad Hoc Network The existing routing protocol can be classified either as proactive or as reactive [3]. In proactive protocols, the routing information within the network is always known beforehand through continuous route updates. The family of distance vector and link state protocols is examples of proactive scheme. Reactive protocols, on the other hand, invoke a route discovery procedure on demand only. The family of classical flooding algorithms belongs to this group. It has been pointed out that proactive protocols are not suitable for highly mobile ad hoc network, since they consume large portion of network capacity for continuously updating route information. On the other hand, on-demand search procedure in reactive protocols generate large volume of control traffic and the actual data transmission is delayed until the route is determined. Whatever may be the routing scheme, frequent interruption in a selected route would degrade the performance in terms of quality of service. In [5], we have attempted to minimize route maintenance by selecting stable routes, rather than shortest route, which is illustrated below. 4.1 Path Finding Mechanism A source initiates a route discovery request when it needs to send data to a destination. The source broadcast a route request packet to all neighboring nodes. Each route request packet contains source id, destination id, a request id, a route record to accumulate the sequence of hops through which the request is propagated during the route discovery, and a count max_hop which is decremented at each hop as it propagates. When max_hop=0, the search process terminates. The count max_hop thus limits the number of intermediate nodes (hop-count) in a path. When any node receives a route request packet, it decrements max-hop by 1 and performs the following steps: 1. If the node is the destination node, a route reply packet is returned to the source along the selected route, as given in the route record which now contains the complete path information between source and destination. 2. Otherwise, if max_hop=0, discard the route request packet. 3. Otherwise, if this node id is already listed in the route record in the request, discard the route request packet (to avoid looping). 4. Otherwise, append the node id to the route record in the route request packet and re-broadcast the request.
 
 1. 2.
 
 When any node receives a route reply packet, it performs the following steps: If the node is the source node, it records the path to destination. If it is an intermediate node, it appends the value of affinity and propagates to the next node listed in the route record to reach the source node.
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 4.2 Sending the Data from Source to Destination When a source initiates a route discovery request, it waits for the route reply until time-out. If it receives a path, it computes its stability ηpsd. If Vsd is the volume of data to be send to destination and if B is the bandwidth for transmitting data, Vsd / B is the one-hop delay to transmit the data, ignoring all other delay factors. If H is the number of hops from source to destination, H* Vsd / B will be the time taken to complete the data transfer. If ηpsd is sufficient to carry this data, the path is selected. Otherwise, the source checks the next path, if available, for sufficient stability. In order to check the sufficiency, ηpsd is multiplied with a correction factor f, to be decided dynamically, to take care of estimation error and other delay factors related to traffic characteristics. The Algorithm: Step I: p:= 0; Step II: wait for a path until timeout; Step III: if a path is available then begin p:=p+1; find ηpsd = min ∀i,j ηpij ; { find the stability of path k} if (H* Vsd / B) < f * ηpsd {if the path is suffiently stable } then start sending Vsd into pth path else reject the path and goto step II end Step IV: terminate.
 
 5. The Simulation Environment Existing simulators are not well-equipped to serve our purpose [9,10,11]. Hence, in order to model and study the survivability issues of the proposed framework in the context of ad hoc wireless networks, we have developed a simulator with the capability to model and study the following characteristics: • Node mobility • Link stability (affinity) • Affinity- based path search • Dynamic network topology depending on number of nodes, mobility and transmission range • Realistic physical and data link layers in wireless environment • Data communication with different data volume and different frequency of communication events per minute. The proposed system is evaluated on a simulated environment under a variety of conditions. In the simulation, the environment is assumed to be a closed area of 1000 x 1000 sq. meter in which mobile nodes are distributed randomly. We ran simulations for networks with different number of mobile hosts, operating at different transmission
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 ranges. The bandwidth for transmitting data is assumed to be 1000 packets / sec. The packet size is dependent on the actual bandwidth of the system. In order to study the delay, throughput and other time-related parameters, every simulated action is associated with a simulated clock. The clock period (time-tick) is assumed to be one millisecond (simulated). For example, if the bandwidth is assumed to be 1000 packets per second and the volume of data to be transmitted from one node to its neighbor is 100 packets, it will be assumed that 100 time-ticks (100 millisecond) would be required to complete the task. The size of both control and data packets are same and one packet per time-tick will be transmitted from a source to its neighbors. The speed of movement of individual node ranges from 5 m/sec. to 20 m/sec. Each node starts from a home location, selects a random location as its destination and moves with a uniform, predetermined velocity towards the destination. Once it reaches the destination, it waits there for a pre-specified amount of time, selects randomly another location and moves towards that. However, in the present study, we have assumed zero waiting time to analyze worst-case scenario.
 
 6. Analyzing the Impact of Dynamic Topology on Survivability 6.1 Related Definitions To conceive certain trends in network characteristics on the whole, some terms have been used that are defined as follows: Average Connectivity Efficiency (E): Connectivity Efficiency has been defined as the ratio of total number of connected node-pairs (in single hop or in multiple hops) and the total number of available node pairs at any instant of time. This fraction captures the degree of connectivity among the nodes in any snapshot of the mobile environment. From the survivability point of view, this parameter is an indicator to the success rate of a source node, in attempting to establish a connection with a destination node. The efficiency values obtained over several snapshots (taken at intervals of one second from the simulator) of the dynamic environment have been finally averaged to yield the Average Connectivity Efficiency. A network where all the node-pairs are always connected in single or multiple hops have a Average Connectivity Efficiency of 100%. Thus, ΣTi=1 (no. of connected node pairs) * 100 Average Connectivity Efficiency (%) = ---------------------------------------------------------T * Number of node-pairs
 
 Average Network Stability (S): From survivability perspectives, the span of time for which two nodes remain connected (given the number of nodes, transmission range and the mobility) need to be analyzed. A parameter, affinity, introduced in [5] and explained in section 3 has been used for average worst case analysis. As explained in section 3, the stability of the path (i.e. the span of time for which this path would exist) can be determined by the weakest link in the path.
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 Two nodes in the ad hoc environment may often be connected with several paths. For data communication between two nodes, the best path should always be chosen i.e. the path assuring greater stability. Thus, Node to Node Stability = max ( stability of all the paths between the two nodes ). The Average Network Stability has been defined as the average node to node stability over time. ΣTi=1 Σall node-pair (Node to Node Stability) Average Network Stability =
 
 --------------------------------------------------T * number of node-pairs
 
 Average Number of Neighbors (G): The study of percolation is an important aspect from the data communication point of view in a mobile computing environment [12]. For a random distribution of nodes in a bounded region, percolation is proportional to the number of neighbors, which in turn is a function of node density and signal strength. Average Number of neighbors has been defined as: ΣTi=1Σall node (Number of neighbors of each node) Average Number of Neighbors = -----------------------------------------------------------T * number of node
 
 6.2 Variation of Average Connectivity Efficiency (E) with N, R, and M It is quite obvious that if the signal strength increases, the probability of connectivity also increases. The variation of connectivity efficiency against signal strength has been shown in the plot in fig.1(a). However this signal strength cannot be allowed to increase indefinitely due to other overheads: 1. Cost ( power consumption due to battery usage ) increases as the signal strength is raised. 2. Congestion and collision are the inevitable outcome of higher signal strength during data communication, as will be illustrated in the next section. A larger number of users in a closed area indicate a higher node density. Since E is a measure of connectivity and connectivity is heavily dependent on how close the nodes are with each other, the total number of nodes in a bounded area also contributes to the connectivity efficiency. Thus, the connectivity efficiency bears a composite relation with the number of nodes as well (Fig. 1(b)). From figure 1, it is quite evident that, to achieve a specific threshold of efficiency, there is a lower cut off of the signal strength for a given number of nodes. E would not depend on the mobility of the nodes. If the node mobility is high, then the probability of nodes moving out of a node’s transmission range increases as much as the probability of new nodes coming into the transmission range of the same node. As a result, average value of connectivity taken over a long time remains unaffected at different mobility. Figure 2 depicts the variation of Average Connectivity Efficiency (E) against Average Number of Neighbors (G). Although G does not reflect the actual dependence of E on N and R, it can be instrumental in deciding the cut off for satisfactory connectivity in the network. Over G=6 the efficiency is always found to
 
 Av. Connectivity_Efficiency
 
 Survivability Analysis of Ad Hoc Wireless Network Architecture
 
 39
 
 1.2 1 0.8
 
 N=10 N=20
 
 0.6
 
 N=30
 
 0.4
 
 N=40
 
 0.2 0 100
 
 150
 
 200
 
 250
 
 300
 
 350
 
 Transmission Range
 
 Average Connectivity_Efficiency
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 be increasing over 0.8. Over a certain threshold of neighbors, the network becomes connected and further increase in G would only hike overhead. The optimal value of G as six to eight has been proposed earlier[12,13] for large number of nodes which has been revalidated here with lower number of nodes with different mobility pattern. Hence, the conclusion from above is: to ensure a fairly high level of connectivity, the design parameters should be such that the predicted number of neighbors is greater than 6. Assuming uniform distribution, the average node density per unit area is N/A, where N is the number of nodes in area A. Assuming uniform transmission range R, [(N*Π R2/A) –1] will be the average number of neighbors, which should be greater than six to have E >0.8. 6.3 Variation of Average Network Stability against N. R, and M From the perspective of network service, the stability of a path between two arbitrary nodes indicates the volume of data that could be transferred between the two nodes in question (provided none of the intermediate nodes switch off during data transfer). Conversely, it is stability, which would be instrumental in deciding the thresholds of average transferable data volume, thus ensuring survivability. A high node density in the operating environment essentially indicates that the average distance between two nodes is less in comparison to a model of low node density. Naturally, if two nodes remain in greater proximity, for a given signal strength and mobility, they would remain in contact for a longer period of time. Consequently the average stability of links would be higher and thus the stability of paths. Thus, it can be said that the average stability (S) of a mobile ad hoc wireless network would increase with increase in node density or N (as node density = N / A). At the same time, if the average affinity of links in a network features to be high, the average stability of paths would also be correspondingly higher. From the expression of affinity, we see that affinity of a link increases with increase in transmission range and/or decrease in mobility. Stability can thus be said to be directly proportional to transmission range and inversely proportional to mobility (Figure 3).
 
 7. Analyzing the Impact of Route Discovery and Data Communication on Survivability The above analysis does not take into account the congestion and collision factors that would happen during data communication. We will show that even if a network is well-connected, it may not guarantee successful data communication. 7.1 Related Definitions Route Discovery Efficiency is defined as the ratio of the average number of route replies obtained per minute and the average number of route request generated per minute. As discussed, the number of route request generated per minute would depend on the number of communication events initiated per minute (C). However,
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 the success of route request i.e. getting a rout reply back within a reasonable period of time (500 msec in our case) would depend on the degree of collision and congestion of the network. This is not only dependent on E but also on the average volume of data communicated from a source to its destination (V) and frequency of communication events per minute (C). If C and / or V increases, the probability of collision and congestion would increase, which in turn will affect the Roure Discovery Efficiency. Service Efficiency is defined as the ratio of the average number of communication events successful within a reasonable period of time per minute and the average number of route request generated per minute. Service Efficiency depends on four factors : 1) Route request has been generated but route reply has not come back within a reasonable period of time, 2) Route replies have been obtained but the paths are rejected because they are not stable enough to carry out the required volume of data transfer, 3) A path is selected and data communication has started but the path could not be retained throughout the entire period of data communication, and 4) the network delay is too high to complete the data transfer within a reasonable period of time. It has been shown in [5] that the use of stability based routing reduces the probability of (3). However, the prediction of stability would be affected, if the network is heavily congested which will in turn affects the Service Efficiency. 7.2 Variation of Route Discovery Efficiency against N,R, and V with C=4 per Minute For a given number of nodes, the number of control packets generated increases drastically beyond a certain transmission range. In a collision-free environment, if G is the average number of neighbors and max_hop =4, then the number of control packet generated will be G4 per communication event. Therefore, it is obvious that with increase in G, the number of control packets increases drastically. The congestion due to control packets at high transmission range would affect the Route Discovery Efficiency as shown in Figure 4. The effect would be more pronounced for larger number of nodes and for larger amount of data volume. Here, number of communication event per minute (C) is assumed to be 4. We have also studied this variation with C=10 (not shown) where the large data volume would degrade the Route Discovery Efficiency further. In any case, for a fixed number of N, there is an optimum value of R, RNopt, which will maximize the route discovery efficiency. Increasing R beyond that point will degrade the performance. However, RNopt alone can not maximize route discovery efficiency. We need to consider two more factors : average volume of data to be communicated from a source to its destination (V) and average number of communication events per minute (C). The system should be capable of absorbing the control and data packets before a new communication event starts. Depending on RNopt and the average network stability at that R, we can specify V for an average mobility M. If we increase M or V beyond that, the Service Efficiency will suffer.
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 Fig 4(a). Route_Discovery_Efficiency vs. Transmission Range with Data Volume = 100 packets, Max_Hop=4 and No of Communication = 4 / min.
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 Fig 4(b). Route_Discovery_Efficiency vs. Transmission Range with Data volume= 1000 packets, Max_Hop=4 and No of Communication = 4 / min.
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 Fig 4(c). Route_Discovery_Efficiency vs. Transmission Range with Data volume =3000 packets, Max_Hop=4 and No of Communication = 4 / min.
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 7.3 Variation of Service Efficiency with C=4 per Minute For a given number of node and corresponding RNopt , the variation of Service Efficiency against M and V is shown in figure 5. It is evident that getting a high Service Efficiency with V=3000 is difficult to obtained in this set up where mobility is varying between 5 to 20. The reason is that we are not getting sufficient stable paths to complete the data transfer. On the other hand, for lower volume of data and low mobility, it is possible to get a Service Efficiency > 80%. With M=20, getting a high Service Efficiency for a data volume > 1000 is difficult, when the number of nodes are more than 20.
 
 8. Survivability Metrics and Specifications for a Survivable Ad Hoc Network From the above analyses, the following points can be concluded : •
 
 • •
 
 •
 
 For a fixed number of N, the Average Connectivity Efficiency will be more than 0.8 beyond a certain value of R. If we increase R further, the Connectivity Efficiency will improve and saturate to 1.0. Consequently, the Average Stability will also improve so that a larger volume of data could be sent. But the Route Discovery Efficiency and, consequently, the Service Efficiency will go down because of large number of control packets and / or data packets. For a fixed number of N, there is an optimum value of R, RNopt, which will maximize the route discovery efficiency. However, RNopt alone can not maximize route discovery efficiency. We need to consider two more factors : average volume of data to be communicated from a source to its destination (V) and average number of communication events per minute (C). The system should be capable of absorbing the control and data packets before a new communication event starts. Depending on RNopt and the average mobility M, we can specify average network stability which will in turn determine V. If we increase M or V beyond that, the Service Efficiency will suffer.
 
 The aim of our entire analysis is to model the survivability region of operation for a mobile ad hoc wireless network. In other words, we need to answer questions like : What should be the transmission range of operation and the maximum mobility for an ad hoc network with 30 users, if the user require a Service Efficiency of 80% and 1000-Kb average data volume for transfer? The kind of answers we are trying to provide is that, for 30 users with transmission range between 275 m to 325 m, it is possible to achieve the required Service Efficiency with V, Jan. 2000. [8] ITU-T Rec. H.323. Packet-based multimedia communications systems, Oct. 1997. [9] Kalmanek, C., Kaplan, A., Marshall, W., Mishra, P., Onufryk, P., Ramakrishnan, K., and Sreenan, C. TOPS: an architecture for telephony over packet networks. IEEE Journal on Selected Areas in Communications 17, 1 (Jan. 1999), 91–108. [10] Kanter, T., Olrog, C., and Jr, G. Q. M. VoIP for wireless and mobile multimedia applications. In Proc. of the 1999 Personal Computing and Communications Workshop (Nov. 1999), pp. 141–144. [11] Liao, W. Mobile Internet telephony: mobile extensions to H.323. In Proc. of IEEE INFOCOM (New York, NY, Mar. 1999), pp. 12–19. [12] Perkins, C. IP mobility support. IETF RFC 2002, Oct. 1996. [13] Wedlund, E., and Schulzrinne, H. Mobility support using SIP. In Proc. of 2nd ACM International Workshop on Wireless Mobile Multimedia (1999).
 
 Smart Delivery of Multimedia Content for Wireless Applications 1
 
 2
 
 3
 
 Theo Kanter , Per Lindtorp , Christian Olrog , and Gerald Q. Maguire Jr. 1
 
 2
 
 4
 
 3
 
 { Theo.Kanter Per.Lindtorp Christian.Olrog}@era.ericsson.se, Ericsson Radio Systems AB, SE-164 80, Stockholm, Sweden. 4 [email protected], TeleInformatics, KTH, SE-164 40, Stockholm, Sweden.
 
 Abstract. Packet-oriented access to cellular networks enables us to deliver multimedia content to mobile users. As cellular networks will continue to deliver circuit switched voice for some time to come, care must be taken to avoid interference between these delivery mechanisms, while maximizing the range of services and the number of users. Smart delivery of multimedia content involving agents running in the mobile, the base station and the content provider allows us to dynamically adapt the application and network behavior to each other in order to meet the criteria for specific applications. In particular, this paper examines the delivery of streaming media and interactive voice as Voice over IP (VoIP) to mobile users. Our conclusion is that this, in combination with the dynamic adaptive properties as introduced by the agents, enables us to transfer voice entirely IP over wireless links, thereby freeing further resources for the new applications that we refer to in this paper.
 
 1
 
 Introduction
 
 Presently, the telecom and datacom industries are converging in different ways. With respect to mobile telephony with GSM, new devices are appearing on the market that integrate data with the telephony voice service in new ways. So-called Smart Phones either include the functionality of an organizer, or can connect wirelessly to an external Personal Data Assistant (PDA) and integrate the functionality of the organizer for smart dialing and messaging with the application that is running in the handset. The Wireless Application Protocol (WAP) is intended to move the point of integration of these services into the cellular access network. WAP-gateways can be used to adapt and convert Internet information, so that the mobile terminal can be used for interacting with a wider range of network-centric services (e.g. electronic payment, subscription to information services, unified messaging, etc.). However, WAP is neither intended nor well suited to transport multimedia content, but rather was targeted at simply extending GSM networks with data services. Only through WAP-gateways can these services be connected to services on the Internet. Therefore, WAP excludes mobile users from directly interacting with Internet content. On the other hand, simple low-bandwidth GPRS (General Packet Radio Service) is introduced in GSM-networks, which will provide direct Internet access to mobile users. GPRS enables the development of multimedia applications for the mobile C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 70-81, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 device. These applications can integrate content that resides on the Internet. EDGE (Enhanced Data-rate for GSM Evolution), the successor of GPRS, increases the bitrate and thereby further relaxes the requirements on the mobile applications and Internet content, thus bring even more new multimedia applications to mobile devices. Mobile devices are now able to perform significant computations based on events from various input devices and/or information sources. These events provide information about the user’s context and the conditions, which the link is facing. Therefore, applications in mobile devices and nodes in the network that co-operate to deliver multimedia services to users can adapt their mode of communication dynamically based on such events. In such cases, the requirements for the delivery of multimedia IP-content over a link using a wireless access networks are even further relaxed.
 
 2
 
 Problem Statement
 
 The important question is therefore: how cleverly can we dynamically shape the applications and Internet content, in order to maximize the delivery of multimedia content to mobile users? Multimedia applications put wide-ranging requirements on links. However, the quality of service (QoS) requirements involved can be categorized by several parameters, which differ in importance for the different type of services (and applications). We examine these parameters below. 2.1
 
 Latency
 
 Latency is important for isochronous services, such as voice (e.g., interactive speech) where delays up to 250 milliseconds are perceived as acceptable. Beyond 500 milliseconds the behavior of users gradually adapts itself to the increase in delay and the receiving party usually waits for a ready signal before starting to send. Latency may be due to network-related delays, and buffering in either the application or the device. Latency is not critical in streaming applications, such as Internet radio and other applications that playback multimedia content (e.g. MP3-files) as long as the user is assured that the content is going to be received within a bounded maximum delay. 2.2
 
 Robustness
 
 Latency is also important for interactive network games, such as Quake and Unreal, but in this case delay is not correlated to congestion problems. On the other hand, it is important that the packets arrive, otherwise synchronization problems will occur (these are not critical as continuous updates of players’ locations are sent). This is normally handled by TCP or by UDP and an application-specific handshake protocol. However, the link level may also provide this service. The interleaving that GPRS does increases the probability that a packet is not lost, but on the other hand the user pays a penalty in increased latency, even if the packet is not lost.
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 Ericsson's GPRS Application Alliance has tested the currently most popular network game, Unreal Tournament, with a GPRS simulator with good results [16]. Using only one timeslot, the latency (about 300 - 800 msec) at 26 kbps incurred by GPRS interleaving does somewhat adversely affect players’ performance and appreciation of this application, but not in a critical way. 2.3
 
 Speech Quality
 
 The coding/encoding algorithms (codecs) dictate the upper bound of the perceived QoS of multimedia streams (such as speech, video or audio). The lower bound is dictated by the percentage of link packet-loss that the codec is able to tolerate before its performance suffers severely. Modern codecs (e.g., Voxware RT-24) can tolerate up to 30-40% packet loss, with no additional latency. 2.4
 
 Requirements
 
 In order to assure that a certain application is feasible we must show that we can meet the requirements in a satisfactory manner at all times and in a scalable way. Two services of particular interest that will be studied further in this paper are: 1. delivery of streamed audio (e.g., MP3-files, Internet radio stations) and 2. interactive voice - e.g. Internet Telephony The question is how we should use the functionality in: the mobile device, the wireless link, and the network, in order to provide scalable services and applications, such that the number of users is maximized. When designing our applications, we can use the knowledge that applications have of specific end-user requirements to our advantage, specifically by using strategies that dynamically shape the applications and their use of Internet content. This can be done by carefully dynamically adapting the mobile device, the wireless link, and the network, for each application — such that we can assure that these dynamic adaptations will work in an optimal way. This is not to say that the network access needs to be application dependent. We assume that access to the network is based on IP over the wireless link. Using this IP-access, the application is able to negotiate for its resources. The adaptation software running in the mobile device utilizes local APIs. A recent paper [1] shows that we can deliver some multimedia content as background IP-traffic over GPRS. In this scheme, special care must be taken to avoid interference with switched voice services – this results in a roughly 30% underutilization, so as not to hurt the channel planning of the network operators. A successful strategy, which dynamically shapes the application’s demands for Internet content, must address a number of issues: 1. We should avoid situations where we would require unnecessary over-provisioning of bandwidth or other network resources in order for the applications to work. 2. We should maximize the number of users that will be able to use the services in a mobile environment. 3. This will make the applications feasible at an earlier point in time, i.e. before network resources are further developed.
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 4. Such a strategy will save the network provider cost by avoiding investments in infrastructure that might mean unnecessary over-provisioning, while providing revenue from these new applications and services. These issues are particularly important regarding IP-access to wireless networks, where a common assumption has been that we must wait until EDGE or W-CDMA is fully deployed before we can start using these new applications.
 
 3
 
 Proposal
 
 We propose to use agents to represent the different entities in the mobile device, wireless link, and network. The advantage of such an approach is that the agent can behave intelligently on a local level. For instance, the agent can transform image content from color to black and white in order to reduce the data that needs to be transmitted, based on the device characteristics or the available bandwidth at a given price. In addition, the agents can act intelligently in concert, when a certain application demands resources, they can adjust their behavior depending on a nonlocal context (e.g., routing content to (storage) locations, or to where there are currently wireless connections with high-bit rates available). Agents may even incorporate machine learning mechanisms to improve their performance with respect to QoS over time. A common objection to the usage of agents is that solutions involving agents require the global adoption of an agent-specific discovery and negotiation schema to make it work successfully. However, [5,6] show how we can avoid this pitfall by relying on a general signaling protocol (e.g., the Session Initiation Protocol – SIP [10]) for the location of resources and use it to set up a session for the entities to do agent negotiations when applicable. In the following section, we will show how agents can be applied to the mobile device, wireless link, and network, to optimize the QoS parameters (that were mentioned in section 0) for the application. 3.1
 
 Mobile Device
 
 The application that runs on the mobile device is modeled as an agent. This software is able to use the local APIs to control the speech codecs, length of the sound buffers, choose between available service classes over the wireless link, and even choose between different wireless links. Furthermore, in certain situations the application may benefit from roaming to another network node. Since the sending party expects a dialog with the receiving party to continue, even if the receiving party goes off-line, the delivery of content is delayed until the receiving party goes on-line again. Utilizing such knowledge about the purpose of the communication can be important in creating intelligent pushservices. In addition, an interesting side point is that advance knowledge of transmissions allows the mobile device to go off-line and hence on standby for longer periods of time, without harming the application, but with dramatic improvement in battery life.
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 Wireless Link
 
 Adaptation of header compression profiles [11] and lower-level behavior in the wireless link (e.g., coding, etc.) should not be directly visible to the application. On the other hand, we could introduce an entity in the access network, modeled as an agent, which acting as a proxy will select a suitable adaptation on behalf of the application. 3.3
 
 Network
 
 In a combined GSM and GPRS base station we may include a content-management agent to monitor unused link frames and keep track of which channels are used for switched voice and which channels are used for packet data. This information can be used to increase the utilization of the available bandwidth for IP-connectivity as compared to the relatively static division planned for such base stations. Furthermore, we can co-locate a SIP-server with the base station. The role of the SIP-server is to locate the user and certain application resources that (as proposed above) should be modeled as agents. Negotiations of sessions are done using SIP, directly between these entities, without involving a SIP-server. This way, the content-management agent not only helps the base station to increase its throughput of packet data but can also negotiate with the receiver and sender concerning their needs versus available capacity. This provides a basis for developing strategies to adapt the communication in such a way that it fits the end-user’s requirements in an optimal way. The following sections describe two key multimedia applications and illustrate how the proposed functionality can be used to achieve our goals.
 
 4
 
 Streamed Audio
 
 Streaming Audio as broadcasted by Internet radio stations, is not sensitive to delays. In fact, seconds or even minutes worth of buffering can be done. The critical part is to gain acceptance from the user for these types of delays. Recently, the downloading and playback of stored music (e.g., MP3) has become very popular. A forthcoming publication [1] shows how stored music can be forwarded to mobile devices as background traffic in GPRS-enhanced GSM-networks. In addition, user audio (e.g., from dictations or classes with hyperlinks to electronic notes) could be uplinked for later playback. With this type of application, it is understood by the end-user that downloading may take considerable time, but this can be acceptable as long as the download time (typically at night or during the workday) does not exceed the period of time between use. 4.1
 
 Gross vs. Net Content
 
 An interesting calculation is how many unique bits does a radio station produce per day (eliminating the redundant replays of songs, ads, etc.). Now consider an ensemble
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 of radio stations which all play many of the same songs – but have different ads, announcements, and play the songs in a different order — how many unique bits does the ensemble generate? A radio station sending an audio stream at 8 kbps generates roughly 700 Mb during 24 hours. A typical song lasts three minutes. Typically commercials occur four times per hour and last 3 minutes, indicating the station can play 16 songs per hour. This provides room for 384 unique songs but radio station profiling, popularity of certain tunes, and marketing of new music, demand that certain songs appear much more often. Assume, the top ten is played once every two hours, and the next twenty half this rate, and the next ten again at half this rate, hence there will be only 3 random songs per hour. This indicates that the station transmits at best (102 songs * 3 minutes * 8 kbps =) 146 Mb of unique bits. As there are very many radio stations playing popular music network providers can save a lot of bandwidth in the backbone by either coordinating transmissions of identical content or pre-caching content in geographically distributed cells (see further section 0) and perhaps only transmit content identifiers. 4.2
 
 Content Distribution
 
 The agent in the content-server, the base station and the client can co-operate to adapt the communication in different ways. For instance, the agent in the base station may deduce that several end-users have subscribed to the same content and keep local copies in order to reduce traffic in the backbone. It can also multicast this content when possible. Furthermore, this agent can instruct the base station control software to fill unused frames with data, and also predict unused channels for potentially use of delayed the transmission of content. This requires that client agents running in the mobile should be able to deal with paused or even interrupted transmissions, but these are known and solved issues to many FTP-and other clients today. Based on communication between the agents in the mobile and in the base station, the agent in the base station can note that some of the content does not have to be sent as all the mobiles in the call which would get it - already have this content in their cache. In light of this, multicasting "ftp" downloads [17], which allow "data holes", should be investigated. The holes can be filled asynchronous to the main download. This way, a user choosing to download an MP3, which is already being downloaded (say halfway) by another user, can hook in to the existing downstream and fetch the rest separately. The actual delivery may even be delayed intentionally until a given number of subscribers are online, or a timeout is exceeded, introducing a notion of content “launch”. 4.3
 
 Caching
 
 We may also think in terms of content delivery networks, for situations where radio resources exist, but the GPRS backbone does not have spare bandwidth. This calls for: 1. Web-server replication (geographically separated, co-located with base stations). 2. Reverse (transparent) cached proxying, possibly implementing hierarchical caches.
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 Buffering
 
 A calculation of the necessary storage capacity of large buffers in the mobile device shows that you could go for long periods of time without having more than a very low data-rate high-latency background service. For instance 64 MB holds 7 hours of internet radio quality audio [1] – so at the ~32kbps, which is available during the peak of the day (if you could use all of it) — this amount of memory could be filled in ~16000 seconds (i.e., roughly 4.4 hours). The capacity of a macrocell (as configured in [1]) can only supply about 64MB of total transfer during the peak of the day (unless you want to exceed the 2% call blocking probability). This means you either have to: 1. allocate more capacity to this traffic 2. utilize the unused individual frames within the on-going calls 3. download large portions of the content in hotspots (where you have more available capacity – either because of fewer demands in this cell or because the cell has a higher data rate) 4. download large portions of the content in off peak periods 5. have much larger buffers in the device - so you can pre-load even more content Dimensioning of buffers is important, it allows us to deploy a Mobile Audio Distribution (MAD) [1] service, where the delay is acceptable as long as you experience continuous audio. It is the user experience or perception, which is important. Based on the results in section 0, each Internet radio station would send 18.25 Mb/day, assuming some day-to-day coherence the actual amount is even lower. This means that during the peak of the day has sufficient spare capacity to support more than three such stations even if these stations had to transmit all their content only during the peak voice hours! All this while using ~32kbps background capacity. 4.5
 
 Agents
 
 Different strategies are possible where companies are able to do directed ads, potentially location or context-aware, paying for the extra cost that this requires in order to have shorter delivery times. Besides adding capacity to either the access network or the device, options 2-3 in section 0 are really the interesting ones where agents are able to help out. Media files may be streamed from mobile devices to the agent on the access point for subsequent distribution to anyone who desires to listen in. Thus, with GPRS a reporter can collect interviews and broadcast them using at most one channel worth of resources, while simultaneously supporting people listening to MP3-based “stations” on their way home from work. An interesting aspect is when this agent finds superfluous capacity it attempts to pre-order content and trickle it down the wireless link for storage in the mobile. Furthermore, radio stations often have automated programs, so a network provider could strike a deal with a radio station by buying access to these automatic programming schedules and just multicast the content interspersed with the advertisements to the users at the far end of the network. Exploiting advance knowledge of content programming would save network operators a significant
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 investment while offering radio stations and content providers knowledge about what the user likes, thus offering benefits to all parties! An important goal for research in the field of mobile computing and communication is to build so-called ‘unconscious’ services: automatic services that do not require user intervention to execute because the components involved are able to make decisions themselves [3,4,5]. An important reason for the use of agents is that they enable us to build such unconscious services. For instance: entering our future homes (where we will have high-bandwidth wireless connectivity between devices) our mobile device will connect to the networked stereo components (where the same information is pre-stored on the server) and hand over the on-going multimedia interaction with the user to it. Before going on a timed standby to save its batteries, the mobile device pre-orders the delivery of a copy of new multimedia content via the server to a content provider, according to the user’s current preferences. Agents represent the components mentioned here. These agents only have to demonstrate reasonable local behavior in order to offer a very useful service in concert. The service relieves the user of consciously having to reload the mobile device with fresh content according to the current preferences.
 
 5
 
 Interactive Voice
 
 The premise that voice will continue to be the most profitable application, which is upheld by many vendors and operators of cellular networks, is false. Voice can be delivered over IP access [9,10] over GPRS [2] even at bit-rates that will be available in the first generation of GPRS. VoIP over wireless can be delivered at 90% efficiency (of the used radio spectrum) as compared to switched voice), when smart header compression is applied [11,12]. Previously, we have shown that 1.2 kbps is all that it takes to deliver voice over IP over wireless [2], which is ~10% of a single GSM voice channel. In further support of the feasibility of VoIP over wireless, DiffServ is a reasonable way of guaranteeing bandwidth for most real-time sensitive applications [1,18] – see further section 0. Then, we may ask: how long will the statement remain valid that much of the capacity will be used by switched voice, thus relegating anything else to be delivered in the "spare capacity". Delivering switched voice incurs a high investment and maintenance cost for network operators. For wired access, where there is plenty of bandwidth, the cost imbalance has already overthrown the model of switched voice. The "spare capacity" model will remain valid only until the use of VoIP in cellular networks increases sufficient to trigger a wholesale transition to packet-oriented wireless links. But with the experiment that 1.2 kbps is all that it takes to deliver voice [2], this transition cannot be too long after GPRS is introduced. At this average rate you can support at least 26 simultaneous additional VoIP calls in a macro-cell when during busy hours ~32 kbps of spare capacity is available. Assuming business calling patterns this is sufficient to support a population of hundreds of mobile voice users in the area of the cell. Naturally, there will be a QoS reduction caused by the lower speech quality, but end-users will most likely accept this if it means that voice is delivered essentially free in conjunction with other services.
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 5.1
 
 QoS Considerations
 
 Statically assigned integrated services should be avoided as much as possible, as it implies switched circuit connections over packet networks, whereas differentiated services are crucial to allow e.g. small VoIP packets to cut through the router’s FTP and HTTP queues. Adaptive "loose" integrated services may be necessary, e.g. monitoring the frequency and recurrence of certain high priority packets, capable of preventing issuance of large size packets which would seriously interfere with the probable next high priority packet. 5.2
 
 Base Station
 
 In a recent paper [2] we proposed to use IP directly over the wireless link and thus replace the GSM base station with a router with a radio, thus mobile users will be able to use VoIP for the delivery of interactive voice (see also [7,8]). As compared to the scenario in [1] where switched voice is prioritized, this would provide for much more flexible use of the available bandwidth. The following scenario also holds for the combined GSM- and GPRS-base station, but it is clear that the headroom for dynamic intelligent behavior of the access point diminishes as more channels are allocated/dedicated for switched voice traffic. It is obvious that such a base station with a content-management agent can adapt the transmission of content in a fair profitable way. As above, the access point can be co-located with a SIP-server. 5.3
 
 Agents
 
 With respect to VoIP, similar scenarios as mentioned in section 0 apply. However, as VoIP puts other requirements on the mobile device, wireless link, and network, agents can help to further adapt the characteristics of these to the current communication context. For instance, if the available bit rate drops, the agent in the mobile device can renegotiate the codec that is to be used, it may also contact the agent in the base station to temporarily halt the transmission of other content that is not sensitive to delays. In case of packet loss, the agent can suggest a change in header compression profiles [11]. The agent in the mobile device could also negotiate with agents located in other base stations for better conditions and more favorable price per bandwidth and cause the communication to be handed over to one of them. Other scenarios may take in to consideration the context of the user (e.g., when the mobile device contains sensors), affecting the content of the voice content. For instance, the content provider could transmit directional audio for augmented reality applications.
 
 6
 
 Conclusions
 
 In telephony applications the load per subscriber during the peak hour corresponds to 3 minutes / 60 minutes = 0.05 Erlang, where a blocking probability of 1% can be
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 tolerated. Assuming we can transmit 26 simultaneously VoIP sessions (see section 0), means that we can serve ~500 voice users in a cell just using spare capacity during peak hours. On the other hand we can make reasonable assumptions about user behavior. If users are talking they will be using other services less (e.g., browsing the web or downloading MP3 files). This means a user agent running with the application in the mobile device can mediate between the two applications that were mentioned in this paper. VoIP applications could convey information on speech activity, similar to ‘push to talk’ by monitoring input to the speech buffers and thereby signal to the multimedia download application to temporarily pause transmissions [14]. This can also be done by statistical prediction and a ‘back off’ mechanism. In addition, for streamed audio applications a much higher blocking probability can be tolerated as long as we can show that we have a throughput that ensures that the content is delivered within a bounded maximum period of time (see also section 0). Above we showed that an agent in the mobile device can mediate on a local level between VoIP and streamed audio download applications. Similarly, the contentmanagement agent can make decisions about the fair distribution of capacity among users of these two applications within the scope of a GPRS/GSM base station through a dialog with the SIP-redirect server. Thereby, the agent has knowledge of ongoing sessions and as mentioned above, can predict traffic and thus assist in planning the transmission of additional Internet content. The advantage with a agent in the base station is that it can observe the link and utilize the pre-stored bits (MP3, etc.) it has to fill voids in the utilization link - you can have high link utilization but still let voice packets through on time. The same argument regarding monitoring of communication content can be applied to the agent in the mobile device. Speaker dependent speech recognition can be applied using the increased computing capability that is available in mobile devices. A new device first learns "his master's voice". Therefore, voice can not only be surpressed to the point that we send ASCII text "annotated" with voice inflections (consequently causing a further reduction in consumed bandwidth for voice). An agent monitoring content in the mobile device will also be able to alter the mode of communication based upon what is actually being said, which is very useful in applications. The implications to wireless business models are far-reaching. With GPRS, we have seen that customers get direct access to Internet content. As a consequence, third parties (meaning basically anybody — from private persons, local organizations, to radio- and television broadcasting companies) can provide content to end-users. This means that the network operator has no unique role, unlike the case with WAP gateways. Instead the network operator must seek a new role besides providing competitive price per unit of bandwidth for access to Internet, by offering intelligent support for smart delivery of multimedia content to mobile users. This means providing added value to end-users. At the same time, hosting of Internet content and smart transmission to mobile users creates a business opportunity for network operators to offer these services to content providers. Network operators offering agent hosting can also sell their end-users as a potential audience to those who want to send commercials. In this paper, we proposed to use agents to represent the different entities in the mobile device, wireless link, and network (that can either behave intelligently on a local level or act intelligently in concert, based on a non-local context). By numerous examples we have demonstrated how this approach can be successfully applied to dynamically shape the applications and Internet content, in order to maximize the
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 delivery of multimedia content to mobile users, by taking into account the context of the users and the conditions of the communication. In addition, the transferal of switched voice to VoIP further frees resources for the dynamic shaping of applications and our conclusion is that this transition will take place not too long after GPRS is introduced. In conclusion, we have demonstrated by our approach of smart delivery of multimedia content in wireless that we can: 1. avoid situations where we would require unnecessary over-provisioning of bandwidth or other network resources in order for the applications to work. 2. maximize the number of users that will be able to use the services in a mobile environment. 3. make the applications feasible at an earlier point in time, i.e. before network resources are further developed, and 4. that such a strategy will save the network provider cost by avoiding investments in infrastructure that might mean unnecessary over-provisioning, while providing revenue from these new applications and services.
 
 7
 
 Future Work
 
 Future work will look at the specifics of the interaction between the SIP-server, the content management agent in the base station, the agent located at the content provider, and the agent in the mobile device. Furthermore we will study how the agent in the mobile device can interact with communication resources, in particular those governing VoIP QoS, e.g. DiffServ and mobility. Another issue that needs to be addressed concerns how the content-management agent interacts with the radio resources in the base station.
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 Abstract. The communication networks and services are changing rapidly. The conventional circuit and packet switched networks are being replaced by next generation networks, primarily based on Internet Protocol. The rapid growth of web based services has lead to the explosive growth of the internet. However, the current internet protocol (IPv4), which is the backbone of transmission control protocol (TCP/IP) networking, is rapidly becoming obsolete, with the inherent problems related with limited address space, security and QoS features. The new protocol IPv6 has been developed to overcome all these problems and to provide solutions for the next generation networks. This paper addresses the features of IPv6 Protocol, the status of standardisation, and various activities around the world.
 
 1
 
 Introduction
 
 Europe's leadership in Internet technology and provision of user access should be based on an offering with unlimited address space, quality and security, properties the current Internet does not cater for. Europe should foster a unique leadership strategy in promoting the next generation networks based on the new Internet Protocol version 6 (IPv6) protocol in order to promote pan-European E-commerce, offering customer protection and benefits in terms of security and quality as services converge to run over IP. Such a Euro-IPv6 network will place Europe into a position of strength in comparison to the US with respect to New Internet technology. The deployment of IPv6 requires a good spread of diverse technologies and the support of national Internet Service Providers across the whole European community. Expertise in these new technologies, which overcome the limitations of the current IPv4-based Internet, cannot be found in just a couple of European countries. The skills required lie in the areas of seamless deployment of IPv6 into a large existing IPv4 base, and provision of quality of service and security at host and gateway/router level. The Internet has doubled in size every year since 1988. There are over 44 million hosts on the Internet and an estimated 200 million users world wide. By 2006, the Internet is likely to exceed the size of the global telephony network, should IP telephony have not replaced the existing telephony network by then. Moreover, tens of millions of Internet-enabled appliances will have joined. C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 82-91, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 The Telecom industry (manufacturers and operators) need to build strategies to cater for the mobile information society, deploying brand new products and services such as wireless Internet devices, Internet cell phones and personal digital assistants which will emerge to become the new telecommunications tool of the next decade. The mobile information society will need to deploy for this purpose IPv6 as a robust Internet foundation. This strategy will get the European leadership entrenched in every aspect of the European industry in view of the explosion of the E-business and E-entertainment in Europe. It is estimated that commerce on the network (E-commerce) will reach somewhere between 1.7 T$ and 3.0T $ by 2003. That is only three years from now (but a long time in Internet years). Secure E-business and European privacy should be advocated and implemented at the network layer not just at an application layer. The security feature is built-into the IPv6 protocol to solve the issue, which is one of the major weakness of the current internet protocol.
 
 2
 
 Applications with IPv6 at Driving Seat
 
 E-commerce will be a new driving force for new economies, creating new business sectors and new jobs across Europe. This new economy needs a robust platform to guarantee its success. The E-business and E-shopper should be able to gain the necessary confidence that they are doing business in a safe environment, which is not the case today. European E-commerce could back-fire in the mid to long term without adequate customer protection. E-commerce will also create the need for more address space and this new need is a healthy sign of the growth of the Internet in Europe, but then this growth has to be supported by guaranteed IP address space which is not available today. The Internet is proving to be one of the most powerful amplifiers of speech ever invented. It offers a global megaphone for voices that might otherwise be heard only feebly, if at all. It invites and facilitates multiple points of view and dialogue in ways not possible through traditional, one-way mass media. The Internet can facilitate democratic practices in unexpected ways. The proxy voting for stock shareholders is now commonly supported on the Internet. Perhaps we can find additional ways in which to simplify and expand the voting franchise in other domains, including the political, as access to the Internet increases. The Internet is becoming the repository of all we have accomplished as a society. It is becoming a kind of disorganized Boswell of the human spirit. Shared databases on the Internet are acting to accelerate the pace of research progress, thanks to online access to commonly accessible repositories.
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 Ongoing Activities
 
 The US government is funding the 6REN/6TAP testing native IPv6 as well as Internet2, a project that tests the impact of QoS and higher bandwidth on the current Internet. Internet2 has subscribed now to IPv6 as the result of their tests that higher bandwidth is not the only solution but a smarter packet is needed to achieve a better quality of service. The Japanese government is funding the Wide Project which is a copy of the 6REN/6TAP initiative to take Japan into leadership in the New Internet. The Japanese government is pushing for active IETF involvement in order to secure RFC adoption or early RFC influence. The IPv6 Forum has been formed recently to promote wide adoption of IPv6 specifications in developing next generation network products and services. The IPv6 Internet Initiative is a key milestone for a range of products and services under definition within the mobile information society platform. European Concepts based on GPRS, UMTS and 3G products and services depend dramatically on the deployment of IPv6. The convergence is an opportunity for the European switch manufacturers to take leadership into the New Internet and define Core Switch/Routers. th Within the European Union 5 framework ‘Information Society Technologies’ framework, a project named 6INIT has been started to promote the deployment of IPv6 networks and services, in collaboration with Japanese and Canadian partners. Eurescom has initiated a project (P702 : Internet Protocol Version 6 - new opportunities for the European PNOs) to investigate the usage of IPv6 networks to replace the conventional networks for delivering conventional and future public services. Eurescom has also initiated a new project (P1009) to study the deployment and transition strategies for services on top of IPv6, e.g. Mobility, QoS support, Multicast Implementation, Network configuration and management.
 
 4
 
 Standards Status
 
 4.1 The Internet Engineering Task Force and IPnG The IETF (Internet Engineering Task Force) is very active in promoting IPv6 standards, through their Request for Comments (RFC) documents which are generally adopted as standards for implementation. IETF has constituted a special group IPnG (IP next generation) to promote IPv6 activity. The current version (4) of the Internet Protocol (IPv4) uses node addresses that are allocated from a 32-bit space This 32 bit address space is further classsified to provision Class A, B and C ranges, which constituted network part of 8, 16 or 24 bit, with corresponding host part of 24, 16 or 8 bit, depending on the number of expected hosts 32 on a given network. This led to inefficient use of the 2 possible addresses, since many ´important` organisations automatically asked for class A or B addresses using
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 up 2 or 2 addresses at each single assignment, even when they often only had several host computers, or had many subnets with several computers on each. A second problem was that addresses were rarely re-claimed after they were no longer in use. The terms of reference for the working group is maintain all good features of current protocol specifications, and enhance the features to guarantee smooth transition to next generation networks. The IPv4 protocol is simple, binds multiple protocols, simple management, but limited with scalaibility in terms of address space, topological flexibility, Quality of service support, security, etc.. IPv6 is planned to support very high speed (Gbps), range of subnets, low information loss and will function independent of media (terrestrial, mobile, radio and satellite), provides auto configuration possibility, high security for business applications, application specific QoS, and multicast addressing facility. IPv6 will be also backward compatible to work with the current IPv4 protocol (through tunnelling mechanism). 4.2 IPv6 Features The next generation networks based on IPv6 will provide: • 128 bit wide address space to cover all possible appliances connectivity • Differentiated Services in terms of quality (bandwidth guarantee and transit delays for real time flows). • Security in terms of access point authentication, message integrity and privacy. • Auto-configuration and reconfiguration capabilities allowing easy modification of network architectures. • Management facilities allowing the setting up of on-demand services and providing ISPs with accounting capacities. • Wide range of applications and services. • Mobile host capabilities allowing provision of transparent access whatever the physical access used, supporting the evolving UMTS capabilities, will be the issue of co-operation between the mobile IP related projects (e.g. WINE). 4.3 Activities in the IETF Within the IETF now, detailed work on IPv6 specification is persued. Changes to routing protocols, transport protocols (the pseudo-header checksum in TCP and UDP) and applications that reference IP addresses (particularly DNS, but also FTP) have been specified. More subtle wok in routing (beyond OSPF and RIP v6 changes) needs to be done, and more especially, the impact on RSVP and on multicast routing and Mobile IP routing as well as RTP/SDP and MPLS needs a lot of work to see what the real benefits may be.
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 The critical missing piece in IPv6 is a deployment plan that includes seamless interworking with IPv4, but provides clear benefits to a site to migrate. Three possible ways this may happen are: VPNs, Satellite IP (DBS) and large scale PDA/GSM mobile phone integration by a provider and vendor. The importance of the seamless interworking is because the Internet is now far too large to envisage event the switchover that occurred in going from previous NCP to IP in 1980; and that switchover was even painful then - with a few hundred hosts rather than tens of millions. Moreover, there is clear reluctance by commercial vendors to invest into extensive upgrade; it must be made worthwhile by the quality of the benefits provided. 4.4 Available Implementations, Products, and Services We can divide implementations into host and router side code. In the router side, most of the major vendors have at least beta products for the basic IPv6, although its not clear if their routing protocols changes they still interwork with the legacy IPv4 networks. On the host side, major operating systems such as Windows 2000 will have IPv6 in, although to date, only the research part of Microsoft have released a Windows implementation. In a recent IPv6 Summit Microsoft announced their commitments to IPv6 and officially released the IPv6 protocol stack. Similarly CISCO also announced their commitment to the IPv6 networking, which provided early boost the next generation networks world. For Unix systems, there are releases for most major flavours, although many are very early code, and have a number of shortcomings. The best systems are the public domain offerings for FreeBSD and Linux, including DNS for IPv6 and other important infrastructural tools. The implementations have many of the components that have been defined - but not all. For example, strong security is mandatory in IPv6; political considerations related to export controls have made it very difficult to have exportable implementations which meet the Standards. Moreover, some of the key components, like IP Multicast, Quality of Service facilities and Public Key Infrastructure are not yet fully standardised. 4.5 Address Space in Reality In practice, the IPv4 address space has lasted longer than expected due to two technologies: Classless Inter-Domain Routing (CIDR), and Network Address Translation (NAT). This has reduced the urgency to move to IPv6. CIDR is a generalisation of the class based address assignment that was originally devised for IPv4. Nowadays, the address assignment authorities (and they are devolved to regions of the Internet geographically now) assign IPv4 (and IPnG (or IPv6 as it is known to some)) addresses hierarchically, together with masks. The mask
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 determines how many bits of the address are network and how many are host, and the mask can be different at different places in the network topology - this allows the address + mask to be treated like a variable length prefix. The forwarding decision that used to be made by routers, based on simple best-next-hop, is no longer a simple lookup; it consists of a longest-match procedure. Routing protocols no longer exchange lists of network numbers to build upon a network map, but now exchange addresses + masks, to allow this hierarchical address space management to work. A secondary, but very important side effect of this is that the routing tables can now be summarised; typically, a country might be assigned a short mask, and within the country, each region, longer masks. This allows each router nearer to each local region to contain small number of (even just 1 per interface) entries. The questions of the technical and political feasibility of address-space deployment are relatively separate. One advantage, for example, of the larger address space is that mobile users can keep their same low-order addresses, while the mobile network operator controls only the high-order bits. However when there is a real conflict between technical and commercial pressures, the solution is less clear. It would be possible to carve out a complete set of numbers and address for IP-telephony; early attempts to do this in conjunction with the ITU telephony groups have failed so far. One suspects that this is partly because attempts to make IP numbering as universal and well-structured as the telephone numbering is seen as a very real threat by the PNOs to their telephone revenue. NATs are another technique for containing the growth of address use, but are based in two other important requirements: to avoid having to renumber hosts, and to provide some network security. Many sites had assigned IP addresses in isolation from the Internet, and had used addresses already in use in the world-wide Internet. To avoid the problem of re-numbering all their hosts and routers, such sites developed a technology to translate ´on-the-fly` the addresses of source hosts within IP packets being forwarded through firewall routers. This was done only for hosts which wished to communicate with the ´outside world`, changing the addresses in packets to and from them, from the internal non-unique ones, to ones drawn (dynamically assigned) from a small pool of legitimate public addresses. This works well in typical large corporate networks as few hosts communicate with the outside world at any one time (principal of locality!). Often, the dynamic assignment in the firewall router was controlled by an application level authentication protocol (e.g., based on an RPC mechanism, or even just a telnet/login user-name + password to the firewall router). This meant that the NAT acts as a quite effective barrier to outside hosts accessing internal hosts (even if packets could get in by pure random luck, the responses would not get out...).
 
 88
 
 Sathya Rao
 
 4.6 IPv6 Roadblocks Many of the improvements promised for IPv6 have been specified in a simplified way for IPv4; the specifications are often less powerful than is possible with IPv6, but would provide enhanced services. It has turned out to be very difficult to organise even the IPv4 deployments of IPSEC, QoS and Mobile IP. This is partly from lack of motivation by the many smaller ISPs, but it is also because of the need to orchestrate the introduction of the services. There is often little advantage in introducing such services in an isolated part of the system. Moreover, in some cases the specifications are not really complete, or it is felt that their viability yet to be demonstrated by the R&D community. Here there is the serious problem that small-scale deployment is no feasibility demonstration; large-scale deployment is often beyond the means of the R&D community, and is not really supported by those providing the research networks. It is probable that these improvements will come more with IPv6 than earlier, because the whole of the transition to IPv6 must be managed to some extent in any case. This will encourage the establishment of larger testbeds, at least by the bigger ISPs and PNOs. There are some substantial test-beds already; who are active on the 6Bone, which is a set of European sites who are experimenting with IPv6 in an encapsulated form. During the last summit NTT (from Japan) announced the world’s first ISP to support IPv6.
 
 5
 
 Evolution Scenarios
 
 The Internet engineering community is promoting a new version of the IPv6 as the answer to the address shortage predicted for the current Version 4. IPv6 offers enough addresses that every computer, cell phone and set-top box can be hooked up to the 'Net. However, migrating a large network to IPv6 is so difficult that few organizations have committed to it. Theoretically, Version 4 could support up to 4.2 billion devices, but the allocation of those addresses has not been very efficient. An attempt has been made to increase the efficiency with interdomain routing and allocation rules that go along with it. But the side effect of those rules is the proliferation of network address translation [NAT] boxes, which take a single Internet address and multiplex it among a bunch of different devices. It's a fairly ugly process from an architectural point of view, although it turns out to be very effective, and a lot of people are relying on it. But because NAT intervenes at the IP address level, it has some consequences for end-to-end security and integrity of the traffic The key transition objective is to allow IPv6 and IPv4 hosts to Interoperate. A second objective is to allow IPv6 hosts and routers to be deployed in the Internet in a highly diffuse and incremental fashion, with few interdependencies. A third objective is that the transition should be as easy as possible for end-users, system administrators, and network operators to understand and carry out.
 
 IPv6: The Solution for Future Universal Networks
 
 89
 
 Probably the most straightforward way to introduce IPv6-capable nodes is a dual stack approach, where IPv6 nodes also have a complete IPv4 implementation as well. Such a node, referred to as IPv6/IPv4 node in [RFC 1993], thus has the ability to send and receive both IPv4 and IPv6 packets. When interoperating with an IPv4 node, an IPv6/IPv4 node can use IPv4 packets; when interoperating with an IPv6 node, it can speak IPv6. IPv6/IPv4 nodes must have both IPv6 and IPv4 addresses. They must furthermore be able to determine whether another node is IPv6-capable or IPv4-only. This problem can be solved using the DNS, which can return an IPv6 address if the node name being resolved is IPv6 capable, or otherwise return an IPv4 address. Of course, if the node issuing the DNS request in only IPv4 capable, the DNS returns only an IPv4 address. In the dual stack approach, if either the sender or the receiver is only IPv4-capable, IPv4 packets must be used. As a result, it is possible that two IPv6-capable nodes can end, in essence, sending IPv4 packets to each other. This is illustrated in Figure 1. The target scenario is to have an IPv6 backbone network, which can also provide seamless interconnectivity with legacy IPv4 network. The typical network scenario with IPv6 backbone is shown in the Figure 2.
 
 IPv4/IPv6 dual stack router
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 IPv6 tunneled through the IPv4 End-to-end
 
 Figure1: A dual stack approach
 
 6
 
 Mobility and Internet
 
 Europe is very strong in mobile networks deployment and usage. The internet access through mobile terminals and having an interactive data communication is a priority area in Europe. The fist such applications already being introduced based on WAP.
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 Figure 2: IPv4 and IPv6 network interworking
 
 The WAP based communications are slow due to bit oriented non-efficient WAP protocol, though it provides the transition step for introducing mobile internet to the market. Third generation networks deployment plans to implement UMTS services are already in advanced stage of realisation. To progress the evolution and to enhance both mobility and internet features, the new initiative has been put in place called Third Generation Partnership Project (3GPP). The 3GPP is a global standardization initiative that was created just over a year ago, in December 1998, to produce technical specifications for Third Generation Mobile System based on the evolved GSM core networks and a new radio interface (UTRA). Major important steps have been achieved since then, such as the approval of Release ’99 specifications in December 1999. The 3GPP work plan for the year 2000 includes Internet Protocol (IP) based communications. It is expected that as mobile phones gain access to Internet services, there will be an unprecedented growth in the demand of new Internet addresses as well as easier administration and tighter security. Convergence of Internet and Mobile Telecommunications move a step closer since IPv6 Forum has joined the 3GPP as a Market Representation Partner.
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 Conclusions
 
 The specifications for a Next Generations Internet are largely complete from a technical viewpoint. There are still some loose ends, but they are not very significant. The large-scale deployment of many of the newer features over the current Internet is proving difficult, and will probably never happen on a large scale. Implementations of the basic feature sets are available in research prototypes, and starting to become available in commercial offerings. Implementations of advanced features are becoming available in research prototypes, but still require substantial experimentation and refinement. However, there are starting to be a number of substantial research networks on which the implementations are being deployed for R&D purposes. The general commitment to large-scale commercial deployment, and the time-scales over which this could be achieved, are still under discussion, though the recent announcements from the major vendors has brought the time scales to near short term plans.
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 Abstract. The present paper relates to performance and quality of service evaluation for VoIP (Voice over IP) and desktop videoconferencing services in IP networks. Simulation-based performance measurements consist in the generation of performance statistics obtained by measurements realized by simulation on the subscriber interface. They include detailed measurement of call quality, call set-up quality and availability. The tests are accomplished by emission of non-disturbing additional test traffic. The real-time QoS monitoring is based on non-intrusive analysis of real call parameters. The advantage of this method is the exhaustiveness of the analyzed call. The QoS measurements are mainly service availability and call set-up quality.
 
 1 Introduction QoS defined in CCITT Recommendation E.800 may be considered as the generic definition reproduced below: "The collective effect of service performance which determine the degree of satisfaction of a user of the service". Quality of Service on the LAN represents a major challenge, not so much during the predictable processes of compressing the voice streams and splitting them into packets which are mathematically predictable, the real challenge is of sharing the connectionless transmission media with other users in a predictable and quantifiable way. As soon as voice/video traffic reaches the IP network, it must compete with electronic mail traffic, database applications and file transfers [13], [17], [18]. QoS evaluation methodologies are based on the previous studies performed in European Projects, such as QOSMIC (QoS Methodologies and tools for Integrated Communications). The resulting QoS will be dependent on the performance of the physical, AAL (ATM Adaptation Layer) and transport layers involved in the protocol stack implementation [1], [10]. Work is currently on-going in modelization of the TCP/IP protocol layer, in terms of performance aspects (delays, etc...). The resulting model will then be applied to C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 92-107, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 convert network layer performance (ATM, AAL) to transport layer performance, according to the selected services: telephony over IP, file transfer over IP and videoconferencing over IP [12], [14]. 1.1 QoS Characterization The used TCP/IP model can be described as follows: Reference: G.711 64kB/s sampling
 
 Reference: H.320, 384kB/s ISDN
 
 QOS parameters
 
 telephony over IP
 
 file transfer
 
 video conferencing overIP
 
 QOS
 
 resulting QoS Transport layer modelization
 
 IP protocols + extensions IP performance WAN RTC
 
 Network performance parameters
 
 copper, xDSL
 
 LAN Ethernet
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 ATM AAL5
 
 Bearer services performance
 
 STM1 155M
 
 Fig. 1 : QoS protocol oriented approach The main performance parameter to be measured is the Round Trip Time (RTT) but the performance evaluation will also concentrate on the following aspects: connections opening and closing mechanisms, data transfer mechanisms, addressing, parameters negotiation, congestion control and errors control. Part of our studies concentrated on end-to-end QoS characterization. End-to-end QoS in a videoconferencing system is characterized under two broad headings: - call set-up quality and - call quality. Call set-up quality is mainly characterized by the call set up time, i.e. the time elapsed from the end of the user interface command by the caller (keypad dialing, email alias typing, etc) to the receipt by the caller of a meaningful tone. ITU-T Recommendation E.600 provides more information on the definition of post dialing delay. Call set-up time is perceived by the user as the responsiveness of the service. Other factors such as ease of use contribute also to the user experience. The first of these factors is objective, the second is subjective [16]. Within the broad category of call quality two major factors contribute to the overall QoS experience of the user of the videoconferencing system: - the end-to-end delay which impacts the interactivity of a conversation and - the end-to-end video and speech quality.
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 The following factors contribute to the overall call-set up time: - IP access network set up delays (these would include transport layer set uptimes, modem training times and log on times at the ISP Gateway), - signaling delays across the IP backbone, - call set-up delays within the gatekeeper(s), - access times and call processing delays to back-end services, such as directory services or authentication services, - call set-up delays within the gateway, - call set up times in the network(s). The end-to-end delays are influenced by IP terminal buffering delays, H.323 packetization/buffering delays, codec delays and network transmission/propagation delays. The end-to-end audio/video quality depends on input and output devices, analogue/digital and digital/analogue circuit noise, video and audio coding distortion, effects of bandwidth limitation in the IP network. The QoS issues associated with the IP terminal are the choice of codecs used in the terminal, the performance of the codec to various types of network degradation, the signal processing delays, the call processing delays, the number of frames per packet, the processing delays associated with security issues, the design of jitter buffers, the delays through the audio or digital media paths and the performance of echocanceling devices [7], [8], [11]. 1.2 QoS Issues Associated with LAN Access In this configuration the access layer is limited to the Network Interface Card (NIC) used within the IP terminal. Though the LAN has ample bandwidth for transmission of coded speech/video, a fundamental issue frequently encountered is contention for shared media. At any time, other (non audio) endpoints on the LAN, may flood the LAN and consume all the available bandwidth. This problem can only be avoided if there are mechanisms to manage and police the use of bandwidth (both for real-time use and best-effort use). The Subnet Bandwidth Manager (SBM) and RSVP (IETF RFC 2205) are intended to provide this capability. The factors affecting QoS in this scenario are the transmission delays through NIC and the jitter in data buffers associated with the NIC. It is anticipated that these parameters will in general be well controlled and specification of upper bounds on these parameters should present few difficulties. 1.3 QoS Associated with PSTN Modem Accesses In this type of access, modems are used to establish a digital channel between the videoconferencing terminal and the IP network. The factors affecting QoS in this configuration are the: - modem bit rate, - modem transmission overheads,
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 - throughput delay in modem and at ISP site, - jitter within client modem, ISP modem and buffers, - PSTN set-up time, - modem connection set-up time, - ISP logon & set-up time and - error rate on PSTN link. 1.4 QoS Associated with ISDN Accesses ISDN access uses a set bandwidth for the communication channel (16 kbit/s for the D channel, 64 kbit/s for a B channel). Aggregation of n*B channels to provide a 384 kbit/s channel provides a means of using video codecs even with normal RTP/UDP/TCP/IP overheads. The factors affecting QoS in this scenario are the: - use of PPP/IP/UDP/RTP header compression on access link, - throughput delay in ISDN terminal adapter and at ISP site, - jitter within ISDN terminal adapter and ISP network interface buffers, - ISDN set-up time and - ISP Logon and session set-up time. 1.5 QoS Issues Associated with xDSL Accesses xDSL access allows the use of various sizes of bandwidth, up to tens of Mbit/s, depending on application and the DSL technique used (e.g. ADSL, VDSL). IP access may use in general a mediation transport layer (i.e. ATM) or may be mapped directly into the xDSL frame (not standardized yet). The factors affecting QoS in this scenario are the: - xDSL modem available bit rate (due to line condition and specific application), - use of PPP/IP/UDP/RTP Header Compression on access link, - throughput delay in xDSL modem (fast or interleaved) at ISP site, - jitter within client modem, ISP modem and adaptation buffers, - xDSL set-up time (e.g. when using Dynamic Power Save in VDSL application), - ISP Logon and session set up time and - error rate on access link.
 
 2 Typical QoS Measurement Campaigns 2.1 Intrusive Measurement Tool = QoS Simulation Platform The main functions of the requested tool are : - capture and analysis of the received traffic at ATM, IP and application level, taking into account the different network architectures (IPoATM, LANE/MPOA, MPLS, etc.) and their characteristics, - performance measurement at different network layers, focusing on relevant metrics such as: throughput, one-way delay, delay variation, packet loss, etc as referred in the RFCs 1944 and 2330,
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 - objective QoS evaluation, by taking into account the relevant performance parameters and network characteristics (e.g. scheduling techniques like WFQ or CBQ), - generation of calibrated multimedia traffic patterns made of RSVP messages, - traffic allocation to QoS Service Classes and CoS contract verification of IP streams based on Tspec parameters using a token bucket algorithm as referred in the RFC 2215. This verification would allow these streams to fit a DiffServ or IntServ network requirements, - comparison with subjective data relating to the quality as seen by the end-users. Iterative experiments will allow the tool to increase its knowledge in mapping objective and subjective QoS, to be able to allocate automatically the received traffic to the corresponding Service Class, only by measuring the adequate network performance. The simulation tool will enhance its QoS evaluation process by implementing innovative self-learning techniques. 2.2 Non- intrusive Measurement Tool = QoS Monitoring System The monitoring tool (QoS Probes + Supervision System) will have following functions : - processing the self-learning algorithms preliminary established by using the Simulation Tool in similar network environment, - accessing the network in real-time, without disturbing the current traffic, - traffic allocation to QoS Service Classes, - results supervision via data collection by a supervision system, which will be designed to be connected, via TMN interfaces, to the network administration system, - supervision system design taking into account entities from DiffServ architecture like Bandwidth Brokers (BB) or protocols like Common Open Policy Service (COPS). 2.3 End-to-End QoS Experiments Experimental services will be based on multimedia applications. Voice over IP quality will be determined according to G.711 64kB/S characteristics. Video over IP will refer to H.320 ISDN video-conferencing running at 384KB/S. QoS expertise will take into account most types of coding and compression algorithms (G.723, H.323, M/J-PEG.). Performance will be measured at standardized access points : - PCM n*64KB/S, - ISDN, basic and primary accesses, - PDH, SDH (STM1-STM4), - xDSL subscriber loop accesses (probably ADSL), - Cable-modem accesses, - ATM (PDH 34MB/S, SDH STM1-STM4).
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 The evaluation process will make use of self-learning techniques, allowing statistical approach of QoS parameters. QoS expertise will take into account real-time enhancements of transport protocols (UDP/IP, RSVP, RTP, RTCP, IPV6...). As QoS management involves all terminal and network related aspects, measurement and monitoring will cover most of them. These include Tspec definition, Adspec definition if RSVP is to be used, RSVP/ATM issues, DiffServ/IntServ interface issues, DiffServ/ATM issues, MPOA/LANE QoS if used, IPv6/ATM, etc... Measurement techniques will be enhanced in order to anticipate performance degradation and to predict QoS evolution [2], [3]. Performance evaluation will be characterized by following aspects: - connections opening and closing mechanisms, - data transfer mechanisms, - addressing, parameters negotiation, - congestion and errors control, - bandwidth allocation, - CoS contract verification.
 
 3 Voice over IP Experiments 3.1 ETSI TIPHON Project Simulation Experiments The ETSI TIPHON contribution 09TD42 presented a proposal to carry out simulations where different scenarios of end to end speech transmission over IP based networks could be evaluated with respect to speech transmission quality. In autumn 1998, an investigation according to 09TD42 was performed by Deutsche Telekom Berkom (T-Berkom) where such different scenarios were simulated and subjectively assessed in a well-established listening. The simulation processing contained a couple of speech codecs, packet loss ratios and various kinds of audio frames per IP packet. This TD describes the test methodology, the simulation method, the scenarios and the results of the executed simulation processing. Furthermore we would like to discuss some interesting results concerning the relationship of speech material (construction, length) packet loss and their influence to the auditory assessment. 3.1.1 Test Methodology TIPHON WG5 (DTR/TIPHON 05001 V1.2.5, chapter 7.3.2) defined a methodology for testing speech quality in TIPHON compliant networks and terminals. This methodology was taken into account and used as a basis model for the T Berkom simulation processing. A set of speech signals designed according to ITU-T Rec. P.800 was used as input of the simulation path. The simulation path includes the terminal side (electrical part) and the network itself. The influence of the terminal side was focussed to the speech
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 conversion and IP packet size issue. The influence of the network side was simulated by different packet loss rates. After the simulation the speech samples were recorded and stored in a database. 3.1.2 Simulation Method For simulation of network influences in the case of packet loss, a common channel model was designed, realized by channel files which describe the network condition with the same time resolution as the source speech sample rate. So the network has a certain condition (good or bad) for every speech sample (every 125 µs) two adjacent network states were considered as statistically independent, because the network speed was assumed to be much higher than the sample rate (8000 samples per second). So for each packet loss rate one channel file was created using a random generator. The length of this channel file was exactly the same as the length of the speech file. In a further step the speech file, assembled in IP packets, was matched to the channel file. According to the length of the IP packet (10ms, 20ms,...) the channel file was checked every time when a packet was ready to send. That means if the packet size was 10 ms the channel file was checked also every 10 ms if the condition is good or bad. In a bad case the IP packet was lost, otherwise it was further processed. This information (IP packet lost or not) was stored in a description file which was the input of the re-assembler and speech decoder. 3.2 Testing of Speech Quality There are two methods of testing end-to-end (acoustic to acoustic) speech quality: - subjective tests involving the opinion of panels of users (see ITU-T Recommendation P.800), - objective tests including comparison methods against a known reference signal (See ITU-T Recommendation P.861), absolute estimation methods. Based on ITU-T Recommendation P.561, the measurement of individual parameters followed by the use of a Transmission Rating Model (TRM) to combine the effects of the individual parameters and predict the subjective views of users. The E-model is under consideration for this purpose. Subjective tests have the advantage of including all parameters and providing a direct subjective view, but they take a long time to perform, are costly and are ill-suited to investigating changes in the values of many parameters because of the large numbers of combinations involved. Objective comparison methods are described in DEG/STQ00001. Objective tests using the E-Model approach should include the same parameters as in the PSTN world:
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 Sending Loudness Rating; Receiving Loudness Rating; Overall Loudness Rating; Sidetone Masking Rating; Listener Sidetone Rating; D-Value of Telephone at Send-side; D-Value of Telephone at Receive-side; Weighted Echo Path Loss; Number of Quantizing Distortion Units; Equipment Impairment Factor (low bit-rate Codecs); Circuit Noise referred to the 0 dBr-point; Noise Floor at the Receive-side; Room Noise at the Send-side; Room Noise at the Receive-side.
 
 For evaluation of the Ie values for low bit-rate codecs, some objective measurement methods have been developed but commercial measurement systems are not yet available. In addition, specific requirements from the TIPHON system (eg. packet loss) have to be considered in determining Ie. In conversational situations: - TELR Talker Echo Loudness Rating; -T Mean one way delay of the echo path; and - Tr Roundtrip Delay in a closed 4-wire loop, need also to be considered. The performance of TIPHON systems in terms of TIPHON speech quality classes may also be measured between the electrical input/outputs of the TIPHON terminals or SCN telephone terminals connected to the TIPHON system. Figure 2 shows in general how this should be done. ReferenceCodec G.711, G.726 or GSM FR
 
 ITU-T recorded speech signals
 
 Reference Acoustic Device
 
 Subjective Comparison
 
 Test Point
 
 Acoustic Part
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 TIPHON Network
 
 Electrical Part
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 Fig. 2: Methodology for testing TIPHON speech quality Speech quality shall be measured using the subjective test methodology as defined by ITU-T SG12 until such times as calibrated objective methods are possible. It is
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 planned that these test results will be used in the future to enable predictions of overall performance to be made using a TRM (e.g. the E-Model). It should be noted that the E-model is not a test method.
 
 4 Desktop Videoconferencing Experiments 4.1 State of the Art 4.1.1 State of the Art of QoS in IP Infrastructures For many years, public network operators regarded ATM as the solution for a service integrating broadband network. Conceived as a logical extension of narrowband ISDN, its standardization was influenced by the connection-oriented paradigm, signaling protocols and addressing scheme known from ISDN. While ATM research, development and standardization was concerned with guaranteed QoS for typical broadband ISDN applications, such as video-on-demand and multimedia conferencing as well as with an efficient rate control for data applications (Available Bit Rate), the World Wide Web helped to establish IP networks as the carrier for data networking. The current Internet architecture offers a flexible, but simple connectionless best effort service and this is inadequate for applications sensitive to the QoS provided by the network. For this reason, the IETF has been working on extensions to the current Internet protocol suite in order to enable service guarantees (Resource Reservation Protocol RSVP together with Integrated Services, IIS) or at least differentiation (Differentiated Services, DS). In Integrated Services, RSVP allows applications to request either Guaranteed or Controlled Load Service for individual flows in an IP network. However, the wide scale deployment of RSVP must be approached with care because the processing of (periodically refreshed) reservation and control messages, the identification of each packet based on the IP header and the handling of per-flow reservation state becomes challenging in backbone routers passed by a huge number of individual flows. Several ACTS projects (DIANA, SUSIE, BTI, PETERPAN, IthACI and ELISA) have been working on the implementation and optimization of a RSVP over ATM control architecture to integrate IP and ATM while enforcing QoS end-to-end. Their work extends standardized solutions to integrate IP and ATM on a best-effort basis, namely Classical IP over ATM (CLIP), Next Hop Resolution Protocol (NHRP), Multicast Address Resolution Server (MARS), LAN Emulation (LANE) and Multiprotocol over ATM (MPOA) that focus on IP to ATM address resolution to set-up switched best-effort ATM VCs. The resulting RSVP over ATM architecture is an example of traffic descriptor and QoS parameter based resource reservation that guarantees tight QoS end-to-end. The
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 aforementioned scalability issues are addressed by applying a concept of massive aggregation of flows to a single VC. In contrast, Differentiated Services architecture achieve scalability by classifying and marking packets by means of the so-called DS field in the IP header once at the ingress to a DS capable IP network. Based on a (relatively static) Service Level Agreement profile negotiated between an Internet provider and an user, traffic will receive a particular per-hop forwarding behavior on routers that interpret the DS field. Without explicit signaling and admission control, DS have the potential to provide relative QoS to so-called behavior aggregates (streams that are marked with the same priority) using simple and scalable mechanisms. Hence, the Internet is evolving in the direction of a multi-service network that supports several traffic classes, signaling and various other attributes associated with a stream of data. Since various solution will co-exist, QoS applications and services have to build upon a more generic protocol layer, as represented by the H.323 series of recommendations, that is to be translated to native network layers and traffic control capabilities in terminals (with operating systems support) or gateways (network equipment vendors). This approach enables application developers to keep pace with and to make use of the rapidly evolving IP based technologies and network infrastructures. 4.1.2 State of the Art in QoS Evaluation Methodologies, Tools, and Experiments Today, many of activities address QoS evaluation methods and tools dedicated to broadband networks ; most of them concentrate on objective (quantifiable, measurable) QoS aspects, which are mainly network oriented. Subjective aspects relate to the user’s point of view and are only approached qualitatively. Objective QoS The IETF’s work on Quality of Service and performance is primary directed towards developing new protocols which will allow a degree of bandwidth reservation or Quality of Service differentiation. The IP Performance Metrics working group (IPPM) is working on defining a set of standard metrics that can be used to derive a quantitative measure of the quality, performance and reliability of Internet data delivery services. Measurement and monitoring processes will also take into account work performed in : - ACTS Project ISABEL: video-conferencing traffic characteristics, ISABEL and Mbone tools, - Project MEHARI (Spanish local project): techniques and tools for the analysis of Internet services. Currently the MEHARI system is used to do measurements on IP over ATM. New functionality could be as for example LANE/MPOA measurements, end-to-end QoS monitoring, etc.
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 - Project SABA (Spanish local project): new services and protocols for the Broadband Spanish Academic Network. It is a project on next generation Internet (QoS management, terminal and network related aspects). Subjective QoS QoS requirements by the user/customer is the statement of the level of quality of a particular service required or preferred by the user/customer. The level of quality may be expressed by the user/customer in technical or non-technical language. A typical user/customer is not concerned with how a particular service is provided or with any of the aspects of the network's internal design, but only with the resulting end-to-end service quality. From the user's/customer's point of view, QoS is expressed by parameters that: - focus on user/customer-perceivable effects, rather than their causes within the network, - do not depend in their definition on assumptions about the internal design of the network, - take into account all aspects of the service from the user's/customer's point of view, - may be assured to a user/customer by the service provider(s), - are described in network independent terms and create a common language understandable by both the user/customer and the service provider. Classes of Service The terminology Class of Service is used to describe a scheme where service types are grouped logically together. This grouping can then be used as the basis for service type prioritization. Four classes of service are defined by ETSI: - Class4 : Best quality, - Class3 : High Quality, - Class2 : Medium Quality, - Class1 : Best Effort Quality. Different (and complementary) approaches are being defined in the two main QoS architectures of the IETF [5]. These architectures will be prevalent in the near future Internet: - Differentiated Services (DiffServ): . Default (DE): best-effort, . Assured forwarding (AF): not completed yet, . Expedited forwarding (EF): not completed yet. - Integrated Services (IntServ): . Guaranteed: with bandwidth, bounded delay and no-loss guarantees, . Controlled load: simulates a best-effort service in a lightly loaded network, . Best-effort.
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 One important issue under work is the mapping of CoS definitions of both standards IntServ and DiffServ. 4.1.3 State of the Art of Multimedia Conferencing Systems Almost all multimedia or video conferencing systems used today are either based on IP (e.g. CUSeeMe, the MBone tools and Microsoft’s Netmeeting) or on ISDN (e.g. Intel ProShare and PictureTel). This leads to a conservative dimensioning where the application on the one hand must be able to deal with data losses and on the other hand must put restrictions on its output bit rate to protect the other services running over the same network from excessive losses. This scheme works very well for data, but is problematic for real-time audiovisual services. Furthermore the available bit-rate on the Internet is quite low which leads to designs with low resolution (image size) and low frame-rates. With the use of ATM these problems could be reduced or eliminated. Multimedia conferencing systems using native ATM are not commercial available today, but some research projects have worked in this area. The RACE project R2025 MIMIS have worked on multimedia desktop conferencing for ATM networks, using the early drafts of the ITU-T T.120 series. 4.2 The DIVINE Project DIVINE is an European consortium regrouping industrial companies, research centers, telecommunications operators, universities and end-users [4]. The DIVINE th project was initiated by the European Commission (DGXIII) in the frame of the 4 PC&RD ACTS Program. The main objectives of the DIVINE project were: - to be a "market-driven" project through operational field trials involving real end users, to issue meaningful conclusions on the viability of the deployment of multipoint multimedia applications on high speed communication infrastructures, - to be a "product-oriented" project : the reuse of the results of the project is a key issue. It implies that the DIVINE system has to fit with the user requirements related with functionality, quality of service and price, - to demonstrate the interoperability between the B-ISDN DIVINE and N-ISDN commercial videoconferencing products, - to demonstrate on a large scale experimentation the interoperability of European ATM-LAN with the ATM-WAN, - to promote the standards in broadband desktop videoconferencing applications and to contribute to the standardization work in IMTC, ETSI or ITU-TS [6]. Bandwidth-on-demand should be easily and flexibly controlled by the user. Support of a variety of interface-cards for ATM, graphics, video-input and video compression should be integrated. Access to these peripheral components should be enabled via
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 hardware interfaces. If such an interface does not exist, at least a standardization should be considered or this should be open to the public. The DIVINE protocol stacks can be described as follows: Groupware applications Terminal Conference control
 
 T120: Standartd Applications
 
 T124 Signall
 
 H245
 
 T122/125 X224
 
 audio: G711 G722
 
 Video: H261 H323
 
 H225
 
 Classical IP
 
 AAL5 CONVERGENCE SUB-LAYER
 
 ATM Layer physical layer
 
 Fig 3: The DIVINE protocol stack Unicast and multicast videoconferencing is requested, as well as easy interworking with ISDN based videoconferencing facilities. 4.3 Tests and Performance Measurements The host configuration includes machines, graphic interfaces, audio/video codecs and the network access interfaces includes LAN Ethernet: 10 Mbit/s, 100 Mbit/s, Fast Ethernet, Switched Ethernet, 155 Mbit/s ATM. Quality of Service evaluation relates to end-to-end multimedia applications with LAN-to-LAN interconnection, audio/video conferencing and audio/video transmission and distribution. The main test functions are the user/network protocol monitoring, the user/network protocol simulation, the traffic load simulation and the errors insertion (bit/cell/frame errors, delays, jitter...). In user simulation mode, the ATM analyzer acts as any number of user devices which may communicate with a real ATM switch under test. A real ATM switch is attached to the analyzer which may simulate any number of user devices which are called virtual stations. Additionally, the analyzer enables the simulation of any number of user devices which may communicate with the simulated switch or with any other user device. The measurements include: - estimation of bandwidth allocated to a videoconferencing session, - videoconferencing behavior under strong network load conditions, - audio/video quality estimation, - determination of optimal Quality/Bitrate relations,
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 - interoperability with ISDN (H320/H323 gateway tests), - native ATM interworking (ATM access for DIVINE terminal). Objective measurements were done essentially by observing traffic at the ATM level (Radcom monitoring equipment) and at the Ethernet level (Meterware monitoring equipment), via cable-modems and via ISDN H320 gateway [15]. During our tests, both videoconferencing applications are adjusted for maximum video quality, (the maximum bandwidth allocated for DIVINE is 750 kbit/s). Statistics are extracted with the RADCOM test equipment, connected to the ATM network and the results are depicted for a 1 minute connection (data storage capabilities). The results can be represented in this following figure: DIVINE traffic distribution 1000
 
 Bit rate ( kb )
 
 800 600 400 200 0 1 4 7 101316192225283134374043464952555861 Tim e (s)
 
 Fig. 4 : DIVINE traffic distribution Decreasing available bandwidth affects video and audio quality, but the connections are not lost. The maximum quality requests only 450 kbit/s to 900 kbit/s bandwidth allocation and videoconferencing applications request a minimum of available bandwidth to provide acceptable video and audio quality. Fugitive traffic congestion disturbs the video transmission for short periods of time, but does not affect the videoconferencing session itself. When the available bandwidth increases again, video and audio quality recover their initial values.
 
 5 The Future of VoIP Networks New operators use more and more VoIP because they can use the same equipment to transmit voice and data over Internet. The development of VoIP implies the integration of the PSTN (Public Switched Telephone Network) network. Therefore gateways that can be used to interconnect SS7 protocol with IP protocol are now available. The three majors protocols for VoIP and SS7 over IP are H.323, MGCP (Media Gateway Control Protocol) and SIP (Session Initiative Protocol).
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 Fig. 5: VoIP and SS7 over IP protocols The H.323 ITU (International Telecommunication Union) standard is adapted for multimedia conferences. It can be used to transmit voice over ATM, but H.323 cannot really evolve to integrate the SS7 signalization. The MGCP IETF (Internet Engineering Task Force) standard, which come from the merge of SGCP (Simple Gateway Control Protocol) with IPDC (Internet Protocol Device Control), has been developed to resolve the SS7/VoIP integration. Then, MGCP can be used to offer operational VoIP networks based on PSTN over IP. The SIP IETF standard has been initially developed for the multimedia communication over the Mbone (Internet Multicast Backbone). SIP offers SS7 over IP mechanisms and can be used instead of H.323. SIP is simpler than MGCP that offer more control mechanisms. In the future, it will be important to evaluate how SIP or MGCP can be managed by the DiffServ and MPLS protocols.
 
 6 Conclusion The QoS for VoIP systems and desktop videoconferencing is more and more enhanced. In this article, we present some methods and performance measurements applied to VoIP and to desktop videoconferencing systems. Some methods for the simulations and for the tests are experimented in different projects.
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 Abstract. In this paper, we present an access scheme to satisfy the QoS requirements for two classes of traffic during the contention phase of packet-switched wireless communications. In the proposed scheme, different classes of users contend with other users for resources based on controlled class-dependent permission probabilities. We prove that our algorithm is stable for a large class of arrival processes. Under certain QoS requirements, we derive an upper-bound on the throughput for a general class of random access algorithms. We show that the throughput of our algorithm asymptotically approaches this upper-bound. We also show, through numerical examples, that our algorithm achieves high network utilization.
 
 1
 
 Introduction
 
 The goal of wireless communications is to provide a convenient and economical way for people to transfer all kinds of information, such as voice and data. Compared with circuit switching, packet switching provides more efficient multiplexing of different classes of traffic. In circuit switched networks, when a user is admitted to the network, a certain amount of network resource is assigned to the user and exclusively used by the user until its communication finishes, regardless of whether the user has information to transmit during this period. In packet switched networks, when a new user is admitted, no specific resource is assigned to it. Resources are shared by users in the system. A user only occupies the network resource when it has information to transmit. Consider a phone call as an example. When the user talks, voice packets are generated at a certain rate; when the user is silent, no voice packet is generated. On average, the user talks less than half of the entire call duration. In circuit switched networks, the networks assign the voice user the resource equivalent to its packet rate during talking, hence about half of the resources are wasted. In packet switched networks, when a user does not talk, no resource is assigned to this user; when the user begins talking after a period of silence, the network assigns resource to this user again. Hence, in general, packet switching utilizes network resources more efficiently than circuit switching. Efficiency is very important for wireless networks because wireless bandwidth is scarce. However, wireless packet switching C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 108–122, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 suffers from access problems in the uplink. In other words, when a user becomes active, it has packets to transmit and no network resource is assigned to it, the user has to compete with other users to gain the access to network resources. To solve this problem, a variety of contention and reservation medium access control (MAC) protocols have been widely used in the area of communication networks [2, 3, 4, 5]. Typically, there are two transmission phases: 1. Newly activated users compete to gain access to the networks. The first packet of a newly activated user is transmitted through the network using some random access protocols; i.e., contention-based communications. This first packet may be a packet in a special form or a normal data packet. In this paper, we call the first packet a request. If the first packet is lost during transmission, or is received in error, then it is retransmitted until successful. 2. Following the first successful contention-based transmission, subsequent transmissions are scheduled contention-free using a scheduling strategy. We call the first phase the contention phase and the second phase the scheduling phase. In this paper, we focus on the contention phase of communications. In packet switched wireless networks, the contention phase may exist throughout the whole communication period, and not only during the admission period. Every time a user becomes active (say, a user begins talking after being silent), at that very moment, because no resource is assigned to the user, the user has to inform the base station about its resource requirement through contention-based communication. Hence, contention-based communication plays an important role in packet-switched wireless networks. In packet switched networks, admission control and resource allocation are used to provide QoS. In general, admission control is based on the resource allocation scheme. In wired networks, resource allocation is implemented by smart scheduling schemes. However, smart scheduling is not enough to provide QoS for wireless networks, where contention plays an important part. For example, we want to provide delay guarantee to real-time traffic in wireless networks. When a user begins talking, it first sends its request to the base station through random access; i.e., contention-based transmission. Then the base station schedules the traffic after it receives a resource request from the user. Therefore, the user experiences delay caused by contention plus the delay caused by scheduling. To guarantee the delay experienced by the user, we need to guarantee the delay in both contention phase and scheduling phase. During the scheduling phase (if one actually exists in the given implementation), smart scheduling strategies can be used to provide delay guarantees. However, we also need algorithms in the contention phase to provide delay guarantees to users. To provide QoS in the contention phase is intrinsically difficult due to the nature of random access. While there is a significant body of work on the development of effective scheduling and admission control policies to ensure QoS, there is very little work done in implementing QoS during the contention phase of communication. In this paper, we present an algorithm that implements QoS requirements for two classes of traffic in the contention phase of packet switched time-slotted wireless networks. Controlled time-slotted ALOHA is the random access algorithm
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 considered in this paper. Two traffic classes, voice and data, are considered. We consider only two classes for simplicity of exposition, convenience of calculation and explanations, although more classes can be similarly considered. We assume that voice users have delay requirements and data users do not have such requirements. In wire-line networks, if two or more users transmit at the same time through the same media, usually all of the transmissions are assumed to have failed. However, this assumption may be unnecessarily pessimistic in the mobile radio environment, where the received packets at the base station are subject to the near/far effect and channel fading. Packets from different users in the same slot may arrive at the base station with different power levels and the base station may successfully decode one or more packet. This is referred to as capture. Due to the page-limit requirement of this conference, we only present the QoS algorithm for systems that do not exploit capture. However, the proposed algorithm works for systems with capture too [6]. It is obvious that the system throughput will be improved if the system explores capture. However, unfairness exists between near and far users due to the nature of radio transmission. To achieve fairness and good throughput, we present a distance-dependent permission probability scheme that require users at different distances from the base station to transmit with different probabilities to provide certain delay guarantees, distance fairness, and good throughput. In summary, if we do not consider the ability of capture, the QoS requirement is presented in terms of delay. When we consider capture, the QoS requirement is explained in terms of delay and distance fairness. This paper is organized as follows. In Section 2, we describe the system model. We present and analyze the QoS algorithm in Section 3. An upperbound for the throughput is derived, under certain QoS requirements, for a general class of random access algorithms. The throughput of our algorithm asymptotically approaches this upper-bound. Simulation results are provided in Section 4. Conclusion and future work are presented in Section 5.
 
 2
 
 System Model
 
 In this section we describe the system model. There is a base station with mobile users in its coverage area. We consider the uplink of a time-slotted system and focus on the contention phase of communication. We assume that time is divided into frames and each frame consists of M request slots. Each request slot is large enough to contain a fixed size request. The base station monitors and controls the contention phase in the system. In the following, when we mention users we mean newly activated users with requests to transmit, except otherwise specified. At the beginning of a frame, the base station broadcasts a permission probability for each class of users through a non-collision error-free signaling channel. A user decides whether or not to transmit in a request slot in the frame according to the permission probability of its class broadcasted by the base station. Different classes of users may have different permission probabilities.
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 We assume that a user can transmit at most once in a frame. There are M request slots in each frame. The parameter, M , determines how often the base station updates its control parameters, and how long a user waits before it retransmits. In practice, the larger the value of M , the less the signaling, the better the estimation of the number of users, however, the longer the delay. In some cases, we prefer a large value of M . An example of such a scenario is in satellite communications. After the contention of a time slot, a user cannot know immediately whether its request is successfully received by the hub station. In satellite communications, the round trip delay is relatively large. For instance, the propagation delay is around 20–25ms for LEO (low earth orbit) systems [8]. An immediate ack from the the hub is impossible. Furthermore, the coverage area of satellite communications is relatively large, it is difficult for an earth station to detect whether its transmission is successful. Hence, a large value of M may be suitable for such a case. In other cases, a small value of M could be favored. A good example of such a case is a local wireless network, where the sum of the round trip delay, and processing time, etc., is small. A user transmits, then waits for acknowledgment. If the user does not receive an acknowledgment from the base station in the predetermined waiting time, it assumes that the transmission has failed. The user could retransmit it in the next frame. The extreme case is when M = 1; i.e., a user can retransmit its request in the next request slot. In the extreme case M = 1, the scheme studied in this paper becomes the pure priority scheme; i.e., when there are voice users, no data user transmits, and when there is no voice user, data users transmit. However, even in a wireless LAN, it is not necessary to adopt such a small value of M . Usually, the requests are much shorter than normal data packets. Hence, the delay caused by several request slots are tolerable in order to reduce the cost of extensive signaling. In this paper, we assume that the system is not capable of correctly deciphering any transmissions when two or more overlapping transmissions arrive in the same slot; i.e., if two or more users transmit their requests through the same request slot in a frame, neither of them can be successfully received. This situation is called collision. We assume that a request is never discarded; i.e., a user always retransmits its request until it is acknowledged by the base station that its request has been received successfully. While the request of a user is delayed, some packets may be buffered at the user. In real-time applications, human factors may decide whether to send a delayed packet or to drop it. This issue is irrelevant in our scheme. Furthermore, we assume that the acknowledgment is error-free and the base station uses a scheduling strategy to decide when the active user should transmit in the reservation phase of communication.
 
 3
 
 The QoS Algorithm
 
 We first present the QoS algorithm with restriction to the delay requirement of voice users. We, then, analyze the throughput and stable condition. Finally, we
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 derive a throughput upper-bound under the QoS requirement for a large class of random access algorithms. 3.1
 
 Algorithm
 
 Let pv (pd ) denote the permission probability that a voice (data) user transmits in a request slot in a frame. In this paper, the permission probabilities, pv and pd , are used to stabilize the ALOHA system, to achieve good throughput, and to provide QoS guarantees. The use of permission probabilities to stabilize ALOHA is not a new idea. Permission probabilities are also used to provide priority to voice users in [4, 7]. In the literature, there are algorithms, centralized and decentralized, to estimate the number of users in the system. All these algorithms can be used in our scheme. Hence, we focus on how to use the permission probabilities to satisfy QoS instead of how to estimate the number of users. During the analysis we assume that the base station knows the precise numbers of voice users and data users in each frame. Knowing this information is the ideal condition of the algorithm. Practically, we use a Kalman filter to estimate the numbers of voice users and data users with requests in each frame. We show through simulations that using a Kalman filter for the estimation provides very good results. As mentioned before, a user can transmit at most once in a frame. We do not distinguish between newly arrived and retransmitted users. The base station broadcasts pv and pd at the beginning of frame i. A voice user randomly selects a request slot to transmit in this frame with probability pv , as would a data user with probability pd . All users select and transmit independently. The base station acknowledges those users whose requests have been successfully accepted at the end of frame i. Users that have not been acknowledged assume that their requests have not been successfully transmitted. They retransmit in the next frame. The base station estimates the number of users in the system, calculates pv and pd for frame i + 1, and so on. It is easy to prove that the throughput is maximized when M users transmit in each frame [6]. However, this throughput may come at the cost of excessive delay for voice users. Hence, we need to develop a scheme that attempts to maximize throughput subject to a given level of delay requirement for voice users. A good measure of QoS is the delay experienced by a user before its request is successfully received by the base station. However, the precise delay distribution of voice users is very difficult to find in this context. Thus, we define an average success probability, P¯s , as the QoS measure used in this paper. Suppose the system has reached steady state. When a voice user becomes active, on average, it transmits its request successfully with probability P¯s , given by X ps (i, j)π(i, j), (1) P¯s := E [ps (Nv , Nd )] = i,j
 
 where ps (i, j) is the probability that a voice user transmits its request successfully in a frame in steady state when there are i voice users and j data users in the
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 system, and π(i, j) is the steady state distribution that i voice users and j data users are in the system. Our QoS requirement for voice users is P¯s ≥ A0 , where A0 is the given delay threshold. Roughly speaking, the contention delay of a voice user is geometrically distributed with parameter P¯s ; i.e., the distribution of access delay D is approximated by P (D = x) = P¯s (1 − P¯s )x−1 . When the correlation of the numbers of users between cells is small, the approximation is good. If the number of users arrived in each frame is independent, then the larger the M , the better the approximation. In Section 4, we show that the distribution of voice users from simulations is well approximated by a geometric distribution (see Figure 1). The QoS algorithm is described as follows. Suppose that the base station knows that Nv voice users and Nd data users are in the system. Then, the permission probabilities of voice users and data users are M ), pv = min(1, Nv    +  min 1, (C−Nv ) N  d  pd = M  min 1, N d where
 
  +
 
 (x) =
 
 x 0
 
 : if Nv > 0, : if Nv = 0,
 
 (2)
 
 : if x ≥ 0, : otherwise.
 
 Note that C is a tuning parameter used to satisfy the QoS requirements of voice users. So the algorithm does the following. If the number of voice users in the system is less than M , all voice users can transmit freely. In this case, data users may or may not be allowed to transmit. If the number of voice users in the system is greater than M , then a voice user is allowed to transmit based on the outcome of the toss of a biased coin with probability M/Nv of success. In this case, no data users are allowed to transmit. Before we illustrate how to calculate C, we first make a few observations: – Data users yield to voice users the right to access request slots. – The parameter C satisfies 0 ≤ C ≤ M . The expected number of data users to transmit is (C − Nv )+ . The total throughput is maximized when C = M . The larger the value of C, the higher the throughput, and the larger the delay of voice users. Hence, there is a tradeoff between the throughput of the system and the delay requirement of voice users. When the QoS requirement is stringent, C is small, data users are allowed to access request slots with lower probability, and voice users have a higher probability to succeed in a frame. – When there is no voice user; i.e., Nv = 0, the value of pd is set to maximize the throughput. The tuning parameter C can be calculated theoretically. A two dimensional Markov chain is used to calculate the steady-state distribution. Suppose that we
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 know the distribution of the arrival process. Let C = x, 0 ≤ x ≤ M . Transmission probabilities between states are determined by (2) and the arrival process. Hence, π(i, k) can be calculated and so can P¯s . Since P¯s is a monotone decreasing function of x, denoted as P¯s (x) for 0 ≤ x ≤ M , the parameter C is the unique root of P¯s (x) = A0 , which can be obtained easily using standard zero-finding algorithms. If P¯s (0) < A0 , the QoS requirement cannot be satisfied. In other words, even without data users, the delay caused by the contention among voice users are still larger than required when P¯s (0) < A0 . Practically, there is a very simple approximation for C. Let K0 satisfy K0 −1  1 = A0 . (3) 1− M If K0 is not too small compared to M and the fraction of voice users is not too large, then K0 is a good approximation of C. In this case, the number of voice users in the system in steady state is seldom larger than K0 . Therefore, the average delay P¯s is: P¯s = E(ps ) = E(ps (i)|i ≤ C)p(i ≤ C) + E(ps (i)|i > C)p(i > C) 1 K0 −1 1 C−1 ) ) = (1 − = A0 . ≈ (1 − M M In fact, if K0 ≥ 0.5M and the fraction of voice users is less than 70%, C ≈ K0 is a good approximation. We set C = K0 in simulations in Section 4 and find that it works well. We, next, analyze the algorithm. First, we calculate the throughput. Second, we prove that the algorithm is stable for a large class of arrival processes. Then, we derive an upper bound on the throughput of random access algorithms under the QoS requirement P¯s ≥ A0 . We show that the throughput of our algorithm asymptotically approaches the upper-bound. 3.2
 
 Throughput
 
 Suppose that there are k users transmitting in a frame. Each user selects one of the request slots randomly and independently. When only one user transmits in a request slot, we assume that the transmission is successful. When two or more users transmit in the same request slot, we assume that neither of the transmission is successful. The throughput, Tk , is defined as the average number of requests that are successfully transmitted in a frame and pk is the probability that a user transmits successfully. We then have  k−1 1 , Tk = k 1 − M  k−1 1 Tk = 1− . pk = k M
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 We consider the throughput under three conditions: 1. When Nv ≥ C, each voice user transmits in a request slot with probability pv = min(1, M/Nv ) and no data user transmits. The throughput is: T (Nv , Nd ) =
 
 Nv X
 
 Ti P (i voice users transmit in this frame)
 
 i=0
 
  pv Nv −1 . (4) = N v pv 1 − M 2. When Nv < C, each voice user transmits in a request slot with probability 1 and each data users transmits with probability pd = (C −Nv )/Nd . Therefore, ps (Nv , Nd ) =
 
 Nd X
 
 pi+Nv P (i data users transmit in this frame)
 
 i=0
 
 =
 
 Nv −1   pd  N d 1 . 1− 1− M M
 
 The throughput consists of successfully transmitted voice and data requests: T (Nv , Nd ) =
 
 Nd X
 
 Ti+Nv P (i data users transmit in this frame)
 
 i=0
 
 Nv −1   pd Nd 1 1− = Nv 1 − M M  Nv  1 pd Nd −1 +(C − Nv ) 1 − . 1− M M
 
 (5)
 
 3. When Nv = 0, data users transmit with probability pd , pd = min(1, M/Nd ), to maximize the throughput.  pd Nd −1 . (6) T (0, Nd) = Nd pd 1 − M 3.3
 
 Stability Analysis
 
 We now prove that our algorithm is stable with a fairly weak assumption on the arrival process. We consider a system with a unique stationary distribution as a stable system. We use Pake’s Lemma to find a sufficient condition for the system to be stable [9]. Lemma 1 (Pake’s Lemma). Let {Xk , k = 0, 1, 2, · · ·} be an irreducible, aperiodic homogeneous Markov chain with state space {0, 1, 2, · · ·}. The following two conditions are sufficient for the Markov chain to be ergodic. a) |E(Xk+1 − Xk |Xk = i)| < ∞, ∀ i, b) lim sup E(Xk+1 − Xk |Xk = i) < 0. i→∞
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 Note that an irreducible, aperiodic, ergodic Markov chain has a unique stationary distribution. Let Ak be the total number of users that arrive in the kth frame. Suppose that {Ak , k = 0, 1, 2, · · ·} are random variables with mean value λ. Let Xk be the number of users (voice users and data users) at the beginning of the kth frame, then Xk = Nv + Nd . Let B(Xk ) be the number of users whose requests are successfully transmitted in the kth frame. We now prove that {Xk , k = 0, 1, 2, · · ·} is ergodic using Pake’s lemma. We have Xk+1 = Xk + Ak − B(Xk ). So, for any i, |E(Xk+1 − Xk |Xk = i)| = |E(Ak − B(Xk )|Xk = i)| = |E(A) − E[B(i)]| ≤ |E(A)| + |E[B(i)]| ≤ λ + M < ∞. Hence, condition (a) of Pake’s lemma is satisfied. To satisfy condition (b) of Pake’s lemma, we require that lim sup E(Xk+1 − Xk |Xk = i) i→∞
 
 = lim sup E(Ak − B(Xk )|Xk = i) i→∞
 
 = lim sup(λ − E[B(i)]) < 0. i→∞
 
 So λ ≤ lim inf E[B(i)] i→∞
 
 (7)
 
 is a sufficient condition for the system to be stable. In our QoS algorithm, when there are Nv voice users and Nd data users, the total number of users is i = Nv + Nd . Then, there exists an L such that for all i ≥ L, we have [6]:  i−1 C . T (Nv , Nd ) ≥ C 1 − iM Hence, i−1  C . B(i) ≥ C 1 − iM Then  i−1 C C = Ce− M . lim inf E[B(i)] ≥ lim inf C 1 − i→∞ i→∞ iM
 
 (8)
 
 Hence, from (8), λ ≤ Ce−C/M is the sufficient condition for the system to be stable under the QoS requirement P¯s ≥ A0 , where λ is the arrival rate. Note that
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 in the special case C = M ; i.e., the system is designed to achieve the maximum achievable throughput, (8) becomes:  i−1 1 = M e−1 (9) lim inf E[B(i)] = lim inf M 1 − i→∞ i→∞ i The sufficient stable condition is λ < M e−1 , which is exactly the stable condition for slotted ALOHA. Furthermore, there is no bistable point in the system because the throughput does not decrease when the number of blocked users in the system increases. 3.4
 
 Upper Bound on Throughput
 
 We consider the QoS requirement as P¯s ≥ A0 . With this restriction, we derive an upper-bound on the throughput for random access algorithms satisfying the following two assumptions. First, all users transmit in request slots randomly and independently. Second, each user transmits in at most one request slot in each frame. Let Ω be the set of all such random access algorithms. We consider the throughput under two conditions. Condition 1: there is at least one voice user in the system. Condition 2: there is no voice user in the system. First, we consider the throughput under Condition 1. Let X denote the total number of users that transmit in this frame, 1 ≤ X ≤ ∞. The probability that the voice user successfully transmits its request in this frame is p.  pX : if the user transmits in this frame, p= 0 : otherwise, where pX
 
  (X−1) 1 := 1 − . M
 
 Note that  E(pX ) = E
 
 1 1− M
 
 (X−1) ! ≥ E(p) = P¯s ≥ A0 .
 
 (10)
 
 Let T1 be the throughput given that there is at least one voice user in the system. Then, (X−1) !  1 . (11) T1 = E X 1 − M (X−1)
 
 We want to maximize (11) with the constraint (10). Let Y = (1 − 1/M ) So  K0 −1 1 ¯ . E(Y ) ≥ Ps = A0 = 1 − M
 
 .
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  Let f (y) = −y
 
 ln y 1 ln (1− M )
 
 + 1 , which is a strictly convex function. By Jensen’s
 
 inequality [1], K0 −1  1 =: TC . T1 = E (−f (Y )) ≤ −f (E(Y )) = K0 1 − M
 
 (12)
 
 Next, we consider the condition 2; i.e., no voice user is in the system. Let T0α be the throughput of a random access algorithm α when there is no voice user in the system. Let T0m = max {T0α , α ∈ Ω}. Let qα denote the probability that no voice user is in the system of a random access algorithm α. Let P0 = max{qα , α ∈ Ω}. For algorithm α, let P1α be the probability that there is at least one voice user in the system. Hence, 1 − P1α ≤ P0 . The throughput T of algorithm α is given by: T = T1 P1α + T0α (1 − P1α ) ≤ TC P1α + T0m (1 − P1α ) = TC + (1 − P1α )(T0m − TC ) ≤ TC + P0 (T0m − TC ) =: Tmax .
 
 (13)
 
 Therefore, Tmax is the upper-bound on the throughput of random access algorithms in Ω (algorithms such that all users transmit for request slots randomly and independently, and each user transmits for at most one time slot in a frame). This upper-bound is not restricted to the (pv , pd ) strategy used in this paper. The above upper-bound, Tmax , may not be tight. We compare T1 with TC . Since f is a strictly convex function, (12) achieves equality when Y = E(Y ) with probability 1. Hence, the upper-bound TC is only achievable if X = C with probability 1; i.e., there are always exactly C users transmitting in each frame. However, C may not be an integer and it may not be possible to let exactly C users transmit in random access algorithms. So Tmax may not a tight upperbound. We try to approach the upper-bound by assigning pv and pd such that E(Nv pv + Nd pd ) = C in our scheme. Next, we show that lim
 
 M→∞
 
 T (Nv , Nd ) = 1, Tmax
 
 when there are enough users in the system. With some tedious algebra [6], we can show that   1 , T (Nv , Nd ) ≥ TC 1 − M when Nv + Nd ≥ C. Recall that P0 is the maximum probability that there is no data user in the system. Let p0 be the probability that there is no new voice user with a request in a frame. Then, P0 = p0 P (all voice users with requests transmit successfully by the end of a frame in steady state). In practice, P0 is small when M is large; i.e.,
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 in a large frame, it is unlikely there is no voice user in the frame. For example, if the arrival process of voice users is a Poisson process with mean vM , then P0 ≤ p0 = e−vM . Suppose P0 → 0 as M → ∞. We have  1 TC 1 − M T (Nv , Nd ) → 1. ≥ Tmax TC + P0 (T0m − TC ) Hence, the throughput of the presented QoS algorithm asymptotically approaches the upper-bound. In other words, when there is at least one voice user in the system, the throughput of our QoS algorithm approaches TC . Furthermore, as M goes large, the probability that there is no voice user in the system goes to zero. So the throughput of our QoS algorithm asymptotically approaches the upper-bound.
 
 4
 
 Simulation Results
 
 In this section, we provide simulation results of the proposed scheme. For all simulations in this section, we set M = 20; i.e., there are 20 request slots in each frame. For each figure, we run simulation for 100, 000 frames in a single-cell. We assume the arrival processes of voice users and data users are independent Poisson processes with the same average rate. At the beginning of each frame, the base station announces Nv and Nd , the numbers of voice users and data users in the system. (The announced numbers are estimated by the base station in the practical approach.) Knowing Nv and Nd , each user decides its transmission probability according to (2). With this probability, the user selects and transmits in a request slot in the frame. If the user is the only one transmitting in its request slot, its transmission is successful. Otherwise, the user has to wait for the next frame to retransmit and its delay is increased by one. The unit of delay is frame. Figure 1 indicates the delay distribution of a voice user when A0 = 0.6, where A0 is the required success probability. We can see that the delay distribution of a voice user is well approximated by a geometric distribution when the numbers of new arrived users at different frames are independent and M = 20. Hence, in other figures, we use the success probability as the delay performance measure. Figures 2 and 3 illustrate the performance of the proposed QoS algorithm. Figure 2 indicates the delay performance of voice users. The delay performance is shown by the average probability of success. Simulations are run under both the ideal condition and the practical condition. By the ideal condition, we mean that the base station knows the exact numbers of voice and data users in the system. In practice, a Kalman filter is used to estimate the numbers of users. The Kalman filter approach is implemented with two threshold values. We use (3) to approximate C. In the ideal condition, (3) offers a pretty good approximation. With C = K0 in the Kalman filter approach, P¯s is less than the QoS requirement due to estimation errors. Thus, in practice, we should use a smaller threshold value than the one calculated under the ideal condition, which is represented by the curve with C = 0.9K0 . Figure 3 shows the throughput performance. It is
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 Fig. 1. Delay distribution of a voice user when M = 20, p1 is the reciprocal of the average delay of voice users, and p2 is the average probability of success of voice users.
 
 obvious that the throughput decreases with the increase of A0 . We compare the throughput in the ideal condition with the practical approaches. As expected, the Kalman filter approach with the smaller C has less throughput, illustrating the tradeoff between the throughput and QoS. We use the probability of no new voice user in a frame, p0 = e−rλ , as the upper-bound of P0 , where P0 is the probability of no voice user in a frame. Hence, p0 is used to calculate the upperbound of throughput shown in Figure 3, which results a looser upper-bound than that in (13). However, we still note that in most cases, the throughput in the ideal condition is quiet close to the upper-bound in the figure.
 
 5
 
 Conclusions
 
 We present a random access scheme that provides certain QoS guarantees during the contention phase of communication. Permission probabilities are used to provide QoS for two traffic classes, voice users and data users. The same idea can be extended to multi-class users. The QoS requirement of voice users is defined as P¯s , the average success probability of voice users. For a predetermined QoS measure P¯s , a threshold C is calculated such that a voice users has an average success probability larger or equal to P¯s . We prove that the algorithm is stable with a weak assumption. We derive the upper-bound of a general class of random access algorithms under the QoS requirement in term of P¯s and show that the studied algorithm asymptotically approaches the upper-bound. The analysis is based on the QoS algorithm without capture. Note that the QoS algorithms with and without capture are the same in essence except that the success probability is higher when capture is considered [6].
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 Fig. 2. Delay performance without capture for M = 20 with 50% voice users. In the legend, KF denotes Kalman filter. 0.45
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 Fig. 3. Throughput without capture for M = 20 with 50% voice users. In the legend, KF denotes Kalman filter.
 
 In wireless networks, providing QoS during contention phase is important to support bursty traffic. It is quite different from the wire-line scenario. So existing methods such as using in ATM do not apply directly. There would be large research space for this topic.
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 Abstract. In this paper we propose that the mobile agent concept can be used in the design and implementation of ideal user mobility. The paper starts with a discussion of the traditional mobility concepts; terminal and personal mobility. The concept of ideal user mobility is introduced which can be seen as an extension of these two concepts better suited for the needs of the mobile user. Then, the fundamental mechanisms for mobility support are described and how they can be implemented by mobile agents. Strategically mobile agents which can combine all these mechanisms in a flexible way is then discussed. The paper concludes with a summary of why mobile agents are well suited to provide mobility support and some suggestions for future studies.
 
 Background: The work described in this paper is a result from the mobility part of the TELEcom REsearch Program TELEREP, carried out at the Ericsson Norway Applied Research Center (NorARC) in collaboration with the University of Oslo, Center of Technology at Kjeller Unik [1]. The program has been established to obtain practical experience with Distributed Object Computing methods such as ODP/TINA [2], [3], [4], CORBA[5], mobile code in the implementation of TMN and IN functionality, and to study how mobility and security can be provided in the DPE environment.
 
 1
 
 Introduction
 
 With the growth of the computer industry computers are showing up everywhere. Today most people interact with a number of different computers daily, at their job, at home or when travelling. All these computer users know that taking the mobile computer on the road or accessing a remote computer is something completely different than doing work from their normal environment. In other C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 123–137, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 words, the situation for the mobile users are far from being ideal. Problems like missing applications, unfamiliar user interfaces and unavailable services are normal. A user changing terminals and network access points is most often facing a frustrating and time consuming task to access services that are normally used. There has been much optimism surrounding the concept of mobile agents. Mobile agents like the users move around in heterogeneous networks. With a mobile agent we mean a computer program that acts autonomously on behalf of a person or organization, and is not bound to the system where it began execution, as defined by the MASIF standard [6]. It is the intention of this paper to combine the user’s need for mobility with mobile agent technology witch has great promise and built in mobility concepts that has not yet been realized in large commercial applications. In order to do so we will first examine general mobility concepts, before the fundamental mobility mechanisms used to implement these mechanisms are presented. Then the concept of strategically mobile agents, and how each of the mobility mechanisms can be supported by agents, are discussed.
 
 2
 
 Mobility Concepts
 
 This section will present the concept of terminal and personal mobility, which can be achieved independently of the technology used for the implementation. However, implementing these mobility concepts are not enough to provide user friendly mobility services. We therefore propose the concept of ideal user mobility to extend terminal and personal mobility. Terminal Mobility Terminal mobility is the ability to provide service to a terminal that moves around, or is connected to a variety of network access points (NAPs). To be able to access the network the terminal has to be connected to a NAP. To provide network access there must exist an association between the terminal and the NAP. This association has to be dynamic to allow for terminal mobility. The NAP has physical characteristics that restrict the kind of terminals that can use the NAP and the type of services that can be provided. In telecommunication, terminal mobility has been supported by keeping the user’s current address continuously updated at a database located at the user’s home domain, as is the case for Mobile IP and GSM. This allows for terminal mobility, but the services that the users can access have been very limited. The computing industry has had more trouble supporting terminal mobility. On a large part the management of addresses has been left to the users themselves, which limits the usefulness of terminal mobility. Personal Mobility TINA-C defines personal mobility as the ability to let the user access services from any terminal at any location [7]. ETSI takes this definition a little further
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 and states that access to a terminal is based on a personal telecommunication identifier, and the network must provide services according to the user’s service profile [8]. We will use the ETSI definition in this paper. To be able to provide services to a user connected to a terminal on a network there must exist an association between the user and the terminal. This association must be dynamic in order to ensure personal mobility. A user might have a profile. This profile records the user’s preferences and there must exist some compatibility between this profile and the capabilities of the terminal. For instance if the user requires a video session, but the terminal can only offer voice capabilities or services, some compromise must be made, or the terminal must reject the request for service. What personal mobility really ensures is that the user can access a set of basic services across the network from a number of different terminals connected to a variety of NAPs. However, these basic services are not enough for most users. They also need to have access to their customized applications, data and profile. The term personal mobility does not ensure this and it is up to the users themselves to expand the services offered. Ideal User Mobility Even when terminal and personal mobility are combined the mobile user might still not be satisfied. We propose the concept of ideal user mobility which incorporates the concepts of terminal and personal mobility while adding transparency on top of these concepts and extending the number of applications, data and profile that can be accessed. Ideally the different computing environments should adapt to the users instead of the users having to adapt to them. Ideal user mobility can then be seen as the ability to provide the same applications, data and profile transparently to the user anywhere, anytime and with the same look and feel. The concept of ideal user mobility used in this paper has some analogies to the UMTS’s Virtual Home Environment (VHE) concept. It is defined as a system concept for personalized service portability across network boundaries and between terminals [9], [10]. However, the VHE concept focuses only on service while our concept of ideal user mobility comprises of services/applications, data and profile. Some alterations to ideal user mobility can be accepted if the terminal used to access the network clearly does not have the capabilities needed to provide the requested services. By capabilities we mean limitations in memory, processing power, display capabilities etc. If this is the case a negotiation between the user and the terminal should decide what services can be offered. For instance if a user accesses the computer network through a cellular telephone, the obvious limitations in display and computing capabilities restrict the available applications that can be accessed, and the degree of ideal user mobility that can be achieved. Such an alteration will be more acceptable to the user because of the obvious limitations of the terminal.
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 Fundamental Mobility Mechanisms
 
 When the user is away from the home domain at a visiting domain there are several alternatives to enable access to the applications, data and profile. After studying systems offering mobility like GSM, UPT, Mobile IP and Telnet, the fundamental mechanisms used to provide mobility are classified into two categories: Establishment of a Channel from the Visiting to the Home Domain This is a fairly simple approach which resembles how traditional telephony works. A channel is established between the visiting and home domain and data is transported over the channel. This can possibly give the user access to synchronously and asynchronously communication applications, computational applications, user data, and the profile stored at the home domain. 1. Continuously open channel: A continuously open channel is a channel that after it has been established, remains open whether it is used or not. The user is then guaranteed to have a certain amount of bandwidth available at all times, whether the channel is used or not. This approach is adopted by for instance Telnet, where a channel is kept open after the two Network Virtual Terminals have negotiated the available services. The channel is not closed until the user requests it, or some network failure occurs. This approach is well suited if the user needs quick access to his home environment, and a fairly stable connection can be established between the two domains. This mechanism is best suited for synchronous communication applications. The disadvantages of this approach are that it can be very cost inefficient to keep an open channel between the home and visiting domain. In addition security restrictions on both sides can restrict the environment that can be accessed through the open channel. If the channel has low capacity for data transmission (which is often the case), the open channel approach can be too slow, especially if the user requires fast interaction with applications on his home domain. 2. Discontinuously open channel: Instead of keeping a channel continuously open, a channel can be established only when the user is about to send or receive data. After the final bit of the transmission has been sent the channel closes. Actually such a discontinuously open channel is only a virtual channel, and transmission is usually based on “best effort” delivery of data packages. Mobile IP employ this approach. The use of a discontinuously open channel is well suited if the user only needs access to his home domain for limited periods, or if he wants to be notified and receive incoming data when it is sent to his home domain. This approach is best suited to support asynchronously communication applications. This approach faces problems from low quality network connection, and possibly slow interaction with home applications. By its nature the discontinuously open channel approach is not well suited to support synchronous communication applications since transmission is normally based on best effort.
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 Duplication of Applications, Data, and Profile This approach has been extensively used by both the telecommunication and computing industry. Traditionally applications, data files and profile have been moved between computers on storage mediums before they were installed on a new computer. This was a tedious task requiring extensive knowledge from the users. The duplication mechanism can be split into two: 1. Pre-duplication: With pre-duplication we mean that the applications, user data and profile are copied and installed at the visiting domain before the user arrives. Pre-duplication can again be split into two: (a) Static pre-duplication: When applications, data and profile are copied to the visiting domain before the user arrives and remains after the user has logged off, we have static pre-duplication. In GSM the Basic service and some of the supplementary services are statically pre-duplicated. These services are standardized and are identical on all hosts. Advantages of this approach are that the applications that are duplicated this way, will be quickly available to the users when they register at the visiting domain. The users can also rely on these particular services being available almost everywhere. This approach is best fitted for supporting applications that are used by a broad range of users, and are large and complicated. Disadvantages of this approach are that they are not very well suited for giving access to user data or profile. Nobody wants to have their files spread all over the network, and inconsistency between all these files could become a large problem. Standardization is often required to achieve effective static pre-duplication, but this process is normally time consuming and will increase a new service’s time to market. Changing existing services is difficult since applications are distributed on many different hosts. (b) Dynamic pre-duplication: If the user specifies where he is going and when, his applications, user data and profile can be transported to that domain ahead of him. When the user leaves the visiting domain the applications, data and profile are destroyed or transported back to his home domain. We do not know of any systems currently supporting this form of duplication. Advantages of this approach are that the applications, data and profile are transported ahead of the user. This ensures a quick initialization process when the user logs in. When logged in the user can interact fast and locally with his application. This approach is best suited for potentially large applications that the user needs access to but will not wait for while it downloads. A disadvantage of this approach is that it requires security mechanisms to be in place so that the user’s data and profile will not be spread around in the network. 2. Dynamic duplication: Dynamic duplication takes place after the user has registered at the remote host. It is a process where applications, user data and profile are copied from the user’s home domain to the visiting domain. This form of duplication requires that there is some sort of platform interoperability between the two domains, and that there can be allocated enough
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 resources at the visiting domain. GSM uses this approach to move the user profile from the home to the visiting domain. Advantages of this approach are that it might be an excellent alternative if the user is going to access the network over a long period. It is then very cost efficient, while providing fast interaction with applications and data. Dynamic duplication is well suited for computational applications. Disadvantages of this approach are that it might be impractical to use if the amount of data to be transfered is very large. It would then require extensive transmission which can be a time consuming process. It does not support communication applications well. It is not possible to conclude that any one of these mechanisms are superior to the others. They all have their advantages and disadvantages and are well suited for some situations and applications but not for others. Obviously a combination of these mechanisms will offer the best solution. This combination should be flexible adapting to the user’s needs and situation, in order to provide ideal user mobility. Any concept that permits a dynamic and flexible combination of these mechanisms will be suitable for the realization of ideal user mobility.
 
 4
 
 Mobile Agents Supporting Mobility
 
 So far very little research has been done on how mobile agents can support mobile users. Most mobile agent applications suggested have been based on fixed users sending out mobile agents to accomplish tasks like information searching and electronic shopping. Gray et al. have suggested that mobile agents can offer advantages to the mobile user [11]. They focus on mobile users that are partially connected through often unreliable network connections with laptops or personal digital assistants (PDAs). In our terminology they are investigating ways to support terminal mobility and their focus has been on how to make efficient use of network resources. Through experiments they demonstrated that mobile agents can leave laptops and return despite disconnection and reconnection at different IP-addresses. The purpose of this paper is to see how mobile agents can implement the mobility mechanisms discussed in the previous section. Before these implementations are presented the most central agents are presented briefly: Domain Agent(DA) At every domain supporting our implementation there should exist one DA. It is created before any other agents can populate the domain, and is a stationary agent remaining at the same host for its lifetime. Its main responsibility is to manage the domain’s resources and enforce security restrictions. User Agent (UA) The UA is the user’s main representative in the system. It could be created when the user subscribes to the system, or by the user through an agent generator program. The UA is responsible for providing services to the user based on the user’s specifications. It needs to communicate with the user, the DA and
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 the other agents and should therefore have advanced communication abilities. When it migrates it clones itself so a copy is always left on the home domain. This ensures that the UA is not lost or destroyed completely if things go wrong during migration. User Data Agent (UDA) The UDA is responsible for collecting the user’s data files according to the UA’s specifications. These files can be spread at the user’s home domain and are copied and collected when the UDA is sent for. The reason for only dispatching copies of the files instead of the original data files are two fold: First, if something goes wrong during transfer the data can be permanently lost. Secondly if only a copy is sent, it would be unnecessary to return data files that are unchanged. A better solution is just to destroy those files remotely. The UA therefore only contains the logic necessary to collect those files, not the files themselves. User Application Agent (UAA) The UAA is like the UDA created by the user or UA, and remains de-activated until the UA retracts it. The UAA contains logic or program code, making it able to collect the necessary files to provide the applications specified by the UA. User Profile Agent (UPA) The UPA is created by the user or UA, and as the other task agents remains de-activated until it is retracted by the UA. The UPA is responsible for collecting the customizations that the user has done to the applications and the subscribed services the UA has asked for. There would be no point in bringing the user’s entire profile over if only some services and applications are needed. The UPA should therefore collect that part of the profile that is best adapted to that particular domain. Mobile Agents Supporting Dynamic Duplication We will now present how mobile agents can be used to implement dynamic duplication. Our basic model can of course be extended to offer more sophisticated services but we believe that this model presents the core concepts. We have presented this model in figure 1. To get a better understanding on how dynamic duplication can be implemented we will go through the model based on the numbers in the figure.
 
 1. When a user logs in at a terminal connected to the network the DA presents him with a graphical user interface (GUI). At the GUI the user should provide his user identifier and password. In order to support a transparent login scheme the user ID needs to be valid at all hosts supporting the agent system. The identifier can be a combination of the user’s domain address and a user identifier, or an independent identifier not based on the user’s home domain’s address. When the DA knows the user’s home domain it retracts the user’s UA.
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 Fig. 1. Mobile agents supporting dynamic duplication 2. When the UA receives the retract call it should migrate to where the migration call originated. After arriving at the remote host it registers with the DA. At this point the quality of the user’s session should be negotiated including access rights to resources, allocated memory, CPU cycles and physical memory. The UA then presents these restrictions to the user along with a GUI. From the GUI the user decides what applications, data and profile he needs. The user can decide directly by naming what to bring explicitly, or more indirectly based on criteria such as: The most recently used files, files on certain formats, files belonging to certain projects etc. As we can see from figure 1, application B is already present at the visiting domain so there is no need to bring over that application. The user does not need application C, so it is not brought over. When the user has finished specifying what is needed, the UA is responsible for retracting the specified agents. 3. Agents receiving the retract call collect the specified files which might possibly be spread around the user’s home domain. The reason for not collecting all the files, when the agents are initialized, is that the file’s content might change in the meantime. These files are loaded into the agent’s memory before the agents dispatch to the visiting host. When arriving at the visiting host, the agents write their data to files and distribute them in a way so that the user can have easy access to them. The applications, data and profile are now available to the user.
 
 Mobility Management and Roaming with Mobile Agents
 
 131
 
 When the user decides to log off he does so by clicking on the log off button on the GUI presented by the DA. The DA then sends a dispose call to the UA, which sends dispose messages to the other agents. When receiving the dispose call the agents examine the files they brought over to see if they have changed. If they have, they are transported back to the user’s home domain by the appropriate agent. If no changes have occurred the agents are garbage collected at the visiting domain. After the application, data and profile agents have been disposed the UA is disposed and garbage collected. The dynamic duplication mechanism gives the user access to his computing applications, data and profile. The user can get the communication applications duplicated as well, but it would only be useful for outgoing communication. Incoming communication would still be routed to the user’s home domain and duplicating the applications will not be sufficient to receive communication. However, it takes time to dynamically duplicate which may be frustrating to the user. Mobile Agents Supporting Dynamic Pre-duplication In the dynamic duplication process the user has to wait while the environment is being initialized. This process could possibly take a long time, depending on the quality of the communication channel and the size of the data being transported. If the user knows where he is going and at what time he will be arriving at a certain domain, the pre-duplication mechanism can be employed. His agents can be sent ahead of him initializing his environment and preparing the domain for his arrival. When the user then logs in, his environment will be initialized quickly. We have not illustrated the design of this scenario since it is based on the dynamic duplication model. When the user is at his home domain knowing that he will need to access a visiting domain later, he can have his agents migrate before him. In order to achieve this he needs to specify the visiting domain’s address and when he will be there. This could be done each time the user travels, or the UA could have access to the user’s time manager and follow that timetable. When the user is deciding on what applications, data and profile to bring, there should at least exist two options: 1. The user can specify exactly what applications, data and profile he wants access to. The UA then migrates to the host and negotiates with the DA to achieve the best possible environment for the user. After the negotiation has taken place the UA retracts the other agents. The rest of the process is similar to dynamic duplication. 2. Instead of the user having to specify exactly what to bring over, the UA can be responsible for negotiating the best possible environment based on a pre-defined strategy. The agents are then retracted in the same way as in dynamic duplication. When the user arrives and logs in, his environment is presented. If the user somehow does not show up, the UA should have a timer that times out resulting in
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 garbage collecting of all files brought over. This would prevent against the user’s files being spread around the network. As with dynamic duplication changes to the files are transported back to the user’s home domain by the appropriate agents. As we have seen pre-duplication relieves the user of the time consuming initialization process. On the other hand it also removes some of the flexibility and adaptiveness of the dynamic duplication process, since the user must specify where and when he will be visiting the remote domain. This approach could be extended further if the user has certain patterns of movements. As with dynamic duplication it does not support access to communication applications satisfactorily. Mobile Agents Supporting Static Pre-duplication Static pre-duplication is the process of copying and installing applications, data and profile to a new domain and let them remain there after the user has logged off. As discussed under network management this is an often mentioned application area for mobile agents. The mobile agents could be used to install for instance certain applications at nodes in a network or between different domains. However, static pre-duplication can for all practical purposes only be used to pre-duplicate applications. Having user data and profile statically preduplicated will limit the user’s privacy, and it will be very difficult to keep the data and profile consistent between nodes. Static pre-duplication can be based on the dynamic pre-duplication mechanism with the only difference that what the agents brought over remains at the domain after the user has logged off. After the agent has installed the applications at the domain it could return to its home domain or travel to other hosts, with the same applications. Mobile Agents Supporting a Continuously Open Channel A system based on mobile agents can also be used in establishing a continuously open channel between the home domain and the visiting domain. We have presented an overall model for this design in figure 2. We will now go through the numbered steps: 1. The initialization phase is identical to that of dynamic duplication. The user logs in at a remote host and with his normal user identifier and password. 2. The DA at the visiting domain then retracts the UA from the visiting domain. When the UA arrives it presents a GUI to the user with the option Establish a continuously open channel. The user then selects this option. 3. The UA then negotiates with the DA or possibly a Network Agent (NA). The NA is responsible for ensuring a certain quality of service (QoS) on the network connection. This can be defined through parameters such as throughput, transit delays, security of communication, priority etc. After the negotiation the UA is allowed by the DA to establish a connection to the user’s home domain with the negotiated QoS. The UA located at the user’s home domain is notified about the resources available at the visiting
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 Fig. 2. Mobile agents supporting a continuously open channel
 
 domain. This ensures that if someone wants to communicate with the user by for instance video conferencing, and those capabilities do not exist at the visiting domain, the request for communication could be denied or some compromise should be made. The channel is then established with the original UA left at the user’s home domain and the migrated UA functioning as endpoints. The UA then, rather than the user itself, is responsible for maintaining the connection. If for instance the connection goes down, the UA should re-establish the connection transparent to the user. Also if the connection is characterized by bursty network traffic, the UA should be able to dynamically reserve more network resources to accommodate that traffic by negotiation with the NA. 4. If someone wants to communicate with the user the user’s normal home address will be used. When the request reaches the user’s home domain it is received by the appropriate application which forwards the communication to the UAA. It again contacts the UA. When receiving the request for communication the UA should consider the following: (a) If the user is logged in at his home location and the resources needed are available, communication is routed to the appropriate resource and communication can be engaged.
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 (b) If the user is not logged in at the home domain and the UA has no current address of the user, synchronous communication should be denied while asynchronous communication can be accepted. (c) If the UA has the current address of the user and there is established a continuously open channel between the home and visiting domain, the UA should at least have two options: i. It could return the user’s current address. In doing so a direct channel can be established between the two parties, circumventing the user’s home domain. For this to be possible there has to exist necessary applications and resources at the visiting domain. ii. The UA at the home domain could also establish a channel on behalf of the user between the requester and the home domain. This is similar to the approach taken by Mobile IP, but here the triangle routing depends on an open channel instead of a discontinuous one. This approach requires that there are appropriate resources at the visiting domain. However, since the communication goes through the appropriate application at the home domain, similar applications does not have to exist at the visiting domain. The UA on the home domain can then be seen as responsible for forwarding communication intended for the user sent to his home domain. The UA at the visiting domain is responsible for sorting the incoming communication according to what application type it belongs to and the resources it needs (R). For instance if the user is talking to someone on an IP telephone and he wants to establish a text based talk session with someone else, the UA will be responsible for splitting incoming data to its appropriate resource. In figure 2 we see that the User Agent routes the incoming data to resource R2. This approach gives the user access to his computational and communication applications but in a much slower fashion than if it was accessed locally. Continuous interaction can then become a tedious and frustrating process. This approach can give the user access to his applications, data and profile but at the cost of keeping an open channel and slow interaction with applications at the user’s home domain. Mobile Agents Supporting a Discontinuously Open Channel A discontinuously open channel can also be supported by mobile agents. This approach is based on the way mobile IP works, but while mobile IP only provides the user with incoming data, this will in addition provide the user with access to his home environment. We have not illustrated this mechanism because it closely resembles the continuously open channel approach. When the user arrives at the remote host he retracts his user agent as usual. When the UA arrives it presents a GUI to the user and a discontinuously open channel is decided on. The UA then sends a message back to the UA at the home domain notifying it of its choice. The user can then start working at the
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 host. When computational applications, data or profile are needed he indicates it to the UA who opens a channel to the home domain. This channel is shut down when the user decides to do so, or if the connection has been inactive over a longer period. If someone wants to communicate with the user, either synchronously or asynchronously, a channel is automatically established so the communication can proceed. When the user decides to log off, the UA is garbage collected. As for the open channel approach, the user has access to computational and communication applications, data and profile. But the same problems of delays can be experienced due to remote access. However, the cost of keeping an open channel is reduced. Combining All the Fundamental Mobility Mechanisms We have seen that the mobile agent concept is capable of supporting the five fundamental mobility mechanisms. However, the strongest feature of mobile agents is the ability to provide a combination of all five mechanisms. A user might need: – – – –
 
 One or more synchronous communication applications. One or more asynchronous communication applications. One or more computational application. Data and profile.
 
 In such a case all the fundamental mobility mechanisms should be employed to provide the best possible solution for the user. To illustrate how these mechanisms can be combined we consider a user moving to a visiting domain: – Standard computational applications may have been statically pre-duplicated. The UA discovers this when arriving at the visiting host and there is no need to dynamically duplicate those applications. – Synchronous communication applications can be moved or left at the user’s home domain depending on resources present at the visiting domain and the quality of a possible continuously open channel. – Asynchronously communication applications can also be left at the home domain and can be accessed through a discontinuously open channel.
 
 5
 
 Strategically Mobile Agents
 
 As we have illustrated in the previous sections the different mobility mechanisms have their strengths and weaknesses and combining them would obviously provide best mobility support for the users. However, what constitutes such a combination for providing ideal user mobility is very dependent on the situation and the user’s preferences. It is therefore essential to device a strategy that combines these mechanisms, in order for the agents to provide ideal user mobility. We define strategically mobile agents as agents optimizing their performance on tasks according to some strategy. This strategy can consists of:
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 Decision heuristics: Decision heuristics are the decision rules the agent constitutes when deciding on what mechanisms to employ. These rules are specified by the agent’s owner in combination with general knowledge about distributed computing and must be decided on before the agent migrates. Task knowledge: It is not enough to only have static decision rules on how to mix the mobility mechanisms. This would result in very little flexibility for the users. Information about the specific tasks that the user wishes to accomplish is needed to provide a flexible strategy. Environment knowledge: The last piece of information needed to fully exploit strategic mobility is to have knowledge about the surrounding environment. No matter how good a strategy is, it will not make sense if it is not adopted to the environment. The environment poses certain restrictions on the execution of mobile agents. These restrictions can be split into static and dynamic restrictions. The static restrictions are initial restrictions put on mobile agents before they are allowed to execute. These restrictions are valid as long as the agent is executing at the host. Dynamic restrictions on the other hand change over time, according to what happens in the surrounding environment.
 
 6
 
 Conclusion
 
 We believe that mobile agents, in addition to supporting terminal and personal mobility, can provide ideal user mobility. Although we have not found any research on this topic we believe that agent technology provides a useful framework that can be applied in this respect. The strongest arguments for employing agent technology to support ideal user mobility are: – Built in support for mobility: Mobile agents are by their very nature mobile and all agent platforms have built in support for security although limited, and easy to use primitives for migration. Like other distributed technologies mobile agent technology hides the specific details of the underlying network. In contrast to other technologies that also hide the location of the objects, mobile agents explicitly use the location awareness to offer better services. – Encapsulation of code and data: A requirement for ideal user mobility is that the user’s applications (code), data (data), profile (code and data) are provided transparent to the user independent of the user’s location. Mobile agents can support this requirement since they encapsulate both code and data. This is a core characteristic of mobile agent technology and is a strong argument for using it. – Powerful abstraction: The agent abstraction is powerful to use for the designers and programmers, but also for the end users. Different tasks can be delegated to appropriate agents that are responsible for carrying them out. By explicitly exploiting location awareness which is a criterion for strate-
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 gic mobility, it can represent a better abstraction than traditional objectoriented methodology. – Defined models: When mobile agent technology matures it is likely that the fundamental models we have discussed in previous chapters will be better defined and offer an established framework to the developers. Functionality like security mechanisms, naming schemes for resources, host and agents addressing, will make it a well suited technology for a heterogeneous distributed environment. When these models are in place it will ease the development of applications built on mobile agents Mobile agents seem to be a promising concept that has the flexibility and the adaptiveness required to meet the demands from the mobile users. However, in order to be really usable, the mobile agent concept relies on the availability of technologies such as Java chips, Jini etc. which can equalize the introduced overhead. In addition, there are several issues that also need to be resolved. One crucial issue is security. It is necessary to protect the visiting site from malicious agents and reciprocally, the agent from pirate sites. The user must also be protected so that private files are not spread around the network. Last but not least, since the mobile agent concept is still new, standards are still lacking despite the effort from OMG and FIPA. This can lead to incompatibility between the different platforms and lead to slower acceptance of mobile agent technology in general.
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 Abstract. In a cellular mobile communications system, the call in progress will be forcibly terminated, if a circuit to the destination base station cannot be secured when a handoff is attempted. Studies have therefore been performed on methods of decreasing the percentage of forcibly terminated calls by giving priority to handoff calls when the circuits are allocated. In these studies, associated traffic characteristics have been examined based on the assumption that blocked calls simply disappear. This paper proposes an adaptive handoff priority control method that varies the number of reserved circuits for handoff based on the measured of handoff blocking rate, and evaluates traffic characteristics of the proposed method and conventional one for the cases that consider and ignore reattempt calls. It was found that the proposed method could mitigate the effects of change in average speed of mobile stations and in reattempt-call parameter such as maximum retry number.
 
 1 Introduction When a mobile station (MS) with a call in progress moves across cell boundary in a cellular mobile communications system, the system performs circuit switching from the base station (BS) within the current cell to the BS within the destination cell to enable uninterrupted communications. This process is called “handoff.” At this time, however, if a circuit to the destination BS cannot be secured, the call will be forcibly terminated. To therefore continue communicating, the connection process must be repeated, which, of course, degrades service quality. Against this background, studies have been performed on methods of decreasing forced terminations during handoff by giving handoff calls priority. This can be achieved, for example, by securing a fixed number of circuits especially for handoff, or by having the handoff process wait until a circuit to the destination BS becomes available [1-5]. These studies have been examining traffic characteristics under the condition that calls simply disappear when either blocked or forcibly terminated due to lack of available circuits to the destination BS during connection or handoff processing. It can also be considered, C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 138-149, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 though, that users will often try to reconnect (reattempt call) when blocked at a new call attempt or forcibly terminated during a call. Furthermore, when designing and operating an actual cellular system that employs a handoff priority system by securing a portion of circuits for handoff, an appropriate number of circuits for this purpose must be selected and set at each BS according to various criteria. These include the number of circuits installed at one’s own BS and at adjacent BSs and the average speed of MSs that are currently connected within the cell. In addition, considering that the ratio of pedestrians and automobiles making up MSs changes over time and that speed of MS movement varies due to traffic congestion, the system must provide a flexible response to fluctuation in handoff traffic. To meet these demands, this paper proposes a handoff priority control method that adjusts the number of handoff circuits based on the measured number of failed handoffs. And we evaluate traffic characteristics of the proposed method and conventional one that reserve a fixed number of handoff circuits for both the case that assumes reattempt calls and the case that does not.
 
 2 Proposal for an Adaptive Prioritized-Handoff Control Method There are basically two types of methods for giving priority to handoff calls, as follows: (1) Perform wait processing when all BS circuits are occupied at the time of new call attempt or handoff processing, and when a circuit becomes available, give priority in connection to a queued handoff call. (2) Denoting the number of circuits at each BS as C and the number of handoffdedicated circuits as Ch, connect a new call requesting connection only if the number of available circuits is greater than Ch. A handoff call is given priority in connection by simply connecting it if a circuit is available. In this paper, we examine the second method that reserves circuits for handoff calls, and propose a method that controls the number of handoff circuits in accordance with the handoff traffic load so that fluctuating handoff traffic can be flexibly handled. The control sequence of the proposed method is summarized below. For each accommodated base station, a switch incorporates the following counters: A circuit counter (C) that stores the number of circuits installed in the base station; A handoff circuit counter (Ch) that stores the number of circuits reserved for handoff circuits; A free-circuit counter (Cf) that stores the number of free circuits; A counter (Cnh) that counts the number of handoff control events from adjacent cells; and A handoff-block counter (Cnb) that counts the number of times a circuit could not be secured at the time of handoff control. A switch will also store threshold values B1 and B2 (where B1 > B2) as control criteria. On receiving a connection-control request, the switch checks the counters of the base station making the request, and if Cf > Ch, it executes connection control and decrements the value of Cf by one, while if Cf ≤ Ch, it blocks the new call. On the other hand, when receiving a handoff-control request, the switch increments the value of Cnh by one and checks the value of Cf. If Cf > 0 at this time, the switch executes handoff control and decrements the value of Cf by one, while if Cf = 0, it performs a forced termination and increments the value of Cnb by one. In relation to the above, an interrupt is generated at regular intervals (T) in the switch, and on detecting the
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 interrupt, the switch calculates handoff block rate B (B=Cnb/Cnh) for each accommodated base station. Then, if the calculated value of B is less than predetermined threshold B1 and if Ch > 0, the value of Ch is decremented by one. Conversely, if the calculated value of B is greater than predetermined threshold B2 and if Ch < C, the value of Ch is incremented by one. Finally, after completing this processing for all base stations, the switch resets Cnh and Cnb of each base station to zero. In this way, the number of circuits reserved for handoff can be automatically adjusted by taking periodic measurements of the circuit block rate at the time of handoff control.
 
 3 Simulation Model Simulated evaluation was performed using an endless 10-by-10-cell virtual configuration, where each cell is square-shaped with side of length L and every side is connected to the adjacent cell. The number of circuits set up in each cell was uniform at C circuits, and the call arrival interval followed an exponential distribution. When the time arrives for generating a new call, a uniform random number is used to determine the coordinates, speed v, and direction θ of the MS beginning the call so that calls come to be uniformly distributed within each cell. Here, speed and direction of the MS do not change for the duration of the call. Holding time follows an exponential distribution with an average of 120 seconds. A newly generated call will be connected to the BS if the number of available circuits in the BS is greater than Ch. Then, if a connection cannot be made, a connection request will be made again after time t. It is assumed that the MS continues to move during this time, and that it will make the next connection request in the cell that it finds itself at that point in time. Finally, if a connection cannot be made after N tries, it is assumed that the MS gives up its attempt to make the call. The time t indicating the interval from the failed connection request to the next retry follows an exponential distribution with an average of 10 seconds. In the event that a connected call moving at speed v and in direction θ as determined at call-generation time arrives at an adjacent cell, handoff is performed if a circuit is available at the destination BS. If there is no available circuit, the call is forcibly terminated. In the case of forced termination, a connection request will be retried after t seconds in an attempt to continue the call for the portion of holding time remaining. A reconnection attempt is treated the same as a newly generated call. If a reconnection is achieved, the call continues only for the time determined by subtracting the time already used up before disconnection from the holding time set at call generation. This simulation model that takes reattempt calls into account is shown in Fig. 1 and simulation conditions are listed in Table 1.
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 Cf New call attempt
 
 Communication
 
 Completion
 
 C
 
 block
 
 Reattempte after t sec Maximum retry number N
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 block
 
 Circuits in BS
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 Fig. 1. Simulation model.
 
 Table 1. Simulation conditions Cell size Number of circuits in cell Number of reserved circuits for handoff Speed of mobile station Move direction of mobile station Mean holding time Mean retry interval Maximums retry number Control period B1 B2
 
 500 m 20 0, 2, 4, automatic 0-60 km/h 0-2π (uniform distribution) 120 s (exponential distribution) 10 s (exponential distribution) 0, 5, 10,15, 20 600 s 0.02 0.07, 0.15
 
 4 Evaluation Measures When taking reattempt calls into account, calls that fully complete can be classified into the following two types: (1) calls that complete without being forcibly terminated at handoff after the call began; and (2) calls that complete after reconnecting following a forced termination at the time of handoff. In contrast, when not taking reattempt calls into account, calls that complete would fall only into the first category. Considering, therefore, that forced terminations have a significant effect on service quality, we evaluated call-completed rate Rc1 corresponding to calls that experienced no forced termination and call-completed rate Rc2 that includes forcibly terminated calls. These two types of call-completed rates are defined as follows. Rc1 = C1 / Cn
 
 (1)
 
 Rc2 = C2 / Cn
 
 (2)
 
 Here, C1 is the number of calls that completed without being forcibly terminated, C2 is the number of calls that completed both without being forcibly terminated and after
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 reconnecting following a forced termination, and Cn is the total number of newly generated calls. We evaluated the “average number of connection successes” to reflect how many times a successful connection is achieved per newly generated call. A higher value for the average number of connection successes means that there are more calls that have reconnected after being forcibly terminated. On the other hand, a value less than unity means that there are many calls that have given up trying to achieve communications without making even one successful connection. The average number of connection successes is denoted as As and defined as follows: As = Ns / Cn
 
 (3)
 
 Here, Ns is the number of connection successes and Cn is the total number of newly generated calls.
 
 5 Simulation Results The following presents the results of computer simulations for the evaluation measures described in Sect. 4 against the traffic load within the cells, the maximum retry number, and the speed of mobile station communicating in a cell. The symbols used in Figs. 2 to 7 are defined in Table 2. Table 2. Difinition of symbols used in Figs.2 to 7 Taking no account of reattempt call Conventional method
 
 Proposed method
 
 Taking account of reattempt call
 
 Ch = 0 Ch = 2 Ch = 4 B2 = 0.07 B2 = 0.15
 
 5.1 Call-Completed Rates (a) Characteristics as Function of Traffic Load When not taking reattempt calls into account, all calls that complete are calls that do so without being forcibly terminated during a call. In this case, the call-completed rate (Rc1) gradually drops as traffic load increases. In addition, for the same traffic load, Rc1 becomes lower as the number of circuits reserved for handoff becomes larger. This is because more handoff circuits means less circuits that can be used for connecting new calls, that is, the number of calls that are blocked when attempting a connection increases. When taking reattempt calls into account, the call-completed rate (Rc1) for only calls that do not experience a forced termination becomes higher as the number of circuits reserved for handoff becomes larger for the same traffic load, which is opposite the characteristics shown when not considering reattempt calls. Here, despite the fact that there are less circuits for connecting new calls, connection can be
 
 Traffic Characteristics in Adaptive Prioritized-Handoff Control Method
 
 143
 
 achieved by reconnecting, and the probability of forced termination becomes smaller once a connection is made. In addition, for small traffic load, Rc1 shows a higher value than that when not considering reattempt calls, but for larger traffic load, it shows a lower value. This is because a larger traffic load means that circuits must carry more traffic for calls attempting reconnection than that when not considering reattempt calls, which in turn increases the probability of being blocked at handoff. As a characteristic of the proposed system, more handoff circuits are reserved as traffic volume increases in a cell. Next, the call-completed rate (Rc2) that includes reattempt calls is about unity up to a certain traffic load. In other words, most calls are eventually completed by reconnecting. The Rc2, however, begins to drop at a certain traffic load. This drop begins at smaller traffic loads as the number of handoff circuits increases. The proposed method exhibits similar characteristics with the case of reserving four circuits for handoff. For heavy offered traffic, Rc1 is small for large values of Ch while Rc2 is large, i.e., Rc1 and Rc2 have a tradeoff relationship. For the proposed system, if B2 is set to a large value, Rc1 decreases while Rc2 increases. In this relationship between Rc1 and Rc2, more importance can be attached to one or the other by adjusting the value of B2. Call-completed rates versus traffic load are shown in Fig. 2.
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 Fig. 2. Call-completed rates versus traffic load.
 
 (b) Characteristics as Function of MS Speed When not taking reattempt calls into account, the Rc1 drops, if only slightly, as the MS picks up speed. The reason for this is that as speed increases, the frequency of handoffs likewise increases and the probability of being forcibly terminated becomes higher. For the same speed, the Rc1 becomes lower as the number of circuits reserved for handoff increases. When taking reattempt calls into account, the Rc1 becomes lower as the number of handoff circuits increases at low speeds. As speed increases, however, Rc1 is higher for
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 more circuits reserved for handoff. Also, for a fixed number of handoff circuits, Rc1 tends to increase with increase in speed up to a certain speed, but then decreases with further increase in speed. This can be attributed to the following. As handoff circuits increase, circuits that can be used for new calls decrease, and calls that give up connecting increase. Moreover, as MS speed is low, calls that have successfully connected will most probably stay inside the cell for the duration of the call. As speed increases, though, calls will soon move into adjacent cells. At this time, the probability of being blocked decreases as the number of handoff circuits increases. At slow speeds, the governing factor is block probability at connection time, whereas at high speeds, it is block probability at handoff time, resulting in the above characteristics. For fixed Ch, the Rc2 is smaller for a larger number of Ch. Furthermore, for the same number of Ch, Rc2 becomes slightly larger as the speed of the mobile station increases. In short, for fixed Ch, a larger value of Ch results in a smaller value for both Rc1 and Rc2 and thus degraded characteristics at low mobile station speeds. For higher mobile station speeds, a large set value of Ch results in a large value for Rc1 and good characteristics but in a smaller value for Rc2 and degraded characteristics. The proposed system sets Ch to a small value for low mobile station speeds and to a large value for higher speeds so as to prevent Rc1 and Rc2 from becoming small and degrading characteristics. Here, by setting Ch to larger values as mobile station speed increases, Rc1 and Rc2 again enter into a tradeoff relationship. If B2 is set to a large value, Rc1 decreases while Rc2 increases. Call-completed rates versus MS speed are shown in Fig. 3.
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 Fig. 3. Call-completed rates versus MS speed.
 
 (c) Characteristics as Function of Maximum Retry Number The call-completed rate (Rc1) for only calls that do not experience a forced termination becomes lower as the number of handoff circuits increases at small maximum retry
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 number (Nr). As Nr increases, however, Rc1 increases when more circuits are reserved for handoff. As more handoff circuits are reserved, circuits that can be used for new calls become smaller. Therefore, calls that give up connection increase, when Nr is small. Even if circuits that can be used for new calls are few, the call-completion probability increases, because the MSs can retry connection request repeatedly as Nr increases. After having succeeded in connection, if many handoff circuits are reserved, the probability of being forced termination become small. In the proposed method, though, the number of circuits reserved for handoff is controlled in accorda nce with Nr to reduce the number of forcibly terminated calls. In the conventional method, the call-completed rate (Rc2) that includes reattempt calls becomes lower as the number of handoff circuits increases. And Rc2 increases with Nr when the number of handoff circuits is constant. In the proposed method, Rc2 also increases with Nr, but slightly. If B2 is set to a large value, Rc1 decreases while Rc2 increases. Call-completed rates versus maximum retry number are shown in Fig. 4. 1 .0
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 Fig. 4. Call-completed rates versus maximum retry number.
 
 5.2 Average Number of Connection Successes (a) Characteristics as Function of Traffic Load When not taking reattempt calls into account, the As decreases slightly as traffic load increases. For the same traffic load, it decreases as the number of handoff circuits increases. This is because there is no attempt to reconnect after a failed connection in this case. On the other hand, when taking reattempt calls into account, the As increases rapidly for a small number of handoff circuits up to a certain traffic load as traffic load increases. This is because, if there are only a few handoff circuits, there will be many calls that are forcibly terminated but then reestablish communications by
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 reconnecting. Then, as traffic load further increases, the As will start to decrease. The reason for this is that as traffic load becomes excessive, there will be many calls that give up on establishing communications after attempting to reconnect time and time again without success. This decrease in As begins at a smaller traffic load as the number of handoff circuits increases. In addition, for many handoff circuits, the As drops below unity at high traffic load. This is interpreted to be due to the following. Since the number of circuits that can be used for connection is relatively small compared to traffic load, there will be many calls that cannot obtain a circuit when attempting to initiate communications for the first time and that then give up without connecting even once. In the proposed method, this average approaches unity regardless of traffic load within the cell. This is because the system controls the number of reserved handoff circuits to achieve a good balance between block at call attempt and forced terminations at handoff. Average number of connection successes (As) versus traffic load is shown in Fig.5.
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 Fig. 5. Average number of connection successes (As) versus traffic load.
 
 (b) Characteristics as Function of MS Speed When not taking reattempt calls into account, this average is about constant regardless of the speed of the MS. On the other hand, when taking reattempt calls into account, the average increases as speed increases. This is because the probability of forced terminate becomes higher as speed increases and as handoff frequency increases, which in turn means that many calls will reconnect any number of times after being forcibly terminated. For the same MS speed, the As becomes smaller as handoff circuits increase. The reason here is that the number of circuits that can be used for connection becomes smaller as the number of handoff circuits becomes larger, resulting in many calls that give up on establishing communications after trying to reconnect many times without success. For slow speeds, the As drops below unity for many handoff circuits. In the proposed method, the As comes closer to unity
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 depending on the speed. The system controls the number of handoff circuits to achieve good balance between block at call attempt and forced terminations at handoff even if the average speed of MSs within the cell fluctuates. Average number of connection successes (As) versus MS speed is shown in Fig. 6.
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 Fig. 6. Average number of connection successes (As) versus MS speed.
 
 (c) Characteristics as Function of Maximum Retry Number The As increases with maximum retry number (Nr), because the probability that the calls can reconnect after being forcibly terminated becomes higher as the Nr increases. For the same Nr, the As becomes smaller as the number of handoff circuits increase, because the number of circuits that can be used for initial connection becomes smaller as the number of handoff circuits becomes larger, resulting in many calls that give up establishing communications after trying to connect repeatedly without success. For small Nr, the As drops below unity. In the proposed method, the As comes closer to unity, slightly depending on the Nr. The system can control the number of handoff circuits to achieve good balance between block at call attempt and forced termination at handoff even if the Nr fluctuates. Average number of connection successes (As) versus maximum retry number is shown in Fig. 7.
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 Fig. 7. Average number of connection successes (As) versus maximum retry number.
 
 6 Conclusion This paper has proposed a handoff priority control method that measures the forced termination rate at the time of handoff processing and that varies the number of handoff circuits according to the measured value. In addition, with regard to this method and one that reserves a fixed number of handoff circuits, we evaluated traffic characteristics when taking reattempt calls into account while comparing with the case that ignores reattempt calls. The following results were obtained. When considering reattempt calls, most calls eventually complete by reconnecting up to a certain traffic load. The system proposed here automatically adjusts Ch in response to an increase in handoff traffic resulting from an increase in offered traffic. This has the effect of suppressing a dramatic decrease in Rc1. When mobile station speed is low, Ch is set to a small value, which prevents degraded characteristics corresponding to small values of Rc1 and Rc2 brought on by an excessive number of Ch relative to speed. When mobile station speed is high, Ch is set accordingly to a large value, and Rc1 and Rc2 enter into a tradeoff relationship. More importance can be attached to either Rc1 or Rc2 at the time of system design by adjusting the value of B2. The average number of connection successes increases rapidly as traffic load increases and handoff circuits decrease up to a certain traffic load, but decreases with further increase in traffic load. Moreover, if traffic load becomes great and the number of handoff circuits is high, the average number of connection successes drops below unity. Finally, it was shown that the proposed method makes it possible to mitigate the effects of change in average speed of mobile stations and in reattempt-call parameter such as maximum retry number.
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 Abstract. The underlying principles of IETF Internet Draft, Mobility Support in IPv6, make it possible to employ some mechanisms to improve handoff smoothness, to maintain optimized data transfer route, at the mean time without requiring any special support from the network side. Such mechanisms were introduced and examined in this paper together with the proposal of Threshold-Based Registration in Mobile IPv6. In this proposal, a mobile node will establish immediate forwarding from the previous care-of address whenever it moves to another subnetwork. After every fixed number of immediate forwarding steps, the mobile node will establish direct forwarding from its primary care-of address. Again, after every fixed number of direct forwarding steps, the mobile node will register a new primary care-of address to its home agent. With such an approach, the above mentioned goals are achieved.
 
 1
 
 Introduction
 
 Internet Protocol version 6 (IPv6)[1], is currently under development. As an evolution of current Internet Protocol (IPv4), it provides many advantages, the most important one being the support of mobility. Internet draft Mobility Support in IPv6 [2], also known as MobileIPv6, proposed by the Internet Engineering Task Force (IETF), gives strong support for route optimization compared with its counterpart in Mobile IPv4[3]. In MobileIPv6, not only can the routes between mobile nodes and correspondent nodes be optimized, but also the route between a mobile node and its home agent. As a disadvantage of this optimized route, high signaling load is incurred. A proposal using a hierarchical approach to reduce this kind of signaling load has been introduced[4]. However, this approach has been criticized for contradicting the design goals of MobileIPv6[5]. The newest version of MobileIPv6 has clarifed how to establish forwarding from the previous care-of address. It intends to reduce packet loss during handoff. We claim that this mechanism can also be employed to reduce the signaling load. This article will present a scheme for using forwarding to reduce signaling load while maintaining optimized data routes between correspondent nodes and mobile nodes. C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 150–157, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 The paper is organized as follows: Section 2 describes the current method for mobility support in IPv6. Section 3 presents our threshold based proposal. Section 4 contains a brief discussion on the proposed approach, and Section 5 concludes the paper.
 
 2
 
 Mobility Support in IPv6
 
 In this section, we describe the current method for mobility support in MobileIPv6[2]. First, some terminology needs to be defined. A home link is the link by which a mobile node’s home subnet prefix is defined. Standard IP routing mechanism will deliver packets destined for a mobile node’s home address to its home link. A care-of address means an IP address associated with a mobile node when the mobile node is visiting a foreign link; the subnet prefix of this IP address is a foreign subnet prefix. A router on a mobile node’s home link with which the mobile node has registered its current care-of address is called a home agent. The care-of address registered with the mobile node’s home agent is called the primary care-of address. A correspondent node is a node that wants to send a packet or several packets to the mobile node. A binding is the association of the home address of a mobile node with a care-of address for that mobile node, along with the remaining lifetime of that association. Each IPv6 node has a binding cache, which contains binding related information. A binding update is an IPv6 Destination Option used by a mobile node to notify a correspondent node or the mobile node’s home agent of its current binding. That is, it can be piggybacked on data packets of the ongoing connection, and only the destination node can process this option. A routing header is an IPv6 option header; it is used by an IPv6 source to list one or more intermediate nodes to be “visited” on the way to a packet’s destination[1]. When a correspondent node wants to send packets to a mobile node, it first examines its binding cache for an entry for the destination address to which the packet is being sent. If no entry is found, it simply sends the packets normally, with no routing header. If the mobile node has not registered a care-of address with any home agent, the packets will go to the mobile node’s home link as conventional IPv6. If the mobile node is currently at a foreign network and had registered a care-of address to this home agent, the packet will be received by the mobile node’s home agent. The home agent then encapsulates the packet and tunnels it to the mobile node’s care-of address. Upon receiving the tunneled packet, the mobile node will send a binding update to the correspondent node. The correspondent node can then send the rest of the packets directly to the mobile node using a routing header. See Fig. 1. MobileIPv6[2] Sec. 10.5, Forming New Care-of Addresses says: “After detecting that it has moved from one link to another (i.e., its current default router has become unreachable and it has discovered a new default router), a mobile node SHOULD form a new primary care-of address using one of the on-link subnet prefixes advertised by the new
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 Correspondent Node (1) 1st packet addressed to Mobile Node (4) Rest of Packets Using Routing Header
 
 (3) Binding Update
 
 Home Agent
 
 (2) Encapsulated 1st packet Mobile Node
 
 Fig. 1. Routing in MobileIPv6
 
 router. A mobile node MAY form a new primary care-of address at any time, except that it MUST NOT do so too frequently.”1 And Sec. 10.6, Sending Binding Updates to the Home Agent says: “After deciding to change its primary care-of address as described in Sections 10.4 and 10.5, a mobile node MUST register this care-of address with its home agent in order to make this its primary care-of address.” So, if we can form a care-of address and use it to maintain mobile node accessibility, without registering it to the home agent, then the signaling load will be reduced. MobileIPv6 also permits a mobile node to form a new primary care-of address at any time, so we may postpone forming a new primary care-of address when it is possible. Our approach is based on this observation, and will be described in the next section.
 
 3
 
 Threshold-Based Registration (TBR)
 
 To maintain mobile node accessibility without forming a new primary care-of address each time a mobile node moves to another subnetwork, we employ the mechanism introduced in MobileIPv6 Section 10.9. Establishing Forwarding from a Previous Care-of Address. First, we define a new terminology, anchor home agent. When a mobile node moved to a foreign link and registered a primary care-of address to its home agent, the router in this foreign link which can act as the home agent of this mobile node’s primary care-of address will be called an anchor home agent. Later, 1
 
 The keywords “SHOULD”, “MUST”, and “MAY” are frequently used in RFCs. They are required by MobileIPv6 to be interpreted as described in Key words for use in RFCs to indicate requirement levels, RFC 2119 [6].
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 the mobile node can establish direct forwarding from this anchor home agent to its current care-of address. An immediate forwarding means that packets are forwarded from a mobile node’s previous care-of address to the current care-of address as described in MobileIPv6 Sec. 10.9. In the following subsection, we will introduce employment of this forwarding mechanism by giving three approaches. The third and final proposal of TBR is indeed the compromise of the first two. 3.1
 
 First Approach
 
 In the first approach a mobile node establishes forwarding only from its immediate previous care-of address. It repeats such forwarding until either there is no router in the previous visited subnet that can act as a home agent or the number of forwarding steps exceeds a predefined limit. This limit is called the maximum number of forwarding steps Fmax . At this time, the mobile node will form a new primary care-of address using the newest care-of address and sends a binding update to its home agent. See Fig. 2 for a possible scenario.
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 HA: Home Agent R#: Router# HR: Home Registration AHA#: Anchor Home Agent # IFE: Immediate Forwarding Establishment MN: Mobile Node DFE: Direct Forwarding Establishment h c Binding Update with Care-of Address (c) and Home Address (h) Packets received by Home Agent or any Router, then nesting tunneled toward MN Packets received by Router and directly send to MN
 
 Fig. 2. Establishes forwarding from previous care-of address only. Notice the start point of received packets at a, only those close to mobile node’s current location are shown in the figure. This is due to direct binding update to the correspondent node, which then sends packets to mobile node’s most recent care-of addresses
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 In practice, this approach introduced a nested tunnel which may lead to segmentation of data packets and add delay for data processing. Generic Packet Tunneling in IPv6 Specification[7] recommends that the default value of IPv6 Tunnel Encapsulation Limit is 4. If a packet with Destination Option extension header containing this limit option with value close to 4 is sent by a correspondent node, and the nested tunnel contains more than this number of forwarding, the packets will be discarded before reaching the mobile node. Thus, the benefit of this approach is limited. 3.2
 
 Second Approach
 
 Another approach would be that the mobile node establishes forwarding both from the immediate previous care-of address and from its current primary care-of address when it moves to another subnetwork. See Fig. 3.
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 Fig. 3. Establishes forwarding from both immediate previous care-of address and the primary care-of address. At a, the packets tunneled from the home agent will need only one extra tunnel to the mobile node, thus solving the problem arising from the first approach. Other symbols are the same as in Fig. 2
 
 Note that in this approach, the lifetime used in the binding updates for establishing forwarding from immediate previous care-of address can be set short. There is no danger of breaking the chain of forwarding, since there is always a direct route from the anchor home agent to the mobile node. But this approach generates a double signaling load locally, and it also consumes more of the mobile node’s resources than the first approach.
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 TBR — Final Proposal
 
 Thus, we propose a final approach, the TBR approach. In this approach, a mobile node establishes immediate forwarding from the previous care-of address each time it moves to another subnetwork. After a small number of successful immediate forwarding steps, denoted by IFmax , the mobile node will establish a direct forwarding from its current primary care-of address. After a number of successful direct forwarding steps, denoted by DFmax , the mobile node will register to its home agent using the latest care-of address as a new primary careof address. The mobile node will register the latest care-of address to its home agent also whenever the remaining lifetime of the last home registration is near to the expiry, as recommended by MobileIPv6. See Fig. 4 as an example.
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 Fig. 4. Mobile node establishes forwarding with TBR approach with IFmax = 2 and DFmax = 2. Symbols are the same as in Fig. 2 and Fig. 3
 
 3.4
 
 Tunneling Loop Avoidance
 
 In order to avoid packets tunneled in a loop between two or several routers, a mobile node should act as returning home described in MobileIPv6 Section 10.17 when it switches to a subnetwork from which the forwarding is still valid. It should send a binding update to this router with a zero lifetime, to de-register the previous binding before establishing forwarding from the immediate previous care-of address.
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 Discussion
 
 The benefits of the TBR approach are as follows: 1. Achieving balance between optimized routes and low signaling load. 2. Scalability and reliability. Since a mobile node will change its anchor home agent whenever the lifetime for home registration or the limit number of direct forwarding steps DFmax is reached, the load for the anchor home agents is distributed among the routers in the foreign network. When the number of mobile nodes in the foreign networks increases, there is a smaller probability that the anchor default router will become a bottleneck. When one of the routers is out of order, the mobile node can change its anchor home agent by updating its primary care-of address and sending a new registration to the home agent. 3. Easy implementation. Almost all the information we needed to implement this approach is already stored in the binding update list of the mobile node. Only two counters (number of immediate forwarding and number of direct forwarding) are needed to make a quick decision on which kind of forwarding or registration should be performed for each handoff. 4. Transparent support. Each mobile node can implement this approach without pre-negotiation between the mobile node and the foreign network. Binding updates used for forwarding establishment should be authenticated in the same way as described for other binding updates in the MobileIPv6. This introduces a need for more security keys to be managed by both the mobile node and the home agent in the foreign network. Although, we have done some reachability analysis of the approach with formal methods[8], but clearly a thorough performance analysis left for future work, in order to find the optimal values for the parameters IFmax and DFmax .
 
 5
 
 Conclusion
 
 In this article, we presented the current state-of-the-art MobileIPv6, concentrating on routing and packet forwarding. We presented a modified algorithm for binding updates for reducing signaling load while maintaining data route optimality. The algorithm is, a mobile node establishes immediate forwarding from the previous care-of address whenever it moves to another subnetwork. After every fixed number of immediate forwarding steps, the mobile node establishes direct forwarding from its primary care-of address. Again, after every fixed number of direct forwarding steps, the mobile node registeres a new primary care-of address to its home agent. With such an approach, the above mentioned goals are achieved together with scalabilty, reliability, easy implementation and transparent support as the benefits.
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 Abstract. One of the most recent Internet challenges is to support transparent movement of people along with their computers, data and most of all applications. Therefore, Mobile IP has been developed to provide Internet mobility services. This paper aims at enhancing the IETF Mobile IP standard. The model developed in this paper suggests a new caching mechanism, which is based on the Mobile Information Server (MIS). Actually, the MIS is designed to be part of the border router of any network that supports mobility services. Moreover, the paper suggests a peering technique by which information about mobiles hosts could be shared among different MISs. All the design issues including model components as well as mechanisms for caching and peering are described in details. The simulation results show that the proposed design provides improved performance and better bandwidth utilization. The suggested architecture provides other qualitative advantages such as scalability and transparency.
 
 1 Introduction Mobile computing has assumed an increasing importance in recent years, and will pervade future distributed computing system. Although network standards were not designed with the capability of supporting the demand of mobility, the need is that they should grant the users a continuous access to their data, irrespective of their point of attachment. Mobile computing is still restricted by many obstacles [1]. As a mater of fact, the current IP version 4 [2] makes an implicit assumption that the point at which a computer is attached to the Internet is fixed, and its IP address identifies the network to which it belongs. The challenge is to develop a protocol, which allows computers to roam freely around the Internet and communicate with other stationary or mobile nodes, without major changes in the existing TCP/IP stack. The mobility problem within the Internet is mainly concerned with the IP layer, since this layer handles all aspects related to addressing as well as routing. To illustrate this point [3], if a computer moves to another network, and retains its original IP address, this address will not reflect its new location, and consequently, all routed packets to this host will be lost. In the other hand if the mobile host gets a new address when migrating to another network, the IP address changes, the transport layer (i.e. TCP) connection identifier changes too [4], and hence all connections with this mobile host through its old address are going to be lost. Therefore, if the mobile C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 158-173, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 host moves without changing its address, it will lose routing, and if it gets new address, it will lose connections. This paper is organized as follows. The next section presents the Mobile IP standard protocol. Section 3 describes the contribution of this work. An overview for the proposed design is going to be illustrated in section 4. In section 5, all the model components will be identified and discussed in detail. Next, section 6 presents all the simulation details as well as the results. Finally, section 7 concludes the paper.
 
 2 Mobile IP During the last few years, many contributions have been offered by different entities and groups, towards designing a model for a mobility supports Internet. The proposed models are different in terms of their components and methodology, but they are all aiming at keeping the mobile hosts communicating transparently via the Internet. Proposals from Columbia University [5,6], Sony [7,8], the Loose Source Routing(LSR) Proposal [9] as well as the Internet Engineering Task Force (IETF) Mobile IP working group [10,11,12], are the most outstanding models, Since this work is an extension to the IETF Mobile IP standard, it is worth to focus on the operation of this standard protocol. First of all, it should be mentioned that the Mobile IP working group has been in charge of standardizing Mobile IP. Recently, the Mobile IP has become a standard, after passing through two stages [13]. The first one in which the base protocol was developed, with the objective that mobile nodes can roam transparently around the Internet, with no modifications whatsoever to other stationary nodes. The second phase has answered many open questions regarding the best route that the packet may take to reach a mobile node. This has been known by the route optimization problem. 2.1 Mobile IP Operation According to [12], the IETF Mobile IP architecture defines special entities called the Home Agent (HA) and the Foreign Agent (FA), both cooperate to allow a Mobile Host (MH) to move without changing its IP address. Each MH is associated with a unique home network as indicated by its permanent IP address. Normal IP routing always delivers packets meant for the MH to this network. When an MH moves to a foreign network, the HA is responsible for intercepting and forwarding packets destined to the MH to anew address which is called the care-of address. The MH uses a special registration protocol to keep its HA informed with its new location. Whenever a MH moves from its home network to a foreign network, or from one foreign network to another, it looks for a FA on the new network in order to obtain its new care-of address. In order for the MH to be able to work with this new address, it must go through a registration procedure via both, the foreign agent and the home agent. After a successful registration, packets arriving for the MH on its home network are encapsulated by its HA and forwarded to its FA. Encapsulation refers to the process of enclosing the original datagram as data inside another datagram with new IP header [14]. The source and destination addresses in the new header correspond to the HA and FA respectively. Upon receiving the encapsulated
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 datagram, the FA strips off the new header and forwards the original one to the MH. This process at the FA end is known as decapsulation. If on the other hand, the mobile node needs to send a packet to any destination, the packet will be routed to its destination with the normal fashion without using either the home agent or the foreign agent. The figure below illustrates the operation of the mobile IP routing.
 
 Home network
 
 1 HA
 
 Host
 
 2 FA
 
 Foreign network
 
 4
 
 3 MH
 
 Fig. 1.
 
 2.2 Route Optimization As depicted in Figure 1, the IETF scheme has a major routing problem. Any packet which means to reach a mobile host, is directed first to the appropriate home agent, then to the foreign agent and finally received by the mobile host. This means that the above scheme does not allow the source host to reach the mobile host directly without passing by its home network. This problem is known as the triangle routing problem, and in order to solve it, a technique for route optimization is needed. Route optimization [15] means solvingthe problem of triangle routing, by allowing for each host to maintain a binding cache for a mobile host wherever it is. When sending a packet to a mobile node, if the sender has a binding cache containing the care-of address of that mobile node, it will deliver the packet directly toward the mobile node, without the need to pass through the home network. 2.3 Mobile IP Problems Although the IETF Mobile IP working group has enhanced its base protocol and provided a solution for route optimization, the protocol seems to have some deficiencies. From a performance point of view, the protocol intended to optimize the routing process, but realistically the routing has not been thoroughly optimized. For example, consider two computers connected to the same network, computer A and computer B. If the first one wants to reach a certain mobile host, it must go through the home network, at least for the first few packets, before reaching the mobile node.
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 Then, it caches the mobile node’s address, so that it could reach it directly for the rest of the packets. Afterwards, if computer B needs to access the same mobile host, it must go through the same procedure again, as it does not have any cached information regarding the mobile host. The same process applies for any host on this network when trying to contact this specific mobile host. This implies that the first few packets directed from any host on a certain network toward a mobile host, are inefficiently routed through the home agent. Another problem exist that relate to the fact that current implementation of Internet Protocol version 4 (IPv4) [2], which is currently running on all the Internet hosts worldwide, do not allow for any such mobile information to be cached. This means that in order for such a routing optimization to be achieved, every single host on the Internet must have its IP software modified. 2.4 Mobility Support in IPv6 IPv6 [16] has been developed with some sophisticated features that have not been supported by the current Internet Protocol (IPv4). IPv6 sustains major requirements concerning addressing, routing, security and mobility. Mobility support in IPv6 [17] follows the same methodology that has been developed for IPv4. The same terminology is still valid as for home agents, mobile hosts, home and foreign networks, as well as encapsulation or tunneling. However, the term foreign agent is not of any more use. The reason is that any IPv6 is able to configure its own IP address automatically, as well as to choose its default gateway. This is accomplished via the Stateless Address Autoconfiguration [18] and the Neighbor Discovery protocols [19]. Therefore, it is quite straightforward that whenever an IPv6 mobile host migrates to any foreign network, it could easily detect the change in network connectivity, and configure its IP address automatically. Moreover, mobility within IPv6 borrows heavily from the route optimization specified for IPv4, which was described earlier in a previous section. By default, all IPv6 hosts are able to cache mobility information, via authenticated binding update messages. It is only the mobile host that has the authority to send binding updates to any other correspondent nodes. Although people have been waiting for IPv6 to become the Internet standard [20], and many vendors have implemented IPv6 in their products for testing purposes, IPv6 is still under development. It is quite conceivable that the Mobile IP deployment will coincide with the standardization and implementation of IPv6 [21].
 
 3 The Proposed Scheme This work is intended to enhance the Mobile IP standard that has been developed by the IETF Mobile IP working group. Most of the Mobile IP protocol specifications are used in the development of this work. This paper suggests a method for caching mobile information, different from that developed by the IETF working group. The proposed model implies suggests a central cache engine within each network, or a cluster of networks, responsible for caching mobile information. Moreover, all the functions performed by the HA's and
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 FA's, regarding encapsulation, decapsulation, registration and authentication, could be part of this central cache engine. In addition, it is recommended for any network, or class of networks, connected to the Internet, to use its boarder router as a Mobile Information Server (MIS) which handles all caching as well as mobility services. As a matter of fact, designing a central caching mechanism does not necessarily imply that this should be part of the network router. Instead, building such a cache server, along with other mobility functions, can take place in any workstation in the network. However, this design is recommended for more than one reason. First, the proposed model manipulates the cached mobile information as part of the routing information that already exists in the routers, so that any cache entries are considered part of the routing table. . This new model allows for MISs to work in a peering fashion, by which mobility information can be exchanged. In addition, the model developed here aims at being transparent for the IP version used, whether it is IPv4 or IPv6. Eventually, the paper delivers a new caching mechanism, as part of the Mobile IP protocol. A complete practical architecture, with a simulation of all components and their functionality is delivered. Efficiency, scalability and transparency are the main value-added features in this new scheme, taking into account all security policies which have been addressed through the base Mobile IP model.
 
 4 Design Overview The proposed design is based on a centralized caching architecture. For a specific network, there is a cache server responsible for any mobile information concerning any node belonging to that network, or even it could cache other information regarding any external mobile node. In addition to caching, this server can handle all the functions of the home agent as well as the foreign agent, such as registration, authentication and tunneling procedures.
 
 5 Model Components and Description Figure 2 depicts the main components of the new suggested design. The figure illustrates four different networks ( any networks that are members o the Internet for demonstration purpose) in order to describe the various functions and scenarios of this model. 5.1 Mobile Information Server (MIS) The new model defines a new term called MIS. The MIS is suggested to be implemented in the border router. Border routers are basically responsible for routing the traffic between a group of networks and the outside world of the Internet. Moreover, In addition, border routers are now made responsible for other mobile services that were part of the home agent and the foreign agent in the Mobile IP scheme. Also, the new caching mechanism is designed to take place on these routers.
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 Link4
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 Link2
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 MH Link1
 
 Link3 Net3
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 MIS3
 
 MIS1 CN11
 
 CN1 MH
 
 CN3
 
 Fig. 2. New proposed model
 
 Therefore, and because any of these routers handles a lot of other new services, it is going to be called in the context of this paper the MIS. In addition to routing and caching functions, any MIS can be configured to work as a peer to another MIS. As a result of peering, MISs can exchange mobile information by the same concept of exchanging routing updates. Moreover, the MIS should include a table that encompasses all IP addresses of visiting mobile hosts, along with their Media Access Control (MAC) addresses, in order to deliver the packets to the proper destination after decapsulation. This table is called the visitor list. 5.2 Caching It has been mentioned earlier that the MISs are responsible for caching mobile information. Actually, the cache entries are considered normal routing entries, with some extra fields for mobility. Basically, the cache entry is suggested to include the following fields: MOCP
 
 old IP address
 
 next hop
 
 new IP address
 
 In this entry, the first four fields are flags which indicate the type of this routing entry. The following table describes briefly each of those flags. The next two fields are similar to any ordinary routing information, they represent a destination IP address, as well as the next router in the way to reach this destination. In this case, the destination IP address is the old IP address of the mobile host. Finally, there is another field that indicates the new location of the mobile node.
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 Flag M O C P
 
 Routing Entry Set to 1 for all mobile routing entries Set to 1 for mobile hosts controlled by the MIS Set to 1 for mobile entries cached at the MIS as a result of cache update messages Set to 1 for mobile entries cached at the MIS as a result of peering Table 1. Mobile routing entry
 
 5.3 MIS Peering The MIS methodology provides another value-added service that is not in the Mobile IP protocol. This model allows for different MISs to share mobility information. In this case, the MISs seem to be working as peers, and the process of exchanging mobility information is called peering. As a matter of fact, the MIS in order to export any information regarding certain mobile host to another MIS, it should be the owner of this mobile host. In other words, the routing entry for this specific mobile node must have its O flag set to 1. When this routing entry gets to the peer MIS, it will have the P flag set to 1, in order to indicate that this information has come as a result of peering. Moreover, each MIS has in its Mobile IP configuration a list in which other MIS peers are defined. This means that MISs work as peers to each other based on some pre-defined routing configuration. 5.4
 
 Mobility Scenarios
 
 Reference to Figure 2, this section describes a scenario in which a mobile host MH migrates from its home network Net2 to a foreign network Net3. The scenario shows how other correspondent nodes can reach MH while it is away from Net2, and even when it gets back. 1. MH migrates to Net3 and gets a care-of address, which is actually the IP address of MIS3. Then, it sends a registration request to MIS3, which will relay this request to MIS2. 2. MIS2 accepts the registration after checking the authentication extension included in the request. Hence, a registration reply is sent to MIS3, which in turn will inform MH with its status. 3. From now on and since the registration request has been accepted, MH becomes reachable via MIS3. 4. CN1 wants to reach MH. So, it will start sending packets toward Net2. The packets arrive at MIS2, which could realize that they are destined to MH. MIS2 contains a cache entry for the new location of MH. Actually, the O flag for this cache entry must be set to 1 because MH is owned by MIS2. 5. Right after the encapsulation, MIS2 recognizes that CN1 does not perceive that MH had moved. Therefore, MIS2 sends CN1 a cache update message. This cache update will be intercepted by MIS1, which in turn will update its routing table. In
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 this case, the cache entry at MIS1 will have its C flag set to 1 since it has been generated through a cache update message. MIS3 receives encapsulated packets, and decapsulates them to MH, after obtaining its MAC address from the visitor list. All packets from MH in their way back to CN1, are always routed directly to Net1, without necessarily passing by Net2. MH decides to return to Net2. Consequently, it will ask for registration at MIS2. If MIS2 accepts this registration request, MH starts acting normally without any The next two fields are similar to any ordinary routing information, they represent a destination IP address, as well as the next router in the way to reach this destination. In this case, the destination IP address is the old IP address of the mobile host. Finally, there is another field that indicates the new location of the mobile node. mobility services. MIS2 sends a cache delete message to MIS3 in order to release any routing information regarding MH. CN1 may try again to contact MH. Packets are going to be tunneled through MIS1 and directed to MIS3. From decapsulation, MIS3 will discover that the destination address is not any more in its mobile visitor list. MIS3 sends a cache delete message to MIS1, which consequently is going to route the packets without any kind of encapsulation, through the ordinary route to MIS2.
 
 In addition, Figure 2 depicts another correspondent node CN11 that may need to access MH net3. Unlike the standard Mobile IP, all the packets from CN11 toward MH will be routed directly to MIS3, since MIS1 has a cache entry for MH. Another difference between this new architecture and the Mobile IP one is the peering mechanism. Again from Figure 2, MIS2 and MIS4 work as peers to each other. Hence, MIS4 will be notified that MH had moved. Therefore, it is possible that CN4 can contact MH directly through a tunnel from MIS4 to MIS3.
 
 6 Simulation Throughout the development of this work, simulation has been used to compare the Mobile IP standard protocol and the new proposed model. The main prominent difference between the two models is the caching methodology, by which the route optimization is verified, and the whole routing performance is induced. Actually, the influence of the caching mechanism can be evident in the total amount of traffic through the whole network, as well as the delay associated with packets while carried from source to destination nodes. Therefore, this simulation has focused on the traffic as a main point for discrimination. All the quantitative results shown out of the two comparable models are in terms of packet delay as well as bandwidth consumption.
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 6.1 COMNET III COMNET III [22] is a performance analysis tool which simulates computer and communication networks. It can be used to model both circuit switching and packet switching networks. In addition, it can accommodate different topologies of WANs and LANs in which many standards and protocols are supported, such as Ethernet, Token Ring, PPP, X.25, Frame Relay and ATM. Regarding this work, COMNET III version 1.2 for Windows has been used to implement a number of models which differentiate between the standard Mobile IP architecture proposed by the IETF, and the model suggested in this paper. The simulated model presents all the issues described previously, concerning registration, tunneling, caching, route optimization as well as border routers which are known here by MISs. The networks described in the simulation were represented by Ethernet connections for LANs, Point-to-Point (PPP) links for WANs and processing nodes to simulate computers and workstations. All the networks are inter-connected using routers, in which user-defined routing tables are used to simulate the model. In addition, sending and receiving messages among the various nodes simulates the traffic. Finally, the model is verified and executed, and the results can be shown in graphs, or presented through reports of text format. 6.2 Network Components This section provides a description for the network components simulated by COMNET III. Processing node: All the simulated models use the processing node component to describe generic Internet hosts which are considered the endpoints of any Internet traffic. Router node: Routers have been configured with 500 Mbps bus rate, 50000 packet per second as a processing rate, and the input and output delays are ignored. Moreover, all the models developed in this simulation have standardized on the static routing protocol, since using any dynamic protocols will make no difference to the results. LAN connectivity: The IEEE 802.3 Ethernet standard is used. WAN link: Point-to-Point Protocol (PPP) is used for all communication links with a bandwidth of 1.536 Mbps. Message source: Message sources are used to represent specific traffic based on the TCP/IP Protocol. A payload of 1460 bytes and header of 40 bytes is used for all the messages generated throughout the simulation. In addition, the message size may be changed based on the type of the message itself. 6.3
 
 Simulated Models
 
 This section describes a number of network architectures that have been simulated throughout this work. Generally, all the simulated models present the differences between the Mobile IP standard, and the new proposed scheme. The simulated models
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 reflect the scenario that has been previously illustrated in Figure 2, in which a mobile host is migrating from one network to another whilst a correspondent node is trying to reach it. The models are simulated in simple as well as complicated structures. Simple models aim at presenting a preliminary overview for the Mobile IP operation, focusing on the main mechanisms and services for each architecture. On the other side, other more advanced designs are required in an attempt to simulate something close to reality. Such composite models include many nodes, routers and message sources that load the network with much more traffic. 6.3.1 Simple Models This section illustrates the simplest cases for any Mobile IP architecture, where the simulated models consist of a single mobile node that migrates from its home network to another foreign one. Besides, there is a correspondent node belonging to another third network and it wants to get access to the mobile node. This scenario is shown for both the Mobile IP standard with route optimization support, and the new architecture developed within this paper. The most outstanding difference between the two schemes is the caching mechanism, as well as the fact that the border router within the new model is responsible for all mobile services. Moreover, the simulation shows all the procedures defined by the Mobile IP standard. Such procedures include the registration request messages, registration acceptance, encapsulation as well as decapsulation. According to [3], the size of the registration message is 24 bytes plus variable length extensions required for authentication. Likewise, the registration-reply is 16 bytes beside those needed for authentication. As per our simulation, the registration messages are 48 bytes, whereas the registration-reply messages are 40 bytes, since extra bytes are used to indicate the variable length authentication extensions. 6.3.2
 
 Composite Models
 
 Similar to the simple models, in which the new proposed design has been compared to the Mobile IP standard, the composite models perform the same analogy accompanied by adding more components to the simulated models. In addition, the generated traffic is much more than that generated for the simple models. Actually, the composite models contain five networks, two mobile hosts as well as many other correspondent nodes. Moreover, the new model simulates the peeing methodology that has been developed throughout this work. 6.4 Results This section presents all the results that have been collected as an output from executing the simulated models. It will be noticed that all the models have been simulated over a simulation time of 60 seconds. As per the simple models, the point of discrimination between the two simulated schemes is the delay for the packets running from the source network to the foreign network where the mobile node is located. On the other hand, the evaluation of the composite models is based more the bandwidth consumption.
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 6.4.1
 
 Simulation Results for Simple Models
 
 As for the Mobile IP route optimization standard and as illustrated in Figure 2, when CN1 talks to MH, the first few packets are going to be routed via Net2, then encapsulated toward Net3. The delay of the CN1-Msg1 packets as well as that of the encapsulated packets HA-Encap are illustrated in Figure 3(a) and 3(b) respectively. The total average delay is 161.018 msec.
 
 Fig. 3. Packet delay for CN1-Msg1 and HA-Encap
 
 But afterwards, CN1 should get its cache updated and therefore packets are going to reach MH directly (CN1-Msg2) with an average packet delay of 94.544 msec, as shown in Figure 4. The same scenario is applied for CN11 when trying to access MH, causing almost the same results.
 
 Fig. 4. Packet delay for CN1-Msg1
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 As formerly shown in Figure 2, MIS1 is considered a central cache engine for Net1, responsible for any mobile information. Unlike the route optimization model, CN11 may reach MH directly since the MH new care-of address is cached within MIS1. Therefore, the overall delay will be less than that of the last illustrated model. Figure 5 shows that in the new model, the average packet delay from CN11 to MH is 79.681 msec.
 
 Fig. 5. Delay from CN11 to MH in the new model
 
 Although the difference in packet delays may be significant in such simple architectures, this might not be the case in real networks that carry millions of transferred packets per second. However, those models were basically simulated in order to prove that the proposed model has a quantitative advantage over the other models, even if this advantage is a minor issue in real applications. More importantly, this difference could be more significant from another perspective. For instance, if there is a certain application which ought the mobile node to stay in contact with a number of remote nodes at some other network, so that there are many nodes like CN1 and CN11 belong to the same network, and try to reach the same mobile host. In this case, it is better from a scalability point of view to have a central caching rather than storing the same information on many different machines. 6.4.2
 
 Simulation Results for Composite Models
 
 It has been stated before that for the composite models, the evaluation criteria is according to the bandwidth utilization. In fact, both composite models have been simulated with two networks working as home networks for two different mobile hosts, and each network has a single link to the Internet. The bandwidth utilization of each link is illustrated in this section. Before presenting the results, it should be mentioned that COMNET III deals with any communication connection as a full-duplex link, in which the input bandwidth is independent of the output bandwidth. Therefore, it will be noticed that each link is represented by two graphs (a) and (b). Assuming that the Internet link for the first home network is Link A, and for the other network is Link B. Figures 6 and 7 depict the channel utilization of link A in case the standard IP model and in the case of our new model respectively. Furthermore, Table 2 summarizes the results indicating that the new model is better than the standard one in bandwidth consumption.
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 Fig. 6. Bandwidth utilization for Link A in the Mobile IP standard
 
 Fig. 7. Bandwidth utilization for Link A in the new model
 
 Link A
 
 Model
 
 Standard
 
 Total
 
 In
 
 Out
 
 3.690%
 
 3.730%
 
 Improvement
 
 7.420% 6.025%
 
 New
 
 3.473%
 
 3.500%
 
 6.973%
 
 Table 2. Improvement in bandwidth utilization for link A
 
 As for the other home network connected via Link B, similar results are obtained and are represented in Figures 8 and 9 and summarized in Table 3.
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 Fig. 8. Bandwidth utilization for LinkB in the Mobile IP standard
 
 Fig. 9. Bandwidth utilization for LinkB in the new model
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 6.404%
 
 6.526%
 
 6.187%
 
 6.305%
 
 Total
 
 Improvement
 
 12.930 %
 
 3.387 %
 
 12.492%
 
 Table 3. Improvement in bandwidth utilization for link B
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 Anyhow, such numbers prove the fact that the new model surpasses the standard one. Indeed the improvement ratio could be large or small depending on the number of the mobile hosts and the way they communicate with other nodes. But, the results prove that there is a quantitative improvement. Moreover, it should be mentioned that all the parameters that have been applied throughout the simulation are taken as an assumption, with the fact that changing such parameters will definitely change the output numerical results. However, any modification in the simulation parameters does not contradict with the fact that the new proposed model is quantitatively better than the Mobile IP standard.
 
 7 Conclusion In this work, we have suggested possible enhancement to the Mobile IP protocol that has been developed and standardized by the IETF. The IETF Mobile IP working group has proposed a technique for route optimization. Based on this concept, this paper has provided a new methodology for caching mobile information. Also, a new vital component called the MIS has been added to the mobile architecture. Simulation results supports the logical expectation of improved efficiency when the new architecture is used over the standard one. In addition to the quantitative gain, the new model has achieved other substantial qualitative advantages. From a scalability point of view, and after describing the details of the two mobile architectures, it is quite clear that in order to deploy such a wide area caching mechanism; some sort of centralized management is required, which is implemented in the MIS. Moreover, our new design is transparent not only to the Internet hosts, but also to the protocol used whether it is IPv4 or IPv6.
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 Abstract. This paper presents an end-to-end reliable multicast protocol for use in environments with wireless access. It divides a multicast tree into sub-trees where subcasting within these smaller regions is applied using a tree of retransmission servers (RSs). RM2 is receiver oriented [1] in that the transmitter does not need to know its receivers, hence offering better scalability. The Internet Group Management Protocol (IGMP) is used manage group membership whereas the IETF’s Mobile IP offers support to user mobility and a care-of address (temporary IP address). Each RS has a retransmission subcast address shared by its members and which may be dynamically configured using IETF’s MADCAP (Multicast Address Dynamic Client Allocation Protocol) [8]. Most importantly, RM2 uses a dynamic retransmission strategy to switch between multicast and unicast retransmission modes according to the extra load generated in the network as well as the wireless interfaces by packet retransmissions. It is shown through both analytical modeling and simulation that RM2’s dynamic adaptation is not only important but necessary when considering mobile access.
 
 1 Introduction: Multicast in Mobile Environments The IETF defines two approaches to multicast at the IP level, namely bi-directional tunneling and remote subscription. Other techniques for unreliable multicast have also been adopted in [4, 5, 6, 7]. The solution adopted in [4], and later on refined in [5], has scalability problems and assumes that group membership is static, which is hardly true when considering mobile environments. [6] and [7] deals with problems such as tunnel convergence, but does not deal with packet loss and performance issues. Commonly used reliable protocols include the scalable reliable multicast (SRM) [2] and the reliable multicast transport protocol (RMTP) [3]. On the one hand, SRM is based on an application level framework where it is the application’s responsibility to guarantee packet sequencing. This protocol is compared to RM2 using simulation later in the paper. On the other hand, RMTP defines a hierarchy of designated routers (DRs), a concept also used in RM2. Although each DR is responsible for handling error recovery within a region of the multicast tree, it does not say whether this is done in multicast or unicast and, therefore, does not concern itself with the control of retransmission overhead. This is a serious drawback when considering the emerging mobile environments. C.G. Omidyar (Ed.): MWCN 2000, LNCS 1818, pp. 174-185, 2000.  Springer-Verlag Berlin Heidelberg 2000
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 In this paper, a new reliable multicast protocol, called RM2 (Reliable Mobile Multicast), tailored for mobile environments is presented.
 
 2 Specification of the RM2 Protocol The role of RM2 is to take a stream of packets generated by an application and deliver it to all mobile as well as fixed hosts interested in receiving it in a reliable and optimized way. Furthermore, RM2 guaranties sequential packet delivery with no packet loss to all its multicast members. RM2 assumes that the network is formed of multicast routers and that cells are big enough to allow users to join and leave multicast groups. The RSs (Retransmission Servers) perform selective retransmissions on the basis of feedback in the form of negative acknowledgements they receive. RM2 dynamically establishes the subcasting regions while taking into account retransmission costs. 2.1 The Role of a Retransmission Server A multicast sender must first divide a multicast message into smaller fixed size packets (except the last one). To each one of these packets, RM2 associates a sequence number (nseq). In order to guarantee end-to-end reliability, the receivers are required to send NACKs pointing out which packets they want to be retransmitted. In other words, RM2 implements selective packet retransmission. A NACK contains a sequence number N and bitmap B. N indicates that all packets with sequence number less than N have been correctly received by a given receiver. The bitmap B, on the other hand, shows which packets have actually been received. Consider the example where the ACK contains N=22 and B=01111101. In this case, the receiver wishes to indicate that it has correctly received all multicast packets with a sequence number less than 22 and that it is requesting the retransmission of packets 22 and 28 as indicated by the two 0s present in the bitmap B. Sending NACKs to a multicast sender could lead to overwhelming it and causing an NACK implosion and even network congestion especially near the multicast source subnet. Therefore, RM2 divides the multicast network into hierarchical regions, where each one of these is controlled by a retransmission server (RS). This is responsible for gathering and processing NACKs from its region and for the retransmission of packets as requested by some receivers. Figs. 1(a) and 1(b) illustrate this concept. RM2 assigns RS functionality to fixed hosts selected on a network topology basis. The selection is subject to analysis in the following text. The RSs are centric to RM2 support for reliable multicast sessions. Multicast packets are cached within the RSs buffers. The RSs are also responsible for the combination of NACKs received from lower RS hierarchies and hosts within their regions and responding to these when possible. If not, the retransmission request may be passed on to higher levels of RSs. Note that the separation between multicast routers and RSs is purposely done. It has the benefit of freeing router resources to the handling of multicast packets. RSs, on the hand, are better represented by hosts since they may need to use large buffering to keep copies of multicast packets for possible retransmission.
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 Fig. 1(a). Receivers sending NACKs to the multicast transmitter
 
 Fig. 1(b). RS NACK processing
 
 2.2 Establishing the RS Hierarchy Core to the RM2 protocol is the establishment of a minimum cost spanning tree of RSs. The static selection of RSs in a WAN is on the basis of network topology. However, a multicast receiver selects dynamically its RS. Initially when there are no users in group a G, the RSs transmit a CFG_RS packet for G at each time interval TRS in order to: • •
 
 Advertise its status as an RS to all potential members of a group; Define transmission costs where each CFG_RS packet contains a field with the cost of reaching the transmitter. This cost is null when the RS is not currently receiving data for G or that it is the actual transmitter. An example of a useful cost metric used in the simulation is the number of hops.
 
 As soon as hosts join the multicast group they start receiving, in addition to multicast data packets, CFG_RS configuration packets. This way a host may be able to select the one that it is nearest to it on the basis on the cost information. The host then sends a REG_HOST to a suitable RS and sets a timer with a 2*TRS value. The REG_HOST message has the following information:
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 HostType: telling its RS whether it is a fixed or mobile host; Group ID: of the multicast group it is currently joining;
 
 On receipt of a REG_HOST message a RS invokes the following actions: •
 
 The RS updates its fixed/mobile host counters within its region and registers the hosts’ unicast address; In the event that this is the first host to enter a multicast group at this RS, it dynamically allocates a D (multicast type) address, for example G1, using a protocol such as MADCAP [8]. This is the retransmission address for all receivers at this RS. Next the RS sends a RETR_ADDR packet telling its new host which multicast retransmission address its has to listen to. From now on, a new group G1 with a subcasting address has been established at this RS; Based on the number of retransmission requests a RS receives within a region, it may retransmit using either unicast or subcasting. This flexibility is a clear advantage over other protocols such as RMTP and SRM. Details of this mechanism are presented later in the paper. With the insertion of new hosts, new regions with separate RSs are formed. Each new RS performs the same procedure as a host in order to get a retransmission feed from a higher level RS. RM2 uses the Djikistra algorithm to establish the spanning RS tree where hop count is cost metric.
 
 •
 
 •
 
 2.3 Support for Fixed Receivers At the network level IGMP is used for group management. Existing multicast routing protocols such as the distance vector multicast routing protocol (DVMRP), protocol independent multicast (PIM) and multicast OSPF (MOSPF) may be used in conjunction with RM2 for routing multicast packets. A RS distinguishes between mobile and fixed hosts using the HostType field present in the REG_HOST registration message. Similarly, a host may leave a retransmission subcast group at a RS by sending it a LEAVE_GROUP message. The RS needs to keep track of the number of hosts in its region and should remove its link to the upper RS when it has no members to serve. 2.4 Support for Mobile Receivers Mobile devices are somehow more delicate to handle at the RS. MHs send a normal IGMP join message to a multicast router (MR) using the care-of address from a foreign network (FN) obtained through the use of the IETF’s mobile IP. The MR uses normal procedure to include itself in the IP multicast tree. The MH then sends a REG_HOST to its closest RS with the HostType field set to mobile. The following situations may happen as a result of host mobility: •
 
 A MH sends an IGMP leave group message to its current MR before performing handoff. The MR may then check through a new IGMP query message to see if there are still multicast host members in its subtree. If not,
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 •
 
 it would remove itself from the multicast tree. Furthermore, the MH also sends a RM2 LEAVE_GROUP message to its respective RS in order to be removed from the retransmission subcast list; A second situation rises when the MH is unable to leave the group before handoff is complete or that the “leave” message is lost. Therefore, the MR may only know if there are hosts left at its subtree only after it sends a new IGMP membership query message. Since the IGMP leave message may itself be lost be lost, a registration timeout is associated to each MH. The RS relies on NACKs sent by MHs to know which of these remain active in its region. An interesting scenario emerges when a MH performs a handoff and moves to a new network (at another FA). This leads to packet loss due to the fact that the MH is unable to receive multicast packets when it is in between FAs. At reconnection, the MH must send an RM2 REQUEST message to start receiving from where it left the multicast transmission before the handoff.
 
 2.5 Support for Mobile Transmitters Reconfiguring the entire multicast tree each time a sending MH moves to a new FN is costly. Another problem results from the sending of NACKs to a FN where the MH no longer is. RM2 adopts two approaches to deal with these problems: • •
 
 When the MH is within its home network, it performs a link level multicast. The HA then forwards these downstream; If the MH is visiting a FN, it tunnels packets to its HA which then forwards these using local links and WAN interfaces. In other words, the HA in this case performs the role of a gateway. For performance and scalability reasons, RM2 limits the use of IP tunnels when there is a multicast mobile source transmitting.
 
 2.6 RM2 Error Recovery NACKs are used by hosts to signal lost and corrupt packets. RM2 adopts a similar approach to RMTP in that it collects NACKs per packet within a queue during a specific time interval and then retransmits the requested packets. This scheme clearly needs further tuning in the case of mobile hosts, especially considering that the requesting mobile hosts may have moved on to new FNs since they sent NACKs when dealing with high mobility users for example. RM2 adopts a dynamic retransmission technique at the RS level as shown in the following two scenarios: • •
 
 High error rate: representing environment with a high number of mobile users with wireless access; Low error rates: representing situations with a relatively low mobile to fixed users ratio;
 
 A RS continuously monitors the number of fixed and mobile users and their NACKs. It is shown when describing the analytical model for RM2 that there are two
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 main mathematical restrictions that control the adaptation of the retransmission algorithm that decides whether retransmitted packets at a RS are sent to all group members via multicast (more specifically subcast) or that they are sent via unicast to all those hosts that requested them. When the number of NACKs is relatively low, unicast is used at the RS to retransmit packets. RM2 monitors the network load, as shown in the analytical model, and should this becomes relatively high, it would then switch to multicasting retransmission packets. However, it is important that RM2 does not attempt to reduce network load at the detriment of low speed wireless interfaces. Indeed, RM2 only uses multicast as long as the wireless channel occupation remains bellow a threshold. Between overloading the fixed network and the wireless links, RM2 chooses to limit the traffic on the latter. There are, however, situations where, even when unicast is used at the RS, the wireless interface may see too many retransmission packets. The RS may then send, on behalf of its MHs, a REDUCE_FLOW message to the multicast source. Note that it is not mandatory for a transmitter to comply with this message. Table 1 shows a summary of RM2 messages. Table 1. RM2 messages
 
 Message DATA REQUEST
 
 Originator Transmitter Receivers & RSs
 
 Receiver Description Receivers & RSs Data Packet RSs Requests the retransmission of lost packets REPAIR RSs Receivers & RSs Retransmission of lost packets CFG_RS Transmitter & RSs Receivers & RSs Building RS tree and establishing subcast regions REG_HOST Receivers and RSs RSs Host registration RETR_ADDR RSs Receivers & RSs Informs a region’s retransmission subcast address LEAVE_GROUP Receivers & RSs RSs Indicates that a host is leaving a group or simply doing a handoff. REDUCE_FLOW RSs RSs Flow Control
 
 3 Modeling Packet Retransmission A n-ary network topology with a depth h is considered with equal fixed link costs and where retransmission requests are assumed to be uniformly distributed. If PS denotes the packet size, then equations (1) and (2) give the unicast and multicast retransmission costs to K receivers respectively.
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 (1)
 
 CU(K, h, PS) = K x h x PS . C M ( n , h , PS ) = n
 
 nh −1 PS , n > 1 . n −1
 
 (2)
 
 The tree depth h depends is related to the total number of hosts (NT) as shown in (3):
 
 h( N T ,n) = log n
 
 (
 
 N T ( n −1) n
 
 )
 
 +1 .
 
 (3)
 
 Define P(Xfi,j) and P(Xmi,j) as the probability that a fixed/mobile host i requests a retransmission of packet j. They are respectively given by: h
 
 P(Xfi,j) = 1 - (1 - P(EF)) . h-1 P(Xmi,j) = 1 - (1 - P(EF)) (1 - P(EM)) . where EF and EM are packet error rates for fixed and wireless links. Let P(Xfi,j) and P(Xmi,j) be the probabilities that a fixed or mobile host i requests the retransmission of packet j respectively. Furthermore, let Pi(Y = KF, Z = KM) represent the probability of having exactly KF and KM retransmission requests of a given packet i for both fixed and mobile hosts, while NF is the total number of fixed hosts and NM the total number of mobile hosts. Since retransmission request events are independent and that P(Xfi,j) and P(Xmi,j) remain practically constant during the experiment, Pi(Y, Z) may be modeled as a binomial distribution. Therefore, we have:
 
  NF  K N −K Pi (Y = K f ) =   P( Xf i , j ) f (1 − P( Xf i , j )) F f . Kf 
 
 (4)
 
 for fixed hosts, and
 
  NM  Pi ( Z = K m ) =   P( Xmi , j ) K m (1 − P( Xmi , j )) N M − K m .  Km 
 
 (5)
 
 for mobile hosts. Through consecutive mathematical refinements of equations (4) and (5), we obtain equations (6) and (7) as representing packet retransmission in both unicast and multicast modes:
 
 E (CRU ) = hPS ( N F P( Xf i , j )(1 − P( Xf i , j )) + ( N F P( Xf i , j )) 2 +
 
 (6)
 
 N M P( Xmi , j )(1 − P( Xmi , j )) + ( N M P( Xmi , j )) ) . 2
 
 E (CRM ) = n
 
 nh −1 PS ( N F P( Xf i , j ) + N M P( Xmi , j )) . n −1
 
 (7)
 
 Fig. 2 presents the network load behavior as the number of retransmission requests arriving at the transmitter increases (equations (i) and (ii)). We see that, as the number
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 of requests grows, the overload generated by the retransmitted packets depends on the retransmission mode (unicast or multicast). Ideally, RM2 should change into multiNetwork Load 120
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 Number of Requests
 
 Fig. 2. Network Load
 
 cast retransmission when the two curves intersect as shown in fig. 2. Table 2 shows some of parameters used for this analysis. Through the variation of the ratio mobile/fixed hosts, we show that the effect of mobile hosts is far more important on retransmission load and that the initial unicast retransmission scheme cannot be maintained when there is a large network.
 
 Table 2. Some Parameters for the Analytical Evaluation
 
 Parameter P(EF) P(EM) n-arity PS (Packet Size)
 
 Value -9 10 -3 10 2 1KB
 
 Actually, the RM2 retransmission mechanism takes into account two restrictions: R1 and R2. R1 guaranties that the network load does not exceed an established threshold p whereas R2 ensures that wireless retransmission channel utilization is not overwhelmed by multicast retransmitted packets. R1 is given below (equation 8):
 
 α .E (CRU ) ≤ p .
 
 (8)
 
 Where α:
 
 α=
 
 N M P( E M ) P( E M ) 1 . . = N M N M P( E M ) + N F P ( E F ) N M P ( E M ) + N F P ( E F )
 
 (9)
 
 In other words, α represents the average error rate related to fixed and wireless errors as well as the number of both user types. Fig. 3 shows the impact of both fixed (NF) and mobile users (NM) (equations (vi) and (vii)). Through fig. 3, we see that mobile users have a much bigger effect on the load generated by duplicate packets
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 than fixed users. Therefore, RM2’s retransmission mechanism was specially adapted to deal with mobile users. R2, on the other hand, is given by:
 
 E (CR M ) ≤ E (CRU ) .
 
 (10)
 
 That is to say that RM2 must always check if it is not time to switch from a unicast to multicast retransmission in order to lower the network packet retransmission load.
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 4 RM2 Simulation RM2 was implemented in the U.C. Berkeley/LBNL ns-2 simulator. The source code is available from http://www.di.ufpe.br/~cmc/research/rm2/rm2-source.zip. Topology. A backbone topology with 7 multicast routers has been used with 2 Mbps links and 10ms delay. The scenario consists of a maximum of 50 users joining a multicast transmission at different levels of the hierarchy. Fixed access is characterized by a 10Mbps speed and 5ms delay, whereas mobile access uses 14 kbps and a 50ms delay. We used ns-2 DVMRP (Distance Vector Multicast Routing Protocol) for building routing tables, IGMP for group management and mobile IP for address allocation. Transmission. Each simulation experiment starts at time 1 second, and after the bootstrap phase of 8 seconds a CBR (constant bit rate) source starts transmitting 5000 1KB packets at 64 Kbps. Error Model. In RM2’s simulation, errors are a result of buffer overflow in routers and transmission packet error rates. Whereas the first one represents the dominant source for Internet packet loss, the second one reflects the error probability inherent to each link, as explained in the analytical model and configured in table 2. As presented earlier, the analytical model determines that the loss rates receivers experience are obtained by compounding the loss rates on the links from the sender to the receivers.
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 Results. The results mainly validate the analytical modeling earlier shown. The network load shown in fig. 4 presents similar tendencies to the one resulting from the analytical model presented fig. 2. Similarly, the results show that the impact (see fig. 5) of both fixed and mobile users is in line with the one from the analytical model shown in fig. 3.
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 5 Comparing RM2 Performance with SRM Finally, we compare RM2 and SRM performance under similar loads. SRM has been selected since it is well referenced in the literature and readily available in the ns-2 simulator. We set R1 as a condition for RM2 to ensure that wireless interface may not see more than 20% of retransmission. Fig. 6 illustrates link utilization during the simulation. The results are somehow intuitive, SRM generates higher levels of network occupancy since it always retransmits in multicast mode which may of course overload low speed wireless interfaces (in fig. 6, there are times where SRM uses almost 80% of this capacity).
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 Furthermore, SRM’s average occupation of wireless interfaces was 50% compared to a mere 16% when using RM2. Fig. 7 shows the number of duplicates seen by a host. Since SRM uses multicast for retransmitting packets to all group members, it presents a large overhead (close to 100%). This is often unacceptable for mobile hosts specially when compared to the overhead of RM2 which is less than 20% (maintaining restriction R1). Clearly, RM2 retransmission adaptation not only optimizes network traffic load but more importantly spares low speed wireless links.
 
 6 Conclusions This work has presented a new reliable multicast protocol, suitable for use in wireless environments. RM2 defines a hierarchy of retransmission servers which implement subcasting. It was shown through analytical modeling and simulation that the adaptation mechanism reduces multicast traffic due to packet retransmission and saves link utilization at the wireless interface. Finally, through simulation, RM2 efficiency over SRM was shown to be superior.
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