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 Preface This was the first conference jointly organized by the IFIP Working Groups 6.2, 6.3, and 6.4. Each of these three Working Groups has its own established series of conferences. Working Group 6.2 sponsors the Broadband Communications series of conferences (Paris 1995, Montreal 1996, Lisboa 1997, Stuttgart 1998, and Hong-Kong 1999). Working Group 6.3 sponsors the Performance of Communication Systems series of conferences (Paris 1981, Zürich 1984, Rio de Janeiro 1987, Barcelona 1990, Raleigh 1993, Istanbul 1995, and Lund 1998). Working Group 6.4 sponsors the High Performance Networking series of conferences (Aaren 1987, Liège 1988, Berlin 1990, Liège 1992, Grenoble 1994, Palma 1995, New York 1997, Vienna 1998). It is expected that this new joint conference will take place every two years. In view of the three sponsoring Working Groups, there were three separate tracks, one per Working Group. Each track was handled by a different cochairman. Specifically, the track of Working Group 6.2 was handled by Ulf Körner, the track of Working Group 6.3 was handled by Ioanis Stavrakakis, and the track of Working Group 6.4 was handled by Serge Fdida. The overall program committee chairman was Harry Perros, and the general conference chairman was Guy Pujolle. A total of 209 papers were submitted to the conference of which 82 were accepted. Each paper was submitted to one of the three tracks. Papers within each track were reviewed separately, and the decision as to which papers to accept was taken separately within each track. For presentation purposes, most of the sessions in the final program were made up by mixing papers from the three tracks. The program covers a variety of research topics which are of current interest, such as wireless networks, optical networks, switching architectures, residential access networks, signaling, voice and video modelling, congestion control, call admission control, QoS, TCP/IP over ATM, interworking of IP and ATM, internet protocols, differentiated services, routing, multicasting, real-time traffic management, resource management and allocation, and performance modelling.
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 Multi-criteria Arguments for Improving the Fairness of Layered Multicast Applications? Marcelo Dias de Amorim1,2 , Otto Carlos M. B. Duarte2 , and Guy Pujolle1 1
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 Abstract. In this paper, we address the problem of choosing the most adequate rates for the different layers in multicast distribution of multilayered applications. We argue that depending on the type of the application that is being carried out, we face a number of problems to decide what are the most adequate bounds on the parameters to achieve the best global quality. We propose then multi-decision criteria that improve the global aggregated quality of the communication in the multicast session. We consider the quality of the application at the receiver, the bandwidth utilization, and the satisfaction index to measure the combined user/network quality of the communication.
 
 1
 
 Introduction
 
 For the transport of multimedia applications through multicast sessions with heterogeneous receivers, the use of multi-layered coding has shown to be a worthwhile approach. In such a technique, the source is coded in a base layer and in one or more enhancement layers and the quality of the presentation depends on the number of layers that are played. Multi-layered coding has been applied to improve the fairness of a wide variety of multicast applications, mainly for video distribution [1,2,3,4,5,6,7,8,9,10]. This approach is interesting in multicast communications because destinations with different receiving capacities (available bandwidth, local resources, etc) can choose the layers they are able to receive. Multi-layered applications over multicast networks require that new mechanisms are embedded in the communication protocol. One of the most difficult problems is to choose the metrics that should be considered by the algorithm that computes the rates of the video layers in order to maximize the global fairness of the application. This is a strategic task because of the subjective decision of which metric should be prioritized. For instance, in [5,8], video rates are calculated based only on the degree of video degradation at the receivers, i.e., ?
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 G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 1–10, 2000. c Springer-Verlag Berlin Heidelberg 2000 
 
 2
 
 M. Dias de Amorim, O.C.M.B. Duarte, and G. Pujolle
 
 the difference between the required and the received video rates. In this paper, we propose a set of other potential metrics and argue that one of them should be prioritized according to the type of the application. In our scenario, the application runs over a rate-based adaptive multicast session, where the receivers periodically send control packets to the source containing information about the video rate they want (or are able) to receive [5]. Based on these packets, the source computes the most appropriate rates to optimize the quality of the communication. However, it must be established what means a good global quality. We propose a first approach to this problem by considering the bandwidth utilization, the satisfaction index, and the degree of degradation at the receivers as the metrics to be used by the algorithm to compute the layers. We show that all metrics cannot be optimized at the same time and give some examples showing the dependency between the type of the application and the metric to be prioritized. The following of this paper is organized in four sections. In Section 2, we present some multi-layered multicast schemes proposed in the literature. In Section 3, we discuss the limitations of using a single metric to compute the rates of the layers. The use of multiple metrics and how these metrics react to fluctuating network congestion are proposed in Section 4. Finally, Section 5 concludes this paper.
 
 2
 
 Multi-layered Multicast Schemes
 
 Different strategies have been used to provide quality of service to applications in networks that offer no guarantees such as the Internet. One approach is to apply resource reservation, in which resources are set aside for a particular flow [11]. A more recent technique is to introduce adaptability in the applications [5,6,7,12,13,14,15]. In such a case, applications are kept informed about available network resources and dynamically adapt their transmission rates to the current state of the network. This is particularly interesting in heterogeneous multicast communication in which data must be delivered to a number of destinations with different receiving capacities. Most adaptive multimedia schemes have used multi-layered coding as the major supporting mechanism to improve the fairness of the applications. The receiver-driven layered multicast (RLM) [7] is a rate-adaptive protocol for the distribution of layered video using multiple IP-multicast groups. The source generates a certain number of video layers and transmits each layer in a different multicast session. The receivers subscribe to the number of groups they will. The communication is dynamic in the way receivers can dynamically join or leave groups. However, they are limited to the layers the source decides to transmit. Since the receivers do not have any influence on the way the rates of each layer are calculated, these values may not be suited to yield good video quality at the destinations and reasonable network utilization. The Layered Video Multicast with Retransmission (LVRM) [9] has been proposed for the distribution of layered video over the Internet. LVRM deploys an
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 error recovery scheme using retransmissions with upper bound on recovery time and adaptive playback point. LVRM also implements adaptation to network congestion and heterogeneity using a hierarchical rate control mechanism. In this mechanism, the information about network congestion is exchanged among the sender, the receivers, and some agents in the network. This scheme has the advantage of scalability since each network component stores only the information relevant to itself. In [5], Vickers et al. propose a rate-based control mechanism in which a number of feedback control packets containing the current network congestion state are exchanged between the source and the receivers. Based on the content of these packets, the source estimates the number of video layers to transmit and their respective rates. In this scheme, the source periodically multicasts control packets to the receivers. As these packets traverse the network, intermediate nodes mark them with the amount of available bandwidth. Each receiver copies the packet’s content into a returning feedback control packet and sends it back to the source. To avoid feedback implosion at the source, intermediate nodes implement an algorithm to merge the feedback packets returned by the receivers. The single-loop packet-merging algorithm proposed in [8] is an algorithm to improve fairness for multicast distribution of multi-layered video. The control information scheme is similar to the approach proposed in [5]. However, intermediate nodes perform packet merging in only one loop and use the concept of virtual layers. With virtual layers, the nodes consider that the source is able to generate more than the actual number of layers. In several circumstances, this leads to an important improvement in the global video quality at the receivers since a reduced number of merging procedures are performed and consequently relevant information are not lost. All of the above techniques have shown to improve the fairness of multicast applications. However, these algorithms consider either the user or the network when computing the video layers, and we argue that both of them should be taken into account.
 
 3
 
 Application-Dependent Quality
 
 In this section, we evaluate the need for other metrics when computing the rates of the video layers other than the global video degradation (∆), which is the aggregate of all local degradations, given by the difference between the required video rate (ri ) and the actual video rate (rir ) received by destination i, ∆=
 
 N X
 
 δi ,
 
 (1)
 
 i=1
 
 where δi = (ri − rir ), ri ≥ rir , and N is the number of receivers in the session. We consider in this paper a feedback control scheme similar to the one presented in [5], where feedback control packets are transmitted by the destinations to the source to indicate the video rate they want to receive. These packets are
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 combined at intermediate nodes to avoid feedback implosion at the source. After a merging procedure, each resulting feedback control packet contains a number of entries that store a video rate (fi ) and the number of destinations that want to receive this rate (fi∗ ), as shown in the example of Fig. 1(a). The number of entries in the feedback control packet corresponds to the number of video layers the source can transmit. When performing a merging procedure, the node looks for the entries that must be discarded according to the merging algorithm and creates a new feedback packet to be sent to the source. Fig. 1(b) shows an example of the merging procedure using the single-loop algorithm for two incoming feedback control packets. In this example, the algorithm has to discard two entries since the two incoming packets together have five entries and the source is supposed to transmit no more than three layers. The first entry of the incoming packet 1 is then combined to the first entry of the incoming packet 2 and entries 2 and 3 of the incoming packet 1 are merged.1
 
 f1
 
 f∗1
 
 f2
 
 f∗2
 
 f3
 
 f∗3
 
 f4
 
 f∗4
 
 (a) 10 2 40 3 50 1 incoming packet 2 10 3 20 1 40 4 outgoing packet 10 1 20 1 incoming packet 2 (b) Fig. 1. (a) Feedback control packet and (b) an example of the merging procedure for a three-layer video.
 
 The algorithms proposed in [5,8], however, are based only on the video degradation at the receivers. In this paper, we propose the use of other metrics when performing the merging procedure. Consider for example a multicast session with one sender and four receivers as shown in Fig. 2. In this scenario, suppose that the source transmits two video layers and that the merging algorithm uses only the global video degradation at the receivers to perform the merging procedure. 1
 
 For further details on the merging algorithms, please refer to [5,8].
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 Since the rate of the base layer is limited by the slowest receiver, in our example the source transmits the two video layers at L1 =1Mbps and L2 =1Mbps. Note in Table 1 that these values lead to the lowest global video degradation. Table 1. Video degradation for layer 2 transmitting at 1 and 2.9 Mbps. L2 =1Mbps L2 =2.9Mbps Receiver required received degradation required received degradation r1 1 1 0 1 1 0 r2 2 2 0 2 1 1 r3 2 2 0 2 1 1 r4 3.9 2 1.9 3.9 3.9 0 Global degradation
 
 1.9 Mbps
 
 2 Mbps
 
 Consider now that the capacity of receiver 4 changes from 3.9 to 4.1Mbps. The new video layers that result in the lowest global degradation are L1 =1Mbps and L2 =3.1Mbps, and the correspondent global video degradation is ∆=2Mbps. The possible value for the video layers are shown in Table 2. Note that for a variation of 5% in the receiving capacity of receiver 4, the video layer 2 has increased its rate of 310%, which results in a substantial growth of the bandwidth utilization. Moreover, in the first scenario there were three destinations receiving 100% of the required bandwidth (and only one destination receiving ∼50%), while in the second scenario only two receivers are supplied with 100% and two receivers with 50%. It is quite intuitive that it is better to maintain L1 and L2 at 1Mbps in order to have lower bandwidth utilization even if the global video degradation is greater than the optimum value. Table 2. Video degradation for layer 2 transmitting at 1 and 3.1 Mbps. L2 =1Mbps L2 =3.1Mbps Receiver required received degradation required received degradation r1 1 1 0 1 1 0 r2 2 2 0 2 1 1 r3 2 2 0 2 1 1 r4 4.1 2 2.1 4.1 4.1 0 Global degradation
 
 2.1 Mbps
 
 2 Mbps
 
 In next section we will present a qualitative analysis on the use of different metrics to improve the global quality of the application. We propose the global degradation, the bandwidth utilization, and the user satisfaction as the metrics to be used by the algorithm in order to improve the quality of the communication.
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 N1 r3 =2Mbps N3 r4 =3.9Mbps Fig. 2. Example of multicast session.
 
 4
 
 Multi-criteria Multicast
 
 It is likely that distinct applications have different requirements about the metrics to be prioritized by the algorithm that computes the video layers. For example in a pay-per-view video service, it is important that the subscribers receive the maximum possible video quality even if the server rejects new calls. In video surveillance, maximizing the video quality may not be the main objective, but the reduction of the allocated network resources. On another side, broadcast advertisements may require that the data are received by a number of destinations as large as possible. The use of different criteria may then be a solution to the problem of multicast delivery of multi-layered applications if it is applied a scheme of weighted parameters, in which each one of the proposed metrics is prioritized depending on the application that is being carried out. To introduce other metrics, some extensions must be made in the feedback control mechanism. A variation of the feedback control packet must contain other information such as the video degradation and the satisfaction index at the receivers. Besides the video rate and the number of destinations that want to receive this rate (as in the original packet), each entry of the new control packet has two other fields: the video degradation and the satisfaction index. When performing the merging procedure, the node looks for the entries that have to be discarded and adds its correspondent degradation to the degradation of the entry it is going to be combined with. Consider the same topology of the example shown in Fig. 2 in which the source transmits two video layers. We denote Lji the value of fi at the network element j and δik the video degradation correspondent to the rate fi at the network element k. When generating a feedd back control packet, receiver di sets the field δ1 j to 0 (no degradation since no merging procedure has been performed) and sends the packet to its upstream node. The feedback control mechanism performs the following steps:
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 At node N2 (no merging procedure): Ld11 → Ln1 2 δ1d1 → δ1n2 d2 n2 L1 → L2 δ1d2 → δ2n2 At node N3 (no merging procedure): δ1d3 → δ1n3 Ld13 → Ln1 3 Ld14 → Ln2 3 δ1d4 → δ2n3 At node N1 : Ln1 2 → Ln1 1 Ln1 3 → Ln2 1
 
 (δ1n2 + δ2n2 + (Ln2 2 − Ln1 2 )) → δ1n1 (δ1n3 + δ2n3 + (Ln2 3 − Ln1 3 )) → δ2n1
 
 In this way, the information about the video degradation is carried through the multicast tree the source can estimate the global video degradation by Pand E computing ∆ = i=1 δi , where E is the number of entries in the packet. Fig. 3 shows the numerical results after each one of the steps.
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 r1 =1Mbps r3 =2Mbps
 
 N1 1
 
 1
 
 0
 
 1
 
 2
 
 3 1.9 .89
 
 2
 
 1
 
 0
 
 1 3.9 1
 
 0
 
 1
 
 r3 =2Mbps
 
 N3 r4 =3.9Mbps
 
 Fig. 3. The merging steps at each one of the nodes.
 
 The degree of bandwidth utilization is computed directly at the source by combining the video rates and their respective number of requests. For a source transmitting C layers, we call weighted bandwidth allocation (Ω) the estimation of the bandwidth allocated throughout the multicast tree, Ω=
 
 PC
 
 ∗ i=1 (fi × fi ) . PC ∗ i=1 fi
 
 (2)
 
 The satisfaction index (ν) measures the average degree of satisfaction in a group of users. It corresponds to the percentage of the received video with regard to the requested video rate. Consider a scenario in which (M − 1) entries ∗ , δM , νM ]} are combined to entry [f1 , f1∗ , δ1 , ν1 ]. The {[f2 , f2∗ , δ2 , ν2 ] . . . [fM , fM 0 0 0 0 resulting entry is given by [f1 , f1∗ , δ1 , ν1 ], where
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 0
 
 f1 = f1 , 0 f1∗
 
 =
 
 M X
 
 (3)
 
 fi∗ ,
 
 (4)
 
 i=1 0
 
 δ1 =
 
 M X
 
 M X
 
 δi +
 
 i=1
 
 (fi − f1 )fi∗ ,
 
 (5)
 
 i=2
 
 and 0
 
 ν1 =
 
 PM
 
 0 ∗ i=1 (fi × νi ) , PM ∗ i=1 fi
 
 (6)
 
 where, for j = 2 . . . M , 0
 
 νj =
 
 f1 × νj . fj
 
 (7)
 
 To illustrate that the three metrics proposed in this paper have different comportment and that the combination of them is important to improve the global quality of the communication, we show a simple example of a multicast session with one sender transmitting two video layers and three receivers as shown in Fig. 4. Receivers d1 and d3 have fix receiving capacities (r1 =1Mbps and r3 =4Mbps, respectively), and the available bandwidth in the path to destination d2 varies from r1 to r3 . r1 =1Mbps r2 =(1..4)Mbps
 
 Source
 
 r3 =4Mbps Fig. 4. Example topology.
 
 Fig. 5 shows how the metrics respond to the different possible values of the video layers, i.e., when {L1 = r1 ; L2 = r2 } and {L1 = r1 ; L2 = r3 }. The global degradation for the two possibilities are show in Fig. 5(a). Similarly, Fig. 5(b) and Fig. 5(c) depict, respectively, the weighted bandwidth utilization and the estimated satisfaction index. Note that the ideal is to have the minimum global degradation, minimum bandwidth utilization, and the maximum satisfaction
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 (c) Fig. 5. (a) Global video degradation, (b) bandwidth utilization, and (c) satisfaction index.
 
 index. However, the example shows that these values cannot be simultaneously obtained. In fact, the type of the application must be taken into account when the algorithm to compute the layers is being performed.
 
 5
 
 Conclusions
 
 We have proposed in this paper the use of multiple metrics to compute the most adequate rates for multicast multi-layered applications. We consider the global degradation at the receivers, the bandwidth utilization, and the satisfaction index. We have also argued that one of these metrics should be prioritized to improve the quality of the communication. We showed how the metrics are calculated and how they respond to variations on the network congestion. The proposed criteria lead to a significant improvement on the quality of the application when compared with the classical approaches that consider only the degradation at the destinations.
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 Abstract. Receiver-driven Layered Multicast (RLM) has previously been proposed to distribute video over the best-effort heterogeneous IP networks. Although RLM can avoid network overloading in multicast, its rate control mechanism performs poorly under bursty traffic conditions, which is the characteristic of today’s Internet. In this paper, we propose a new scheme called Network-Driven Layered Multicast (NLM) which makes use of IPv6, the next generation IP. Although IPv6 is not currently used in the Internet and MBone, it will be undoubtedly adopted in the near future due to the running out of IPv4 address space. With the new priority-dropping feature offered by IPv6, the rate adaptation control process in our scheme is much simplified and the reception rate at receivers can be optimized even under bursty background traffic conditions.
 
 1
 
 Introduction
 
 As the capacity of the Internet increases, various multimedia network applications that provide audio-visual services such as VOD and video conferencing are becoming increasingly popular. Due to the heterogeneous nature of the Internet, which interconnects networks of diverse regions and different technologies together, highquality video distribution by multicast is particularly challenging. In a video multicast system, some users may join in from high-speed FDDI networks while others may participate by slow dial-up telephone lines. The main issue here is that the sender can only transmit packets at a single rate. If the video is transmitted in a high bit rate, dialup users will not able to participate. But if it is sent out at modem speed, users from high-speed network will then suffer from low-quality service. To deal with this rate control problem, some researchers have proposed shifting of rate adaptation task from the sender to the network or receivers. One of such approaches is the deployment of video gateways [1, 9] at the network which transcode a high-quality video multicast stream into a low bit rate one before the stream flows into a low-speed network so that users can still participate with their limited bandwidth. However, this approach has two shortcomings. First of all, in order to perform the stream transcoding, the gateway must be able to understand the semantic content of the stream. This requires additional efforts on the network. Moreover, the performance of this approach is highly dependent on the placement of gateways at appropriate locations. But these locations may not be available because of security or resource restriction.
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 An alternative approach is known as Layered Video Multicast [9]. This approach attempts to accommodate network heterogeneity by tuning the reception rate at the receiver end to match the network capacity. The reception rate can be controlled by subscribing to a different number of video layers. As this approach is receiver-driven, each individual user is able to optimize to a different transmission rate. Apart from the network heterogeneity problem, the Internet is based on the besteffort network-service model. Since there is no guarantee that packets can reach the destination or be delivered on time and in order, the Internet itself is not suitable for real-time traffic, which is subject to strict loss rate and latency constraints. To cite an example, MPEG is a widely used video coding scheme, but it is not designed for transmission in an unreliable channel like the Internet. An MPEG video sequence typically consists of three types of frames: I-frames, P-frames and B-frames. In order to achieve high compression efficiency, motion compensation technique is used to remove temporal redundancy in successive frames when coding the P-frames and Bframes. While I-frames are independently decodable, other types of frames can only be decoded from its reference frames. Therefore, a packet loss in a reference frame during transmission not only introduces an error in the current frame but will also propagate additional errors to the subsequent frames which will refer to it for decoding. As a result, the perceived video quality at the receiver is severely degraded. Several techniques such as forward error correction (FEC) and introduction of more intra-frames in a video sequence are proposed to control the packet loss and error propagation problem, but none of them are efficient as extra bandwidth is required to transmit the redundant packets. Moreover, the reliability of these techniques depends on the degree of redundancy added, which should be determined by estimating channel characteristics. However, the time-variant and dynamic traffic condition in the Internet makes it hard to attain an accurate estimate. Alternatively, a more feasible solution to overcome packet loss in multimedia streaming is to retransmit the packet when loss is detected. Although retransmissionbased error recovery has been criticized as being ineffective in wide-area real-time communications because of the incursion of extra latency in retransmitted packets, effective recovery is still possible if 1) packet loss can detected an soon as possible; and 2) an adequate amount of buffering is introduced at receiver to delay the play-out time of presentation. Recent research also suggested that retransmission-based error control work well in real-time multicast if lost packets can be re-sent immediately upon request [3]. In this paper, we propose a new video multicast approach which can overcome network heterogeneity and packet loss simultaneously. To do so, we adopt IPv6 in the layered video multicast scheme. The new Traffic Class field in IPv6 provides an excellent priority-dropping feature to distribute layered video in the IP networks without the effort from sender or individual users for adaptation. Although recent research results suggested that priority dropping of packets without any additional error control measures may not have a significant performance improvement over uniform dropping in layered video distribution under smooth background traffic, it does give a modest gain, especially under bursty traffic conditions like the Internet [10]. By using our loss recovery scheme, error control can be even more effective and a better performance can be achieved. The paper proceeds as follow: Section 2 gives an overview of RLM and IPv6. Section 3 presents our proposed scheme known as Network-Driven Layered Multicast with IPv6 (NLM). Section 4 analyses the performance of the new scheme. Section 5 concludes our work.
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 Fig. 1. An Example of RLM
 
 2
 
 Background
 
 2.1
 
 Receiver-Driven Layered Multicast (RLM)
 
 As mentioned in the last section, one approach for real-time video multicast on the IP networks is the use of layered video multicast. One typical example of such schemes is Receiver-driven Layered Multicast [2]. In this scheme, the video source is first encoded into multiple layers. The base layer provides the basic quality of video and each higher enhancement layer progressively improves the signal quality. Depending on the compression schemes, a video sequence can be layered by picture resolution, quantization factor and frame rate. At the sender, each layer is transmitted to a distinct multicast group. In turn, based on its network capacity, each receiver subscribes to the number of layers which can obtain the best possible quality. As the bandwidth between the source and receiver may vary from time to time, dynamic rate adaptation is carried out by the receiver joining/leaving multicast groups during the subscription period. When congestion is detected in the network, a receiver drops the highest enhancement layer to reduce reception rate and hence alleviate congestion. When congestion frees up, it subscribes to an additional layer. Figure 1 shows an example of RLM. Three layers of a video are represented by different types of arrows. By subscribing to different number of layers according to available bandwidth, all receivers in the group are able to optimize their reception rates.
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 While network congestion can be easily detected by high packet-loss rate at the receiver, the detection of unused network capacity is more difficult. In RLM, a receiver tries to detect extra available bandwidth by periodical probing. That is, in every predefined period, the receiver subscribes to an additional layer to observe the reception quality. If the quality is degraded rather than improved, this indicates network congestion results and hence the receiver should immediately drop the newly added layer. How often should the receiver do the probing is an issue. A recent research work used the decrease of measured RTT as an indication of potential extra bandwidth [12], eliminating the need for blind, periodic probing. Nevertheless, the coordination among a group of receivers in rate adaptation remains an issue. Another problem of RLM is its poor rate adaptation performance in best-effort networks in which packet losses can occur even when transmission rate is well below the bottleneck rate. As RLM uses packet loss as an indication of congestion, heavy random packet drop will prevent optimal transmission rate from being attained. Moreover, under bursty background traffic, the available bandwidth can be timevarying and fluctuates rapidly. It is difficult for RLM to have a fast enough response for rate adjustment. The simulations in [10] have studied the performance of RLM. The results show that RLM operates far from the optimal level under bursty traffic. An alternative scheme, Layered Video Multicast with Retransmission (LVMR) was proposed later to improve RLM [5] [6]. With this scheme, retransmission of lost packets is introduced. However, the issue of slow response in adaptation to rapid traffic condition changes remains. 2.2
 
 New Features in IPv6
 
 Internet Engineering Task Force has recently drafted a new version of Internet protocol known as IPv6 [7]. Apart from increasing the address space from 32 bits to 128 bits, several new features have been added in the new protocol to support realtime traffic and multicast. First of all, a range of IPv6 addresses is reserved for multicast purposes. Each IPv6 multicast address consists of a Flag field, a Scope field and a Group identifier. The flag field indicates whether the group is permanent or transient. The scope field limits the scope of the multicast group. The group identifier specifies the multicast group. In addition, a new Traffic Class field is added in the IPv6 packet header to provide QoS support. We now discuss the use of this class field. IP packets arriving at a router are queued for processing. However, when the buffer of a router is full, the incoming packets will be discarded. The new class field allows a source to specify the desired priority/class of its packets. When a link is congested and the buffer overflows, the incoming and queued packets will be dropped from low to high class. Therefore, by assigning important real-time traffic to a higher class, certain degree of QoS guarantee can be attained.
 
 3
 
 Network-Driven Layered Multicast
 
 Both RLM and LVMR attempt to adapt to network congestion and heterogeneity at the receiver side. It is true that receivers can successfully adjust to a more or less
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 optimal reception rate through these two approaches when the background traffic is smooth, but in practice, the bursty Internet traffic has limited their performance [10]. We propose to solve this problem using a Network-Driven Layered Multicast (NLM) scheme, which shifts the adaptation burden from receivers to the network. In our scheme, receivers are only responsible for handling packet loss recovery. 3.1
 
 Video Layering Scheme
 
 As other schemes mentioned in the previous section, our system makes use of layered video for multicast. It should be noted that our system is applicable to any layered encoding format. Here, we choose MPEG video as an example for illustration. In general, an MPEG video can be encoded into layers by scaling the video SNR, frame rate or a combination of both. For simplicity, we select a layering scheme similar to [5]; that is, we layer the video from the frame types. This simple layering technique requires a minimal additional effort from the encoder. A typical GOF pattern in a MPEG video sequence is I1B2B3P4B5B6P7B8B9P10B11B12P13B14B15. For layering, I-frames, which can be decoded independently, is assigned to the base layer. P-frames (P4P7P10P13), which must be decoded from previous I-frames or P-frames, make up the first enhancement layer. B-frames, which should be decoded from both previous and subsequent I-frames or P-frames, constitute the second enhancement layer. By using this layering scheme, each successive subscribed layer can improve the video quality through an increase in frame rate. Finer layering is also possible by subdividing B and P-frames into more layers. 3.2
 
 Rate Adaptation Scheme
 
 The main difference between our scheme and RLM or LVMR is that our rate adaptation is totally handled by the network instead of receivers. To handle different priorities of IP packets, routers must be capable of processing the class field in the IPv6 header. Although nowadays most routers in the Internet are designed for IPv4, the classical IP, the existing routers will very likely be upgraded to become IPv6compatible in the near future in order to support real-time traffic and the new address space. We also assume that the routers will be able to support a fair sharing of bandwidth among all the existing flows. That is, each flow will occupy only a certain proportion of the available bandwidth. In NLM, rather than multicasting each video layer to a different IP address, we transmit all layers of the video source with a single multicast address, but each layer will be assigned with a different traffic class/priority. As each user must receive the base layer to acquire the minimal perceived quality, a higher priority is assigned to the base layer. For enhancement layers, priorities decrease up the layers since each additional layer only further refines the quality. In this way, the sender will transmit the video at a full rate to all receivers regardless of their network capacities. It might seem at first glance that the multicast traffic under this approach will occupy all the bandwidth in low-speed links and prevent other flows from acquiring adequate bandwidth. However, with advanced routers, the available bandwidth in the links will be partitioned and reserved for different services. The multicast traffic will occupy only an allocated amount of bandwidth when a link is also used by other
 
 16
 
 H.-p. Sze and S.C. Liew
 
 services. Since each layer is multicast with a different priority, when the flow rate exceeds the allocated bandwidth portion, packets in the flow will be discarded by the routers starting from those of the lowest priority, which correspond to the highest enhancement layer. As a result, only those layers which the network capacity can sustain can traverse the links and reach receivers. The effect of this process is indeed similar to dropping a layer in RLM when congestion is detected at the receiver. Figure 2 depicts an example of NLM in a heterogeneous network.
 
 Fig. 2. An example of NLM
 
 In practice, a user may not exactly receive a complete set of layers. For example, the network capacity may allow a user to receive only the base layer and part of an enhancement layer. In that case, we should decide whether to display the partially received layer since display of an incomplete enhancement layer can result in a poorer video quality than just playing the base layer. In NLM, we set a threshold α on the proportion of layer received. If the proportion of layer received r is less than α, the incomplete layer will be omitted in the presentation; otherwise it will be played with other lower layers. We will not suggest a value for α here because its value depends on the particular video coding technique. If the video is vulnerable to data loss, then a threshold, say, as large as 90% - 95% should be set. In case a video can withstand some missing data without severe deterioration in perceived quality, a smaller value such as 70% - 80% may be assigned to α. For the MPEG video in our example, the first enhancement P-frame layer should have a large α since any missing data will be propagated to the subsequent P-frames and significantly degrade the perceived video quality. But the second enhancement B-frame layer can have a smaller threshold
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 because a B-frame will not be referenced by other frames for decoding. Any data loss in the layer will affect only the corresponding frame. Using a suitable error concealment technique, the impact of packet losses can be minimized. During a video session, the traffic condition of the network may vary and hence a receiver should continuously monitor the proportion of a layer being received r in order to optimize the perceived video quality. Suppose at the beginning r < α and the layer is not displayed (but is still being received). If now there is spare bandwidth, more packets of the layer are received, so r may then increase beyond α. This will immediately trigger the receiver to start displaying the layer as well. Similarly, when network congestion occurs, r may drop below α. Then the receiver should stop displaying the layer until available bandwidth increases again. 3.3
 
 Retransmission-Based Error Recovery Scheme
 
 Even when the network can support the delivery of different video layers by multicast, due to the best-effort nature of IP networks, packets can still be lost in transmission. Therefore, apart from the rate adaptation scheme discussed in the previous section, we further improve the performance of our multicast system by a retransmission-based error recovery scheme. We choose ARQ rather than FEC for error recovery because ARQ has more benefits than FEC as described in Section 1. Important issues such as retransmission requests, local recovery and priority of retransmitted packets are considered in our scheme. a. Triggering of Retransmission Request The function of retransmission is to recover a randomly lost packet. For packet loss due to heavy network congestion, a packet should not be retransmitted as this would only lead to congestion collapse. Thus, in our system, retransmission requests will only be triggered by packet losses in the displayed layers (i.e., layers with r > α) but not the undisplayed layers, since the losses in these layers are mainly caused by network overloading. To detect packet loss, the popular approach is to check for gaps in received packet sequence numbers. Once a gap is discovered in the sequence space, it indicates that the expected in-sequence packet is probably lost. If packet losses are independent and not consecutive, this indeed offers a fast method to detect packet loss. However, it is recently found that bursty losses occur frequently in the Internet [8], which means that with this approach, packet loss may be detected at receiver only when a new packet arrives after several lost packets’ inter-arrival times. To improve the response, we use both packet disorder and a time-out mechanism to trigger retransmission requests. Our mechanism works as follow: packets of each layer will have their own set of sequence numbers. When the packets in a layer are received out of sequence, and if the layer is a displayed layer, retransmission requests will be issued immediately. In addition, we also set a time-out instant for each coming packet. MPEG video has a variable encoding rate and it is difficult to predict the time of arrival for each packet, but by layering the video by frame types in our example, each layer can have a more regular bit rate. Moreover, we can use traffic shaping technique to smooth the video traffic so that packets in each layer can be transmitted more regularly. Thus, for each layer, it is possible to estimate the arrival time of packets and set the time-out instant
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 accordingly. We apply the streaming protocol proposed in [11]. Assume for layer i, i the first packet (packet 0) is received at time t0 . If the mean inter-arrival time of i packets in this layer is R , then the expected arrival time for packet j will be
 
 ~ e ij = T ji − T ji .
 
 (1)
 
 i
 
 If the packet actually arrives at time Tj , then the error of expected arrival time is given by ~ T ji = t 0i + jR i ; j ≥ 0 .
 
 (2)
 
 In order to adapt to delay jitter and clock asynchronization between the sender and i receiver for estimation of the packet arrival time, e j is smoothed by an equation similar to the one used in TCP for estimating RTT:
 
 e ij smooth = (1 − λ )e ij −1 smooth + λe ij .
 
 (3)
 
 where λ is a smoothing constant between 0 and 1. Therefore the estimated arrival time for packet j in layer i is ~ A ij = T ji + e ij −1 smooth .
 
 (4) i
 
 In our scheme, the time-out instant for packet j is set to be A j plus a safety margin which is related to the deviation of estimated packet arrival time from the actual arrival time. The deviation for packet j is given by
 
 σ ij = T ji − A ij .
 
 (5)
 
 We can use a smoothed value of σ j to set the time-out instant. Specifically, i
 
 σ ij smooth = (1 − λ )σ ij −1 smooth + λσ ij .
 
 (6)
 
 Therefore the time-out instant for packet j+1 in layer i is TO ij +1 = A ij +1 + βσ ij smooth .
 
 (7)
 
 for some constant β > 1. β controls the sensitivity of the time-out triggering. From TCP recommendations, a typical value of 4 can be used. Accordingly, if a packet is dropped in the network and a time-out occurs or packet disorder is detected, a retransmission request will be issued. However, rather than multicasting the request back to sender for retransmission, the local recovery technique described in [4] is deployed in order to reduce the RTT of retransmitted packets.
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 b. Local Recovery In NLM, designated receivers (DRs) are used to retransmit lost packets in each subnet. A DR can be considered as a representative for a subnet. Its role is to reduce the load of network/source in retransmissions and the latency of retransmitted packets. When a member in the subnet detect a packet loss by the mechanism in (a), it will first multicast a NACK to its subnet so that the DR and all other receivers can get the request message. The NACK scope can be confined to the subnet only by setting the scope field in IPv6 multicast address. In this way, when other receivers get the NACK, if they also undergo the same packet loss, they need not issue the same request again and so prevent NACK implosion. In response to the request, the DR will then multicast the requested packet to its subnet so that the same loss at different receivers can be recovered simultaneously by a single packet. But if the DR misses the packet also, it will in turn multicast the retransmission request back to original source for recovery, and the source will multicast the missing packet to the whole multicast group. c. Priority Assignment for Different Packets Types As for the first transmission of packets, retransmitted packets in different layers from the source should also have different priorities. Nevertheless, as retransmitted packets should reach the receivers as soon as possible before their play-out times, they should have an even higher priority than original packets in the same layer. Hence, we can assign priorities to the packets as follow: First, each layer can have a different priority. Then for each layer, we further subdivide the priorities according to whether the packet is an original or retransmitted one from the source. The resulting priority assignment for different packet types is shown in figure 3. Note that if a layer is only partially received (undisplayed layer), the lost packets will not be recovered by retransmission.
 
 Lowest
 
 k-th enhancement layer Retransmitted k-th enhancement layer
 
 • • • • •
 
 1st enhancement layer Retransmitted 1st enhancement layer Base layer
 
 Highest
 
 Retransmitted base layer
 
 Fig. 3. Priority Assignment for Different Packet Types
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 4
 
 Performance Study of NLM
 
 NLM is more robust at rate adaptation and error recovery than RLM. We provide our rationale and give a brief performance analysis of NLM here. A detailed study by simulations will be left as future work. 4.1
 
 Rate Control
 
 One obvious benefit of NLM over RLM is that only one IP multicast address is required to transmit all the layers in multicasting. In RLM, each layer requires one address for multicast. Therefore, NLM has effectively reduced the IP address consumption in rate control, especially when the number of layers is large. However, the benefits of NLM are not limited to this. In receiver-driven approaches, rate adaptation requires the interaction between different receivers for coordination of the probing experiments (known as shared learning) [2]. This process involves a lot of overhead and complicated control messages. Although LVMR attempts to suppress the control traffic, it requires the installation of Intermediate Agents which will consume extra resources. A particular bad situation can arise in receiver-driven approaches is when one receiver misbehaves by subscribing more layers than available bandwidth in the subnet, all other users in the same subnet will be then affected and undergo network congestion. In NLM, this does not occur. Another improvement of NLM over receiver-driven approaches is the way to detect spare bandwidth. In RLM or LVMR, periodical probing is used to check for any extra bandwidth. This method is inefficient because the reception quality at receivers is affected if no spare bandwidth is found during the probing experiment. Also, it is difficult to estimate the optimal probing period so as to minimize the frequency of failed experiments but can still provide a quick response to spare bandwidth. However, in NLM, when there is any unoccupied bandwidth, low priority packets will immediately be able to flow through the routers and the number of layers received will increase automatically without any effort from the receiver. This greatly reduces the response time in rate adjustment. These are also the reasons why we do not just combine RLM with IPv6 priority dropping feature. Although this combination can surely outperform RLM as base layer packets can have more protection against loss to ensure a basic video quality, the problem of complicated interaction between receivers and inefficient spare bandwidth detection will continue to exist in such an approach. Nevertheless, there is one drawback in our bandwidth detection approach. If the free bandwidth found is not located in the bottleneck link, then any increase of number of layers in a flow will not help in improving the video quality at receiver side as the additional layers will eventually be discarded in the bottleneck link. 4.2
 
 Error Recovery
 
 Apart from rate control, NLM also outperforms the receiver-driven approaches in error recovery. First of all, we use a fast retransmission technique to detect packet loss i and send NACK. Suppose the average inter-arrival time for packets in layer i is t ms.
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 If the loss burst length is k, then using error recovery by gap detection only, it takes i (k+1)t ms to trigger a retransmission request. However, with our time-out mechanism, assume we have an accurate estimation of packet arrival time, then it i i i requires approximately t +βσ ms for the triggering, where σ is the mean deviation of packet arrival time in layer i and β is a constant. For the time-out mechanism to be effective, we require t +βσ < (k+1)t .
 
 (8)
 
 βσi < kti .
 
 (9)
 
 i
 
 i
 
 i
 
 Assume β is equal to 4 and the burst length k is 2, we have 2σ < t . i
 
 i
 
 (10) i
 
 For a typical Internet video running at 128kbps with packet size of 1000bytes, t is larger than 60 ms and increases up the layers. And under normal Internet traffic conditions, the mean deviation of packet arrival time should lie between 10 - 20 ms. Hence, the inequality is valid in general. As a loss burst length of 2 packets is common in today’s Internet traffic, this retransmission scheme works well together with the gap detection scheme. Moreover, the deployment of local recovery technique in our system further reduces the latency of retransmitted packets, which means that lost packets can have a higher chance of recovery. Even if the losses cannot be recovered by local DRs, the high priority of retransmitted packets from the source still offers a reliable retransmission channel for recovery.
 
 5
 
 Conclusions
 
 We have proposed a scheme for Network-Driven Layered Multicast of video over the Internet. Our system made use of traffic class in IPv6 to overcome network heterogeneity and packet losses simultaneously. To perform rate adaptation, each video layer is assigned with a different priority. The priorities are assigned in such a way that only base video signal can flow through the network in times of congestion. We also suggested a retransmission-based error recovery scheme to deal with packet losses. Our scheme offers a faster packet loss detection technique by an integrated approach and a more effective retransmission method by the local recovery technique. A novelty with our error-recovery scheme is that we set a threshold on the proportion of data received in a layer to decide whether to perform loss recovery in that layer and display it. This cuts down unnecessary retransmissions of data of layers that will not be displayed and prevent exacerbating network congestion further.
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 Abstract. The main issue to solve for ATM multicast forwarding is the cellinterleaving problem using AAL5. In strategies using a multiplexing ID, there are two main options: to assign an ID per source or per PDU. This paper argues for the convenience of using PDU ID because it allows the share of IDs between all the senders, thus reducing the ID consumption and management complexity. Compound VC (CVC) goes a step beyond in proposing a variablelength ID to adapt to the group size and to reduce the overhead introduced by the multiplexing ID. The size of this ID is negotiated at connection establishment according to the traffic and group characteristics. This paper provides some hints towards obtaining some dimensioning rules for the number of IDs based on its dependencies on traffic and group parameters.
 
 1
 
 Introduction
 
 When dealing with ATM multicast forwarding, though ATM is cell-based, one expects the information in higher layers to be generated as packets. AAL5 seems to have been widely accepted and used for transmitting most data and multimedia communications over ATM. But AAL5 has no fields in its SAR-PDU allowing the multiplexing of cells belonging to different CPCS-PDUs. Therefore, the cellinterleaving problem must be solved in order to allow the receivers to reassemble the original packet when merging occurs. One way to offer multicasting over ATM is IP multicasting over ATM [1], though it doesn’t fully exploit ATM possibilities. A more efficient option is to provide multicasting mechanisms at the ATM level, that is, Native ATM Multicasting mechanisms. This term refers to those mechanisms implemented at the switches to allow the correct ATM level forwarding of the information being interchanged by the members of a group. There is no AAL5 CPCS-PDU reassembly inside the network. A classification of these mechanisms can be found in [2], though it is slightly modified in [3] according to our conception of the mechanisms and to introduce our 1This
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 proposal. Thus, table 1 presents the classification as we think it should be with some more new mechanisms than in [2]. Techniques belonging to the first type solve the cell-interleaving problem by avoiding cells from different packets to be interleaved. VC Merging techniques ([4], [5]) reassemble all the cells of each PDU in separate buffers and forward them without mixing cells of different buffers (or PDUs). SMART [6] uses a token passing scheme to allow just one sender to put data in the multicast tree at any instant. In the second type , the VPI identifies the connection and the VCI is used as the multiplexing ID (identifying the source [7] or the PDU[8]). Compound VC switching [3] also uses multiplexing IDs per packet, but it allows the negotiation of its length (see Section 3). And the last type allows multiplexing inside the same VC either by adding overhead in the transmitted data ([9],[10]) or by using the GFC field in the header of the ATM cell [11]. Table 1. Classification of Native ATM Multicasting mechanisms
 
 Avoid Cellinterleaving VC Merging (Buffering)
 
 Token control
 
 Source ID
 
 Compound VC switching
 
 Packet ID
 
 SPAM DIDA
 
 SMART VP-VC switching
 
 Allow Multiplexing inside a VC Added overhead
 
 Standard VP switching
 
 SEAM VC Merge (MPLS)
 
 VP switching
 
 CVC CRAM
 
 GFC
 
 Subchannel (WUGS)
 
 Those strategies using multiplexing IDs may be classified in two main groups: Source IDs and Packet Data Unit (PDU) IDs. In strategies using Source ID, the ID is related to the source that transmitted the packet. On the other hand, PDU ID strategies assign an ID (independent of the source) to each packet. The next section explains both philosophies in further detail. This paper argues for the convenience of using PDU IDs instead of Source IDs for multiplexing, due to the efficiency in terms of ID consumption. The advantages of variable-length PDU IDs and the flexibility they allow in group size by providing minimum overhead are also discussed. The next step is to determine the correct size of the PDU ID according to the traffic characteristics and the group size. For that purpose, we carried out some simulations. Thus, the goal of this paper is to find a methodology to study the dependence on traffic and group characteristics of the PDU losses due to running out of identifiers at a given switch. A discussion on Source ID and PDU ID advantages and drawbacks is presented in the next section. Following that, there is a brief description of the Compound VC mechanism, as it is the mechanism for which calculating the size of the PDU ID makes sense. Determining the size of the ID is the issue of the following section.
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 Section 5 discusses the results of our simulations. Finally, conclusions and future work are presented in the last section.
 
 2
 
 Source ID and PDU ID
 
 The classification presented in table 1 is based on the way each strategy employs to solve the cell-interleaving problem. Except for the mechanisms labeled as ‘Avoid Cell-Interleaving’, which use buffers or a token, all the rest use some kind of multiplexing ID (muxID) to deal with this problem. The purpose of the muxID is to identify each particular cell so as to make the end-system able to correctly reassemble all the PDUs it receives. Multiplexing IDs allow cells belonging to different PDUs to be interleaved, and thus the traffic characteristics of all the sources in the group are respected, making these strategies suitable for multimedia communications. However, in VC merging strategies, the buffer requirements and the increase in CDV and burstiness due to buffering limits its application to multimedia communications. The connection management complexity of SMART may also limit its application to multimedia communications. Therefore, time-constrained traffic may be more suitably served by allowing multiplexing of cells belonging to different PDUs. The price paid by muxID strategies is the extra overhead to carry the ID, which adds to the intrinsic ATM overhead. In Source ID mechanisms, the ID is related to the source that transmitted the packet. Therefore, there is a binding between the source and the ID at each switch. This binding must be unique at each switch so as to avoid ID collision at merge points. The ID collision problem may be solved either by globally assigning IDs for the group or by locally remapping the IDs at each switch [7]. The management required in the former option may limit its scalability. On the other hand, local remapping maintains a list of free IDs at each switch, where a local mapping of IDs is carried out. Source ID mechanisms usually overdimension the size of the ID so as to solve the worst case in which there could be a lot of senders (usually up to 215 or 216). However, not all groups will have such a huge number of senders, and most overhead will be unused, e.g. in the local area. PDU ID strategies assign an ID to each packet, and this assignment is independent of the source this packet came from. A new incoming PDU to the switch is assigned an ID from a pool of free IDs. Thus, packets coming from all the sources in the group share the identifiers. In this way, ID consumption is smaller than with Source ID. However, the solutions proposed up to now also use fixed size identifiers except in one case, Compound VC [3]. DIDA uses a 16-bit field, which is also overdimensioned, even more than in the Source ID case, because these IDs are shared by all the senders. GFC, on the other hand, uses small IDs (the 4 bits of the GFC field), which may be insufficient for bigger groups. In this case, more than one such GFC-connection should be used and the group management is then increased. The exception comes from Compound VC (CVC), which allows flexible ID size negotiation at connection establishment so as to adapt to the ID consumption required
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 by each group. In this way, the overhead is minimized for two reasons: the PDU ID philosophy and the ID size negotiation. The next section briefly explains how CVC works.
 
 3
 
 Compound VC (CVC)
 
 The main goal of the CVC mechanism [3] is to solve some of the problems of the mechanisms that have been commented above, namely buffer requirements, alteration of traffic characteristics, overhead, and flexibility. Like in DIDA, there is a multiplexing ID per PDU that is carried by each cell belonging to that packet. CVC is based on local remapping of multiplexing IDs at the switches. Thus, no global ID assignment mechanism is needed, which would limit its potential deployment in wider environments than the local area. VP switching techniques use the VPI to identify the group. This limits scalability due to VPI exhaustion, and also the exclusive use of the VPI by the operator. The solution CVC proposes is to treat a group of VCs as a whole when switching cells. The number of VCs in this group could be a power of 2 between one and 216. Thus, by providing this flexibility, scalability is increased. But scalability must not limit the potential application of a mechanism to multimedia, which is growing in importance. Multimedia traffic imposes stringent QoS constraints that make mechanisms that interleave cells more suitable due to traffic and group interaction constraints. In CVC, the size of the PDU ID is negotiated at connection establishment depending on the group and traffic characteristics. The number of bits used as multiplexing ID may be determined by means of a mask. As far as the architecture is concerned, CVC requires a dynamic updating of the tables at the switch each time the first cell of a new PDU arrives and each time the last cell of a PDU arrives. Therefore, a new column in the switching table is required to consider a mask, but table size is not globally increased as there is just one entry for the whole group. The mask determines the portion of the VCI that will identify the group of VCs and the portion that will contain the multiplexing IDs (see fig. 1). CVC masks allow a lot of smaller groups with diverse sizes where there was just one group connection inside a VPI. VCI Compound VC ID
 
 PDU ID Variable size
 
 Fig. 1. VCI field in Compound VC
 
 4
 
 Determining the Number of Identifiers
 
 The two preceding sections served to argue for the convenience of having PDU IDs of variable length to solve the cell-interleaving problem. CVC allows such philosophy. Therefore, one of the main problems to solve for CVC is the dimensioning of such variable-length ID.
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 The dimension of the PDU ID at a given switch through which a CVC connection passes should be chosen according to the traffic characteristics and the group size. The characteristics of the aggregated traffic observed by a switch are related with the traffic characteristics of each particular sender, that is why in this paper we try to determine the dependence of the required number of IDs as a function of the parameters of one source. This makes sense because we will study a homogeneous environment, i.e. all the senders transmit traffic with the same characteristics. The traffic parameters considered in this initial study are the PCR, the mean traffic and the length of the PDU. With respect to group characteristics we see that passive members of the group, i.e. hosts that only act as receivers, do not have any effect on this traffic. As a consequence, the group size is characterized by the number of senders (N) in the group, when the purpose is to dimension the ID. The goal of this paper is to find a methodology to study the dependence on traffic and group characteristics of the PDU losses produced due to running out of identifiers at a given switch. The procedure we will follow will start by calculating the histogram representing the frequency of the number of slots in which a given number of simultaneous PDUs is being transmitted through a given output port, i.e. the discrete probability density function of the number of simultaneous PDUs. Next, a graph for the PDU loss probability due to running out of identifiers is calculated, i.e. the graph will represent the probability of loss of an arriving PDU as a function of the number of IDs (nID) used. This graph is obtained from the previous one by adding from nID up to N-1 simultaneous PDUs. This sum is carried out for nID values from 0 to N. The probability that a PDU passes through a switch as a function of nID may also be obtained from the initial graph. In this case, we add the values ranging from 0 to nID1 simultaneous PDUs. As one of the goals of the paper is to obtain a value for nID as a function of traffic and group characteristics, our study will focus on the PDU loss probability graph. The idea is to find some dimensioning rules that relate such probability with the parameters being considered. Such rules would allow dimensioning the PDU ID at CVC connection establishment given a PDU loss probability acceptable for the user. An analytical expression for finding the probability that a burst of the GFC mechanism is lost is presented in [11].
 
  n − 1 i  p (1 − p ) ( n−1) −i i =h   n −1
 
 ∑  i
 
 (1)
 
 This equation depends on the number of sources (n), the number of subchannels (h), the average of busy sources (m), and p is the probability that any given source is transmitting a burst (p=m/n). When applied to CVC, a burst is taken to be a PDU. However, parameter m is too generic to be useful at connection establishment when trying to determine the number of required IDs. Other more easily obtained parameters, which could be directly related to the source, should be used for this purpose.
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 5
 
 Simulation Environment
 
 The simulated scenario consists of some bursty sources sending traffic to the same output port of a switch. They are characterized by their average cell rate (R), their peak cell rate (P), and the number of cells per burst (B). The sources are homogeneous, i.e. they are all modeled by means of the same statistics with the same parameters. A MMDP (Markov Modulated Deterministic Process) with one active state and one silence state is used to model each source, which is a particular case of ON-OFF source (figure 2). For this model, the sojourn time at both states follows a geometric distribution. In the OFF state, the source does not send any cells. In the ON state, it sends cells at its peak cell rate (P).
 
 p 1-p
 
 1-q
 
 ON
 
 OFF q
 
 Fig. 2. ON-OFF source model
 
 From the analysis of this Markov chain we may obtain that the probabilities of being at the ON and OFF states are: PON=
 
 p
 
 POFF=
 
 q
 
 (2) p+q p+q and the transition probabilities are related to the source parameters as follows [12]: 1 1 (3) q= B(b-1) B where b=P/R is the burstiness of the source. Each source sends just one PDU at any given time. In our simulator, the output queue is modeled as a counter of the number of simultaneous PDUs for each slot. During all the simulations, the number of sources is varied depending on the mean traffic introduced to the switch so as to assure that the losses only occur due to running out of identifiers and not due to overload. This assumption is possible if we consider that there is enough buffer space at the switch to absorb the burstiness due to the aggregation of sources. The simulated time is 1010 µs. The reference source is characterized by the following parameters. At peak cell rate (PCR), the source transmits one cell out of fifteen, i.e. for an STM-1 link the PCR is 10 Mbps. The mean traffic introduced by each source is 0.5 Mbps. The number of sources ranges from 100 to 300 to study the behavior of the mechanism for mid and high loads without reaching instability. PDUs are composed of an average of 5 cells and the sojourn time at ON state follows a geometric distribution. The OFF state also follows a geometric distribution with a mean of 1425 cells, which was chosen to obtain an average of 0.5Mbps per source. Any variation with respect to these parameters will be noted when presenting the results. p=
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 Results
 
 The distribution of the number of simultaneous PDUs for a given reference scenario is presented in figure 3. Logarithmic scale has been chosen for both axis to provide a further detail for the range of values of interest, i.e. between 16 (4 bits) and 128 (7 bits) identifiers. We focus on these values because few bits in the ID provide low losses due to running out of ID (see 4). Statistically non-significant values have been removed from the figure.
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 Fig. 3. Distribution of the number of simultaneous PDUs at the output port of a switch where merging occurs. The reference scenario is average=0.5Mbps per source, 5 cells per PDU, and PCR=150Mbps. Each curve corresponds to a different number of sources (N).
 
 Figure 4 represents the probability that an arriving PDU does not find a free ID at the switch. Each curve corresponds to a different number of sources, and thus, different average loads at the switch, ranging from 50 Mbps for N=100 to 150Mbps for N=300. Only values that presented small 95% confidence intervals are represented. A comparison with the analytical expression commented above (equation 1) is also presented. The goal of the comparison is to study the goodness of the fit between the results obtained through simulation and the theoretical expression for the simulated range of values. The PDU loss curves obtained by applying the analytical expression are labeled as N (theor) in figure 4. The parameters appearing in the expression were mapped to parameters in our simulation to obtain such curves. A burst is taken to be a PDU in our simulation, n corresponds to the number of sources (N in the figures), m
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 corresponds to the average number of simultaneous PDUs sent by the sources to the same output port, and h is the number of IDs. From the analysis of the expression it follows that each of the terms that are summed corresponds to the fraction of slots in which there are a given number of bursts being transmitted. In our case a burst corresponds to a PDU, therefore, figure 3 represents each of the terms being summed. And the sum from h up to n-1 is exactly how we obtain the graph of the PDU loss probability. It can be observed that the results of the simulation and those of the expression coincide for those values with small 95% confidence interval. In a similar way, from the sum of the rest of the values, i.e. from 0 up to h-1, we obtain the probability that an arriving PDU to the switch is correctly multiplexed and forwarded through the output port because it was able to allocate a free multiplexing ID. These results give us an idea of the throughput of PDUs. These curves are not presented because those of figure 4 provide the complementary information. Just remark that, for this scenario, with 16 identifiers, PDU throughputs near 90% are obtained for the highest load case (N=300). 1,E+00 N=100 N=150 N=200 N=250 N=300 N=100 (theor) N=150 (theor) N=200 (theor) N=250 (theor) N=300 (theor)
 
 1,E-01
 
 PDU Loss Probability
 
 1,E-02 1,E-03 1,E-04 1,E-05 1,E-06 1,E-07 1,E-08 1,E-09 1
 
 10 Numbers of Identifiers
 
 100
 
 Fig. 4. PDU Loss Probability due to running out of identifiers. Reference scenario is: average per source = 0.5Mbps, mean PDU length = 5 cells, and PCR = 10 Mbps.
 
 The main conclusion that may be drawn from these results is that with a few bits (between 4 and 6) and by using the PDU ID strategy, low PDU loss probabilities may be obtained even with a high number of sources. This scenario, which represents a possible scenario in future group communications, shows the advantages of PDU ID over Source ID multiplexing. Source ID requires a number of IDs assigned to the group equal to the number of sources. As a consequence, the overhead introduced by the multiplexing ID in these latter strategies is much higher than that of CVC. CVC allows the negotiation of the ID size to adapt to the traffic and group requirements.
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 Another characteristic that can be observed in figure 4 is the linearity (when using the logarithmic representation) of the PDU loss probability in the range of values of interest for the IDs. Therefore, the curve may be divided into three main linear regions. The first one starting at low ID values would be flat, which would tell that the number of IDs is not enough for such kind of traffic and group characteristics, as the PDU loss probability is 1. The second region, the one whose characterization is our main concern, would be a line going from the number of IDs where the curve starts to bend up to a number of IDs equal to N-1. The third region is characterized by a vertical line starting at nID=N, meaning that it is nonsense to use more IDs than sources in the group, because no losses occur due to running out of identifiers when nID≥N. Of course, such an approach is a rough approximation of the actual curve, but this characterization would allow a CVC switch to obtain, by means of a simple expression, the number of required IDs as a function of group and traffic characteristics and accepted PDU loss probability during connection establishment. The dependence of the parameters of these lines as a function of traffic characteristics is left for further study.
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 Fig. 5. PDU Loss Probability comparison varying the mean PDU length. Average per source=0.5 Mbps, PCR=10 Mbps, and N=300.
 
 Other simulations have been carried out with different traffic and group parameters. For instance, PDU loss probability results were obtained for a number of sources ranging from 500 to 1500 with an average traffic per source of 0.1 Mbps. This average value is obtained by varying the mean sojourn time at OFF state. The same
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 observations stated above apply for this new scenario. The simulation results are also compared with the analytical ones. Both curves coincided for statistically significant values. However, simulations with high mean average per source (e.g. 5 Mbps) showed a difference between both curves. Finally, the comparison between the results presented in figure 4 (reference scenario) and those obtained for the scenario with average per source=0.1 Mbps showed an almost imperceptible variation in the curves when the aggregated average load was the same. The rest of the curves presented in this paper provide some results to study the dependence of the PDU loss probability curves on each of the considered parameters. For instance, figure 5 presents a comparison of the curves obtained for N=300 when varying the mean PDU length. The simulated values are 5, 10, and 15 cells per PDU, which correspond to reasonable mean values according to current Internet traffic, and in particular, to multimedia traffic. As it could be expected, the longer the PDU, the longer the IDs are occupied, and the more IDs are required. However, the variation between these curves is not very high. Thus, it may be observed that the curves show the same behavior (they all have the same shape). The only difference is a slight shift. Therefore, in the rough linear model we proposed to describe the behavior of these curves, it seems that the dependence of the equation of the line in the region of interest would be in the position of the point where the curve bends and not in the slope. Anyway, for reasonable mean values, such dependence would not be very strong. Finally, figure 6 presents a comparison of the reference scenario described before with others in which one or two parameters are changed with respect to the reference one. These results were obtained for N=250 sources, which produce an aggregated traffic of 125Mbps, as the average traffic per source is 0.5Mbps. We first focus on the curves that just vary the PCR while maintaining the rest of the reference parameters. They are labeled as PCR=2Mbps, avg=0.5 (which corresponds to PCR=10 Mbps), PCR=30Mbps, and PCR=150Mbps. In this case, the range of possible values is wider than in the PDU case. The effect of varying the PCR is to modify the burstiness of each source. This is so because the average per source remains unchanged while the cells are being transmitted in longer or shorter ON periods. PCR=150 Mbps corresponds to the most bursty sources, and PCR=2 Mbps corresponds to the smoothest simulated traffic. For instance, to obtain a PLP of 1e-6, the number of bits required for the PDU ID is respectively 7 (128 IDs), 5 (32 IDs), 4 (16 IDs), and 3 (8 IDs) for the 2, 10, 30, and 150 Mbps cases. This is due to the relationship between the PCR and the burstiness of the traffic introduced by the source. That is, if we maintain the same average traffic per source and we vary the PCR, the same number of cells per PDU is sent, but at a higher speed. Therefore, the PDU lasts less and as a consequence it is using an ID during less time, making it possible for other sources to get that ID. These results show a strong dependence of the shift of the curves with respect to the PCR. However, the slope of the line in the region of interest seems to show only a slight dependence on the PCR. These dependencies will be studied in future work. The curve labeled as PCR=2Mbps|10 cells per PDU serves to confirm that the PLP curve is more sensitive to PCR variations, i.e. to the burstiness of the traffic, than to
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 the length of the PDUs. Its values are more similar to those of the curved labeled as PCR=2Mbps than to those obtained for the 15 cells per PDU case.
 
 1,E+00 1,E-01 1,E-02
 
 PDU Loss Probability
 
 1,E-03 1,E-04 1,E-05 1,E-06
 
 avg=0.5Mbps (reference) 15 cells per PDU
 
 1,E-07
 
 PCR=2Mbps
 
 1,E-08
 
 PCR=2Mbps|10 cellsPDU PCR=30Mbps
 
 1,E-09
 
 PCR=150Mbps 1,E-10 1
 
 10
 
 100
 
 Number of Identifiers
 
 Fig. 6. PDU Loss Probability comparison for different parameters
 
 After examining the results for this scenario, and without aiming to generalize, we could give some hints for the dimensioning of the ID size for a given CVC connection. They are mostly based on the bursty behavior of the sources, which is the characteristic responsible for the most important variations in the PLP values obtained for a given aggregated average load. We calculated the burstiness of the sources for which their PLP curves are represented in figure 6. The burstiness (b) is 4 (=10Mbps/0.5Mbps) for the sources whose curves are labeled as PCR=2Mbps, and PCR=2Mbps|10cellsPDU, 20 for avg=0.5 and 15 cellsPDU, 60 for PCR=30Mbps, and 300 for PCR=150Mbps. For a PLP of 1e-6, the number of bits required is respectively, 7, 5, 4, and 3. Therefore, in this scenario, we could use these ID sizes for values of burstiness around those calculated. Further work is required to derive rules that apply to scenarios with different average per source. They should also take into account the aggregated load, whose importance has been noted in comparisons presented above. The diversity in scenarios and requirements for different groups also shows the advantages of having flexible ID size negotiation, such as the one offered by CVC. For instance, in multimedia group communications more losses could be accepted for video than for audio, and different number of sources would require different number of IDs.
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 Conclusions and Future Work
 
 The results presented in this paper confirm that the efficiency in terms of multiplexing ID overhead could be highly reduced with PDU ID strategies when compared to Source ID strategies. The convenience of flexible ID size negotiation, such the one offered by the Compound VC (CVC) mechanism, can be deduced from the diversity in requirements and group characteristics. The PDU loss probability in the range of values of interest, i.e. from 16 IDs (4 bits) to 128 IDs (7 bits), shows a linear trend in logarithmic representation. Finding the expression of this line as a function of the traffic and group characteristics would allow easy ID negotiation during connection establishment. The derivation of this expression is left for future work. The results have shown that the expression proposed in [11] and the PLP curve obtained through simulation coincide in most cases. However, the application of such an expression at connection establishment is limited because the user does not know the mean number of simultaneous PDUs the connection will have. Parameters that are available at connection establishment should be used instead. The results also showed that the PLP is more sensitive to PCR variations than to PDU length. Some simple hints for the dimensioning of the ID size were given for a reference scenario. Once the aggregated load is fixed, the most important parameter is the burstiness. The price paid when deploying CVC is the extra complexity in the switches. Implementation issues of CVC are left as future work to determine whether the benefit of introducing CVC is higher than its cost. Other traffic parameters should be considered in future simulations so as to be able to draw more general conclusions on the behavior of PDU loss probability. Other kinds of traffic types may also be introduced to simulate more real environments. And scenarios of heterogeneous traffic sources may also be of interest in our future work.
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 Abstract. Optimal linear predictors can be utilised in ABR control algorithms for the management of self-similar network traffic. However, estimates of the Hurst parameter are required to generate these predictors, and uncertainity in these estimates results in a potential mismatch of the predictors to the traffic. When mismatched congestion control algorithms are used within the network, the impact on the network system is greater queue lengths at buffers and more significant cell losses. The sensitivity of these algorithms to the Hurst parameter estimate is investigated both analytically and using simulations. It is shown that an asymmetry in the sensitivity occurs in the region where the Hurst parameter is significantly underestimated.
 
 1
 
 Introduction
 
 A significant amount of research in the area of teletraffic modeling has been focused on proving the self-similarity of network traffic [1,2]. Methods of accurately estimating the Hurst parameter, the index of self-similarity, is a key issue within this area, and these range from relatively simple methods, such as the variance-time plots and R/S statistic analysis [3], to more sophisticated techniques, such as Whittle’s estimator and estimators based on the wavelet transform citeBeran94,Veitch99. Having demonstrated that network traffic is self-similar, the subsequent step is to determine the impact of self-similarity on the network as a system. The performance of a queue is fundamentally different when the input process to the queue is self-similar [5], with the distribution of the queue length now being heavy-tailed. In the case of finite buffers, higher cell losses occur within the system and these losses decrease hyperbolically as the buffer size is increas ed, rather than the exponential decrease which occurs with Poisson processes [6]. These rather serious consequences of self-similar traffic has driven research, though a limited extent, to consider methods of recognising the characteristics of self-similarity within network resource management techniques [7,8,9]. G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 36–48, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 Our research has focused on incorporating the characteristics of self-similarity into congestion control algorithms, and in particular rate-control mechanisms for the ABR service in ATM networks [10,11]. This work has demonstrate d that the buffer memory requirements and cell losses can be reduced if the control algorithms are developed using the stochastic structure of the self-similar background traffic, and that adaptive algorithms based on on-line Hurst parameter estimators can be implemented which track non-stationarities which occur in the traffic. An area which has not been addressed by any known research work is that of investigating the effect of poor knowledge of the actual Hurst parameter when resource management algorithms are designed specifically with self-similarity in mind. In this paper, this sensitivity is investigated more thoroughly, both through analysis of the relative change in variance of prediction errors resulting from the mismatched algorithm and through simulations, where data sets are tested with a range of algorithms developed from different Hurst parameter values.
 
 2 2.1
 
 Self-similarity of Network Traffic Concepts and Models
 
 There is significant statistical evidence that a wide range of classes of network traffic is self-similar in nature. This means that there is no natural length of the bursts in the traffic, and the traffic remains bursty over a range of time scales (hence the term “self-similar”). The Hurst parameter H is the index of self-similarity of a process, and a process is categorized as long-range dependent (LRD) when the parameter lies in the interval 0.5 < H < 1.0. Long-range dependence means that the correla tions within a process decrease hyperbolically rather than exponentially, so that the autocovariance function for LRD processes is non-summable. While the burstiness of LRD traffic can cause buffer overflows and losses, long-range dependence can be used to one’s advantage in terms of prediction [10,12]. These large correlations mean that there is significantly more information within previous states regarding the current state in LRD processes than in short-range dependent (SRD) proc esses, and more accurate predictions can be achieved from appropriately filtering stored measurements of the process in the past. There are a number of well-known models used for processes which display self-similarity. Fractional Brownian motion is the canonical example of a selfsimilar process, and its incremental process (called fractional Gaussian noise— fGn), has the autocovariance function:  σ02 |k + 1|2H − 2|k|2H + |k − 1|2H , k ∈ Z 2 ∼ σ02 H(2H − 1)k 2H−2 as k → ∞
 
 γ(k) =
 
 (1)
 
 where the asymptotic behaviour of the autocovariance function shows that the process is long-range dependent. A self-similar process can be parsimoniously
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 represented by an fGn model, if the mean, variance and Hurst parameter of the process are known. Another important class of self-similar models is the fractional ARIMA family of models, which are a natural extension of the ARIMA(p, d, q) models where the differencing parameter d is allowed to assume fractional values. 2.2
 
 Estimation of the Hurst Parameter
 
 As stated in Section 2.1, the Hurst parameter plays a key role in characterizing the self-similarity of a process. Thus, the estimation of this parameter from a set of measurements is crucial in determining whether a process is self-similar, and has attracted a significant amount of research. Self-similarity manifests itself within data in three fundamental ways—slowly decaying variances as the data is aggregated, long-range dependence within the covariance structure and a spectral density which obeys a power-law with divergence near the origin. Methods of estimating the Hurst parameter are based on quantifying one of these behaviours, usually by estimating the slope of a graph based on some transformation of the data. Two heuristic estimation techniques are variance-time analysis and the rescaled adjusted range (R/S) statistic analysis [3]. Variance-time analysis is based on the asymptotic relationship of the variance of sample averages X (m) of nonoverlapping blocks of data of size m from the process X, with the relationship given by: V ar(X (m) ) ∼ cm−β , as m → ∞
 
 (2)
 
 with 0 < β < 1 for LRD processes. The other well-known heuristic technique is R/S statistic analysis, where the R/S statistic exhibits the Hurst effect as described by the relationship: E[R(n)/S(n)] ∼ cnH , as n → ∞
 
 (3)
 
 with the parameter H typically about 0.7. More refined methods of data analysis are based on maximum likelihood type estimates (MLE) and the use of periodograms which effectively transform the data into the frequency domain, to estimate the power-law behaviour near the origin. The well-known Whittle’s estimator is an approximate MLE which is asymptotically normal and efficient. The Abry-Veitch (AV) estimator is a fast estimation technique based on the wavelet transform [4]. The wavelet domain is a natural framework from which to view self-similar processes due to the scaling behaviour which is common to both fields. The wavelet transform generates a set of detail coefficients dx (j, k) from a data set, and for a LRD process X, the variance of the detail coefficients at each level j is given by the relationship: E[dx (j, ·)2 ] = C · 2j(2H−1)
 
 (4)
 
 with C > 0. An important property of the AV estimator is that it can be reformulated to generate on-line estimates of the Hurst parameter [13]. This is
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 because it is based on the fast pyramidal filter, which was originally intended for on-line applications. These on-line estimates can be used within adaptive ABR control mechanisms [11].
 
 3
 
 Using Hurst Parameter Estimates in ABR Rate Control
 
 The potential impact of self-similar traffic within networks, such as greater queue lengths at nodes and increased cell losses, makes it necessary to incorporate the characteristics of self-similarity into resource management algorithms. In particular, we have investigated using the properties of long-range dependence to improve the accuracy of predictions of traffic levels in the network to develop congestion control algorithms for the ABR service [10]. Predictors are developed using the stoc hastic structure of the self-similar background traffic, and the estimated Hurst parameter is important in characterising this structure. 3.1
 
 Modeling ABR Control
 
 The concept of the ABR service is to utilise available bandwidth within the network by controlling the sources which agree to the conditions of the ABR service contract. This means that the network returns control information back to the ABR source regarding the allowable rate which the source can transmit at. The approach which has been used in our research is to determine optimal predictions of future traffic levels, and calculate the ABR rates from these predictions. The network model defined here is based on controlling the bandwidth of the outgoing link by aiming to achieve a specified link utilization. This follows the model proposed by Zhao and Li [14]. The congestion avoidance policy can be formulated as follows, U (k) + Rb (k) = ρ C
 
 (5)
 
 where the control aim is to keep the offered load at a proportion ρ (0 < ρ < 1) of the outgoing link capacity C. The total rate-controlled bandwidth U (k) is made up of the summation of the individual bandwidths used by the N rate-controlled connections. Each connection has its own round-trip delay δj through the network. Then the state variable of the system can be defined as deviation from the target utilization, that is   N X uj (k − δj ) + Rb (k) (6) x(k) = ρ C −  j=1
 
 We can further define the variable W (k) = ρ C − Rb (k), thus resulting in the equation x(k) = −
 
 N X j=1
 
 uj (k − δj ) + W (k)
 
 (7)
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 Equation (7) is in the form of a multi-input single-output (MISO) control system. The aim of this control system is to determine the inputs uj (k) so that the variance E[x2 (k)] is minimized. However, a control system for a MISO system is computationally too expensive. To simplify the system, the available bandwidth is equally shared among rate-controlled connections. Thus, we can define: wj (k) =
 
 W (k) , j = 1, . . . , N N
 
 (8)
 
 The system now becomes a collection of N subsystems, each with their own controller: xj (k) = −uj (k − δ1 ) + wj (k), j = 1, . . . , N
 
 (9)
 
 where the round-trip delays have been ordered such that δ1 ≥ δ2 ≥ · · · ≥ δN without loss of generality. Our control aim now is to minimize E[x2j (k)]. This is equivalent (refer to [15]) to requiring x ˆj (k) = 0 for all k. Taking the expectation of (9) and setting x ˆj (k) = 0, we have the following general control law for each subsystem: ˆj (k + δj | W (m) : m ≤ k) uj (k) = w
 
 (10)
 
 Thus, we require the allowed rates of the individual source rates uj (k) to be equal to the predicted values of the system parameters wj (k + δj ), which are determined by the amount of bandwidth available in the outgoing link. This prediction can be achieved by using the self-similarity of the network traffic. 3.2
 
 Optimal Prediction of Self-similar Processes
 
 As we have defined our system model in Section 3.1, we require the prediction of the background network traffic which is traversing a particular node in the network to determine the desired rates of the controlled sources. This information experiences a delay δ in the network before the effects can be observed at the same node. Hence, we require a δ-step predictor. The long-range dependence property of network traffic can be employed to provide more accurate predictions . The optimal linear predictor G∗δ is of the form: ˆ k+δ = G∗ Tδ XM X
 
 (11)
 
 where Xk is a covariance stationary stochastic process with zero mean, variance σ 2 and autocovariance function γ ∗ (k) and XM is the vector of stored traffic measurements {Xk , Xk−1 , . . . , Xk−M +1 }0 . M is the memory-length of the predictor. The solution is given in [16] and is found by taking the expectations E(Xk+δ Xk+δ−m ) on both sides of (11) for m = k − M + 1, . . . , k, resulting in the matrix equation: Γ ∗ G∗ δ = γδ∗
 
 (12)
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 where Γ ∗ (i, j) = γ ∗ (i − j) is the M × M covariance matrix, γδ∗ = (γ ∗ (δ), γ ∗ (δ + 1), . . . , γ ∗ (δ + M − 1))0 is M-values of the autocovariance function starting at lag δ and Gδ is the prediction vector. The variance of the prediction errors is given by vδ∗ = γ ∗ (0) − γ ∗ δ T Γ ∗ −1 γ ∗ δ
 
 (13)
 
 The predicted background traffic levels for traffic with non-zero mean µb are then calculated as: ˆ b∗ (k + δ) = µb + G∗ Tδ (Rb (k) − µb ) R 3.3
 
 (14)
 
 Sensitivity of ABR Control to Hurst Parameter Estimates
 
 Of course, absolute knowledge of the stochastic structure of the background traffic is not possible, and the stochastic structure must be estimated from observations of the traffic. Thus, predictors which are developed for the traffic are inevitably mismatched to some degree to that traffic. This effect of this mismatch can be determined analytical. Consider that the actual predictors are developed from an estimated autocovariance function: ˆδ = ˆ γδ ΓˆG
 
 (15)
 
 The variance of the prediction errors using this mismatched predictor now becomes i h ˆ b (k + δ))2 vˆδ = E (Rb (k + δ) − R ˆ b (k + δ)] + E[R ˆ b (k + δ)2 ] = E[Rb (k + δ)2 ] − 2E[Rb (k + δ)R = γ ∗ (0) − 2γ ∗ Tδ Γˆ−1 ˆ γδ + ˆ γδT Γˆ−1 Γ ∗ Γˆ−1 ˆ γδ
 
 (16)
 
 The relative increase in the variance of the prediction errors is Kv =
 
 vˆ − v ∗ v∗
 
 (17)
 
 which gives Theorem 1. Theorem 1. The relative increase in the variance of the prediction errors resulting from a linear predictor which is mismatched to the stochastic structure of the background traffic is given by: Kv =
 
 γδ + γ ∗ Tδ Γ ∗ −1 γ ∗ δ − 2γ ∗ Tδ Γˆ−1 ˆ γδ ˆδT Γˆ−1 Γ ∗ Γˆ−1 ˆ γ γ ∗ (0) − γ ∗ Tδ Γ ∗ −1 γ ∗ δ
 
 (18)
 
 Using Theorem 1, the sensitivity of congestion control algorithms for the ABR service to the Hurst parameter estimates can be investigated. The fractional Gaussian noise model is used to calculate the relative increase in the variance ˆ is used. of the prediction errors when an estimate of the Hurst parameter H
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 The autocorrelation function for fGn is given in (1), and the relative change ˆ The resulting surface is shown in Fig. Kv is calculated for pairs of (H ∗ , H). 1. The figure reveals an asymmetry in the sensitivity of the predictors to the ˆ = Hurst parameter estimates, with an asymptote situated at the point (H ∗ , H) (1.0, 0.5). Thus, the relative increase in variance in the prediction errors rapidly grows when the burstiness of the data becomes more significant, ie. as H ∗ % 1.0, ˆ & 0.5. This and yet the Hurst parameter is estimated to be close to SRD, ie. H result emphasizes the importance of recogn ising the presence of self-similarity within network traffic if it exists. By incorporating the characteristics of selfsimilarity into resource management algorithms, the impact of the burstiness of self-similar traffic can be avoided. Sensitivity of Predictors to Hurst Parameter Estimates
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 Fig. 1. The sensitivity of linear predictors to Hurst parameter estimates using the fractional Gaussian model.
 
 Figure 1 also indicates that another conclusion can be drawn regarding the Hurst parameter sensitivity. The asymmetry at the point diagonally opposite ˆ = (0.5, 1.0) suggests that it is actually benefifrom the asymptote, (H ∗ , H) cial to err on the side of over-estimating the Hurst parameter and to assume a greater burstiness than may actually exist within the traffic. While this may be intuitively appealing, it does demand an explanation. Predictors for the boundary values for the Hurst parameter are shown in 2. From the predictors, it is clear why the asymmetry occurs and the reason for its orientation. When H ∗ = 0.99, the optimal predictor is shown in Fig. 2(a) where significant weight is given to previous samples because of the LRD effect. However, if the predictor in Fig. 2(b) is used, no weight is given to the previous samples (even though there is a significant amount of information in these samples). This results in significant prediction errors. Consider the other situation, where H ∗ = 0.5 represents in normally distributed white Gaussian noise, and the mismatched predictor in Fig. 2(a) is used rather than the one in Fig. 2(b). In this case, there is no information about the future sample in the stored data samples and the optimal predictor gives no weight to any of the
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 samples. When the mismatched predictor in Fig. 2(a) is used, weight is given to these samples, but since the burstiness of the samples is mi nimal (H ∗ = 0.5), each individual sample does not impact the weighted sum as significantly and overall the prediction errors are comparitively smaller. (b) Predictor Coefficients: H = 0.5
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 ˆ = 0.99, (b) H ˆ = 0.5. Fig. 2. Predictors for the boundary Hurst parameter values: (a) H
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 Simulation Results
 
 The asymmetry of the sensitivity of ABR controllers with respect to the Hurst parameter estimates is investigated in this Section using data sets, giving simulation results which we can compare with the analytical results. The simulation model of the ABR system is shown in Fig. 3, and it consists of six ABR sources competing for the use of a congested link. Each source has its own round-trip delay, and the sources are ordered according to the delay δj = {10, 8, 6, 4, 2, 1}. T he congested link is also carrying non-ABR background traffic, which uses a significant proportion of the link capacity, in this case 50% of the capacity on average. The background traffic is modelled by data sets which consist of ten aggregated VBR data sets [17,18] which have been randomly shifted in time and have been filtered to remove GOP correlation structure of the VBR data. The sources of these aggregated data sets and the Hurst parameter estimates for the data sets are summarised in Table 1. Two additional data sets (the Combination VBR Data and White Gaussian Noise sets) were used for comparison. The Com bination VBR Data was produced by aggregating all the previous VBR data sets sources in the table, which had been randomly shifted in time. Finally the White Gaussian Noise data set was generated from a normally distributed random number generator, and transformed so that it has an equivalent mean and variance to the Star Wars data set. Comparing the estimates from the different estimation techniques, it is observed that while there is sufficient agreement between the techniques that selfsimilarity is evident in each of the aggregated VBR data sets and that, for most
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 Fig. 3. The network model for the simulation study.
 
 cases, the confidence 95% generated from the AV estimator contains all three estimates, there is also sufficient discrepancy between the values for the Hurst parameter to leave uncertainity in the choice of the value when an ABR congestion control algorithm is being develope d. To determine the effect of this uncertainity on the performance of the ABR system, predictors for the simulation model were developed across the entire interval of possible estimates, ˆ ∈ [0.5, 1.0) and the system was simulated using each predictor. H Buffers at network nodes are designed to handle traffic overflows which occur in the network. In our case, these overflows represent positive prediction errors. The maximum queue length is used as measures of the performance of the network, and an indicator of the sensitivity of the control algorithms to the Hurst parameter estimate under the assumption of infinite network buffers. For Table 1. Comparison between the Hurst parameter estimates for the variance-time (V-T), R/S statistic (R/S) and Abry-Veitch (AV) estimation methods. Data Set Source
 
 V-T Estimate R/S Estimate AV Estimate with 95% CI
 
 Star Wars
 
 0.84
 
 0.90
 
 Mr. Bean
 
 0.76
 
 0.86
 
 James Bond: Goldfinger
 
 0.89
 
 0.86
 
 Jurassic Park
 
 0.79
 
 0.81
 
 Terminator II
 
 0.77
 
 0.83
 
 ATP Tennis Final 94: Becker - Sampras
 
 0.77
 
 0.85
 
 Soccer World Cup Final 94: Brazil - Italy
 
 0.57
 
 0.79
 
 Combination VBR Data
 
 0.71
 
 0.85
 
 White Gaussian Noise
 
 0.47
 
 0.51
 
 0.835 [0.774,0.897] 0.817 [0.634, 1.000] 0.851 [0.669, 1.034] 0.850 [0.6667, 1.033] 0.838 [0.732,0.943] 0.884 [0.778, 0.989] 0.791 [0.685, 0.896] 0.811 [0.629, 0.994] 0.495 [0.469, 0.522]
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 finite buffers, the cell loss ratio (CLR) is used as the performance metric. These simulation results are shown in Figs . 4 and 5. Maximum Buffer Occupancy 18000 Star Wars Mr. Bean ATP Bond Jurassic Soccer Terminator Combination Gaussian
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 Fig. 4. The maximum queue length at the node against the Hurst parameter estimate.
 
 It is observed from these figures that the performance of the ABR system is highly sensitive to the Hurst parameter estimate with self-similar background ˆ = [0.5, 1.0) where H ˆ is close traffic. This occurs in the region of the interval H to the 0.5 value, which means that the design has assumed short-range dependence within the network traffic. This sensitivity is revealed in longer queues in the nodes, and greater cell losses. The sensitivity of the system is significantly reduced when the estimates for the Hurst parameter are in the interval ˆ ∈ (0.75, 1.0). Comparing these simulation results with the surface for predicH tor sensitivity derived analytically (Fig. 1), we have further confirmation that the actual values of the Hurst parameters for this type of data is in the interval ˆ ∈ (0.75, 1.0). H The Combination VBR Data and White Gaussian Noise data sets provide an ˆ is significantly interesting comparison. In both cases the overall sensitivity to H less than in the other cases. In the case of the White Gaussian Noise data set, this reduction in sensitivity agrees with the conclusions from our analytical work, that there is insignificant change in network performance when a mismatched filter is used with SRD traffic. The slight increase in the maximum queue lengths and CL R as the Hurst parameter is increased across the interval [0.5, 1.0) confirms that the true value for the Hurst parameter is close to 0.5. In the case of the Combination VBR Data set, while the sensitivity is not as significant as the other VBR data sets, it still appears that the assumption of self-similarity and
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 Fig. 5. The Cell Loss Ratio, for the system with a finite buffer of maximum capacity 100 cells, versus the Hurst parameter estimate.
 
 a higher estimate for the Hurst parameter does result in marginally improved network performance. While our simulation results do not prove self-similarity for the aggregated VBR data sets (which is not the purpose of this research), two main conclusions can be drawn from these results. Firstly, significant losses will occur within the ABR control system if the self-similarity of network traffic is not accounted for in the design of the control algorithms. These losses in the system can be reduced by incorporating the characteristics of self-similarity into the algorithms. Secondly, ˆ 2 have been obtained for the Hurst parameter of the ˆ 1 and H if two estimates H ˆ1 ≤ H ˆ 2 , then it is more judicious to choose the greater network traffic, where H ˆ 2 < 1.0. ˆ 2 when designing the ABR control algorithm, provided that H estimate H
 
 5
 
 Conclusions
 
 There is an inevitable uncertainity in the specific value which is assigned to the Hurst parameter when research moves from attempting to prove self-similarity to utilising its characteristics within network architecture. This issue of the impact of the Hurst parameter value has been addressed here both analytically and through simulations. The analytical study revealed an asymmetry in the sensitivity of the predictors to the estimate, especially in the region where the Hurst parameter was significantly u nderestimated and the background traffic was assumed to be SRD when in reality it was significantly LRD in character. The sensitivity was also addressed using simulations of an ABR control system
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 using aggregated VBR data sets to model background network traffic. Previous research has statistically proven the self-similarity of the data used, and our own Hurst parameter estimates agreed with that conclusion. The simulations investigated the performance of network buffers when a set of congestion control algorithms were used which were derived from Hurst parameter values that ˆ ∈ [0.5, 1.0). The results of our simulations confirmed the spanned the interval H analytical study. This research work has confirmed previous conclusions regarding self-similarity in network traffic, specifically that there is significant impact on the network performance if the self-similar nature of traffic is ignored. Thus, it is important to continue to develop and improve Hurst parameter estimators, and to investigate methods of incorporating the characteristics of self-similarity into network management techniques. In addition, this research demonstrated that, when given a set of estimates of th e Hurst parameters, the most judicial choice of the Hurst parameter value is the highest one as this ensures the best network performance.
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 Abstract. The paper focuses on providing bandwidth guarantees for the Guaranteed Frame Rate (GFR) service category in the context of ATM-based Passive Optical Networks (APONs). Our work builds on the research performed on ATM multiplexers and extends it with the specifics of the APON access system. We study the performance of two known buffer management schemes (DFBA, WFBA), combined with either FIFO or per-VC queueing, when applied on virtual circuits carrying TCP/IP traffic. Our simulation results show that with fa irly small buffers at the Optical Network Units, the schemes based on per-VC queueing yield very good performance in large number of cases. The schemes based on FIFO queueing suffer from unfairness, although they do provide bandwidth guarantees in case the GFR bandwidth reservation is kept reasonably small. Tagging helps protecting TCP-like responsive traffic but does not prevent aggressive traffic from grabbing the nonreserved bandwidth. Tagging also increases unfairness.
 
 1
 
 Introduction
 
 Guaranteed Frame Rate (GFR) is a new ATM service category intended to support non-real time applications that send data in the form of frames. Contrary to the Available Bit Rate (ABR) capability, the GFR service itself does not provide any explicit feedback to the traffic sources. Therefore, the traffic sources are supposed to be responsive to implicit congestion feedback information (dropped frames) and adapt their transmission rate. Since this is an IP-dominated world, the GFR service category will mostly be used for carrying TCP/IP traffic and the congestion control will consequently be performed via layer-4 mechanisms (TCP), rather than via layer-3 mechanisms (ABR). The GFR service is defined in [1] with the following parameters: Peak Cell Rate (PCR) and its associated Cell Delay Variation (CDV) tolerance τP CR , Minimum Cell Rate (MCR) and its associated CDV tolerance τM CR , Maximum Burst Size (MBS) and Maximum Frame Size (MFS). The MCR parameter specifies the bandwidth guarantee that should be provided to the user under all G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 49–60, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 network conditions. However, the user is allowed to send traffic well beyond this guarantee. In the latter case the netwo rk may perform some policing actions (tagging or discarding) on the submitted traffic. This is done on a frame-basis rather than cell-basis, which is the main originality of GFR with respect to the existing ATM service categories (notably the nrt-VBR with tagging). Recently, there has been much interest in mechanisms for supporting the GFR service, notably: buffer management schemes and service disciplines. The former mechanism decides whether a frame is to be admitted into the buffer, whereas the latter determines the order in which the buffered cells will be transmitted. It is well established (see [2]) that sophisticated per-VC service disciplines (e.g. Weighted Fair Queueing (WFQ) or Weighted Round Robin (WRR)) are sufficient for providing per-connection bandwidth guarantees in situations with infinite buffers, or in situations with traffic compliant to the Generic Cell Rate Algorithm (GCRA). However, if the sources are “elastic” in the sense that they can transmit at rates greater than those contracted (which is the case with GFR) and if the VCs carrying el astic traffic share the same buffer space (which is usually the case in all implementations), then the per-VC service disciplines must be complemented with active buffer management schemes in order to provide bandwidth guarantees. This argument is even stronger when the traffic carried along the ATM VCs is responsive to implicit feedback, as is the traffic generated by TCP sources. Several GFR-enabling schemes have been investigated in the literature in the context of ATM multiplexers (see [3]), which are normally located at the output ports of ATM switches. Our research extends in the domain of APONs, taking into account their specifics. An APON access system is shown in Figure 1. It is built on a passive optical tree, with a single Optical Line Termination (OLT) at the root and several Optical Network Units (ONU) at the leaves. It is destined for serving residential and small-business users. The number of ONUs connected to the optical tree is limited by the optical power budget, but the number of end-users may be much larger, since several end-users may be connected to a single ONU.
 
 B-NT ONU 1
 
 B-NT
 
 155 Mb/s symmetrical PON
 
 B-NT ONU 2
 
 B-NT
 
 OLT
 
 Core Network
 
 B-NT B-NT
 
 ONU 64 Access Network
 
 B-NT < 1 km
 
 10 km
 
 Fig. 1. The APON access system considered in this paper.
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 Since the APON system is built on a shared medium, a MAC protocol is needed for controlling the access to the medium in the upstream direction. The ATM cells generated by the end-users are buffered at the ONUs. The latter are being periodically polled by the OLT for sending their bandwidth requests. The OLT then issues transmission permits and sends them in the downstream direction. Only upon a reception of a permit is the ONU allowed to transmit a cell. An ideal MAC protocol should be completely transparen t to the ATM layer and the whole APON system should appear as an ATM multiplexer. However, this is only partially true for the following reasons: first, the request/permit mechanism introduces an inherent delay (round-trip time of 0.1 ms in our case); second, the system is hierarchical with aggregation occurring at the upper stage, and third, the buffer management schemes are performed at the input (the ONUs) rather than the output of the multiplexer. To our knowledge this is the first study that investigates the performance of TCP/IP traffic carried accross APONs. And although the research presented here focuses on a specific kind of ATM access networks, we believe that some of the conclusions hold in general, especially those concerning the use of tagging for protection of TCP-like responsive flows. In Section 2 we define the buffer management and queueing schemes which we consider for use at the ONU. Then, in Section 3 we propose two scenarios which are investigated in Section 4 by means of simulations. Section 5 summarises our findings.
 
 2
 
 Buffer Management and Queueing Schemes
 
 In our study we consider a symmetrical 155.52 Mbit/s APON with 64 ONUs and frame structure as defined in [4]. Although the APON is an example of hierarchical multiplexer, sophisticated hierarchical queueing schemes, such as the one described in [5], cannot be used due to the geographical separation between the two stages. Therefore, two different and independent queueing schemes are performed at each stage. The OLT schedules the bandwidth requests sent by the ONUs using the Weighted Round-Rob in (WRR) discipline, defined in [6]. The service is performed on per-ONU rather than per-VC basis, since the OLT has no per-VC visibility. The weights allocated to each ONU are proportional to the aggregated MCR sum of all VCs stemming from the same ONU. On the other side, the ONU has the choice of using either the same WRR discipline, but this time on a per-VC basis, or do FIFO queueing. We consider two known buffer management schemes at the ONU: Weighted Fair Buffer Allocation (WFBA) and Differential Fair Buffer Allocation (DFBA), defined in [7] and [8], respectively. Both of them make use of two global thresholds: LBO and HBO, standing for Low and High Buffer Occupancy. A buffer allocation weight is associated to each VC, and typically this weight is proportional to the connection’s MCR. Untagged frames (CLP=0) are always accepted if the global buffer occupancy X is lower than LBO. The differences between the two algorithms appear when the global buffer occupancy is between the two
 
 52
 
 S. Stojanovski, M. Gagnaire, and R. Hoebeke
 
 thresholds (LBO < X < HBO). Both schemes use an admission criterion which is a function of the global and individual buffer occupancies, as well as the allocated weights. The frames which do not pass the admission criterion in WFBA are dropped in a deterministic manner, whereas in DFBA they are dropped with a probability which is also a function of the above-mentioned criteria. Note that probabilistic dropping is also used in Random Early Detection (RED), the most widely deployed buffer management scheme in today’s Internet (see [9]). In its original version WFBA does not distinguish between tagged and untagged frames. However, this extension is straightforward: tagged frames in both schemes are admitted into the buffer only if the global buffer occupancy X is lower than LBO. Two conformance definitions have been defined for the GFR service: GFR.1 and GFR.2. The difference between the two is that GFR.2 allows the network to tag the excess traffic using the F -GCRA(T, f ) algorithm, where T = M 1CR and 1 ). Note, however, that tagging can also be virtual f ≥ (M BS − 1) · ( M 1CR − P CR i.e. frames can be tagged internally at the ONU, without actually modifying the CLP bit (see [10]). The virtual tagging allows us to take a unified a pproach for both GFR.1 and GFR.2 conformance definition. By combining the two buffer management schemes with FIFO or per-VC queueing, we obtain the following four schemes: WFBA+FIFO, DFBA+FIFO, WFBA+WRR and DFBA+WRR. We investigate their performances by means of simulations in the following section.
 
 3
 
 Simulation Scenarios
 
 We consider two heterogeneous scenarios referred to as: RESP1 and RESP2. In both scenarios we consider 32 GFR VCs carrying 10 TCP-NewReno connections each. The total number of TCP connections equals 320. Only 8 ONUs (out of 64) are active and each one is traversed by four GFR VCs. The VCs do not have equal MCR reservations, neither RoundTrip Times (RTT). The two scenarios differ in the way the MCRs and RTTs are distributed accross the ONUs. We tried to cover as many cases as possible. The parameters which a re common and specific to the two scenarios are given in Table 1 and Table 2, respectively. Table 1 contains the TCP-specific parameters, such as: version, Maximum Segment Size or timer granularity. It also shows the ONU buffer threshold settings (LBO and HBO) which are used for buffer management. Table 2 explains the MCR and RTT distribution accross the 32 VCs and eight active ONUs. The scenario-specific parameters (i.e. MCR reservations and RTT) for scenarios RESP1 and RESP 2 are illustrated in Figure 2 and Figure 3, respectively. Figures 4(a) and 4(b) illustrate the bandwidth-delay product for scenario RESP1 and RESP2, respectively, expressed in cells. In these, as well as in all subsequent figures, the abscissa values identify the active ONUs. We use the NewReno version of TCP which is described in [11]. This is a bug-fixed version of TCP Reno which improves the performance of the latter in
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 Fig. 2. Scenario RESP1.
 
 case of multiple segments dropped from a window of data. All 320 TCP sources are persistent i.e. they have always data for transmission.
 
 4
 
 Simulation Results
 
 The simulations reported in this paper correspond to 30 seconds of simulated time. The results are expressed via the normalised goodput received by each VC, i defined as: R = Goodput M CRi . R = 1.0 means that V Ci has realised goodput which is exactly equal to its reservation M CRi , without receiving any excess bandwidth. Similarly, R = 2.0 means that V Ci has realised goodput which is equal to twice its reservation and R = 0 means that V Ci has not realised any goodput a t all.
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 Fig. 4. Bandwidth-delay product. Table 1. Common parameters for scenarios RESP1 and RESP2 Active ONUs GFR connections per ONU TCP connections per VC Total MCR reservation TCP Max Segment Size (MSS) Maximum Frame Size (MFS)
 
 ONU buffer size LBO (HBO) threshold TCP version TCP timer granularity
 
 8 (out of 64) 4 10 either 60% or 90% of the system’s capacity 1460 octets 32 cells (This corresponds to the chosen MSS with all the overhead: 20 octets (TCP) + 20 (IP) + 8 (LLC/SNAP) + 8 (CPCS-AAL5) + padding.) 2000 cells 900 (1800) cells NewReno 10 ms
 
 In subsection 4.1 we consider scenarios with responsive traffic only. No tagging is used. Then, in subsection 4.2 we evaluate the TCP performance in presence of non-responsive and very aggressive traffic. The conclusion of 4.2 is that tagging has to be used. Therefore, in subsection 4.3 we revisit the responsive traffic scenario from 4.1, but this time with tagging being applied. 4.1
 
 Responsive Traffic Only and No Tagging
 
 Figure 5 illustrates the normalised goodput for schemes relying on either FIFO or WRR queueing, for scenario RESP1. The global GFR reservation (i.e. the sum of per-connection M CRi ) equals either 60% or 90% of the system capacity. Also shown in the figures are three horizontal lines. The first one, y = 1.0, represents the lowest value for the normalised goodput at which the bandwidth guarantee
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 Table 2. Specific parameters for scenarios RESP1 and RESP2 RESP1 MCR for VCs at the same ONU Aggregated MCR of the eight active ONUs Roundtrip time
 
 RESP2
 
 relate to each other as 1 : 2 : 4 relate to each other as 1 : 1 : 1 :8 :1 relate to each other as 1 : 1 : 1 relate to each other as 1 : 2 : 4 :1:1:1:1:1 : 8 : 16 : 32 : 64 : 128 same for VCs at the same 2 : 10 : 50 : 200 ms for evONU; changes from one ONU ery four consecutive VCs; the to another as: 1 : 2 : 5 : 10 : 20 same pattern is repeated at each ONU : 50 : 100 : 200 ms
 
 is still met. The other two lines (y = 1.66 and y = 1.11) correspond to the ideal value for t he normalised goodput, for which every VC gets a share of the available (non-reserved) bandwidth in proportion to its MCR. (Note: 1.66 = 100 60 and 1.11 = 100 90 .)
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 Fig. 5. RESP1: normalised TCP goodput.
 
 As seen from Figure 5, when the global GFR reservation equals 60%, all VCs attain their guarantees (R > 1.0). When FIFO queueing is used, the available bandwidth is not fairly distributed since low-rate VCs at each ONU get a higher proportion of available bandwidth (the curves contain ripples). This is especially striking with the DFBA scheme. When the global reservation equals 90%, several VCs fail to achieve their guarantee, especially with the DFBA scheme. On the other hand, both buff er management schemes perform equally well when WRR queueing is used. Almost all VCs attain their guarantee and free bandwidth is distributed ideally (almost flat curves).
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 Fig. 6. RESP2: normalised TCP goodput.
 
 Figure 6 illustrates the performance of FIFO and WRR based schemes in scenario RESP2. Again one sees that WRR schemes are fairer than FIFO schemes in distribution of free bandwidth. What is new is that there is no striking difference between WFBA and DFBA when FIFO queueing is used. This is probably due to the fact that VCs belonging to the same ONU in scenario RESP2 have equal MCR reservations. It can further be noted from Figure 6 that even at 60% reservation there are several connections that do not meet the guarantee when FIFO queueing is used. This is explained by the fact that the last two ONUs contain VCs whose bandwidth-delay product is greater than the ONU buffer size (much greater than in scenario RESP1). On the other hand, the WRR schemes (see again Figure 6) have no problems in meeting the guarantee at 60% reservation. Furthermore, they succeed to make it within 15% of the MCR guarantee at 90% reservation, even for the most extreme case (the fourth VC from ON U7 ). Curiously enough, the probabilistic dropping in DFBA does not yield better performance than the deterministic dropping of WFBA. This may be counterintuitive, since the field trials with RED have shown the benefits of probabilistic dropping when carrying TCP traffic in today’s Internet. We see two possible explanations for this observation. First, the ATM VCs in our scenarios carry several TCP connections, so even if frames in WFBA are dropped deterministically, they do not necessarily belong to the same T CP connection. Second, and more importantly, the RED scheme reacts on the average rather than instantaneous queue size as in DFBA. Hence, even if DFBA drops frames probabilistically, there is still a non-negligeable probability of “hitting” the same TCP connection when the global occupancy temporarily persists at higher values. Given this remark, we shall consider only the WFBA scheme in the remainder of this paper.
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 TCP Performance in Presence of Non-Responsive Traffic
 
 It is easy to show that without tagging, the buffer management schemes themselves are not sufficient for protecting the responsive traffic from the aggressive one. Tagging is an effective way for preventing the aggressive sources from occupying large portion of the shared buffer space. The network elements operating at the ATM layer (e.g. ONUs) have no higher layer visibility and, hence, do not discriminate against responsive and non-responsive traffic (e.g. TCP from UDP). Even if that were the case, the ON U must still not rely on the higher-layer information, since there may be faulty or deliberately aggressive TCP implementations out there. Therefore, tagging should systematically be applied on all traffic. In this subsection we consider a scenario with non-responsive greedy sources and we refer to it as NONRESP2. Scenario NONRESP2 is obtained from RESP2 by substituting the first VC at every active ONU with a VC carrying nonresponsive traffic. The latter is modelled as a constant bitrate flow carrying 32cell frames at 155.52 Mbit/s (measured at the physical layer). Thus the entire system is at extreme overload. When tagging is applied, there is a choice to be made for the MBS parameter in the F-GCRA function. Several approaches for the MBS exist in the literature. For instance, [12] proposed a default value of 192 cells, whereas [10] proposed to compute it as a function of the MCR and the number of TCP connections in a VC. We propose to use a fixed and rather large value of: M BS = 200 · M F S, regardless of the connection’s MCR. Figure 7 shows the TCP throughput of the responsive connections in case WFBA+FIFO (or WFBA+WRR) with tagging is used, at both 60% and 90% reservation. The figure shows that with the use of tagging the responsive sources can be protected from the non-responsive ones as far as the MCR guarantee is concerned. The only conections that fail to meet their guarantee are those with extremely large bandwidth-delay product, and this should not be attributed to the presence of aggressive traffic. However, the Figure 7 also shows that the normalised goodput curves are collapsed around y=1.0. This means that, while the bandwidth guarantee is met in the majority of cases, the free bandwidth has entirely been grabbed by the aggressive connections. This is clearly visible in Figure 8 which shows the MCR and the realised throughput for each VC (including the aggressive ones). One sees that the greedy connections have realised much better throughput than the responsive o nes. 4.3
 
 Responsive Traffic with Tagging
 
 Subsection 4.2 highlighted the importance of tagging. Since the ONUs have no higher layer visibility, they should perform tagging on all traffic. Next we revisit the case with TCP traffic only, which was considered in subsection 4.1, but this time we investigate the impact of tagging, even in absence of non-responsive traffic. Because of lack of space, only RESP2 scenario and WFBA scheme are considered.
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 Fig. 7. NONRESP2: normalised TCP goodput of responsive VCs under the WFBA+FIFO and WFBA+WRR schemes.
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 Fig. 8. NONRESP2: realised goodput of both responsive and aggressive VCs under the WFBA+WRR scheme.
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 Fig. 9. RESP2: normalised TCP goodput with tagging.
 
 Figure 9 shows the VC goodput when tagging is used in addition to either WFBA+FIFO or WFBA+WRR. The curves corresponding to the non-tagged case (Figure 6) are also reproduced for comparison. The figures show that at high GFR reservation there is no significant difference whether tagging is used or not. However, at 60% reservation one sees that the distribution of free bandwidth with tagging becomes less fair (indicated by greater ripples in the normalised throughput curves). T his is especially apparent when WRR queueing is used.
 
 5
 
 Conclusions
 
 In this paper we have considered two buffer management schemes (WFBA and DFBA) combined with two queueing schemes (FIFO and WRR) in order to
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 provide GFR guarantees to TCP/IP traffic over APON access networks. We find out that: – at reasonably small reservations (60% of the system capacity), all schemes allow the VCs to attain their guarantees, with the exception of some VCs with extremely high bandwidth-delay product in the FIFO schemes; – at very high GFR reservation (90% of the system capacity), the high-rate VCs at several ONUs fail to meet their guarantee in the FIFO schemes, whereas in the WRR schemes this happens only for VCs with extremely high bandwidth-delay product; – the FIFO-based schemes are intrinsically unfair in free bandwidth distribution, since low-rate VCs get larger proportion of excess bandwidth; – the schemes with per-VC queueing distribute the free bandwidth in a very fair manner, except for VCs with extremely high bandwidth-delay product; – the probabilistic dropping of DFBA does not bring any performance gain compared to the less complicated WFBA scheme; – tagging is necessary in order to isolate responsive traffic from aggressive one; – tagging increases unfairness in absence of non-responsive traffic, and – tagging does not prevent aggressive traffic from grabbing all the free bandwidth. Referring to the last conclusion, it would be interesting to investigate whether the three-colour tagging, which is currently considered in the diffserv community (see [13]) would help. Although the ATM cell may have only two colours (CLP=0 or CLP=1), three colours could still be implemented via virtual tagging.
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 Buffer Size Requirements for Delay Sensitive Traffic Considering Discrete Effects and Service-Latency in ATM Switches Steven Wright 1 and Yannis Viniotis2 1 BellSouth Science & Technology, 41G70 BSC, 675 West Peachtree St NE, Atlanta, GA 30375 USA [email protected]
 
 2 Dept. ECE, North Carolina State University, Raleigh , NC 27695-7911,USA. [email protected] Abstract. Various approaches to buffer size and management for output buffering in ATM switches supporting delay sensitive traffic are reviewed. Discrete worst case arrival and service functions are presented. Using this format, bounds are developed for buffer size under zero cell loss for leaky bucket constrained sources. Tight bounds are developed for the case of discrete arrival functions with fluid servers and fluid arrival functions with discrete servers. A bound on the buffer size is also proposed for the case of discrete arrival and service process. While this bound is not exact, the maximum gain that could be achieved by a tighter bound is bounded. In some cases it is possible to reduce the buffer size requirements through over allocation of link bandwidth. Feasibility conditions for this scenario are developed.
 
 1 Introduction ATM network support [13] for delay-sensitive QoS requirements requires ATM switches to support the QoS guarantees. Low service-latency schedulers, e.g. RRR [4] provide a mechanism for supporting delay QoS guarantees if sufficient switch resources - including buffer space and bandwidth - are available. The focus of this paper is the buffer requirements rather than the scheduler design. The buffer size constraints switch performance (e.g. Connection Admission Control) while representing a significant fraction of interface costs for wire speed interfaces. This paper develops expressions for the buffer size requirements (see equations (1),(11),(12)and (13)) that can be used in buffer optimization problems for specific schedulers, particularly simple Latency-Rate (LR) schedulers (see [10]) derived from Weighted Round Robin. These expressions are used to explore potential buffer reductions. In contrast to other buffer studies (see [6],[8],[9]), we provide more precise formulations for the buffer requirements due to discrete effects in the arrival and service processes as well as considering service-latency. The paper also provides quantified examples with a specific WRR scheduler to achieve reductions in buffer size requirements. We assume a simple output buffering arrangement such as that used for Burstiness-Class based Queuing (B-CBQ, see [14]), where several queues (α,β,χ) are serviced by an LR scheduler which provides each queue with a guaranteed G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp 61-73, 2000 © Springer-Verlag Berlin Heidelberg 2000
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 bandwidth and (potentially) delay bound guarantees. The buffer size formulations in this paper focus on the buffer requirements for an individual queue. Multiple Pt-Pt or MPt-Pt ATM connections are allocated to a queue (i.e. connections VCα,1..n are directed to queue α). LR Delay bound guarantees require source traffic that is leaky bucket (σ, ρ) constrained with a worst case burst of size σ, and arrival rate ρ. In this paper, we assume worst-case aggregate leaky-bucket-constrained arrival function at a queue, i.e., periodic bursts of size σ.(see e.g. [3]). The buffer is cleared with a period T given by the ratio σ/ρ. We are particularly interested in the case where the buffer requirements can be reduced from the maximum burst size (σ). Buffer size requirements are typically considered at switch design time, however for some switch designs buffers may be reallocated between queues while the switch is operational. For such situations, the computational complexity of estimating buffer requirements is an important issue. The paper is organized as follows. Section 2 places this work in the context of prior work. The buffer size, assuming fluid models for arrivals and service, and also considering service-latency, is considered in section 3. The buffer size requirements under discrete arrival and/or service functions (again considering service- latency) are discussed in section 4. Section 5 explores numerically the feasibility and magnitude of buffer size reductions possible by rate over-allocation for WRR schedulers. Conclusions are provided in section 6.
 
 2 Prior Work Previous work had focussed largely on ideal fluid arrival and service processes (e.g. WFQ) or had simply assumed that the allocated rate matched in the requested rate exactly, rather than considering some potential for over allocation of bandwidth in order to minimize buffer occupancy. The absolute delay bounds both for the GPS schedulers and the more generic version for LR schedulers [10] rely on a maximum buffer size and a guaranteed service rate in order to produce the delay bound. The tradeoff of additional guaranteed rate for reduced buffer requirements was identified by [3] in the context of work on equivalent bandwidth capacity. They developed an approach to buffer allocation for ATM networks which reduced the two resource allocation problems (buffer & bandwidth) to a single resource allocation (“effective bandwidth”) problem. [8] built on the work of [3] and separated the buffer/bandwidth tradeoff into two independent resource allocation problems. While work on scheduler design (e.g.[4],[10]) has identified several issues related to service-latency, the impact on the buffer-bandwidth tradeoff has not been explicitly considered. The theory related to fluid models of arrival and service curves has recently been extended into an elegant network calculus (e.g., [1], [2], [7]). While these approaches typically are used to derive end-to-end network delay bounds, they can also be used to provide assertions regarding buffering requirements. In the realm of equipment design, the service curves, and network calculus, are an intermediate form and equipment optimizations must be recast in terms of scheduler design parameters. In practice, ATM switches must deal with discrete data units (cells) and consider the effects of service-latency on buffer requirements. Previous work on discrete buffer sizing for
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 WRR has been largely empirical (e.g. [9], [6], [5]) and addressed towards loss based QoS parameters, rather than delay-sensitive QoS requirements.
 
 3 Buffer Size with Fluid Arrival and Fluid Service with Service-Latency The main result for the buffer size (b) in the case of fluid arrivals and service processes is given in equation (1). Three cases must be considered: ! if the service-latency (L) is such that service starts after arrivals have reached the maximum value (which occurs at t=τσ), then the supremum occurs at t=τσ and b=σ, and no reduction in buffer requirements is possible. ! if the arrival rate (ρa) is less than (or equal to) the service rate (ρs), then the supremum occurs at t=L, and b=ρaL. ! if the arrival rate is greater than the service rate, then the supremum occurs at t=τσ and b=σ−ρs(τσ−L). if {L ≥ τ σ } σ   (1) b ≥ σ − ρ s (τ σ − L ) if {L < τ σ } and if {ρ a > ρ s }  if {L < τ σ } and if {ρ a ≤ ρ s } ρa L  An example of the buffer space requirements is illustrated in Fig. 1 using equation (1). In order to reduce the buffer requirements below σ, the service-latency must be less than σ/ρa , (10msec in this example). Simply increasing the service rate may not reduce the buffer requirements below σ. Even for the cases where L < 10msec, increasing the service rate beyond ρa provides no additional benefit which is consistent with the results of [8]. If the service rate, ρs, is less than the peak arrival rate, ρa, then only smaller reductions from σ are possible. While the potential reduction of 10 cells for the connection in this example may not seem significant, we recall that there may be several thousand connections on an ATM interface at OC-3 or higher rates. Also, the burst size, used in this example is very small for VBR traffic.
 
 Fig. 1 Buffer Space Requirements for Fluid Arrivals and Fluid Service with Service-Latency. The parameters for the example are: σ = 10 Cells; ρ = 250 Cells/Sec; ρa = 1000 Cells/Sec; 500≤ ρs ≤ 5000 Cells/Sec; 0≤ L ≤ 40 msec.
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 4 Effect of Discrete Arrivals and Discrete Service on Buffer Size The fluid model ignores discrete effects in the arrival and service functions. Significant buffer reductions are still possible, even after allowing for discrete effects in the arrival and service functions. In contrast to the fluid arrival functions typically based on two (σ, ρ) or three (σ, ρ, ρa) leaky bucket parameters, we use a worst-case leaky-bucket discrete arrival function based on four parameters–(σ, ρ, ρa, k); where k is the step size in the same data units as σ (see Fig. 4). Similarly, we need to move from the two-parameter (L, ρs) fluid service function of section 0 to a worst-case discrete service function based on three parameters (L, ρs, m) where m is the service step size in the same data units as σ (see Fig. 2). The main result of this section is the formulation for the discrete arrival function in equation (4) and for the discrete service function in equation (8). Also presented are a pair of fluid functions that bound each of these discrete functions. These are equations (5) and (6) for the bounds on the discrete arrival function and equations (9) and (10) for the bounds on the discrete service function. 4.1 Arrival Functions The incoming arrivals are not eligible for service until the time, τa , given by equation (2). Equation (3) illustrates the time, τσ, at which the maximum arrival burst, σ, is reached. The worst-case discrete arrival function is then defined by equation (4). We can consider the discrete arrival function as bounded by two fluid functions: Amax(t) (refer Equation (5)) and Amin(t) (refer equation (6)). The maximum error in the bounding functions is one step, k. As k→0, the discrete model is less relevant and A(t) converges towards the Amin(t) function.
 
 τa =
 
 k ρa
 
 σ − k  for σ ≥ k. τσ = τ a   k   t≤0 0    t    A(t ) = k 1 +    0 ≤ t < τ σ     τ a   σ τσ ≤ t ≤ T 
 
 t≤0  0  Amax (t ) = k + ρ at 0 ≤ t < τ σ  σ τσ ≤ t ≤ T  t≤0 0  Amin (t ) =  ρ at 0 ≤ t < τ σ σ τ ≤t ≤T σ 
 
 (2)
 
 (3)
 
 (4)
 
 (5)
 
 (6)
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 4.2 Service Functions The generalized worst case discrete service function is shown in Fig. 2, where service proceeds in discrete steps up until the maximum buffer occupancy has been served. Many link schedulers offer rate guarantees over a longer time-scale than one cell transmission time, and service some quanta (m>1 cell) of data at a step [11]. The period, τs, associated with a service step is given by equation (7). We chose to separate the effects and leave L to reflect service-latency associated with the start of the service function beyond the scheduling rate granularity. This formulation reflects that buffers are freed at the end of the service time-scale. A discrete version of the service function is then given by equation (8). The worst case discrete service function is bounded by two fluid service functions: Smax(t) (refer equation (9)) and Smin(t) (refer equation (10)). The maximum difference between in the bounds is m. As m→0, τ s → 0 and the discrete model becomes less relevant as it converges towards Smax(t).
 
 τs =
 
 m ρs
 
 0 0≤t ≤ L   S (t ) = min( A(t − L), m  t − L ) L ≤ t ≤ T     τs 
 
 0 0≤t ≤ L  S max (t ) =  ( ) A t L t L L min( ( ), ) ρ − − ≤t ≤T s  0 0 ≤ t ≤ L +τs  S min (t ) =  ( ) − − − − +τs ≤ t ≤ T τ ρ τ A t L t L L min( ( ), ) s s s 
 
 (7) (8)
 
 (9) (10)
 
 4.3 Fluid Arrivals and Discrete Service Consider the fluid arrival process and discrete service process with service-latency in Fig. 2(a). Using the discrete service function may provide an improved result (a potential reduction up to m) if we can evaluate the supremum. The main result is presented in equation (11) (refer to [12] for the proof). In brief, the intuition on locating the supremum from the fluid case is extended by whether the supremum occurs at the first step in the service function after t=L, i.e. t=τ2, or at the last step in the service function prior to t=τσ i.e t=τ5 . An example of the per-connection buffer requirements for the case of m=3 is shown in Fig. 2(b), where the supremum occurs at τ2 (~6msec). The arrival function used was a fluid arrival with parameters {σ =10 Cells; ρ =250 Cells/Sec; ρa =1,000 Cells/Sec}. σ   τ σ − L   σ − m    τs  b≥  ρ τ − m τ σ − L  + m    a s  τs   τ 2 ρa 
 
 if {τ 2 ≥ τ σ }
 
 if {τ 2 < τ σ } and if {ρ a > ρ s } and if m ≤ σ − ρ aτ 5 if {τ 2 < τ σ } and if {ρ a > ρ s } and if m > σ − ρ aτ 5 if {τ 2 < τ σ } and if {ρ a ≤ ρ s }
 
 (11)
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 At low latencies, when the service rate exceeds the peak arrival rate, the buffer requirements can be significantly reduced. With ρs=ρa= 1000 cells/sec in Fig. 3, the buffer requirements are reduced to 3-8 cells depending on the latency of 0-5mS. This is a reduction of 20-70% from a buffer size based on the peak burst size, σ (=10 cells in this example). When the service rate is below the peak arrival rate, the effects of increasing service-latency are impacted by the service step (m=3) as illustrated by the series of plateaus in Fig. 3. These are not seen in the fluid arrival and service model shown in the example of Fig. 1. A(t)
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 Fig. 2 Fluid Arrivals and Discrete Service
 
 Fig. 3 Buffer Size as a Function of L and ρs for Worst-Case Fluid Arrivals and Discrete Service with service-latency
 
 4.4 Discrete Arrivals and Fluid Service The main result in this section is equation (12) (refer to [12] for the proof), which presents a formula for the worst case buffer requirements when there is a discrete arrival function and a fluid service function. In brief, the intuition on locating the supremum from the fluid case is extended by whether the supremum occurs at the first step in the arrival function after t=L, i.e. t=τ1, or at the last step in the arrival function prior to t=τσ , i.e., t=τ4 . The formulation is made more complex by consideration of
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 the arrival step size, k, in relation to the maximum burst size σ. Fig. 4 (a) illustrates the general case. In Fig. 4(b), a discrete arrival function is considered that has the following characteristics: σ =10 Cells; ρ =400 Cells/Sec; ρa =7 Cells/Sec; k ,=3 Cells. In Fig. 4(b) time is shown on the x-axis, and A(t) is shown as a solid line. S(t) is shown as alternating dash-dot line, and the maximum buffer occupancy is shown as a dotted line. In Fig. 4(b) the last step is less than k. The maximum buffer occupancy occurs at τ4 (~9msec). if {L ≥ τ σ } σ   if c1 = TRUE σ − (τ σ − L )ρ s   A(τ 4 ) − ρ s (τ σ − L − τ a ) if c1 = TRUE  L  b≥ k  if c 2 = TRUE τ a    A(τ 1 ) − S (τ 1 ) if c 2 = TRUE   max( A( L), ( A(τ 1 ) − S (τ 1 ))) if c 2 = TRUE
 
 or if {k ≥ σ } and if A(τ 4 ) ≥ σ − τ a ρ and if A(τ 4 ) < σ − τ a ρ  τ − L and if k ≤ 1  ρs    τ − L and if k > 1  ρs   and if τ 1 = τ σ
 
 σ
 
 Ae (t)
 
 A(t)
 
 ρ
 
 S (t)
 
 ρ
 
 k
 
 τ L ≥ τa
 
 and if τ 1 ≠ τ σ
 
 (12)
 
 where c1 = {L < τ σ }AND {ρ a > ρ s } c2 = {L < τ σ }AND{ ρ a ≤ ρ s } Amax(t) Amin(t)
 
 and if τ 1 ≠ τ σ
 
 τ
 
 (a)τa ρa, the buffer size shows discrete steps due to the discrete arrivals. When ρs < ρa, the buffer size is a continuous function. Although this example uses a small value
 
 68
 
 S. Wright and Y. Viniotis
 
 of σ (~10 cells), for connections with large values of σ, the potential reduction in buffer requirements could be significant. This numerical example is also considering the effects on one connection. Aggregating the result over the number of connections supported at the interface provides for a potentially large reduction in buffer requirements. For example, if we can operate with a low latency of ~1msec and a ρs = 3,000 Cells/sec, a 70% reduction in buffer requirements can still be achieved even after considering discrete arrival effects.
 
 Fig. 5 Buffer Occupancy Supremum as function of L and ρs
 
 4.5 Combined Discrete Arrival and Departure Effects The effect of combining discrete arrivals and service is shown in Fig. 6(a). The intuition followed in the fluid cases to locate the supremum is not sufficient here. In Fig. 6(b), rather than showing the evolution of discrete A(t) and S(t) functions (as in e.g. Fig. 2(b) ) we chose to show only the detail of the buffer occupancy for an example where the supremum does not occur at the location intuitively expected. Consider the case where the periods (τa ,τs) of the arrival and service curves are not equal. As the phase of the two discrete functions changes, eventually a point is reached where one discrete function steps twice between two steps in the other discrete function. This results in local maxima or minima in the buffer occupancy. This invalidates the previous intuition about where the supremum occurs. Where both k and m are small with respect to σ, the bounding model considering discrete effects is appropriate. The fluid model bounding the discrete arrival function was derived as equation (5). The worst-case fluid model bounding the discrete service function was derived as equation (10). Combining these two leads to equation (13) (refer to [12] for the proof). If only one of k, m was small, then a bounding model could be derived based on the material in the previous sections. The supremum can be evaluated by exhaustively computing the buffer occupancy at each discrete step in the arrival or service functions. If neither k nor m is small, then there will be few steps making the numerical solution of the buffer supremum faster. if {(L + τ s ) ≥ τ σ } σ  (13) b ≥= σ − (τ σ − L − τ s )ρ s if {(L + τ s ) < τ σ }and{ρ a > ρ s } k + (L + τ )ρ if {(L + τ s ) < τ σ }and{ρ a ≤ ρ s } s a 
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 Fig. 7 illustrates the bound on buffer size required after considering the discrete effects using equation (13). This is very similar in shape to Fig. 1, with the minimum possible buffer size now being k (3 Cells in this example) rather than zero as in Fig. 1. The position of the knee where buffer reduction below σ occurs is also moved slightly (to L~8msec) due to the additional service-latency introduced by discrete service effects. Despite the discrete effects, significant buffer reductions are still possible where the service- latency can be reduced below this knee. As in Fig. 1, when the latency is below the knee point, increasing the service rate to match the peak arrival rate provides potential buffer reductions, increasing beyond the peak arrival rate does not provide any additional reduction in buffer size. Although reduction in the number of cells in this example is small, the potential reduction is significant for bursty connections with large values of σ, and when considered aggregated over the potentially large numbers of connections on an interface.
 
 Fig. 7 Bound on Buffer Space Considering Discrete Effects with k=3, m=2
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 5 Buffer Size Reduction in WRR In this section, we provide a numerical illustration of the feasibility and scale of buffer size reduction for a specific WRR scheduler. We assume a node with n identical input lines of speed C Cells/Sec. The maximum number of simultaneous arrivals is then one per link, i.e. k=n (for a MPt-Pt connection). The peak arrival rate is ρ a = kC , and the maximum aggregate arrivals are still constrained to σ. τa is given by Equation (14). The maximum number of arrivals in the worst-case-burst have been received by the time given in equation (3). Consider a scheduler that offers a rate guarantee of some fraction of the link bandwidth (C ) to a class i. This class is given a integer weight φi . A simple interpretation is that the integer weights, φi ,correspond to the number of units of service to be provided in one round by the WRR server, where the units of the weights are the units of service (e.g. bits, cells, packets). We assume the step size for the discrete service is m= φi . Then ρs is given by equation (15), and τs is given by equation (16)
 
 k 1 = ρa C φ ρs = i C ∑φ j
 
 τa =
 
 ∀j
 
 m τs = = ρs
 
 (14)
 
 (15)
 
 ∑φ ∀j
 
 j
 
 (16)
 
 C
 
 The worst-case service-latency (L) is the service-latency due to the discrete arrival processes. i.e. L=τa. The buffer space requirements (assuming k and m are small with respect to σ) corresponding to this can then be derived by substituting in equation (13). 5.1 Feasible Region for Reduced Buffer Size We assume k is a positive integer, and for all non-trivial cases
 
 C > ρ s and hence
 
 ρ a ≥ ρ s . From equation (13), we have the constraint on service starting before τσ. This can be developed into a constraint on the maximum frame size as shown in equation (17). This constraint is illustrated in Fig. 8 where frame sizes that permit buffer reduction are in the region below the surface. The frame size constraint is linear in σ, but has an inflexion point as a function of k. In order to have a reasonably large frame size to accommodate connections with large σ, we need to keep k small, e.g. k(*>
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 We need to find the column vector P(t) such that the loss rate n
 
 L(t) = Pbi(t)X1(t)+Pb2(t)X2(t) + ...+Pbn(t)Xn(t) = ^2Pu(t)Xi(t)
 
 = Pb{t)TA{t)
 
 il is minimized, where Pb{t) — [Pbi{t), Pb2(t), ••-, Pbn(t)]T-
 
 (3) T h e parameter Pbi is t h e
 
 average probability of loss for the traffic of LSP •••> dliR.(t)
 
 Optimal Traffic Partitioning in MPLS Networks
 
 149
 
 In a simplified model where each LSP is modeled by just one M/M/l/K queue (see Figure ??), which presents the bottleneck of the path, we have: .•V--AU-V-
 
 -Pi(t)K>+2)-(2
 
 d x
 
 .
 
 { t )
 
 + Ki)
 
 Since the loss rate increases with increasing arrival rate, the elements of Srt (0 a n d S\i (*) a r e positive. We now consider two different cases. First, we consider the effect of the variation of the vectors /*(£) on the mapping vector, P(t). Then, we consider the effect of the variation in the Ingress node arrival traffic rate X(t). In the simplest case, we suppose that during time At only the arrival rate of queues in LSP (fit changes, and we have
 
 At) = ri{t) + Ari(t), Ari(t) = [Ala(t),
 
 Ali2{t),...,
 
 rk(t + At)=rk(t),l K t h e l m k i s n o t s h a r e d b y L S P n o f i n g r e ss node k ' Lb k is the number of paths originated from Ingress node k, and (A/n)fc is the arrival traffic of LSP n of Ingress node k. N, LSPk
 
 If during At, A^^k
 
 = £ fc=l
 
 £
 
 aknA{Xjn)k or AXjk has a non-zero value,
 
 n=l
 
 the ingress node k will execute the Traffic Assignment Algorithm. There is no need for synchronization between different nodes. A small change in network state might be able to move the network to a unstable point. We show here that the algorithm moves the system to a stable point. That means that a change in the network after time At is reflected to the same node by always a smaller value. We consider the case where the traffic belongs to only the best effort traffic . In LSP i of Ingress node k, the packet loss rate is more sensitive to the variation of the LSP traffic (Z\A/fc)fc than the load traffic of a link of this node, since the LSP traffic passes through all the nodes of an LSP. We have (18) or
 
 Srti(t)
 
 < 1 a nd for the assigned traffic
 
 This shows that the changes in the input traffic of an LSP is less than the sum of all changes in the load traffic. Changes in load traffic represents the changes in traffic partitioning of other Ingress nodes in the network. We mention here that this traffic is directed toward a link with the lowest sensitivity. That also helps to reduce the amount of the traffic variation, and to provide system stability.
 
 5
 
 Numerical Analysis and Discussion
 
 In the following numerical analysis, we restrict attention to three parallel LSPs for the system. Each LSP is modeled by one queue with the service rate of 4 K packets/s. The queue sizes are considered to be equal to 15, 10 and 7, and the arrival rate to the ingress node is 2 K packets/s. We consider a hashing function
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 Fig. 3. Traffic partitioning vector for the best effort traffic, a) LSR's load, \u, b) Pj, with equal partitioning, c) optimal partitioning vector, d) Pt, with optimal partitioning.
 
 that divides the input traffic into 100 bins. Figure 3.a shows LSR's load (7J and their variations in time. The available capacity of LSPi increases with time, LSP2 has a constant load, and LSP3 is congested with time. Figure 3.b shows the system performance measured by average P(, in the system when the input arrival is divided into three equal parts and the partitioning vector is fixed during the time. Figure 3.c shows the optimal partitioning vector in time obtained by the presented algorithm in order to minimize Pb, and Figure 3.d plots the average P^ when the optimal partitioning algorithm has been applied in the system. Plots in Figure 3 show that the partitioning vector not only depends on the system load but also depends on the queue sizes. In a general term, when the other path arrival rate of a node decreases, it can accept more traffic. Also a queue with larger size can support more traffic with the same probability of blocking. For example, consider the case when 7X = 7 2 = 73 in figure 3.a, the vector P at this time is equal to P — [0.32 0.14 0.54]. It can be seen that optimal partitioning improves the system performance by more than 3 times. Figure 4 shows the same parameters when traffic is considered to be transported by TCP. The optimum partitioning vector is different from the one obtained in Figure 3. This shows that traffic assignment parameters depend not only on the network state but also on the QoS requirements. To illustrate the transient behavior of the network, an example is considered in Figure 5. For each link, as we described before, an Ingress node considers the traffic of its own established path as the assigned traffic, and the traffic directed by other Ingress
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 Fig. 4. Traffic partitioning vector for TCP traffic (with the arrival rates as shown in Figure 4.a), a) optimal partitioning vector, b) average delay with optimal partitioning.
 
 Fig. 5. An example in order to study stability and the transient behavior of an MPLS network.
 
 nodes to this link as the current load traffic. Two LSPs, whose traffic is controlled by different Ingress nodes, share the link between nodes 3 and 4. Main system parameters as service rates and arrival rates are shown in the figure. System starts with Ai — 3 K packets/s and A2 = 0 and after At, input traffic of node 2 is increased to A2 = 1 K packets/s. The simulation results are given in Figure 6, for the Best Effort Traffic. When the arrival traffic of node 2 increases, it directs some part of the traffic to node 3. As a result, Ingress node 1 sees a change in network state and reduces the traffic directed toward node 3, which can be interpreted as a network state change for node 2. This loop continues until the system reaches to a stable point.
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 6
 
 Conclusion
 
 This paper described an approach to network performance optimization concerning traffic engineering over MPLS. We developed an analytic model to investigate the optimal partitioning of MPLS ingress traffic into parallel label switched paths, based on the current state of the network. Each LSP was modeled by a series of queues. A stochastic framework and a partitioning algorithm were presented, which take into account the dynamics of the network state. An Algorithm was exhibited for the input traffic assignment. The system performance improvement was illustrated by numerical results. The results suggest that the optimal partitioning of input traffic increases the system performance. The efficacy of this approach depends on QoS requirements.
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 Abstract. In this paper we present impacts of the Ethernet capture effect on bandwidth measurements. We show that the unfairness caused by the Ethernet capture effect can have a severe impact on the ability to estimate available bandwidth. We define two metrics, surplus bandwidth and fair share bandwidth, that are protocol and application independent available bandwidth metrics. We propose a measurement method, the TOPP method, that measures link load with low risk of triggering an Ethernet capture effect. From TOPP measurements, we can estimate available bandwidth.
 
 1
 
 Introduction
 
 Knowledge about the network bandwidth along a path from a source to a destination can be valuable for many applications that are able to adapt to changing network conditions. The bandwidth available from a source to a destination in a best effort network depends on the characteristics of the network path that the traffic travels. Not only static properties, such as the link speeds of the links forming the path, but also dynamic properties, such as competition with other traffic and changes in the routing topology are important. The dynamic properties can make the available bandwidth change dramatically over short periods of time. In a network, we are likely to find shared-medium links such as Ethernet/802.3 links close to or local to the sender and receiver respectively. However, some of these links (notably the Ethernet/802.3), have an access method that is not fair in contention situations. This unfairness has been called the Ethernet Capture Effect [11]. The Ethernet capture effect makes estimation of available bandwidth hard. In this paper we present results from experiments with an extension to the packet pair probing technique [6]. We call our probing method the TOPP method. The aim is to measure available bandwidth also on links with the Ethernet capture effect. The contributions made are the following: We describe why measurement of available bandwidth is hard in Ethernet capture effect situations. We show how ?
 
 This work is supported in part by the Ericsson MARCH project.
 
 G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 156–167, 2000. c Springer-Verlag Berlin Heidelberg 2000 
 
 Impact of the Ethernet Capture Effect on Bandwidth Measurements
 
 157
 
 the presence of the Ethernet capture effect can be detected in measurements. We propose a measurement method, TOPP, and two metrics that can be useful when estimating available bandwidth in Ethernet capture effect situations. The paper is organized as follows. Related work is presented in Section 2 and section 3 presents the bandwidth definitions used in the paper. The Ethernet capture effect is then described in section 4. Section 5 describes our experimental setup. Section 6 presents how the link bandwidth can be found, and section 7 shows how the Ethernet capture effect can be detected. Section 8 presents the TOPP measurement method and how we analyze TOPP measurements to estimate available bandwidth. Finally, in section 9, conclusions are drawn and future work presented.
 
 2
 
 Related Work
 
 Paxson [10] discusses methods for measuring bottleneck bandwidth. He makes a distinction between bottleneck [link] bandwidth, which is the data rate of the slowest forwarding element of a path, and available bandwidth, defined as the data rate at which a connection should transmit to preserve network stability. The packet-pair method for estimating the bottleneck bandwidth has been studied by a number of researchers [2,6]. Carter and Crovella [3] propose two packet-pair based techniques, B-probe and C-probe, to measure bottleneck link bandwidth and available bandwidth, respectively. Both techniques rely on sending trains of ICMP echo packets and applying filtering methods to the measured inter-arrival times of the reply packets. Weaknesses of the packet pair method, such as the problem with multichannel links, limitations due to clock resolution and out of order packet delivery are discussed by Paxson [10]. To deal with these short-comings, he introduces an extension to the packet pair technique called the PBM probing technique. In this, estimates for a range of probe train lengths (or bunch sizes) are formed and multiple bottleneck values are allowed. In [1], Allman and Paxson investigate methods for estimating the bandwidth that will be available to a new TCP connection, so that it immediately can begin sending data at that rate. Lai and Baker [7] also suggest refinements to the packet-pair method. They propose to use a receiver-only method based on existing traffic together with a ‘potential bandwidth filtering’ scheme. In order to quickly adapt to bandwidth changes they introduce a packet window. When estimating the bandwidth, only packets that arrive within the time interval given by the window will be used. Treno [8] is a tool that tries to measure the achievable TCP throughput between a pair of hosts. To achieve this, it simulates the full TCP algorithm including slow start. UDP packets with a suitably low time- to-live (TTL) value are sent to the destination, which will reply by sending back ICMP TTL exceeded packets. These are then interpreted as the equivalent of TCP’s acknowledgements. Since Treno simulates the TCP algorithm, it normally needs 10 seconds or more to accurately estimate the available bandwidth.
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 The ‘pathchar’ [5] tool estimates the latency and link bandwidth of each hop along a network path by measuring the round trip times of packets sent by a single source. Pathchar uses a TTL-based technique, similar to that of Treno, to determine how many links the probe packets should traverse. A disadvantage of pathchar is that it consumes considerable amounts of bandwidth and that it is quite slow. Downey [4] suggests techniques to improve the accuracy of pathchar’s estimates and to reduce the time required to generate them. The Ethernet capture effect has been described in several papers [9,12,13]. Ramakrishnan and Yang [11] discuss its impact on UDP and TCP traffic and show that the capture effect degrades the performance of TCP. They propose a modified backoff algorithm, Capture Avoidance Binary Exponential Backoff (CABEB), that will overcome the capture effect.
 
 3
 
 Definitions
 
 By bottleneck link bandwidth we mean the maximum transmission rate that can be achieved on the slowest link along a network path from sender to receiver. This is a well-established definition in the literature. Available bandwidth, on the other hand, is a less well-defined property. In this paper we have identified three metrics that can be used when characterizing the available bandwidth. Since we do not know the details of the traffic along a network route, for instance whether traffic sources will adapt to accommodate new traffic sources (e.g. TCP), or not (e.g. UDP), we can only estimate upper and lower bounds on the bandwidth available to us. A lower bound (assuming adaptation from our side but not from the other traffic) would be the currently unused portion of the bottleneck link bandwidth. This is what we define as the surplus available bandwidth (or surplus bandwidth for short). A usable upper bound on the available bandwidth would be our fair share of the bottleneck link bandwidth relative to the total traffic load offered. We define this bandwidth as the fair share available bandwidth (or for short fair share bandwidth). Naturally, the theoretical upper bound would be the link bandwidth. This bound could, for example, be approached by an aggressive UDP source or by a TCP source not adapting properly to congestion, when the remaining traffic consists of well-behaved TCP sources that all back off. The actual bandwidth as perceived by a specific protocol and application should lie somewhere between the surplus bandwidth and the fair share bandwidth and this we define as the protocol dependent available bandwidth. In the rest of this paper we will refer to this simply as the available bandwidth.
 
 4
 
 The Ethernet Capture Effect
 
 The Ethernet capture effect [12], is a term used to describe an undesirable side effect of the Ethernet CSMA/CD backoff algorithm. It is most apparent in a high load/few stations scenario and it results in transient or short-term unfairness. What this means is essentially that under high load, one station on a LAN can
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 hold on to the channel and transmit several consecutive packets even though other station(s) are contending for access. 4.1
 
 The Ethernet (802.3) Backoff Algorithm
 
 The aim of the Ethernet medium access method is to give all stations fair access to the channel, i.e. there are no prioritized stations or classes of traffic. Whenever a station has an Ethernet frame to send it checks if the channel is idle and in that case it attempts to transmit the frame. If other stations are trying to transmit at the same time then all stations will detect a collision. To arbitrate between the contending stations the Ethernet CSMA/CD protocol uses a backoff algorithm in which the currently offered load to the channel plays a central role. When the offered load is high, the stations should back off for longer times compared to when the load is low. To estimate the instantaneous offered load, the stations associate with each frame a collision counter, n. It is initially zero and is then increased by one each time the frame experiences a collision. When a station has detected a collision it uses the collision counter to decide how many slot times, ns , to wait before attempting to transmit again. This delay, ns , is chosen as a uniformly chosen random integer in the range 0 ≤ ns ≤ 2k − 1 where k = min(n, 10). If the frame experiences 16 consecutive collisions, the retransmission procedure is aborted and the frame is discarded. The problem with this backoff scheme is that the station which is successful in sending its frame after a collision (i.e., the station that chooses the earliest slot no other station chooses) will start with a new frame having the collision counter set to 0. The other stations involved in the collision, on the other hand, will keep their collision counter values. As a result, if the successful station is involved in a new collision with stations involved in the previous collision, the successful station will choose its random wait time in a more narrow range than the other stations. This will increase its probability of being successful again in the new collision, and that increase of probability leads to the unfairness that is called the capture effect. For every consecutive collision that is won by the same station, the probability for that station to win again will increase and quickly tend towards 1 [11]. As the number of stations that share the channel increases, the capture effect will decrease. This is because the set of stations that are involved in consecutive collisions will vary more. Since every new station in the set will have a collision counter equal to 0 (i.e., the same value as the winning station has), they too will randomize in a narrow range after an initial collision. This will then effectively decrease the probability of the same station winning many consecutive collisions. 4.2
 
 Impact on Active Probing Techniques
 
 Most of the proposed techniques for actively measuring bandwidth are variants of the packet pair technique. There, the principle of the bottleneck spacing effect is used to estimate the bandwidth. That is, when two packets are transmitted
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 back-to-back from sender to receiver they will be be spread out in time as they pass the bottleneck. When they exit the bottleneck this spreading will result in a time separation of the packets. That spacing between the packets is due to the transmission delay of the packets and possibly due to packets from competing traffic on the channel. In the packet pair technique, one or several pairs of probe packets are sent from the source to the destination to measure the bottleneck or available bandwidth along that path. The bandwidth estimate, ˜b, is then calculated as s s ˜b = = (1) t 2 − t1 ∆t where s is the size of the probe packets and t1 and t2 are the arrival times of the two packets. Since s and the resolution by which ∆t can be measured set a limit on the largest bandwidth that can be measured, it is desirable that s is as large as possible. Furthermore, if the interval at which the probe packets are sent, ∆ts , is larger than the interval corresponding to the bottleneck bandwidth, then the bottleneck spacing effect will not be noticed. For that reason, the probe packets should be sent as close to back-to-back as possible. When the goal is to measure bottleneck link bandwidth, packets from competing traffic can be regarded as noise as these may compress or extend the time separation between the probe packets. To get a good estimate of the link bandwidth, that noise must be filtered out from the time measurements. If instead the goal is to measure the available bandwidth, the packets from the competing traffic are not noise since it is the competing traffic that makes the bottleneck available bandwidth deviate from the bottleneck link bandwidth. In order for the packet pair estimate ˜b to accurately estimate the available bandwidth, it is important that packets from the competing traffic interleave with the probe packets in proportion to the channel load. However, this requires that the medium access method is fair. Since the Ethernet capture effect alters the fairness of access to the channel it also affects the packet pair probing techniques. When measuring bottleneck link bandwidth it will work to our advantage since the probe packets are likely to block out packets from the competing traffic. However, when measuring available bandwidth the capture effect will affect the packet pair techniques negatively. This is because the packets from the competing traffic will not interleave with the probe packets in proportion to the load on the channel, due to the blocking nature of the capture effect. C-probe Being a variant of the packet pair probing technique, C-probe [3] will be affected by the capture effect for the same reasons as explained above. In C-probe, the goal is to measure available bandwidth and this is done by sending trains of ICMP echo packets to the destination host. The probe packets (i.e., the ICMP packets) in the train are of equal size and are sent as close to back-to-back as possible. The available bandwidth calculation is based on equation (1), when t1 and t2 are the arrival times of the first and the last packet in the train. As the probe
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 packets are sent as close to back-to-back as possible, a queue will quickly build up in a contention situation. Now, because of the capture effect there is a high probability that several packets in that queue will traverse the channel without being interleaved with packets from competing traffic. As a consequence, the bandwidth estimate given by equation (1) will be too high.
 
 5
 
 Experimental Setup
 
 All the results we present in this paper are based on experiments done on a 10 Mbps Ethernet LAN, using a number of Sun Sparcstations 4 running Solaris 2.6 and a number of Intel-based PC’s running Linux (kernel versions 2.0.35 and 2.2.3). The Sparcstations are all equipped with an Am7990 (Lance) based Ethernet interface whereas the different Linux hosts use a variety of network interfaces (3Com Etherlink III, D-Link DFE-530TX and SMC EtherEZ).
 
 6
 
 Finding the Link Bandwidth
 
 We want to estimate the link bandwidth of the bottleneck link. Packet pair probing is a technique that can be used for this. Instead of using a number of pairs, we extend the ideas of B-probe [3] and send a long train of back-to-back packets through the network. Here, the Ethernet capture effect can actually help us when trying to establish the link bandwidth of the bottleneck link. Should the bottleneck link be an Ethernet, the Ethernet capture effect will affect our bandwidth measurements as has been explained earlier. Using a long train of packets will increase the possibility that we will see a capture effect if there is one. When analyzing packet pair inter-arrival times, times reflecting the link bandwidth will (as explained earlier) be over-represented as compared to a link without any capture effect. As can be seen in figure 1, packets from a train moving through a saturated Ethernet will exhibit an extremely bursty behavior, with several long bursts at, or near in the case of contention slots passing, link bandwidth speed. Should this Ethernet be the bottleneck link, due to the capture effect the link bandwidth can many times be estimated without need for advanced filtering (in the example in figure 1, a median value would be sufficient).
 
 7
 
 Detecting the Ethernet Capture Effect
 
 On a shared-medium link with (short-term) fair resolution of contention, the probability of bursts of frames at link speed will rapidly decrease with the burst length. Consider two stations competing for the medium. With a fair contention resolution, the probability of a certain station winning one collision would be 0.5, the same station winning two successive collisions would be 0.25, three successive collisions 0.125 etc., yielding a mean expected burst length of 2.
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 10
 
 Measured bandwidth
 
 Measured bandwidth
 
 On an Ethernet, however, the capture effect will favor the station already sending when this station has a queue of frames to send. Once a competing station has started losing contention resolutions against a station with a queue of frames, chances are (as explained earlier) that it will continue to lose as long as the winning station has frames queued up for sending. In fact, on a saturated Ethernet with only two senders, once a station has started losing, the sum of probabilities that it will get to send the frame at all before giving up (after 16 successive collisions) can be calculated to less than 50%. (The sum of probabilities that the loser of collision 1 will win any of the collisions 2, 3, ... up to 16 amounts to between 40% and 50%, dependent on the number of ties at contention resolutions). Thus, on a saturated Ethernet with few sending stations, the probability of seeing long bursts will be enormously increased as compared to a fair medium (above). In the saturated two-station example, once queues have built up, the median burst length (counting bursts of size 1 and longer) is 16, since the probability is less than 50% that the loser will be able to break in during exponential backoff, but once the losing station discards the losing frame, its next frame will have a fresh (zero) collision counter, and the losing station stands a 50% chance to win the 17th collision and thus end the burst from the other station. See also the sample train in figure 1.
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 Fig. 1. Packet bursts for packets from the Fig. 2. Packet bursts for packets from the probing station. 10 Mbps link, one station probing station. 10 Mbps link, six stations is generating 7 Mbps of CBR cross traffic. are together generating 7 Mbps of CBR cross traffic.
 
 Hence, we can detect the Ethernet capture effect by examining the distributions of burst lengths. In figure 1, we saw a typical example of burst lengths when we have two competing stations. As the number of competing stations increase, the capture effect (in the sense that one and the same sender gets to send again and again) will decrease in significance [1]. However, still at seven competing stations (figure 2), we see this over-representation of burst lengths, albeit with shorter burst lengths than in the two-station case shown in figure 1. The conclusion from this section is the following: as long as we have an Ethernet capture effect significant enough to cause an over-representation of long link bandwidth bursts (effectively destroying our possibility to use packet trains to measure available bandwidth), this over-representation can be detected by examining the burst length distribution. Once we have detected that we indeed
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 Fig. 3. Measured available bandwidth using packet trains. One station is generating 7 Mbps of CBR cross traffic.
 
 have a capture effect situation, we cannot use a train method, but must use other methods to estimate available bandwidth, see below.
 
 8
 
 Measurements in an Ethernet Capture Effect Situation
 
 As explained above, packet trains will over-estimate available bandwidth in a capture effect situation. Figure 3 shows the available bandwidth as estimated by packet trains on a 10 Mbps Ethernet. The single cross-traffic source offers 7 Mbps, so surplus bandwidth is 3 Mbps. The fair share bandwidth at the 10 Mbps offered by the probe source would be 10/(7+10)∗10 = 5.9 Mbps. As can be seen, the packet train method over-estimates available bandwidth far beyond the fair share bandwidth. Hence, we must instead try to estimate traffic characteristics without triggering any capture effect. 8.1
 
 Measuring Without Triggering the Capture Effect
 
 The long bursts typical for the Ethernet capture effect occur when the sender has a queue of frames to transmit. Hence, we should measure bandwidth without causing queues to build up. One way to avoid this is to measure bandwidth by sending separated packet pairs, where the pairs are so well separated that any disturbances to the network caused by one pair (e.g. queues caused by temporary overloading of the link) have been normalized before the next pair is sent.
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 Fig. 4. Parts of a TOPP train. The equally sized probe packets s are sent as pairs with decreasing intra-pair spacing, i.e, d < c < a. The spacing between the pairs are chosen randomly in the range [b−, b+] where  is a small number. For each intra-pair spacing, a, c, etc, n pairs are sent.
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 Instead of directly trying to measure available bandwidth, we try to find the surplus bandwidth of the bottleneck link. From that and from knowledge of the link bandwidth (measured e.g. using methods described earlier), we can estimate lower and upper bounds of available bandwidth using the methods explained above. 8.2
 
 The TOPP Measurement Method
 
 When trying to estimate the surplus bandwidth, we send a sequence of packet pairs, where the pairs are well separated in order to minimize the Ethernet capture effect. The intra-pair spacing of the packet pairs is decreased in known steps in order to momentarily offer different loads. In the presented measurements we have used steps of 1 Mbps, i.e. the first run of pairs have an intra-pair spacing corresponding to a momentary load of 1 Mbps, the next to 2 Mbps etc. We call this method the TOPP method (short for Trains Of Packet Pairs). Figure 4 illustrates this. Using the TOPP method, we can analyze the effects of a particular offered load without causing long-term disturbances to the network (e.g. without triggering any long-term Ethernet capture effects), disturbances that had been caused had we actually offered that same load for any longer period. Since the TOPP method is independent of the inter-pair spacing, this spacing can be large for links loaded close to saturation in order to minimize the impact of probe traffic. As an example, assume an inter-pair spacing of 100 ms. For a momentary load of 5 Mbps, we send two frames (each takes 1.1 ms to send) with a 1.1 ms intra-packet space and then wait 100 ms before the next pair. The real load on the link would then be (1.1 + 1.1)/(1.1 + 1.1 + 1.1 + 100) = 0.022 = 2.2% of 10 Mbps, i.e. 210 kbps, while we can estimate the effects of a 5 Mbps load. For the TOPP measurements presented below, the inter-pair spacing has been 20 ms, giving real loads of 670 to 970 kbps while offering momentary loads of 1 to 10 Mbps. Since our experiments have controlled cross-traffic, we know that this spacing will not cause link saturation. For measurements on links with unknown traffic, we recommend longer inter-pair spacing. By using the TOPP method of “measuring load without loading”, we can find the surplus bandwidth of an Ethernet by analysis of TOPP reception times as the next section describes. 8.3
 
 Analysis
 
 When analyzing TOPP reception times, we have used two interesting metrics. First, as long as our offered load does not saturate the link, we will see a measured bandwidth that is close to the offered. As the link saturates, i.e. our offered bandwidth has reached the surplus bandwith, the measured bandwidth will start deviating from the offered bandwidth. This point can, in most measurements we have performed, easily be detected. An example is seen in figure 5. Second, as we cross the link saturation point, the standard deviation in our measurements will increase rapidly, since on a saturated link we will see com-
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 Fig. 7. TOPP measured surplus bandwidth using both metrics. 5 Mbps of VBR cross traffic.
 
 peting traffic at virtually every slot, causing our measured bandwidth to either jump up (should our first frame be delayed and both probe frames then be sent more closely spaced than offered), or jump down (should one or more competing frames be sent in between our probe frames), but seldom would both probe frames cross the link undisturbed and the measured bandwidth be the offered. As seen in the example in figure 6, there is a sharp increase in standard deviation as we reach link saturation. Below we present figures of the measured and offered bandwidth difference and the bandwidth standard deviation for measurements with varying cross traffic bandwidths and cross packet sizes. We have used a 0.5 Mbps difference as the limit where we consider saturation to have occurred, and a 0.5 Mbps standard deviation as the standard deviation limit. As shown below, the surplus bandwidth can in most of our measurements be estimated quite accurately. Figure 7 shows results from a measurement with varying cross-traffic frame sizes (as opposed to the fixed size CBR cross-traffic from figures 5 and 6). In this measurement, the offered cross traffic is 5 Mbps. As can be seen, both measures seem to give good estimations of the surplus bandwidth. Figure 8 shows estimations when having 5 Mbps CBR cross traffic, and figure 9 estimations for 3 Mbps CBR cross traffic. For both these cross-traffic bandwidths, our measures give good estimations of surplus bandwidth.
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 Fig. 8. TOPP measured surplus bandwidth using both metrics. 5 Mbps of CBR cross traffic. 2
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 Fig. 9. TOPP measured surplus bandwidth using both metrics. 3 Mbps of CBR cross traffic.
 
 With knowledge of the surplus bandwidth and link bandwidth, we can calculate the cross-traffic bandwidth. Knowing this, we can for a given offered load calculate what our fair share of the link bandwidth would be. For example, if the surplus bandwidth is 3 Mbps and the link bandwidth is 10 Mbps, we know that cross traffic loads the link with 7 Mbps. Should we offer 7 Mbps ourselves, our fair share of the 10 Mbps link would be (7/(7 + 7)) ∗ 10 = 5 Mbps. Hence, should our application initially offer 7 Mbps to this link, our perceived available bandwidth would likely be not less than the surplus bandwidth of 3 Mbps and not more than the fair share bandwidth of 5 Mbps.
 
 9
 
 Conclusions and Future Work
 
 From the work presented in this paper, we draw several conclusions: When estimating available bandwidth, two reasonable protocol-independent lower and upper bounds are surplus and fair share bandwidth, respectively. Trains of back-to-back packets cannot be used to accurately measure available bandwidth in Ethernet capture effect situations. This means that methods like C-probe do not give accurate estimations in these situations, rather will they over-estimate the available bandwidth. Burst length analysis can detect an Ethernet capture effect situation. The presented TOPP method of injecting well-separated packet pairs with decreasing intra-pair spacing can be used to measure bandwidth without causing long-term disturbances to the link.
 
 Impact of the Ethernet Capture Effect on Bandwidth Measurements
 
 167
 
 When estimating surplus bandwidth, the difference between offered and measured bandwidth, and the standard deviation of the measured bandwidth, are two metrics that are likely to be useful in the analysis. Future work include multi-hop measurements and the adaptation of our methods to other shared-media links such as wireless links.
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 Abstract. We present a statistical study of wavelength usage in relation to topology characteristics for optical WDM networks with static traffic requirements, where the traffic is routed both with and without wavelength conversion. We identify new general correlations between parameters describing network topologies and wavelength usage. We find that the regularity of a network and the number of spanning trees in a network are accurate and reliable measures of the routing efficiency in terms of wavelengths used to accommodate the required traffic. An empirical formula is given for the average number of wavelengths required to accommodate the traffic as a function of the number spanning trees in the network. We observe that in most cases, the wavelength usage with and without wavelength converters are identical. Consequently, the correlations between network topology and traffic assignment efficiency are true for both types of networks.
 
 1
 
 Introduction
 
 Optical communication networking is a rapidly growing business. All over the world, many new carriers are investing to deploy completely new networks based on the newest optical fiber technologies. Due to the need for higher bandwidth, the trend moves towards all-optical networks where knowledge of wavelength routed networks becomes increasingly important. Despite this increasingly competitive situation, a general knowledge base on which to build the design and planning of optical networks is still somewhat limited. Up until now, studies of the correlation between network topologies and efficiency in accommodating a certain traffic demand have been based on specific network configurations instead of systematic surveys [1]-[4]. In this new work, we randomly generate a large number of networks of different topologies and study statistically how well the traffic is accommodated in networks with and without wavelength converters as a function of a number of well defined parameters describing the network topology. We can thereby generate a general knowledge base for network designers. G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 168–175, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 In the next section we define the problem and describe the routing and wavelength assignment algorithms used for networks with and without wavelength converters. In Section 3 we present the results for networks without wavelength converters. In Section 4 we show and discuss results for networks with wavelength converters and compare these with the results from Section 3.
 
 2
 
 Problem and Algorithm Description
 
 The goal of this work is to obtain a general understanding of how different WDM network topologies affect the number of wavelengths required to accommodate a given traffic demand. This is achieved by randomly generating a large number of networks (several million) for given numbers of nodes and links. The wavelength usage is evaluated for each network as a function of the average and variance of the node degree and the number of spanning trees as described in detail in Section 3. The degree, d, of a nod e is the number of links incident on the node, as shown in Figure 1. General statistical results are then obtained by averaging over all generated networks for each of these parameters. For each topology we
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 Fig. 1. Example of a network with 5 nodes and 6 links. The weight is one between physical connections. The degree is given for each node. The average node degree is 2.4, and the variance of the node degree is 0.8. The network traffic, T , and link weight, W , matrices are also shown.
 
 assume one fiber per link, no upper limit on the number of wavelengths, uniform traffic, uniform link weight, and bi-directional links. The element of the traffic matrix, T (i, j), gives the traffic between node i and node j in terms of number of wavelengths while the element of the link weight matrix, W (i, j), indicates the number of hops in going from node i to node j. As an example, consider the network in Figure 1 for which the weight matrix is determined by using the shortest path connecting each node pair. 2.1
 
 The Algorithm for Networks Without Wavelength Converters
 
 The algorithm for networks without wavelength converters contains basically three steps as described below. Due to the huge number of random networks
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 generated (several million), we have carefully chosen well-known and efficient algorithms of low complexity. The routing algorithm is an algorithm by Floyd [5] that calculates the shortest path of all node pairs with complexity O(N 3 ), where N is the number of nodes in the network. When all routes are known, the wavelength assignment problem is modified into a graph colouring problem. It is done by creating a graph for the path collisions such that each node of this graph corresponds to a path and two nodes are adjacent if their corresponding paths share at least one link in the network topology. The obtained path collison graph must then be coloured such that no two adjacent nodes have the same colour. We chose to solve this problem by using a well-known graph colouring heuristic algorithm called the largest-first or the descending-order-of-degree algorithm [6]. Since the path collision graph has N (N − 1)/2 nodes, where N is the number of nodes in the network, then complexity of the largest-first algorithm is O(N 4 ). This algorithm basically allocates the lowest number ed colour to the nodes of larger degree first. To ensure that the results for wavelength usage for networks without wavelength converters do not depend on the graph colouring algorithm efficiency, the largest-first algorithm has been compared to the more complex, slower by generally better performing, Dsatur graph colouring algorithm [7]. Results are discussed in section 3. The steps in the algorithm for no wavelength conversion are: Step 1: A connected network is randomly generated for a given number of nodes and links. Step 2: The paths between all node pairs are determined using a shortest path algorithm [5]. Step 3: Wavelengths are assigned by modifying the wavelength assignment problem into the graph colouring problem under the restriction that two identical wavelengths cannot share the same link and no wavelength conversion can take place. The graph is coloured using a graph colouring algorithm. 2.2
 
 The Algorithm for Networks with Wavelength Converters
 
 For networks with wavelength converters, the algorithm simply contains step 1 and 2 of the algorithm presented in the previous section as no constraints are placed on the wavelength assignment. The wavelengths are literally chosen on a link to link basis.
 
 3
 
 Results and Discussion for No Conversion
 
 Efficient network planning is a complex challenge and knowledge of any general trends in network performance in relation to network topology is desirable as it can reduce planning complexity. Therefore, network planners need reliable parameters to characterize network topologies. The variance of the node degree is one such parameter as it gives a simple measure of the network regularity (i.e. the variance of the node degree) and
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 Fig. 2. (a) Average usage of wavelengths as a function of the variance of the node degree. (b) Probability density of the variance of the node degree. Notice that the distribution is discrete, due to the limited number of possible variances of node degree. Data from 4 million networks are used for the plots.
 
 complements the information given by the average node degree. In Figure 2(a) we have plotted the average number of wavelengths required to accommodate the traffic demand as a function of the variance of the node degree. As seen, the number of wavelengths used grows with the variance, and the network uses a minimum of wavelengths when it is regular (all nodes are of the same degree). To see how many topologies satisfy the low variance requirement, we have also generated the probability density of the variance of the node degree, as shown in Figure 2(b). As seen, very few topologies have very low variance of node degree. This suggests that the number of calculations performed by network optimization algorithms can drastically be reduced. Another important and more informative parameter for characterizing the topology of an optical network is the number of spanning trees in the network. A tree is a subnetwork of a network, which does not contain any loops, and a spanning tree of a network is a tree containing all nodes of the network. The network shown in Figure 1 contains eight spanning trees. The number of spanning trees is a measure of the number of possible routes between nodes in the network. It easily identifies the restriction in the number of routes due to links that disconnect the network when removed (cut-edges). The calculation of the number of spanning trees, S, in a network is easily obtained by calculating the determinant of the product of the matrix A and its transposed matrix At where A is an incidence matrix of a directed graph obtained by assigning orientations to the edges of the network topology graph such that no self-loops appears with one row deleted [8]: S = det(A At ) In Figure 3(a) we show the average number of wavelengths required as a function of the number of spanning trees in the network. The simulation points form straight lines for two orders of magnitude, on a double-log scale, indicating a
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 Fig. 3. (a) Average usage of wavelengths as a function of the number of spanning trees. (b) Average usage of wavelengths, scaled with the total traffic, as a function of the average node degree.
 
 power-law. A comparison of the curves shows that the exponent does not depend on the number of links, but only on the number of nodes, and is approximately given by −3/N . The equation below gives the dependency of the average wavelength usage, hλi, on the number of nodes, N , the number of links, L, and the number of spanning trees, S. For large networks (more than 10 nodes) with a modest average node degree (3-6) we therefore get an empirical law for the average use of wavelengths as function of the number of spanning trees, S, when the number of nodes, N , and the number of links, L, are held constant: hλi = α(N, L) · S −3/N Here α is an increasing function of L and a slowly decreasing function of N . For very small networks or very strongly or sparsely connected networks the universal feature expressed by the power-law is disturbed. As the number of nodes rises (while the number of links is held constant) α drops, and as the number of links rises (while the number of nodes is held constant) α rises. From this general equation the network planner can get an insight into the wavelength usage of the type of topology to which a specific network belongs. The average node degree is also a relevant parameter for the network planners. In Figure 3(b) we see the relationship between the average node degree and number of wavelengths required to satisfy the traffic demand. To easily compare the results for different network sizes, the number of wavelengths is scaled with the total traffic demand. It is seen that the gain from raising the average node degree from small values has a significant impact on the decrease in wavelength usage, whereas a raise from larger values only has a small effect. This change in gain from raising the average node degree occurs around an average node degree of 4-5 for all networks, indicating that these are near optimum values. In the
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 Fig. 4. (a) Average usage of wavelengths as a function of the variance of the node degree with wavelength converters and without wavelength converters. (b) Difference in average usage of wavelengths between traffic with and without wavelength converters as a function of the variance of the node degree.
 
 following section, we investigate wavelength usage for networks with wavelength converters as a function of the same topology parameters, namely the variance of the node degree and the number of spanning trees. Second it is seen that the performance of the algorithm actually rises with the size of the network. Where the performance is measure as the number wavelengths used scaled with the total traffic when the average node degree is held constant. As the total traffic scales with square of the number of nodes and the number of links for a constant average degree scales with the number of nodes, then the number of wavelengths divided by the total traffic should be constant in a network, which does not scale. Here we see that the traffic is more efficiently accommodated for larger networks.
 
 4
 
 Comparison with Wavelength Conversion
 
 The statistical results estimated over millions of networks show that the correlation between topologies and wavelength usage is exactly similar for networks with and without wavelength converters. However, small differences in wavelength usage were noticed and are discussed in this section. In Figure 4(a) the average usage of wavelength is plotted for networks with and without wavelength converters as a function of the variance of node degree for networks of 30 nodes and 45 links. Although it reduces the blocking probability and reduces management complexity for dynamic traffic assignment it has no (or only a very small) effect on static routing. The curves indicate a very small difference in the number of wavelengths required to assign the traffic. The difference, when it exists, is generally of the order of one or two wavelengths which represents, on average for all networks, an increase in wavelength usage of only 0.5%. Contrary to what was expected, the difference in wavelength usage increases for networks with small variances (regular networks) as shown in Figure 4(b).
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 We believe that this is mainly due to the increase in the inefficiency of the largest-first graph colouring algorithm as the networks become more regular. To verify this assertion, we have in a provisional study compared the largestfirst algorithm to the more complex graph colouring algorithm, Dsatur [7], in which the Dsatur algorithm proved better than the largest-first by sometimes using fewer wavelengths in the few cases where the network with wavelength converters had a lower wavelength usage. This matter is, however, still under investigation. See also [9] for a comparison between different heuristic methods of graph colouring. In Figure 5, the wavelength usage for networks with and without wavelength converters is plotted versus the number of spanning trees of the network topologies. Results for networks without wavelength converters are shown for the largest-first graph colouring algorithm. It is clearly seen that the analytical formula of section 3 is still valid for networks with wavelength converters.
 
 120
 
 Number of wavelengths
 
 with without 100
 
 80
 
 30 nodes 45 links 60 1e+07
 
 1e+08
 
 1e+09
 
 Number of spanning trees
 
 Fig. 5. Average usage of wavelengths as a function of the number of spanning trees with wavelength converters and without wavelength converters.
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 Conclusions
 
 This paper contains a thorough investigation of the influence of network topology on wavelength usage. This investigation was done through an exhaustive statistical study of randomly generated topologies for networks with and without wavelength converters. We define general parameters that accurately describe network topology properties and clearly identify the correlation between the topology properties and the wavelength usage in networks. The correlations are exactly identical for networks with and without wavelength converters. It is
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 shown that for a given number of nodes there are only very few topologies that perform efficiently in terms of wavelength usage and we indicate the criteria that identifies them. These criteria can be used to simplify the optimization process during network planning. We have shown that, in general, networks that have an average node degree of 4-5 and a low node degree variance are among the best possible in terms of wavelength usage. Furthermore, we have clearly identified the number of spanning tree s as a very accurate measure of the quality of a network in terms of traffic accommodation efficiency, and we have derived a simple equation for the average number of wavelengths required for a given topology as a function of the number of the nodes, links, and spanning trees it contains. In conclusion, we present a statistical analysis of the general network behavior in terms of wavelength usage over a very large number of network topologies and obtain general trends as well as a formula that can drastical ly narrow down the number of solutions that need to be considered when designing a network.
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 Abstract. We present an approximate analytical method to compute efficiently the call blocking probabilities in wavelength routing networks with multiple classes of calls. The model is fairly general and allows each source-destination pair to serve calls of different classes, with each call occupying one wavelength per link. Our approach involves two steps. The arrival process of calls on some routes is first modified slightly to obtain an approximate multi-class network model. Next, all classes of calls on a particular route are aggregated to give an equivalent single-class model. Thus, path decomposition algorithms for single-class networks may be extended to the multi-class case. Our work is a first step towards understanding the issues arising in wavelength routing networks that serve multiple classes of customers.
 
 1
 
 Introduction
 
 A basic property of single mode optical fiber is its enormous low-loss bandwidth of several tens of Terahertz. However, due to dispersive effects and limitations in optical device technology, single channel transmission is limited to only a small fraction of the fiber capacity. To take full advantage of the potential of fiber, the use of wavelength division multiplexing (WDM) techniques has become the option of choice, and WDM networks have been a subject of research both theoretically and experimentally [1]. Optical networks have the potential of delivering an aggregate throughput in the order of Terabits per second, and they appear as a viable approach to satisfying the ever-growing demand for more bandwidth per user on a sustained, long-term basis. The wavelength routing mesh architecture appears promising for Wide Area Networks (WAN). The architecture consists of wavelength routers interconnected by fiber links. A wavelength router is capable of switching a light signal at a given wavelength from any input port to any output port. A router may also be capable of enforcing a shift in wavelength [2], in which case a light signal may emerge from the switch at a different wavelength than the one it arrived. By appropriately configuring the routers, all-optical paths (lightpaths) may be established in the network. Lightpaths represent direct optical connections without any intermediate electronics. Because of the long propagation delays, and the time required to configure the routers, wavelength routing WANs are expected ?
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 to operate in circuit-switched mode. This architecture is attractive for two reasons: the same wavelength can be used simultaneously at different parts of the network, and the signal power is channeled to the receiver and is not spread to the entire network. Hence, wavelength routing WANs can be highly scalable. Given the installed base of fiber and the maturing of optical component technology, it appears that current network technologies are transitory, and will eventually evolve to an all-optical, largely passive infrastructure. A feasible scenario for near-term large-scale all-optical networks has emerged in [1], and it is envisioned that wavelength routing WANs will act as the backbone that provides interconnection for local area photonic sub-networks attached to them. The contribution of our work is the development of an approximate analytical framework for evaluating the performance of multi-class wavelength routing networks. The problem of computing call blocking probabilities under static routing with random wavelength allocation and with or without converters has been studied in [3,4,5,6,7,8]. The model in [3] is based on the assumption that wavelength use on each link is characterized by a fixed probability, independently of other wavelengths and links, and thus, it does not capture the dynamic nature of traffic. In [4] it was assumed that statistics of link loads are mutually independent, an approximation that is not accurate for sparse network topologies. The work in [5] developed a Markov chain with state-dependent arrival rates to model call blocking in arbitrary mesh topologies and fixed routing; it was extended in [6] to alternate routing. A more tractable model was presented in [7] to recursively compute blocking probabilities assuming that the load on link i of a path depends only on the load of link i − 1. Finally, a study of call blocking under non-Poisson input traffic was presented in [8], under the assumption that link loads are statistically independent. Other wavelength allocation schemes, as well as dynamic routing are harder to analyze. First-fit wavelength allocation was studied using simulation in [4], and it was shown to perform better than random allocation, while an analytical overflow model for first-fit allocation was developed in [9]. A dynamic routing algorithm that selects the least loaded path-wavelength pair was also studied in [9], and in [10] an unconstrained dynamic routing scheme with a number of wavelength allocation policies was evaluated. Except in [7,11], all other studies assume that either all or none of the wavelength routers have wavelength conversion capabilities. The work in [7] takes a probabilistic approach in modeling wavelength conversion by introducing the converter density, which represents the probability that a node is capable of conversion independently of other nodes in the network. A dynamic programming algorithm to determine the location of converters on a single path that minimizes average or maximum blocking probability was developed in [11] under the assumption of independent link loads. Most of the approximate analytical techniques developed for computing blocking probabilities in wavelength routing networks [4,5,6,8,9,10,11] amount to the well-known link decomposition approach [12], while the development of some techniques is based on the additional assumption that link loads are also independent. Link decomposition has been extensively used in conventional circuit-
 
 178
 
 S. Ramesh, G.N. Rouskas, and H.G. Perros
 
 switched networks where there is no requirement for the same wavelength to be used on successive links of the path taken by a call. The accuracy of these underlying approximations also depends on the traffic load, the network topology, and the routing and wavelength allocation schemes employed. While link decomposition techniques make it possible to study the qualitative behavior of wavelength routing networks, more accurate analytical tools are needed to evaluate the performance of these networks efficiently, as well as to tackle complex network design problems, such as selecting the nodes where to employ converters. We have developed an iterative path decomposition algorithm [13] for analyzing arbitrary network topologies. Specifically, we analyze a given network by decomposing it into a number of path sub-systems. These sub-systems are analyzed in isolation using our approximation algorithm for computing blocking probabilities in a single path of a network [14]. The individual solutions are appropriately combined to form a solution for the overall network, and the process repeats until the blocking probabilities converge. Our approach accounts for the correlation of both link loads and link blocking events, giving accurate results for a wide range of loads and network topologies where only a fixed but arbitrary subset of nodes are capable of wavelength conversion. Therefore, our algorithm can be an important tool in the development and evaluation of converter placement strategies. Also, in [15] we studied the first-fit and most-used wavelength allocation policies, and we showed that they have almost identical performance in terms of blocking probability for all calls in the network. We also demonstrated that the blocking probabilities under the random wavelength allocation policy with no converters and with converters at all nodes provide upper and lower bounds for the values of the blocking probabilities under the first-fit and most-used policies. All previous studies of call blocking probabilities have considered single-class wavelength routing networks. However, future networks will be utilized by a wide range of applications with varying characteristics in terms of their arrival rates and call holding times. In this paper, we present a method to extend the results in [14] and [13] to multi-class optical networks. To the best of our knowledge, this is the first time that multi-class wavelength routing networks are analyzed. The development of our approximate techniques involves two steps. The arrival process of calls on some routes is first modified slightly to obtain a modified multi-class network model. Next, all classes of calls on a particular route are aggregated to give an equivalent single-class model. This equivalent model has the same call blocking probability on any given route as the modified multi-class network, and can be solved using our previous algorithms. In Section 2, we describe the network under study. In Section 3, we explain how the modified multi-class model and the equivalent single-class model are obtained for a single path of a network. In Section 4, we describe a decomposition algorithm for mesh networks. Section 5 presents numerical results, and we conclude the paper in Section 6.
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 2
 
 The Multi-class Wavelength Routing Network
 
 We consider a wavelength routing network with an arbitrary topology. Each link in the network supports exactly W wavelengths, and each node is capable of transmitting and receiving on any of these W wavelengths. Call requests between a source and a destination node arrive at the source according to a Poisson process with a rate that depends on the source-destination pair. If the request can be satisfied, an optical circuit is established between the source and destination for the duration of the call. Further, calls between any two nodes may be of several classes. Without any loss of generality, we may assume that there are R classes of calls. Call holding times are assumed to be exponentially distributed, with a mean that depends on the class of the call. In our model, we allow some of the nodes in the network to employ wavelength converters. These nodes can switch an incoming wavelength to an arbitrary outgoing wavelength. (When there are converters at all nodes, the situation is identical to that in classical circuit-switching networks, a special case of the more general scenario discussed here.) If no wavelength converters are employed in the path between the source and the destination, a call can only be established if the same wavelength is free on all the links used by the call. If there exists no such wavelength, the call is blocked. This is known as the wavelength continuity requirement (see [13,14]), and it increases the probability of call blocking. On the other hand, if a call can be accommodated, it is randomly assigned one of the wavelengths that are available on the links used by the call 1 . Thus, we only consider the random wavelength assignment policy in this paper. Since many of our results are developed in terms of a single path in a wavelength routing network, we introduce some relevant notation. A k-hop path (see Figure 1) consists of k + 1 nodes. Nodes (i − 1) and i, 1 ≤ i ≤ k, are said to be connected by link (hop) i. Calls originating at node i − 1 and terminating at node j use hops i through j, j ≥ i ≥ 1, which we shall denote by the pair (i, j). Calls between these two nodes may belong to one of R classes, and these calls are said to use route (i, j). We also define the following parameters. (r)
 
 – λij , j ≥ i, 1 ≤ r ≤ R, is the Poisson arrival rate of calls of class r that originate at node (i − 1) and terminate at node j. 1
 
 In a path with wavelength converters, a wavelength is randomly assigned within each segment of the path whose starting and ending nodes are equipped with converters.
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 – 1/µij is the mean of the exponentially distributed service time of calls of class r that originate at node (i − 1) and terminate at node j. We also let (r) (r) (r) ρij = λij /µij . (r) – Nij (t) is the number of active calls at time t on segment (i, j) belonging to class r. – Fij (t) is the number of wavelengths that are free on all hops of segment (i, j) at time t. A call that arrives at time t and uses route (i, j) is blocked if Fij (t) = 0.
 
 3
 
 Blocking Probabilities in a Single Path of a Network
 
 3.1
 
 The Single-Class Case
 
 In this section we briefly review some of our previous results for a path of a singleclass wavelength routing network. Consider the k-hop path shown in Figure 1. Let the state of this system at time t be described by the k 2 -dimensional process:  X k (t) = N11 (t), N12 (t), · · · , Nkk (t), F12 (t), · · · , F1k (t), F23 (t), · · · , F(k−1)k (t)
 
 (1)
 
 A closer examination of the process X k (t) reveals that it is not time-reversible (see [14]). This result is true in general, when k ≥ 2 and W ≥ 2. Since the number of states of process X k (t) grows very fast with the number k of hops in the path and the number W of wavelengths, it is not possible to obtain the call blocking probabilities directly from the above process. Consequently, an approximate model was constructed in [14] to analyze a single-class, k-hop path of a wavelength routing network. The approximation consists of modifying the call arrival process to obtain a time-reversible Markov process that has a closedform solution. To illustrate our approach, let us consider the Markov process corresponding to a 2-hop path: X 2 (t) = (N11 (t), N12 (t), N22 (t), F12 (t))
 
 (2)
 
 We now modify the arrival process of calls that use both hops (a Poisson process with rate λ12 in the exact model) to a state-dependent Poisson process with rate Λ12 given by: f12 (W − n12 ) Λ12 (n11 , n12 , n22 , f12 ) = λ12 (3) f11 f12 The arrival process of other calls remain as in the original model. As a result, we obtain a new Markov process X 02 (t) with the same state space and the same state transitions as process X 2 (t), but which differs from the latter in some of the state transition rates. We made the observation in [14] that under the new arrival process (3) for calls using both hops, the Markov process X 02 (t) is time-reversible and the stationary vector π is given by:    n12 n22 11 ρn 1 11 ρ12 ρ22 × π (n11 , n12 , n22 , f12 ) = G2 (W ) n11 ! n12 ! n22 !
 
 f11 f12
 
 
 
 n11 W − n12 − n22 − f12
 
 W − n12 W − n12 − n22
 
 
 
 (4)
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 where Gk (W ) is the normalizing constant for a k-hop path with W wavelengths. Let P (n11 , n12 , n22 ) be the marginal distribution over the states for which Nij (t) = nij , 1 ≤ i ≤ j ≤ 2. It can be verified [14] that P (n11 , n12 , n22 ) =
 
 1 ρn1111 ρn1212 ρn2222 G2 (W ) n11 ! n12 ! n22 !
 
 (5)
 
 Likewise, for a k-hop path, k ≥ 2, with the modified state-dependent Poisson arrival process, the marginal distribution over the states for which Nij (t) = nij , 1 ≤ i ≤ j ≤ k, is given by: P (n11 , n12 , · · · , nkk ) =
 
 1 Gk (W )
 
 n
 
 Y {(i,j)|1≤i≤j≤k}
 
 ρijij nij !
 
 (6)
 
 It is easily seen that this distribution is the same as in the case of a network with wavelength converters at each node. An interesting feature of having wavelength converters at every node is that the network has a product-form solution even when there are multiple classes of calls on each route, as long as call arrivals are Poisson, and holding times are exponential [16,12]. Further, when calls of all classes occupy the same number of wavelengths, we can aggregate classes to get an equivalent single class model with the same steady-state probability distribution over the aggregated states, as we show next. 3.2
 
 The Multi-class Case
 
 Let us now consider a k-hop path with wavelength converters at all nodes, and (r) with R classes of calls. If λij , 1 ≤ i ≤ j ≤ k, 1 ≤ r ≤ R, is the arrival rate (r)
 
 of calls of class r on route (i, j), and 1/µij , 1 ≤ i ≤ j ≤ k, 1 ≤ r ≤ R, is the mean of the exponential holding time of calls of class  r, the probability of being  (1) (2) (R) (1) (R) in state n = n11 , n11 , · · · , n11 , n12 , · · · , · · · , nkk is given by:  1  P (n) = Gk (W )
 
 Y
 
 (r)
 
 (r) R Y (ρij )nij
 
 {(i,j)|1≤i≤j≤k} r=1
 
 (r)
 
 nij !
 
  
 
 (7)
 
 P (r) P (r) Let σij = r ρij and sij = r nij . As defined, sij is the total number of calls of all classes that use segment (i, j) of the path, and σij is the total offered load of these calls. Taking the summation of (7) over all states such that P (r) r nij = sij , 1 ≤ i ≤ j ≤ r, we obtain: X
 
 P 0 (s11 , s12 , · · · , skk ) = {n|
 
 P
 
 (r) n =sij } r ij
 
 P (n) =
 
 1 Gk (W )
 
 Y {(i,j)|1≤i≤j≤k}
 
 s
 
 σijij sij !
 
 (8)
 
 Observe that this is identical to the solution (6) for the single-class case obtained by substituting σij by ρij and sij by nij in (8).
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 Based on the above results, we conclude that by employing class aggregation on a multi-class path with converters at all nodes, we obtain a system equivalent to a single-class path with converters. In Section 3.1, we showed that the modified single-class wavelength routing network without converters has a steady-state marginal distribution similar to the exact single-class network with converters. We now show that a modified multi-class network without wavelength converters can also be subjected to class aggregation that results in an equivalent singleclass model. The modification applied to the arrival process of calls is similar to the single-class case, and it is given by:  Pi+1  Pj−1  Pi s +fii s +f(i+1)(i+1) ··· s +f(j−1)(j−1) f (r) (r) ij l=1 li l=1 l(i+1) l=1 l(j−1) Λij (x)=λij (9) fii f(i+1)(i+1) ···fjj Then, the probability that the equivalent single-class network without con verters is in state Sx = s11 , s12 , · · · , s1k , s22 , · · · , skk , f12 , f13 , · · · , f(k−1)k is given by: π (Sx ) = Y sij ! s σijij i,j
 
 
 
 !
 
 k Y
 
 f1(l−1)
 
 f1l
 
 n Q
 
 l−1 m=2
 
 l=2
 
 
 
 fm(l−1) −f(m−1)(l−1)
 
 o
 
 fml −f(m−1)l
 
 
 
 fll +nll
 
 fll +nll −f(l−1)(l−1)
 
 
 
 !
 
 fll −f(l−1)l
 
 
 
 fll
 
 (10) Once again, the parameters of the single-class model are given by: sij =
 
 R X r=1
 
 3.3
 
 (r)
 
 nij
 
 1 ≤ i < j ≤ k,
 
 σij =
 
 R X r=1
 
 (r)
 
 ρij
 
 1≤i<j≤k
 
 (11)
 
 Blocking Probabilities in the Multi-class Case
 
 Since the arrival rate of calls of each class on each route is Poisson, the blocking (r) probability, Qij , of a call of class r using route (i, j) is just the fraction of time that there are no wavelengths that are free on all hops along route (i, j) (see the PASTA theorem in [17]). Thus, we have: Rτ  I{Fij (t)=0} dt 1, if Fij (τ ) = 0 (r) , where I{Fij (τ )=0} = Qij = lim t=0 (12) 0, otherwise τ →∞ τ As can be seen, the blocking probability is class-independent. Next, we focus on the call blocking probabilities in the modified model. The arrival process of calls of class r on route (i, j) is a state-dependent Poisson (r) process whose rate at time τ , Aij (τ ) is a function of the state X(τ ) of the process, and is given by:  Qj−1 Pk Fij (τ ) k=i Nlk (τ ) + Fkk (τ ) l=1 (r) (r) (13) Aij (τ )Λij (X(τ )) = λij Fii Fi+1,i+1 · · · Fjj
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 Note that the modified arrival process satisfies the criterion: (r )
 
 Λij 1 (x) (r )
 
 Λij 2 (x)
 
 (r )
 
 =
 
 λij 1
 
 (r )
 
 λij 2
 
 1 ≤ r1 , r2 ≤ r
 
 (14)
 
 By applying the PASTA theorem conditioned on being in state x, the conditional (r) call blocking probability, Pij (x), of calls of class r on route (i, j) is given by the fraction of time spent in state x in which there are no wavelengths that are free on all hops of route (i, j). Therefore: Rτ  I dt 1, if fij = 0 (r) t=0 {Fij (t)=0,X(t)=x} Rτ = Pij (x) = lim (15) 0, otherwise τ →∞ I dt t=0 {X(t)=x} (r)
 
 Let Pij be the unconditional probability that a call of class r, on route (i, j) gets blocked in the modified multi-class model. This is given by: P (r) Pij
 
 =
 
 x
 
 (r)
 
 (r)
 
 Λij (x)π(x)Pij (x) = P (r) x Λij (x)π(x)
 
 P
 
 (r) {x|fij =0} Λij (x)π(x) P (r) x Λij (x)π(x)
 
 (16)
 
 and can also be seen to be independent of the class r. Thus, by computing the blocking probability on the equivalent single-class path, we can obtain the solution to the multi-class path.
 
 4
 
 Blocking Probabilities in Mesh Topologies
 
 The solution to single-class networks with wavelength converters at an arbitrary subset of nodes has been presented in [14,13]. This solution involves decomposition of the network into short path segments with two or three hops, and analyzing these approximately using expression (4). The solutions to individual segments are appropriately combined to obtain a value for the blocking probability of calls that traverse more than one segment. The effect of the wavelength continuity requirement is captured by an approximate continuity factor that is used to increase the blocking probability of calls continuing to the next segment to account for the possible lack of common free wavelengths in the two segments. The process repeats until the blocking probabilities converge. By applying the transformations in (11), the same algorithms may be used to calculate blocking probabilities for multi-class networks. Specifically, we use these steps for a network with R classes of calls: 1. Path decomposition: Decompose the multi-class mesh network topology into L single-path sub-systems using the algorithm in [13]. 2. Time-reversible process approximation: For each single-path sub-system, modify the arrival process as given by expression (9) to obtain an approximate time-reversible Markov process for the path.
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 3. Class aggregation: For each sub-system, apply the transformations in (11) to obtain an equivalent single-class path sub-system. 4. Calculation of blocking probabilities: For each path sub-system, obtain the blocking probabilities as follows. If the path is at most three hops long, use expressions (16) and (10) directly. If the path sub-system is longer than three hops, analyze it by decomposing it into 2- or 3-hop paths which are solved in isolation, and combine the individual solutions to obtain the blocking probabilities along the original longer path (see [14]). 5. Convergence: Repeat Steps 2 to 4, after appropriately modifying the original arrival rates to each single-path sub-system to account for the new values of the blocking probabilities obtained in Step 4 (see [13]), until the blocking probabilities converge within a certain tolerance.
 
 5
 
 Numerical Results
 
 In this section, we validate the approximate method described in Section 4 by comparing the blocking probabilities for each route as obtained from the approximate method with those obtained through simulation of the exact model. We first provide results for 3-hop paths which are the basic blocks of our decomposition algorithm (results for 2-hop paths can be found in [18]). In Table 1 we show the arrival and service rates for calls on each route (i, j), 1 ≤ j ≤ 3, of a 3-hop path. There are R = 3 classes of calls for each route. In Figure 2, we plot the blocking probability against the number W of wavelengths for three (out of the six) types of calls in this path: calls using Route (1, 1), i.e., the first hop of the path, calls on Route (2, 3), that is, those using the last two hops, and calls on Route (1, 3) using all three hops of the path. As we can see, the blocking probability decreases as W increases, as expected. We also observe that calls on Route (1, 3) (i.e., calls using all three hops of the path) experience the highest blocking probability, again as expected. Most importantly, however, we can see that there is good agreement between the values of the blocking probabilities obtained through our analytical technique and those obtained through simulation. Similar results have been obtained for different values for the arrival and service parameters and for different number of classes, indicating that our approximate method is accurate over a wide range of network characteristics. Next, we consider a network with topology similar to the NSF network, shown in Figure 3. There are 16 nodes, and 240 uni-directional routes. There are three classes of calls on each route. The arrival and service rates of calls of a particular class are the same on each route, and are shown in Table 2. The blocking probabilities are plotted in Figure 4 for four routes, as a function of the number of wavelengths on each link. Route A is a single-hop route from nodes 1 to 5. Route B has two hops, connecting node 1 to node 3 via node 2. Route C has three hops, connecting node 1 to node 4 via nodes 2 and 3. Route D has four hops, connecting node 4 to node 5 via nodes 3, 2 and 1. From Figure 4 we can see that the length of the path used by a call considerably affects the blocking probability experienced by the call, an observation that
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 Table 1. Arrival and service parameters for a 3-hop path Route (i, j) (1,1) (1,2) (1,3) (2,2) (2,3) (3,3)
 
 Class 1 λ µ 3.0 3.0 1.0 6.0 1.0 2.0 1.0 3.0 1.0 2.0 3.0 6.0
 
 Class 2 λ µ 1.0 3.0 2.0 6.0 1.0 2.0 1.0 3.0 1.0 2.0 1.0 6.0
 
 Class 3 λ µ 1.0 3.0 1.0 6.0 2.0 2.0 2.0 3.0 3.0 2.0 1.0 6.0
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 Fig. 2. Blocking probabilities for a 3-hop path and the parameters shown in Table 1
 
 is consistent with all our previous results in this section. Specifically, for a given number W of wavelengths, the blocking probability increases with the number of hops in a route, such that calls on Route A (a single-hop path) have the lowest blocking probability while calls on Route D (a four-hop path) the highest. Further, the results indicate that our approximation method can be used to estimate accurately the blocking probabilities for all calls in the network. Results similar to the ones presented in Figures 2,4 have been obtained for a wide range of traffic loads and different classes of calls, and for other network topologies (see [18]). Our main conclusion is that our approximate analytical technique can be applied to compute the call blocking probabilities in wavelength routing networks of realistic size and topology. The approximate technique affords a significant reduction in the time for computation of blocking probabilities. For instance, the simulation program took approximately 100 minutes while running on a Sun-sparc Ultra 10 workstation, to compute call blocking
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 Table 2. Arrival and service parameters for the NSF Network
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 probabilities for the network with topology similar to the NSF network. The approximation method took less than a minute for the same network. In addition, the simulation program runs until there are at least 100000 call arrivals of every class. For call blocking probabilities less than 10−4 , the simulation program must consider greater than 106 call arrivals of each class, resulting in an even longer computation time.
 
 6
 
 Concluding Remarks
 
 We have considered the problem of computing call blocking probabilities in multi-class wavelength routing networks which employ the random wavelength allocation policy. Our approach consists of modifying the call arrival process to obtain an approximate multi-class network model, using class aggregation to map this to an equivalent single-class network, and employing path decomposition algorithms on the latter to determine the call blocking probabilities.
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 A Comparative Study of Mesh and Multi-ring Designs for Survivable WDM Networks Thanyaporn Iamvasant, Charoenchai Baworntummarat, and Lunchakorn Wuttisittikulkij Department of Electrical Engineering Faculty of Engineering Chulalongkorn University Bangkok, Thailand 10330 Tel. +662 2186512 Fax. +662 2518991 [email protected]
 
 Abstract. In this paper, two distinct optical network design approaches, namely mesh and multi-ring, for survivable WDM networks are investigated. The main objective is to compare these two design approaches in terms of network costs so that their merits in practical environments can be identified. In the mesh network design, a new mathematical model based on integer liner programming (ILP) and a heuristic algorithm are presented for achieving a minimal cost network design. In the multi-ring network design, a heuristic algorithm that can be applied to large network problems is proposed. The influence of wavelength conversion and the number of wavelengths multiplexed in a fiber on system designs are also discussed. Based on the simulation results, the redundancy quantities required for full protection in multi-ring approach are significantly larger in comparison to the minimal cost mesh counterpart.
 
 1
 
 Introduction
 
 Recently, wavelength division multiplexing (WDM) has been seen as a promising technology for realizing future broadband networks to support the increasing bandwidth demands of various emerging applications, such as multimedia and webbrowsing. In such networks, a few number of wavelength channels can be multiplexed into a single fiber, each operating at a few Gbit/s. Therefore, these types of networks are expected to offer an aggregate capacity in the order of Tbit/s, serving as a viable technology to overlay the existing transport networks. One of the key issues associated with WDM network designs is the problem of wavelength allocation. Over the past few years, many research activities have made considerable efforts to solve this problem [1,2,3,4]. Moreover, some of these studies also include the network protection issue into their design considerations. This is because there is an increasing concern on the impacts of network failures in modern communication systems. It is important that certain network protection measures must be provided at the network design and dimensioning stage. This paper studies the problem of network resource allocation in WDM networks employing wavelength routing technique. The key objective is to determine how fiber and wavelength resources can be simultaneously assigned to satisfy traffic demands G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 189-200, 2000 © Springer-Verlag Berlin Heidelberg 2000
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 while providing full protection against all single link failures. The solution techniques for this problem are based on two design approaches: mesh and multi-ring. In the mesh design, two path restoration schemes, namely a minimal cost protection and a single link basis protection, are examined. For the minimal cost protection approach [5], in the events of failures all optical connections are subject to be rearranged even when they may not be directly interrupted by the failures. Accordingly, this particular approach can allow, in principle, the design to be very efficient and result in the minimal network cost. This protection technique is therefore called the minimal cost approach (MC). For the restoration on a single link basis (SLB), only interrupted traffic connections are rerouted and other connections remain unchanged. Failures on different links along an active path can have different restoration paths depending on the place of link failure. Consequently, this approach is called the single link basis approach (SLB). In order to illustrate the difference between the MC and SLB approaches, an example of a network scenario is given in Figure 1. In this example, the connections (1,6) and (3,4) are set up along the physical routes of 1-4-6 and 3-2-4 respectively under normal operation. Now, consider a situation when a failure occurs on the link between nodes 1 and 4. In SLB approach, only the connection (1,6) is subject to reroute as it is directly affected by the failure and in this example the new route chosen is through nodes 1-2-3-6 resulting in an extra wavelength channel being needed on link 2-3. In contrast, the MC approach requires no additional wavelength as both connections are re-arranged. 4 1 2
 
 Normal route Restoration route
 
 6
 
 5 3
 
 Normal operation
 
 4 1
 
 4 6
 
 5 2 SLB approach
 
 3
 
 1
 
 6
 
 5 2
 
 3
 
 MC approach
 
 Fig. 1. An example illustrating the difference between the MC and SLB approaches
 
 Although the minimal cost protection technique is very cost-efficient, it may not be suitable for practical use, due to unnecessary reconfigurations of the entire optical nodes in the networks. However, the design outcomes of this protection technique are useful for comparisons in terms of network costs with the other path restoration schemes such as SLB approach. In the ring design, realizing a large-scale network using a single ring may not be practical due to the low efficiency of network bandwidth utilization. A new design technique using multiple rings described in [6] has been proposed. Instead of using a large single ring to cover the entire network, the network is divided into a number of
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 rings. These rings are used to support all traffic of the network. The criterion used in the design is that the traffic demands between each node pair must be accommodated over a single ring. No traffic is allowed to get across between rings in order to avoid complicated control and management. Consequently, the main problem of this design is how to select the rings from the number of possible rings in network in order to minimize the number of required fibers. The multi-ring design may not be as efficient as the mesh design in terms of network utilization but it is an interesting alternative and currently attracts much attention. Firstly, since its structure is much simpler than that of the mesh, only adddrop multiplexers are needed whereas optical cross-connects would be required for mesh. Secondly, each unit of rings in the network can operate independently, thus the control and management can be fully distributed. Thirdly, the multi-ring design provides a full network protection against certain types of failures: all single-link and all single-node failures. This restoration feature is particularly important in future optical network which requires high level of network protection. Because of the multi-ring’s simple structure, the entire restoration process in the ring network can be achieved through automatic hardware reconfiguration without rerouting the entire path, hence it is very fast and reliable. However a disadvantage of the multi-ring approach is that protection cost is 100% of unprotected rings. The key issue that is addressed in this paper is determining and comparing the network costs between the two different design schemes in a quantitative manner. In addition, this paper also considers two different systems, namely wavelength path (WP) and virtual wavelength path (VWP). The VWP system differs from the WP system in that its node configurations include an additional wavelength conversion capability. Therefore, when setting up an optical path for a connection, the VWP can assign wavelengths on a link-by-link basis, whereas the WP must choose a single wavelength for all links along the entire physical route.
 
 2
 
 Minimal Cost Protection Technique
 
 2.1
 
 Integer Linear Programming (ILP)
 
 Given a set of traffic demands and a physical network topology, the network topology is modeled as an undirected graph G(ν,ε) where ν is a set of nodes with size N and ε is a set of edges with size L. Let M be the number of wavelengths multiplexed into a th fiber. Let Xi be the number of fibers (or capacity) on i edge and the characteristics of each fiber is assumed to be bi-directional and can only contain one wavelength (M=1), the objective function of this model is Min : ∑ Xi
 
 where i∈ε
 
 (1)
 
 The constraint to formulate the equation is derived from the minimum flow on a cut set which is defined as follows. The network graph is partitioned into two parts, G1 and G2 with cut set εc which corresponds to a set of edges that has one endpoint in G1 and the other in G2. The possible minimum traffic of a cut set, dmin(c), is the summation of each traffic demand which has a source and a destination lying on
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 different parts. As a result, the capacity of any cut set must be larger than or equal to the possible minimum traffic: ∑ Xi
 
 ≥
 
 dmin (c)
 
 (2)
 
 where i∈ε c
 
 Now, we can determine the network capacity from the linear formulations related to every possible cut set of the network graph. This capacity only provides for the traffic demands in normal operation. In order to extend the model to cover the protection requirements against all single link failures, additional constraints are included as follows. An edge is removed from the network graph in turn, simulating each link failure event. Given a network graph with an edge removed, the same formulation of the minimum flow on a cut set is applied, producing a new set of required constraints. By applying this procedure to all edges, a total of L additional new sets of constraints would result, covering all link failure scenarios. All these constraints are sufficient to determine the minimal network cost with full protection. However, this model does not provide an exact solution, instead it can only be used as a lower bound on the network cost required. 2.2
 
 Heuristic Algorithm
 
 Due to the complexity of the problem, the design process is divided into three procedures: path accommodation, wavelength assignment, and restoration. The wavelength assignment procedure used in this paper is adopted from [7]. Since the wavelength assignment in VWP system is considered on a link-by-link basis, only the path accommodation procedure is required. Firstly, we will explain the path accommodation procedure. The flow chart of path accommodation is shown in Figure 2 (a). The outline is described as follows:
 
 Step 1 Step 1
 
 Assume one link failure
 
 Search all possible routes of every node pair
 
 Step 2 Apply VWP or WP procedure
 
 Step 2
 
 Step 3 Set up each connection in a random manner Yes
 
 Step 3
 
 Step 4
 
 Rearrange existing optical paths to achieve a more efficient allocation
 
 Other link failure ? No
 
 Determine number of fibers required on each link
 
 Step 5
 
 Step 4 Determine the total network cost
 
 (a)
 
 Minimize the maximum value on each column of matrix R
 
 (b)
 
 Fig. 2. Procedure of (a) the path accommodation and (b) MC restoration
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 Step 1: All possible routes between each node pair are searched Step 2: Randomly select an appropriate physical route for each traffic connection Step 3: After all connections have been established, the next step is an attempt to rearrange the existing allocation, so that the overall network cost is reduced. To accomplish this, each connection is reconsidered in turn to see whether they can be redirected on another route that leads to more efficient wavelength resource utilization Step 4: As the VWP system assigns wavelengths on a link-by-link basis, the number of wavelength channels required on each link is equal to the number of optical connections passing through the corresponding link. The number of fibers required on each link can be obtained from P/M where P is the number of optical paths going through the link and M is the number of wavelengths multiplexed in one fiber. Note that X is the smallest integer greater than or equal to X. Consequently, the network cost can be obtained from the summation of the number of required fibers of every link times the number of wavelengths. In WP system, the wavelength assignment procedure is applied before determining the protection cost The following restoration algorithm guarantees 100% protection against any single link failure in the network and it can be applied to both VWP and WP systems. The outline of this algorithm is shown in Figure 2 (b). Step 1: A fiber link i is removed from the original structure for simulating a link failure event i. The resulting network is referred here as an incomplete network i. Note that there exists a total of L different incomplete networks Step 2: Apply algorithms of VWP or WP to the incomplete network i and determine the number of fibers required for each fiber link, a total of L-1 results. These numbers are then memorized in row i of an L✕ L matrix R. Each row i in the matrix R contains results from each failure event i. Each column j contains the number of fibers required on link j for each failure event Step 3: Repeat step 1 until all link failure events have been considered Step 4: The maximum value of column j in the matrix R is taken as the number of fibers required to place on link j. Therefore, the total number of fibers required for full protection is the summation of the largest value in each column Step 5: The matrix R obtained from the above steps is used as an initial result for further improvement. Since the network cost depends on the largest value in each column, it is useful to reduce the largest value of a certain column while keeping the largest values in all other columns unchanged. This technique can be repeated iteratively, until no further cost reduction is observed
 
 3
 
 Multi-ring Protection Technique
 
 The design approach uses a heuristic algorithm which can be divided into two main steps. In the first step, ring selection and wavelength allocation are performed. The second step improves the design in order to minimize cost of the network and increase wavelength utilization in selected ring while getting rid of those rings that have low wavelength utilization. This step is iteratively performed until a satisfied solution is obtained, or no further improvement is observed. The details of each step are given as follows:
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 Step 1: Figure 3 (a) depicts the flowchart of step 1 process. Ring selection is a process in which an appropriate small set of rings is selected from all possible rings for handling all traffic demands. For each connection, a criterion used in the algorithm is that only one ring is selected to support all traffic of connection. The ring must include the shortest route between that node pair and should also be of the smallest size possible since a smaller ring is found to be more efficient in terms of bandwidth usage. Note that a ring provides two disjoint paths between each connection. Selecting the shortest ring that contains the shortest route ensures that traffic demands are transported over the shortest distance. This is similar to the mesh design, in which high resource utilization could be achieved. If there is more than one appropriate ring, a ring which accommodates the highest number of shortest routes of all connections is selected in order to minimize the number of selected rings. This process is performed on each connection until there is no further unassigned connection. Next, the wavelength allocation is accomplished ring-by-ring by algorithms H3 and H4 proposed in [8]. The number of fibers required on each ring can then be obtained from Nλ /M where Nλ is the number of maximum wavelengths required in all links and M is as defined previously. The network cost can be obtained from the summation of each selected ring cost which is the number of required fibers times the number of nodes in that ring Step 1 Find a shortest path between each connection and find all smallest ring containing that path
 
 Step2 No
 
 Is there only one smallest ring?
 
 Select a ring which can support the maximum number of shortest routes
 
 Yes
 
 For each connection, reassign traffic into another shortest-path ring in a random manner Try another connection Yes
 
 Perform wavelength allocation in all selected rings and recalculate total network cost
 
 traffic is moved back
 
 Distribute all traffic of considered connection into that ring
 
 No
 
 Is cost decreased or equal? Yes
 
 Another unassigned traffic left ?
 
 Traffic is moved into a new ring Yes
 
 Any further improvement?
 
 No
 
 Perform wavelength allocation in each selected ring and determine total network cost
 
 (a)
 
 No
 
 Stop
 
 (b)
 
 Fig. 3. (a) Procedure of the ring selection and wavelength allocation (b) Procedure of the design improvement
 
 Step 2: In general, the first solution may not always be satisfactory because the number of selected rings could be very large. In an extreme case, the total number of rings in the network can be equal to the number of connections because the traffic of each connection is exclusively supported by an individual ring. Under this condition, the total network cost will be very expensive. Therefore, it is used as an initial result which needs further improvement using the following process. The traffic demand between each connection is considered again in turn to see whether other alternative
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 rings would result in a more effective allocation. In each round of improvements, the traffic between only one connection is considered. We attempt to move this traffic from pre-selected ring into a random alternative ring. For each connection, a candidate ring is selected randomly and must be a member of previously selected ring set. If an alternative ring produces similar or better results, the new design outcome is accepted as the current solution before performing the next iteration. Otherwise, the traffic will be moved back to the old ring. This procedure is repeated until all traffic demands are considered and no further improvement is observed. The process described above is shown in Figure 3 (b).
 
 4
 
 Simulation Results and Discussion
 
 4.1
 
 Protection Cost
 
 A network topology from [9] is used to illustrate the protection costs of mesh and multi-ring approaches with varying values of M (1,2,4,8), see Figure 4 (a). This network which is referred to here as Euro-Core is deliberately selected for discussion purposes in this paper, because it has relatively small number of nodes (N = 11 nodes) such that the ILP can still obtain the bound on the protection cost within a reasonable period of time. In addition, the network has very high level of connectivity, allowing a clear distinction between the costs of both design approaches. The traffic demands are assumed uniform with five levels of traffic volumes, i.e. 1 to 5. Therefore, the traffic volume of level i is defined as i times the total number of active paths among all node pairs, i.e. i x N(N-1)/2 active paths. 1000 No protection MR
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 Fig. 4. (a) Experimental network: Euro-Core (N=11, L=25) (b) the protection cost with M=1
 
 Figure 4 (b) shows the protection cost of every approach with M=1. Note that when M=1 there is no difference between the WP and VWP systems. Let first look at
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 the bound on the total network cost obtained from the ILP formulation and the cost of the MC design scheme achieved by the heuristic algorithm. It appears that the network costs with full protection from the MC design are slightly higher than the lower bound for all traffic volumes. This implies that the heuristic algorithm is quite effective for this network sample. When comparing the network costs of the MC and SLB designs (the SLB network cost is obtained from the heuristic algorithm in [7]), it is found that the differences between them are marginal, meaning that the SLB scheme can be made as cost-effective as the MC. For the multi-ring protection technique, it is interesting to see that when no protection is provided the network cost (No protection MR) is just a little higher than that of the MC mesh approach (No protection MC). Note that the network cost of the MC approach is easily obtained from the summation of the number of lowest hop count of all node pairs; this is truly a minimal cost. The heuristic algorithm used for the MR design is therefore considered effective, because it is able to optimize the path allocation, such that both costs are comparable. The additional cost of the MR in respect to that of the MC is caused by the constraint that connections between a node pair must be confined only on one selected ring. For a given set of selected rings a pattern of traffic distribution, the multi-ring algorithm will attempt to balance the traffic load on every link of each individual ring, so that the number of fibers in the rings are minimized. To achieve this, some traffic loads will have to be assigned on a longer route. We now turn to consider the differences between the MR and MC design approaches when protection is provided. For the multi-ring, it is a well-known fact that 100 % extra capacity is always needed for full protection. For the MC mesh the amount of extra capacity depends on the network topology and its connectivity in relation to traffic patterns. Usually the higher the connectivity is the lower the extra capacity will result. As mentioned earlier that this network sample has rather high connectivity, i.e. each node has on average 4.54 links adjacent to it, it is expected that the amount of extra capacity should be rather small. The heuristic algorithm used for finding the protection cost for the MC scheme described in this paper was able to achieve very good results, as the protection cost is only approximately 22.93% over the unprotected network cost. This particular example is certainly in favor of the MC mesh design, as it is much more expensive (up to 78.09%) to employ the multi-ring protection scheme in comparison to the MC mesh design. However, in a practical system which does not require 100% protection, the level of protection can easily be scaled to the desired level by removing some protection rings without changing or rerouting the existing design; this is an advantage of the multi-ring design over the mesh design. In order to demonstrate further the differences between the protection costs of the multi-ring design and the MC mesh design, the results of several different network scenarios are given in Table 1. The traffic demands assumed in these networks are uniform with a volume of one and only one wavelength is multiplexed in each fiber. In the NSFNet, the multi-ring design requires 55.31% more capacity over the MC mesh counterpart, whereas in the ARPANet the difference is even smaller, i.e. only 40.74%. These two network configurations show a closer gap between the costs of the multi-ring and the mesh design when full protection against single link failures is provided. It is interesting to point out that both network structures have almost the same average number of links adjacent to a node i.e. 3, meaning that they both should
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 theoretically require spare capacity of about 50%. This figure is obtained from a simple calculation. If a failure occurs at a certain link of a node, the traffic carried over that link would have to be redirected through the remaining 2 links connected to the node. If these disrupted traffic loads are split equally over the two links, each of the two links will have to provide an extra capacity of 50% of the normal traffic. It turns out that the ARPANet demands more than 50% spare capacity (54.14%) whereas the reverse is true for the NSFNet (40.00%). As the costs of the multi-ring and MC mesh are not very different when no protection is included, it means that the total cost differences between the multi-ring and the MC mesh will depend on that how much each individual topology can take advantage on the alternative routes under a network failure. Table 1. The network costs with and without protection achieved from the MC and MR heuristic algorithms. The value of C is the average number of links adjacent to a node. The percentage of difference between the cost with and without protection of MC is given in parenthesis MC Network
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 Let now turn back to our EURO-core example. Figure 5 illustrates the protection cost of the VWP system as a function of M and in this case the traffic volume is set to four. The network cost increases as the value of M increases. This means that, for each link of the network, the fibers have many channels that are unassigned wavelength for communications (in order words, the efficiency of fiber utilization of that link is low). As the value of M gets large, the number of unassigned channels becomes greater. Moreover, in multi-ring scheme, all links in a selected ring occupied
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 the same number of fibers, which is the maximum fiber requirement of all links. Thus, the utilization of fibers in multi-ring scheme is certainly less efficient than the mesh design. 1000 900
 
 Protection cost
 
 800 700 600 500 400 300 No protection MR No protection MC MC MR SLB
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 8
 
 Number of wavelengths (M)
 
 Fig. 5. The VWP protection cost with various values of M
 
 Let us focus on the effect of M and the traffic demands on the ring utilization. To illustrate this, the number of selected rings is chosen to indicate the ring utilization as shown in Figure 6 (a). When the traffic demand is set at low level with a value of M greater than 1 (such as at point A), if the traffic loads are distributed among many separated rings, each ring will have a very low link utilization. Therefore, it is useful and more effective to aggregate these traffic loads into a smaller number of rings in order to increase the utilization of these chosen rings. When traffic is higher, each fiber of ring is more filled up and has a high utilization even if the traffic loads are distributed on many separated rings. Therefore, the higher traffic demand at this point results in a higher number of selected rings (such as at point B). This is true until the traffic is high enough that there are some remaining traffic loads which may need to be assigned on a new fiber. The ring utilization will be at a low level as in the case of a low traffic if the traffic loads are distributed among many rings. To maximize the ring utilization, a small number of rings are selected and this results in a decreased value of selected rings again (such as at point C). As seen from Figure 6 (a), the number of rings is repeated in this manner periodically. Moreover, the longer period at a higher value of M implies that the value of ring utilization changes more slowly when we multiplex more wavelengths into the fiber. Here we investigate the effects of wavelength conversion. In the mesh designs, the ratio of the total network costs between the WP and VWP systems tend to increase with the number of wavelengths multiplexed in each fiber (M); this is depicted in Figure 6 (b). This highlights the importance of wavelength conversion when using a higher number of wavelengths in a fiber. This is particularly obvious in the SLB mesh technique. A reduction of 20-35% in the network cost is observed with the values of M between 4 to 8. On the other hand, in the multi-ring technique, wavelength conversion has so little influence. Since conversion is not useful for wavelength
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 allocation in a single ring network as described in [8], no cost savings will be accomplished. 1.5
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 Fig. 6. (a) Relationship between number of selected rings and traffic volume (b) Difference between WP and VWP systems
 
 4.2 Execution Time Requirement of the ILP Technique
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 1 no solution within 30 min
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 0.8 5 min- 30 min
 
 < 1 sec
 
 0.6 1 min- 5 min
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 6
 
 8
 
 10
 
 12
 
 node
 
 Fig. 7. The computational time for the ILP technique
 
 A chart of the computational time requirement of the ILP technique of the MC approach is summarized in Figure 7. The execution results here are selected from test samples and the traffic patterns are uniform. Experimental network topologies are presented in term of the number of nodes and the physical network connectivity. The network connectivity is defined as the ratio of the number of links of testing networks to a full-connected network of the same number of nodes [9]. Based on these results, the execution time is longer as the connectivity or the number of nodes increases (corresponding to the large problem formulation). Therefore, the ILP technique is not practical when the network is greater. For example, the solution cannot be found within 30 minutes when the number of nodes is more than 10.
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 Conclusions
 
 Strategies for designing WDM transport network against the single link failure based on the multi-ring and mesh designs have been discussed. In the mesh network, from the concept of MC scheme, integer linear programming (ILP) and heuristic algorithms are used to evaluate the protection cost. The complexity of ILP, however, depends on the network size, and the result is used as a lower bound of protection cost. The comparison between MC and SLB costs shows that the improvement due to the former is marginal. It is clear that the SLB scheme is sufficient for finding the minimal cost. In the multi-ring design, a heuristic algorithm is proposed. It was found that the protection cost of the multi-ring design is higher than that of the mesh design. However, in the case when full protection cost of multi-ring is not required, there are substantial benefits. Based on our simulation, it is found that the number of wavelengths multiplexing into a fiber (M) plays a major role on the network protection cost in both mesh and ring design. Wavelength conversion affects the protection cost in the mesh design especially with a high value of M. In multi-ring design, It does not significantly reduce the protection cost.
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 Membership-Insensitive Totally Ordered Multicast: Properties and Performance Jerzy Konorski1 1
 
 Technical University of Gdansk ul. Narutowicza 11/12, 80-952 Gdansk, Poland [email protected]
 
 Abstract. Membership-insensitive group transport protocols are particularly desirable for large groups of fast-varying membership where the distributed application being served insists on collective output and survivability rather than producing a consistent record of successive group views. An overview of such a protocol, able to maintain agreed delivery order of multicast messages across the group except for scenarios that can be made arbitrarily improbable, is presented along with a proposed specification of the so-called ’1C network service with ContiguityDetector’ it is built upon. Key properties of the protocol are expressed through some graph-theoretic observations. LAN implementation experience and performance measurements are described to conclude that the group throughput remains high under constant group membership and, there being virtually no group reconfiguration overhead, varies gracefully in step with the number of active group members.
 
 1 Group Communication Model Group communication models extend the familiar point-to-point (unicast) paradigm by introducing • a family of patterns of message transfer, involving a group of member sites rather than just two, of which multipoint-to-multipoint is the closest to the intuitive notion of group communication (the related multicast protocols [5] are focused on typically best-effort multicast routing and switching within the underlying communication network), • a wider choice of QoS options that include, besides performance-oriented ones, group-wide consistency constraints like reliability, message ordering and membership control (the related group transport protocols [13] focus on implementation of these constraints, typically through multiple point-to-multipoint message transfers with coupled control); when referring to a group communication protocol (GCP) we shall understand a group transport protocol, the multicast protocol functionality being left to the underlying network service.
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 application instance delivery
 
 admission
 
 GCP instance multicast
 
 reception
 
 member site
 
 network Fig. 1. Logical placement of a GCP instance
 
 Logically, as Fig. 1 shows, a GCP instance at a member site is situated between the local instance of the distributed application it serves and the network service it uses.1 We will carefully distinguish between message admission and delivery, and message multicast and reception, actions occurring across the application-to-GCP and GCP-tonetwork interfaces, respectively. With regard to the elements of the model in Fig. 1 we state the following assumptions and non-assumptions: • application instances: generate messages at will, as determined by the (arbitrary) course of application execution; each message is destined for the whole of the group consisting of N member sites (we consider one group only), • GCP instance: multicasts messages it has admitted, receives messages as they arrive from the network and delivers them to the application instance subject to prescribed group-wide consistency constraints. • network service: employs any best-effort multicast protocol thus constituting an asynchronous environment with arbitrary message delays and losses. • sites: may exhibit intermittent presence i.e., undergo alternate presence and absence spells (e.g., due to outages or switching to other tasks), thus constituting a potentially fast-varying membership with non-Byzantine site faults permitted. The rest of the paper is organised as follows. In Sec. 2 the relevant consistency constraints are specified and a case is made for membership-insensitive GCPs. A suitable network service model, called 1C with ContiguityDetector, is introduced in Sec. 3 along with a few exemplary network settings. A membership-insensitive GCP is proposed in Sec. 4 and some key properties thereof stated in Sec. 5. Finally, Sec. 6 describes a LAN implementation experience with the proposed protocol and concludes with a brief discussion of its measured performance. 1
 
 Fig. 1 need not map directly onto the ISO-OSI layering e.g., ’GCP instance’ may be either part of the transport or application layer or split between the two; accordingly, ’network’ may or may not encompass transport layer functionality.
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 2 Consistency Constraints The group-wide consistency constraints a GCP has to meet, Agreed Delivery Order (ADO) and Membership Control, are very different in nature, which gives rise to splitting a GCP into separate subprotocols. Although group communication need not be connection-oriented, we may use the term group connection to designate a selfcontained exchange of a set M of multicast messages. Let the member sites be numbered 1 through N and let Rn and Dn be the sequences of messages respectively received and delivered at site n throughout the group connection. ADO states that, regardless of the Rn’s, the following holds for the Dn’s: • Atomicity: for any m∈M, m∈Dn* at some site n* implies that m∈Dn for all n, • Total Order: a total order '→' on M can be produced such that for any site n and m,m’ ∈ M, (m,m’ ∈ Dn and m→m’) implies that m precedes m’ in Dn. Note that neither of these statements implies the other; in conjunction they permit a distributed application to run as if supplied from a central event queue.2 Preserving ADO clearly requires that the member sites perceive themselves as members. Given that some of them may enter an absence spell at times, one wants to confine the above ADO specification to the constant membership case. The opposite th case is covered by Membership Control. Let en,i be the i membership change event perceived at site n and let V(en,i) be the membership view implied by en,i i.e., the set of sites perceived by site n as present upon en,i. Then the following is to hold: • Membership Consensus: all sites n’∈V(en,i) perceive en,i, • Virtual Synchrony [2]: all sites n’∈V(en,i)∩V(en,i+1) i.e., members of two consecutive membership views, deliver messages in ADO between perceiving en,i and en,i+1; Extended Virtual Synchrony [11] enables to resume Virtual Synchrony when some previously absent sites have entered another presence spell. ADO is costly in terms of message latencies and overhead, which may behove designers to consider quasi-ADO protocols instead, where violations of ADO are possible though materialise arbitrarily rarely. Membership Control, besides the wellknown impossibility result [8], fails in that ultimately it is to unify the perception of successive group views, which is not a universal motivation. It is for collective accountancy-oriented applications (banking, reservation systems), but not for collective output-oriented ones, especially involving large and/or variable groups, where membership sensitivity is more a burden than a benefit. We illustrate this point by an example of a generic distributed resource sharing framework.3
 
 2
 
 3
 
 Some authors [16] add another dimension by distinguishing weak and strong Total Order. Others [9] define Validity and Integrity to ensure eventual delivery of multicast messages and prevent delivery of fake ones, respectively. The former is covered by the Eventual Receipt assumption (Sec. 4); the latter is only important for Byzantine site faults. A similar point can be made for some other parallel tasking frameworks e.g., parallel simulation with rollback.
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 Suppose that the member sites are to perform successive operations on a countable reusable resource and that the throughput (total operations per second) determines the output we get. Temporary exclusive control over resource units is transferred among the sites via multicast request, allocation and release messages, the former processed at each site in the FIFO order. To prevent the so-called wait-for condition and the resulting possibility of deadlock, a site that has not been allocated enough resource units for its operation is obliged, upon expiry of a time-out, to release the collected resource units and start requesting anew. Preserving ADO of request and allocation messages is important as any inconsistency would favour a situation of two or more sites collecting resource units in parallel and ending up with expired time-outs, which would reduce the throughput we are interested in maximising. Two observations emerge from the above example: • Violation of ADO, although worsens the performance, need not be catastrophic to the application. Ad-hoc simulation experiments performed for several realistic WAN settings typically revealed a mere 10% operation throughput drop with as much as 5% messages violating ADO, which suggests there is a need for quasiADO protocols given the high cost of maintaining strict ADO in large groups. • The sites are completely uninterested in tracking current membership. In fact, some of them may get uninterested at all and enter an absence spell; subsequently they may return and when they do, they are to promptly resume (quasi-)ADO instead of triggering costly rejoin-group procedures. For the TOTEM GCP [1], an ad-hoc simulation study shows that a single site out of 20, toggling periodically between presence and absence, causes reconfiguration overhead that halts the group connection for about 20% of the time and reduces the group throughput roughly by half for another 20%. Thus there is a need for membership-insensitive GCPs even if they are quasi-ADO rather than ADO. Note that membership insensitivity increases survivability in a non-protective or hostile environment.
 
 3 Network Service Model GCP design requires specification of the underlying multicast service. Some wellknown ADO protocols are built on top of an unreliable service [1], [15], reliable service [14] or reliable FIFO service [7]; quite a few rely on causal service [2], [6].4 Single-access broadcast media (e.g., Ethernet, FDDI, Token Ring, single-channel wireless TDMA) make a favourable environment since their hardware- and MAClevel broadcast and message ordering naturally define ’→’ as the transmission order. Some ADO protocols make explicit use of this property [10], [12]. An appropriate service abstraction goes by the name of 1-channel (1C) service [12] and can be reformulated analogously to Total Order using the Rn’s rather than Dn’s: 4
 
 This does not contradict the standard argument that message ordering should be an application layer issue [4] since both reliable FIFO and causal multicast services can be emulated within a GCP as a form of ADO preprocessing.
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 • 1C: a total order ’→’ on M can be produced such that for any site n and messages m,m’∈M, (m,m’∈Rn and m→m’) implies that m precedes m’ in Rn. 1C is not a reliable multicast service: due to possible reception misses (caused by transmission losses, buffer overflow etc.), Atomicity cannot be guaranteed at the network level. Nevertheless, a realistic performance-oriented enhancement of the 1C service is possible. Let ’⇒’ denote contiguity in ’→’ i.e., m⇒m’ means that m→m’ and there is no m’’ such that m→m’’ and m’’→m’. At each site an inference device called ContiguityDetector is placed that for any pair of consecutively received messages m and m’ infers either m→m’ or m⇒m’ as specified below: • if m⇒m’ is inferred at a site then indeed m⇒m’, • if m⇒m’ then the inference about m and m’ (m→m’ or m⇒m’) may vary from site to site depending on local conditions. We now discuss several realistic settings that virtually provide the above service. 3.1 Single-Access LAN Messages arriving at a site are stored in a reception buffer whence they are fetched by the local GCP instance for processing. Slow-fetch and the resulting message overwrite can be assumed the sole factor behind reception misses; other factors (e.g., transmission errors, receiver overruns, software bugs) are marginalised over time by the advances in LAN technology. The ContiguityDetector at a site reduces to a bit set whenever an arriving message overwrites a previous one in the reception buffer, and reset after reception of any message; if the bit is found reset at the instant of message m’ reception then m⇒m’ is inferred, m being the latest message received. Alternatively, a timing-based ContiguityDetector infers m⇒m’ if the receptions of messages m and m’ are less apart in time than what is needed to transmit a message.
 
 3.2 Bounded-Delay WAN Upper-bounding message delays by a ∆ converts the network into a synchronous environment suitable for timed ADO multicast service [9]. Assuming that local clocks at sites run synchronously, messages are delivered in ADO based on increasing reception timestamps. By adding ∆ to the current time, a sender obtains the reception timestamp for its message, whose lifetime is limited to ∆. To avoid excessive delivery latencies, a ∆’ can be used instead (∆’bottleneck[v] ) or ( min(bandwidth(v,u), bottleneck[u])=bottleneck[v] ) and ( distance[v]>distance[u]+cost(v,u) ) then (v,u) T; bottleneck[v]= min(bandwidth(v,u), bottleneck[u]); predecessor[v]=u; distance[v]=distance[u]+cost(v,u); for each w such that (v,w) ∈ T do update w’s bottleneck and distance; end if; for each v such that (v,u) ∈ E do if node[v].visited=0 then EnQueue(Q,v); end while end if; end; (Procedure BFS)
 
 Å
 
 /* Find the neighbor with maximum bandwidth edge */
 
 /* Record the bandwidth bottleneck to the source node */
 
 Procedure FTM Input: G(V,E), D; Output: A set of multicast trees Tv for each v ∈ D. begin if G is not connected then stop; for each member node v ∈ D do if total input bandwidth for v < m-1 then stop; for each member ∈D do for each member i ∈D do BFS(G, i); set Ti=(Vi, Ei), Vi={i}, Ei=φ, copies=1;
 
 /*
 
 early-abort detection
 
 */
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 N. Wang and .C. Ping Low while (copies<m) find a path P(v, u) where v∈Vi, u∈D-Vi, such that
 
 bottleneck
 
 (v, u ) =
 
 max
 
 bottleneck
 
 (i , j )
 
 /* Select the path with maximum bandwidth bottlenecek */
 
 i∈V ’, j ∈ D − V ’
 
 if there exist more than one P(v,u) with the same bottleneck then select the path with least cost; Vi=Vi ∪ {all nodes in P(v, u) except v }; Ei =Ei ∪ {all edges in P(u,v)}; copies=copies+1; end while update bandwidth status; end for end; (Procedure FTM)
 
 Fig. 3 Psudocode of feasible solution to GMRP
 
 4.4 Time Complexity Analysis In the function of BFS, it takes O(n+e) to visit each node in the graph using breadthfirst-search where e is the number of edges in the graph. The time complexity of visiting all the neighbors of each node is O(n) while updating the distance and bandwidth bottleneck of successors takes O(n). Hence the time complexity of BFS is O((n+e)n2). In the function of FTM, BFS dominates most of the computing time when building multicast trees for each group member. On the whole, building m multicast trees will take O(m(n+e)n2) which is actually the time complexity of our proposed FTM algorithm. 4.5 An Example We also take the network model shown in Fig. 1 as our example. Since node 0,1,2,3 are multicasting group members, one multicast tree will be built for each of them respectively. First we use the traditional greedy method to solve the problem. Fig. 4(a) shows the Steiner tree rooted at node 0 with optimal total cost. However, after tree 0 is finished, we find that edge (4, 2) and (5, 3) have been saturated, resulting in the separation of node 2, 3 from the rest part of the graph, as shown in Fig. 4(b). Definitely there will be no feasible solutions to building the rest of the multicast trees due to the fact that the network has been disjoined. In our proposed algorithm, the multicast trees are built based on the path information provided by the BFS trees rooted at each group member. In order to generate each multicast trees, two tables must be available: the table of bandwidth bottleneck and the table of path cost, both of the tables are m*n in size. Fig. 5 shows the two tables needed to build multicast tree 0. In the first table, element (i, j) represents the bandwidth bottleneck from node (j) to group member (i) and in the other, element (i, j) represents the total cost of the path from node (j) to group member (i). Notice that the data in the ith row of both tables are obtained by the BFS
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 tree rooted at node i. Starting from node 0, we check the first column of table 1 and find that among the bottlenecks of all the nodes, node 1 has the widest path to node 0 which is 6, so it is selected into the multicast tree rooted at node 0. After node 1 is joined into the multicast tree, we find that both node 2 and node 3 have the bandwidth bottleneck of 1 from the partially built tree which currently contains node 0 and node 1 (shown as the left-down 2 by 2 elements in table 1), so table 2 is checked and node 2 is selected into the tree by taking the path 1Å4Å2 whose cost is 22 which is less than all the other possible paths from node 3 (58 from node 0 and 46 from node 1). Finally node 3 is added into the multicast tree by taking the path 2Å3, as shown in Fig. 6(a). Similarly the multicast trees rooted at the rest of the members are built as Fig. 6(b),(c),(d) shows.
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 Fig. 4 Traditional algorithms for GMRP
 
 0 1 2 3
 
 0
 
 1
 
 2
 
 3
 
 4
 
 5
 
 -6 1 1
 
 3 -1 1
 
 3 3 -2
 
 3 3 6 --
 
 3 3 1 1
 
 3 3 1 1
 
 (1) Table of bandwidth bottleneck
 
 0 0 1 2 3
 
 1
 
 2
 
 -- 25 25 -28 22 58 46 (2)
 
 3
 
 4
 
 82 71 69 57 46 44 -- 30 13 30 -- 43
 
 5 59 34 23 12
 
 Table of path cost
 
 Fig. 5 Two tables for building multicast tree 0
 
 5
 
 Simulations
 
 5.1 Random Graph Generation To ensure that simulation of the effects of different routing algorithms are fairly evaluated, random graphs with low average degrees, which better represent the topologies of common point-to-point network, e.g. NSFNET, are constructed. The nodes are randomly placed on a rectangular grid and nodes are connected with the probability function: − d (u , v ) P ( u , v ) = λ exp( ) ρL
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 where d(u,v) is the distance between node u and v and L is the maximum possible distance between any pair of nodes. The parameters λ and ρ ranging (0,1] can be modified to create the desired network model. For example, a large value for λ gives nodes with a high average degree, and a small value for ρ increases the density of shorter links relative to longer ones. In our simulation, λ and ρ are set to 0.4 and 0.2, respectively. We use the distance between node u and v as the cost of the edge. The bandwidth capacity of each edge is allocated using the following function:
 
 B (u, v) = B m + ( −1) k × r mod B m where Bm is the given mean bandwidth while k and r are random numbers. Using this function no bandwidth with negative value will be generated and the bandwidth capacity of all edges will range from 1 to 2Bm - 1. Graphs are generated and tested until member nodes are connected in a single sub-graph.
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 5.2 Algorithm Performance Study In our simulation, we will mainly compare the performance between the proposed FTM algorithm and such existing heuristics as Jia & Wang’s algorithm and GTM. First we consider the data distribution in the network. We define link loading factor L for each edge: m
 
 ∑B X k
 
 Lij =
 
 and network loading factor:
 
 k ij
 
 k =1
 
 bij
 
 ∑L
 
 ij
 
 L=
 
 ( i , j )∈E
 
 Ne
 
 On Finding Feasible Solutions to the Group Multicast Routing Problem
 
 223
 
 where Ne is the number of edges in the network. From definition, we can see that Lij is actually the rate between the consumed bandwidth and the bandwidth capacity of this edge. L is the average loading of all edges in the network. If the variations of Lij between each edge are small, we can draw the conclusion that the data traffic is well distributed in the network. Fig. 7 shows the network loading factor over the group size. The network size is fixed at 100 and the mean bandwidth is fixed at 30. From Fig. 7 we can see that the network loading factor increases as the group size grows larger. This phenomenon is expected because with the increase of the group size, not only more multicast trees will be built, but the size of each tree will become larger. We also find that the network loading factor of FTM is higher than that of Jia & Wang’s algorithm and GTM by a small scale.
 
 Network loading
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 Fig. 7 Traffic loading factor vs. group size Since the network loading factor is comparable between the two algorithms, we will continue to study the data distribution in the network by computing the variance of loading factor δ. We define: δ = Pij × ( Lij − L) 2
 
 ∑
 
 (i , j )∈E
 
 where Pij is the probability that edge (i,j) is selected into the multicast trees. Pij can be expressed as the number of times that edge (i,j) is selected into the multicast trees over the total times that all edges are selected. Since one unit of bandwidth is consumed when each edge is joined, we can express the probability with the consumed bandwidth as the following: m
 
 ∑B X k
 
 Pij =
 
 k ij
 
 k =1
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 ∑ ∑B X k
 
 k uv
 
 (u , v )∈E k =1
 
 Fig. 8 shows the variance of loading factor over group size. Notice that all the external conditions are same as those of Fig. 7. From the figure we can see that the variance of loading factor of FTM is significantly lower than that of the other two
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 Variance of traffic loading
 
 algorithms, typically when the group size is 50, variance of FTM is lower than that of GTM by 67.9% and Jia & Wang’s algorithm by 69.2%. Since the traffic loading are very close to each other (see Fig. 7), low traffic loading variance reflects better distribution of data in the network. In FTM, the total traffic is evenly allocated to a large number of network links and each of them has a moderate traffic loading. On the contrary, edges with low cost are burdened with high traffic loading while those with high cost are seldom utilized in Jia & Wang’s algorithm and GTM, resulting in the unbalanced data distribution. 0.3 Jia & Wang’s GTM FTM
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 Fig. 8 Variance of traffic loading vs. group size
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 Mean bandwidth Fig. 9 Saturation rate vs. mean bandwidth Next we will study the relationship between mean bandwidth and edge saturation rate. Edge saturation rate is defined as the number of saturated edges over the number of all edges in the network after the algorithm terminates. Fig. 9 shows the saturation rate over the mean bandwidth. The network size is fixed at 100 and the number of group members is 30 while the mean bandwidth ranges from 5 to 35 in steps of 5. From the figure we can see that all of the three algorithms have fewer saturated edges as the mean bandwidth increases. However, the saturation rate of FTM is obviously lower than the other two, e.g. when the given mean bandwidth is as low as 5, the edge
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 saturation rate of GTM reaches 17% while that of FTM is only 1.35% under this condition. The phenomenon can be explained by the fact that the edges with lower bandwidth capacity have lower priority to be selected to build the multicast trees so that the bandwidth is conserved. By studying the edge saturation condition, we can also infer that FTM can provide better distribution of data in the network. Since the edges with large bandwidth capacity is selected each time, their priority decreases as the bandwidth is consumed step by step while the priority of other edges will become higher. Following this scenario, a dynamic balance among the edge selection is achieved and data can be more evenly distributed in the network. Fig. 10 shows the tree failure rate over the mean bandwidth. Similarly, the network size is also fixed at 100 and the number of group members is 30 while the mean bandwidth ranges from 5 to 35 in steps of 5. Observe that tree failure rate of both algorithms converges to zero as the mean bandwidth increase. This phenomenon is expected as the chance of finding paths with sufficient bandwidth capacity increases as the mean bandwidth increases. From Fig. 10 we can also see that the tree failure rate of FTM is significantly lower than that of Jia & Wang’s algorithm and GTM. The reason for this is due to the low edge saturation rate as we have illustrated above. When the given mean bandwidth is high, each of the edges is not easy to be saturated. In this case, as long as all the group members are located in one connected graph in the initial condition which we will examine before each run, the topology of the graph won’t change if no edges are saturated and there must always exist solutions.
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 Fig. 10 Tree failure rate vs. mean bandwidth As we have mentioned in Section 2, our proposed algorithm focuses on the feasible solution to GMRP, and the factor of cost is not our main concern. As the algorithm proceeds, only if two or more paths having the same bandwidth bottleneck are met will we consider cost efficiency and choose one path with least cost. Fig. 11 shows the performance according to total tree cost vs. group size. From the figure we can find that FTM has significantly higher cost than the other two greedy heuristics, typically when the group size reaches 50, the total cost of Jia & Wang’s algorithm and GTM are 60.9% and 56.2% that of FTM respectively. How to provide efficient tradeoff between total tree cost and failure rate is one of the topics that our future works will focus on.
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 6
 
 Total tree cost vs. group size
 
 Conclusions
 
 In this paper, we examine feasible solutions to group multicast routing problem with bandwidth requirements. In order to provide better multicasting data distribution and lower tree failure rate, we proposed a new algorithm called feasible solution to GMRP using adapted TM algorithm (FTM). Results from our empirical study shows that our new algorithm performs better in terms of data distribution and edge saturation rate compared to other greedy algorithms. In addition, our simulations also show that FTM has a higher percentage of success in finding solutions to GMRP due to the efficient edge selecting strategy. Currently our proposed algorithm mainly concerns on the success rate of building multicast trees in the network. Cost does not contribute much to the edge selections so that the resulting trees are of higher cost than other greedy algorithms. In addition, the proposed algorithm is based on a centralized fashion, i.e., the network topology is assumed to be obtained by all the nodes in the graph, and we will later move on to the distributed fashioned algorithms for GMRP which will be more feasible for “actual” networks. One of our future research directions will also focus on the network model with guaranteed QoS and provide trade-off between success rate and tree cost.
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 Abstract. We show in this paper that the cell spacing technique can be used to regulate TCP when the traffic of a TCP connection is carried over an ATM connection. For this purpose, we consider a very simple traffic configuration where two workstations exchange TCP data traffic segmented into ATM cells and transmitted over an ATM link traversing a cell spacer. We precisely analyze how the buffer content of the cell spacer evolves over time. The results obtained via very simple mathematical models are then compared with those of a real TCP data transfer experiment.
 
 1
 
 Introduction
 
 The so-called transmission control protocol (TCP) is today certainly the transfer protocol the most implemented for data transmission in computer communications. Whereas this situation has been known for a long time in local area networks, it begins to appear for wide area networks. Indeed, with the emergence of the Web in the mid’90s and in parallel with the large scale deployment of the Internet, TCP generates today a huge volume of traffic over wide area backbone networks (see for instance [9] for statistics on Internet traffic). To estimate the quality of service offered to a data transfer application and hence, the quality of service perceived by a customer, it is essential to model the stochastic behavior of a TCP flow through a wide area network. This task is however made extremely difficult by different factors. First, it is important to note that whatever be the transfer technology chosen, the behavior of TCP greatly depends on the specific implementation considered and in particular on the way acknowledgement segments are returned by the destination to the source. It is hence difficult to draw general conclusions, which hold for all TCP implementations, especially when the results critically depend on the traffic configuration (number of users, number of routers, transmission speed of the network links, etc.). Different techniques may be envisaged to carry TCP/IP traffic over a wide area network, for instance directly over the transmission layer (IP over SDH or WDM) or by using a connection oriented transfer technology, such as ATM or G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 228–239, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 Frame Relay. In this paper, we focus on the transport of TCP/IP traffic over ATM. A major difficulty for taking benefit of the high quality transfer of ATM is that there is no direct link between the windowing flow control mechanism at the TCP level and the traffic control procedures at the ATM layer, which are cell oriented (e.g., leaky buckets for traffic parameter enforcement, violation tagging, congestion notification, etc.). It hence appears that analytical models for capturing the dynamics of TCP/IP over ATM in complex traffic configurations seem to be out of reach. In spite of this difficulty, several simulation studies for the transport of TCP traffic over an ATM connection using a statistical ATM transfer capability have been carried out in the technical literature. It actually appears that the adequation of the ATM transfer capabilities to the transport of TCP critically depends on the fine tuning of control parameters (see [1] for the statistical bit rate capability, [7] for the unspecified bit rate capability with early or partial packet discard, [2] for the guaranteed frame rate capability, [5] for the available bit rate capability). The different control mechanisms studied so far in the technical literature try to regulate TCP via packet discard. Instead, we show in this paper that a reliable method of monitoring TCP dynamics while guaranteeing no loss is to offer sufficient buffering at network access and to control TCP dynamics via queueing. Specifically, working on the principle that TCP can adapt to any constant bit rate pipe, for which transfer delays have small magnitude variations, we propose in this paper to use the cell spacing technique to regulate TCP traffic carried over an ATM connection. The technique explored in this paper for regulating TCP relies on ATM as transfer technology, but other techniques working directly at the TCP level have also been investigated in the literature (e.g., the Packeteer proposal [6]). Finally, let us note that further techniques consists of delaying acknowledgement segments in the destination terminal so as to limit the amount of data transmitted by the source (see [4] for instance). In that case, we could say that TCP regulation is performed in the backward direction, whereas packet shaping performs the same task on the forward direction. The organization of this paper is as follows: In Section 2, the reference traffic configuration considered to analyze the impact of cell spacing on a TCP connection is described. The evolution of the buffer content of the cell spacer is studied in Section 3 for the slow start period and in Section 4 in the congestion avoidance regime. We then examine the case in Section 5 when acknowledgment segments are delayed, i.e., an acknowledgement is returned by the destination only when a certain number of packets have been received (namely two in the implementation analyzed). In Section 6, we compare the results obtained via the previous simple mathematical models with experimental data. Some concluding remarks are presented in Section 7. In this paper, we do not detail the description of TCP (see reference books like that by Stevens [8] for an exhaustive presentation of the TCP/IP protocol stack).
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 Reference Configuration and Notation
 
 Let us consider the configuration depicted in Figure 1 and representing an idealized TCP data transfer between two workstations. A (full duplex) TCP connection is established between two identical workstations, connected to each other via an ATM link with bit rate µ = 34 Mbit/s. TCP traffic is segmented into cells in the terminals by using an AAL 5 mechanism and the resulting cell stream is transmitted over a bidirectional ATM connection. The peak cell rate at the output of the source workstation is denoted by h. Let w be the maximum TCP window size, negotiated at the establishment of the TCP connection and expressed in segments; we assume that w is constant over time and that TCP segments encapsulated in IP packets have all the same size (corresponding to the maximum segment size), giving rise to σ cells. workstation equiped with a NIC segmenting TCP flows with an AAL5 mechanism
 
 workstation
 
 ATM link at 34 Mbit/s
 
 cell spacer (spacing period : T)
 
 ATM link at 34 Mbit/s
 
 PC managing the cell spacer (modulation of the spacing period T)
 
 Fig. 1. Experiment for the regulation of TCP via cell spacing
 
 Let δ denote the time for a segment issued by the source workstation to be acknowledged by the destination, that is, the corresponding acknowledgement segment is completely received by the source workstation, when the cell spacer is inactive. δ depends on the propagation time along the ATM link, the processing time in the receiving workstation, and the bit rate of the reverse ATM connection, since an acknowledgement message gives rise, in general, to 2 cells. δ is assumed to be a constant. In the following, we analyse the transfer of data from one workstation (the source) to the other workstation (the destination). The cell spacer can be modeled as a single server queue fed with the cell stream generated by the source. The service rate is denoted by c < h and is equal to the spacing rate, which can be modulated over time via a PC. The time to serve a segment is σ/c. Hence, the round trip time δ should be replaced with ∆ = δ + σ/c.
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 Analysis of the Slow Start Period
 
 Let us first analyse the slow start period; the slow start threshold is denoted by b (expressed in segments giving rise to bσ cells). Let w0 be the initial congestion window size (also expressed in segments and corresponding to w0 σ cells). We assume that c∆/(w0 σ) > 1, since w0 is in general set to a very small value (typically one segment giving rise to σ cells). The evolution of the buffer content of the cell spacer over time depends on the different parameters ∆, w0 , σ, h, c, and b and on the fact that the buffer of the cell spacer empties before the slow start threshold is reached or not. Despite this complexity, the outstanding property of the system is that it is possible to determine the content of the buffer of the cell spacer at the end of the slow start period, namely at time (n1 + 1)∆, where def
 
 n1 = dlog2 (b/w0 )e,
 
 (1)
 
 the slow start threshold being reached over the time interval [n1 ∆, (n1 + 1)∆]. Let moreover n0 be defined by def
 
 n0 = dlog2 (c∆/w0 σ)e.
 
 (2)
 
 When n0 ≤ n1 , [n0 ∆, (n0 + 1)∆] is the first time interval over which the buffer does not empty before the slow start threshold is reached. We can specifically state the following result. Theorem 1. At the end of the slow start period, the buffer content of the cell spacer oscillates between the values  c Vb− = (bσ − c∆)+ and Vb+ = (bσ − c∆)+ + σ 1 − . (3) h The oscillating regime starts at time tb defined by  σ tb = (ν + 1)∆ + (b − 2ν w0 )+ + K , (4) c where ν = min{n0 , n1 } $ K = (b − 2ν w0 )
 
 ch 2c − h +1+ h−c σ(h − c)
 
 
 
 2ν w0 σ −∆ h
 
 (5)
 
 + %+ .
 
 (6)
 
 Proof. From the very definition of the slow start mechanism, a new busy period for the cell spacer buffer begins at time n∆ as long as n < n0 , which condition means that the buffer empties over the time interval [n∆, (n + 1)∆]. From time n∆, an acknowledgement packet is received by the source every σ/c time units. For each acknowledgment packet received, the source transmits two segments during a time interval of 2σ/h. If 2c ≤ h, the buffer content increases by σ for each acknowledgement packet received by the source. It follows that the maximum value of the buffer content over the time interval [n∆, (n + 1)∆], n ≤ min{n0 , n1 }, is 2n−1 w0 σ + σ(1 − 2c/h),
 
 (7)
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 since two segments of σ cells arrive at the peak rate h over each time interval [n∆ + kσ/c, n∆ + (k + 1)σ/c] for k = 0, . . . , 2n−1 w0 − 1. Thus, the buffer content increases by σ at the end of each time interval [n∆ + kσ/c, n∆ + (k + 1)σ/c] for k = 0, . . . , 2n−1 w0 − 2 and by 2σ(1 − c/h) at the end of the last time interval [n∆ + (2n−1 − 1)σ/c, n∆ + 2n−1 σ/c]. When h < 2c, the buffer content linearly increases up to the value 2n w0 σ(1 − c/h).
 
 (8) def
 
 To summarize, we can state that when n < ν = min{n0 , n1 }, the buffer content empties on each time interval [n∆, (n + 1)∆] and the maximum buffer content is given by (8) when 2c > h and (7) when 2c ≤ h, respectively. Now, we examine what happens on the time interval [n∆, (n + 1)∆] when n ≥ ν. The two cases n0 ≥ n1 and n0 < n1 must be distinguished because they lead to different behaviors of the cell spacer buffer. In the following, for the sake on conciseness, we analyse only the first case (n0 ≥ n1 ); similar computations can be carried out when n0 < n1 . When n0 ≥ n1 , the buffer of the cell spacer may not be empty at the end of the time interval [n1 ∆, (n1 + 1)∆] over which the slow start threshold is reached. If h > 2c, the buffer content increases by σ for the first (b − 2n1 −1 w0 − 1) acknowledged segments and by 2σ(1 − c/h) for the last segment, for which the congestion window hits the slow start threshold at time σ τb = n1 ∆ + b − 1 − 2n1 −1 w0 . (9) c Then, since an acknowledgement is received by the source every σ/c time units, the buffer content oscillates between the values  c , (10) vb− = (b − 2n1 −1 w0 )σ and vb− = (b − 2n1 −1 w0 )σ + σ 1 − h until the whole congestion window has been completely acknowledged. After this oscillating period, the buffer content goes to the value (bσ − c∆)+ . When 2c > h, the slow start threshold is still reached at time τb defined by equation (9). At that time, the congestion window size is equal to b segments and 2(b − 2n1 −1 w0 ) segments can be transmitted over the time interval [n1 ∆, τb ]. At time τb + kσ/c, k ≥ 0, the source has received credits to transmit, at the peak rate h, 2(b − 2n1 −1 w0 ) + k segments over the time interval (τb − n1 ∆) + kσ/c. It follows that the buffer content linearly increases as long as k
 
  σ σ + (τb − n1 ∆) ≤ 2(b − 2n1 −1 w0 ) + k − 1 , c h
 
 that is, def
 
 k ≤ k0 =
 
 
 
 (b − 2n1 −1 w0 )
 
 
 
 2c − h +1 h−c
 
 The buffer content ramps up to the value [2(b − 2n1 −1 w0 ) + k0 ]σ(1 − c/h) and then oscillates between the values vb− and vb+ defined by equation (10), before going to the value (bσ − c∆)+ .
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 To summarize, when n1 ≤ n0 , at the end of the slow start period, the buffer content oscillates between the values  c (11) Vb− = (bσ − c∆)+ and Vb+ = (bσ − c∆)+ + σ 1 − h in the case h < 2c as well as h > 2c. These expressions are consistent with equation (3) when n1 ≤ n0 . The oscillating regime begins at time tb = (n1 +1)∆, which expression is consistent with equation (4). This completes the proof.
 
 4
 
 Analysis of the Congestion Avoidance Period
 
 After the slow start period, the TCP window flow control enters the congestion avoidance regime (when, of course, b < w). The congestion window cwnd increases by M SS ∗ M SS/cwnd each time an acknowledgement packet is received, up to the the maximum window size w. To simplify the discussion, we assume in this paper that the congestion window increases by one segment when all the segments of the current congestion window have been acknowledged. Two segments are then sent by the source at the instant when this event occurs. This allows us to greatly simplify the mathematical computations. Let m0 = min{m : (m + b)σ ≥ c∆}.
 
 (12)
 
 To avoid painful computations, we moreover make the following reasonable assumption: (C1 )
 
 τb + (b − 1)
 
 σ > tb c
 
 where tb is defined by (4) and τb is the time at which the congestion window hits the slow start threshold, given by (9) if n1 ≤ n0 and τb = (n0 + 1)∆ + (b − 2n0 w0 − 1)σ/c in the case n1 > n0 , respectively. This condition means that the buffer content begins to oscillate before the window of b segments is completely acknowledged. Theorem 2. At the end of the congestion avoidance period, the buffer content of the cell spacer oscillates between the values:  c + + Vw− = [wσ − c∆] and Vw− = [wσ − c∆] + σ 1 − . (13) h Proof. For the sake of clarity we consider the cases h < 2c and h > 2c separately. Case h > 2c If h > 2c, the buffer content of the cell spacer increases by 2σ(1 − c/h) when the congestion window increases by one segment. If bσ ≥ c∆ (and then m0 = 0), the buffer of the cell spacer never empties and the buffer content oscillates between two values over some time intervals. Specifically, when the congestion window size is between b + m and b + m + 1,
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 m = 0, . . . , w − b − 1, the buffer content oscillates over a time interval of length (b + m − 1)σ/c between the values  c . (14) bσ − c∆ + mσ and bσ − c∆ + mσ + σ 1 − h Two consecutive time intervals are separated by a transition interval of length σ/c, where the buffer content increases before starting an oscillation period. The buffer content eventually oscillates between the values  c Vw− = wσ − c∆ and Vw+ = wσ − c∆ + σ 1 − , (15) h when the maximum window size is reached. This expression is consistent with equation (13). When bσ < c∆, the buffer of the cell spacer empties over the time intervals [(n1 + m)∆, (n1 + m + 1)∆] for m = 1, . . . , m0 − 1. Assume first that b + m0 > w (i.e., the buffer always empties). On the successive time interval [(n1 +k)∆, (n1 + k + 1)∆], k ≥ 1, the buffer content oscillates between 0 and σ(1 − c/h) before a transient period where the buffer reaches the 2σ(1 − c/h) before returning to 0. This happens until the maximum window size is reached, and then, the buffer content eventually oscillates between the values 0 and σ(1 − c/h). This result is consistent with equation (13). In the case b + m0 < w, the buffer of the cell spacer does not empty from time (n1 + m0 )∆ on, and oscillates stepwise between the values (b + m − 1)σ and (b + m − 1)σ + σ(1 − c/h) over the mth time interval of length (b + m − 1)σ/c, m = m0 , . . . , w − b − 1. The successive oscillation intervals are separated by a transition interval of length σ/c, where the buffer increases before oscillating. The buffer content eventually oscillates between the values  c Vw− = wσ − c∆ and Vw+ = wσ − c∆ + σ 1 − . (16) h This expression is consistent with equation (13). Case h < 2c Now, we consider the case when h < 2c and assume in a first step that bσ < c∆. If b + m0 > w, the buffer always empties and its behavior is identical to that described above under the same assumptions, except during some time intervals of length σ/c when two segments arrive at the cell spacer. If b + m0 < w, the buffer does not empty any more from time (n1 + m0 )∆ on. To understand what happens when the congestion window increases by one, assume that such an event occurs at time t0 . The buffer content linearly increases at rate (h − c) over the time interval [t0 , t0 + kσ/c] as long as (1 + k) that is,
 
 σ σ ≤ (2 + k − 1) , c h 
 
 c k≤ h−c
 
 
 
 The buffer content increases up to the value v(t0 )+(2+k)σ(1−c/h), where v(t0 ) is the buffer content at time t0 , and then oscillates between the values v(t0 ) + σ
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 and v(t0 ) + σ + σ(1 − c/h). Hence, we see that except for transition periods, the behavior of the buffer content is roughly the same as in the case h > 2c. The same conclusions hold under the assumption bσ > c∆. This completes the proof. From the above results, we see that at the end of the congestion avoidance period, the source adapts to the spacing rate c by sending cells at a rate at most equal to c. Hence, the cell spacing technique is capable of regulating a TCP source so that it adapts its transmission rate to a prescribed spacing rate. Loosely speaking, by means of the cell spacing technique, a TCP connection can be assigned a bit rate, whereas by definition, there is no concept of bit rate in the TCP flow control mechanism, handling amounts of data only. This is a key point of TCP over ATM regulated by cell spacing. Besides, when we consider the equations (3) and (13), we can observe the following somewhat paradoxical phenomenon. Indeed, for a fixed round trip time, when c is large, the source transmits a large amount of data, and then, we may expect that the buffer is quite full. Surprisingly, it turns out that the larger the spacing rate, less data are buffered in the cell spacer, even if the slow start mechanism is enabled. This phenomenon is due to the fact that a significant part of the congestion window is buffered in the so-called “channel memory”, which appears in the equations via the term c∆. In fact, two parameters have a major impact on the buffer content: the spacing rate c and the round trip time ∆. In parallel, we can also note that, the larger the round trip time, the smaller the buffer content is.
 
 5
 
 Delayed Acknowledgements
 
 We now assume that one acknowledgement packet is returned to the source when two segments are received by the destination. During the slow start phase, an acknowledgement packet received by the source generates three credits (two for the two acknowledged segments plus one outstanding credit due to slow start). We use the same arguments as in the previous sections to study the evolution over time of the buffer content of the cell spacer. The congestion window starts with two segments, since two segments should be received by the destination before returning an acknowledgement packet. Assume that the first segment arrives at the buffer of the cell spacer at time 0. Then, on the time interval [0, ∆0 ], where ∆0 = δ + 2σ/c, two segments arrive at the cell spacer. In the time intervals [∆0 , 2∆0 ] and [2∆0 , 2∆0 + ∆], where ∆ = δ + σ/c, three segments arrive. On the time interval [2∆0 + ∆, 3∆0 + ∆], two bursts of three segments arrive, the distance between the beginning of the two consecutive bursts is equal to 2σ/c. On the time interval [3∆0 + ∆, 4∆0 + ∆], nine segments arrive, and so on. In general, as along as the buffer of the cell spacer empties, we can note that a certain number of segments arrive in bursts of three segments over a time interval with a certain length, equal to either ∆0 or ∆. To be more specific, let pn , Ln , and cn denote the number of segments and the length of the nth time interval, and the number of segments of the (n − 1)th time interval, which have
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 not been acknowledged, respectively. It is clear that cn = 0 if all the segments have been acknowledged and cn = 1 if one segment has not been acknowledged. If cn = 0, then Ln = ∆0 and if cn = 1, then Ln = ∆. It can moreover be shown that as long as the buffer of the cell spacer empties, pn and cn and Ln satisfy the following recursion:     pn − cn pn − cn and cn+1 = pn − cn − 2 (17) n ≥ 1, pn+1 = 3cn + 3 2 2 with p1 = 2 and c1 = 0. Over the nth time interval for n ≥ 2, pn /3 bursts of three segments at the peak cell rate h arrive at the cell spacer. Each segment is composed of σ cells and the distance between the beginning of two consecutive bursts is equal to 2σ/c. It follows that the maximum buffer size over the nth time interval is equal to p   c n − 1 σ + 3σ 1 − (18) vn = 3 h if 3c < 2h, and
 
  c v n = pn σ 1 − h
 
 (19)
 
 if 3c > 2h. The server of the buffer of the cell spacer is busy over a time interval of length pn σ/c. As long as pn σ ≤ cLn , the buffer of the cell spacer empties over the nth time interval. As in the previous sections, let us introduce the integers n0 and n1 defined by n0 = min{n : pn σ > cLn }, n1 = min{n : pn > b}.
 
 (20) (21)
 
 The n0 th time interval is the first interval over which the buffer of the cell spacer does not empty and the n1 th time interval is the first interval over which the slow start threshold is reached. Let m0 be defined as in equation (12). The analysis of the previous section can be extended and we can state the following result, whose proof is omitted. Theorem 3. At the end of the slow start period, the buffer content oscillates between the values  c . (22) Vb− = (bσ − cLn0 )+ and Vb+ = (bσ − cLn0 )+ + 2σ 1 − h Once the maximum congestion window size w has been reached, the buffer content oscillates between the values  c + + . (23) Vw− = [wσ − cLn1 +m0 ] , Vw+ = [wσ − cLn1 +m0 ] + 2σ 1 − h The above formulae will be compared in the next section with what is observed via an experimentation with a real TCP/IP protocol stack.
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 Experimental Results
 
 To show the capability of cell spacing to regulate TCP dynamics without information loss in a real situation, the configuration depicted in Figure 1 has been used with two Silicon Graphics workstations connected to each other through a cell spacer via a 34 Mbit/s link. The operating system on the workstations is Irix 6.3, the TCP protocol stack is BSD 4.4, the slow start mechanism is enabled, and the TCP retransmission time out value is initially set to 1 second. The TCP information flow generated by a workstations is segmented in a NIC (network interface card) implementing an AAL 5 mechanism. The maximum segment size MSS is equal to 1516 bytes and the maximum window size is equal to 60× 1024 bytes, corresponding to 41 segments with maximum size. The cell spacer is managed via a PC, which allows the cell spacing period to be modulated over time. A buffer space of 1300 cells is dedicated to the connection in the cell spacer. The dynamics of TCP are observed by using the Silicon Graphics Performance Co-Pilot (v. 2.0) tool. The TCP application consists in displaying from the server workstation a graphical animation sequence on the receiving workstation through an Xwindow client server connection.
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 Fig. 2. Instantaneous bit rate of the TCP application when the cell spacing period is modulated
 
 Figure 2 shows the adaptation of TCP to changes of the spacing period, that is, how the bit rate of the TCP connection fits the spacing rate. At the beginning the spacing rate is set equal to 33.920 Mbit/s and the TCP application is not constrained (its free run rate is then about 2 Mbyte/s). The spacing rate is then set equal to 5 Mbit/s and TCP adapts its transmission rate to 0.5 Mbytes/s, without information loss. In the last part of Figure 2, the spacing rate is set equal to 10 Mbit/s and TCP regulates at 1 Mbyte/s. This clearly shows that TCP can be regulated via cell spacing . With regard to the quality of service, when the cell spacing rate is decreased, the perceived quality of the graphical animation sequence is of course not as good as in the case of free run, but is still satisfying. In particular, there is no interruptions due to packet loss. The movement of the objects is just slowed down. To conclude, let us examine the behavior of the buffer content of the cell spacer. In the TCP/IP protocol stack considered, one acknowledgement packet
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 is returned to the source when two segments are received. The evolution of the buffer content (expressed in cells) is depicted in Figure 3, when the spacing rate is about c = 15.264 Mbit/s. The time unit is the cell transmission time, namely 12, 5 microseconds. The round trip time is ∆ = 3.6 milliseconds. A TCP segment gives rise to σ = 32 cells. The slow start threshold is equal to the maximum window size, equal to w = 1312 cells.
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 Fig. 3. Content of the buffer of the cell spacer plotted from experimental data.
 
 In Figure 3, we can distinguish the first time intervals where the buffer of the cell spacer empties. Then, when the buffer does not empty anymore, the buffer content increases almost linearly at rate c/2 (because 3σ cells are transmitted every 2σ/c and the buffer release rate is equal to c) until it hits the maximum window size and then oscillate between some values, which are not very far from the theoretical values w − c∆ = 118
 
 and w − c∆ + 2σ(1 − c/h) = 1217.
 
 (24)
 
 The difference between the theoretical and the actual values is due to the real behavior of TCP and to round off errors.
 
 7
 
 Conclusion
 
 In this paper, we have shown that the cell spacing technique can be used to efficiently regulate a TCP connection without packet loss, provided that the cell spacer can buffer at least a whole TCP window per connection. In fact, cell spacing acts in such a way that TCP automatically adapts to the offered constant bit rate pipe, which bit rate is equal to the spacing rate.
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 Such a regulation technique can then be combined to a bandwidth reservation and renegotiation scheme to transport TCP traffic over variable bit rate connections. Among all the resource reservation techniques, which have been specified for ATM networks, the resource management (RM) procedures, which operate on the same time scale as the round trip time across the network, offer the best response time with minimal overhead. Their responsiveness allows in particular a coupling between the establishment of a TCP connection with that of the underlying ATM connection [3]. Such an approach is very close to that followed by the MPLS group within the IETF, but it includes in addition traffic management aspects, which are currently not covered by MPLS, such as the regulation of TCP via cell spacing and the explicit reservation of resources (namely bandwidth in the network and buffer space in the cell spacer) for carrying TCP traffic. In this respect, it may be envisioned to use the label distribution protocol to set up underlying ATM connections. This issue will be addressed in future work.
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 Mapping of Loss and Delay Between IP and ATM Using Network Calculus Tijani Chahed, G´erard H´ebuterne, and Caroline Fayet Institut National des T´el´ecommunications Telecommunication Networks and Services Dept. 9 rue C. Fourier, 91011 Evry CEDEX, France {tijani.chahed, gerard.hebuterne, caroline.fayet}@int-evry.fr Abstract. End-to-end QoS requires accurate mapping of QoS classes and particularly QoS parameters between the different, heterogeneous layers and protocols present at the terminal equipment and intermediate nodes. In the IP over ATM context, both technologies offer QoS capabilities but differ in architecture, service classes and performance parameters. In this paper, we consider mapping of loss and delay between Integrated Services IP and ATM, using Network Calculus (NC), a min-plus algebra formulation. NC targets lossless systems only and is thus suitable for guaranteed services. However, as our aim is to quantify and map loss and delay in the presence of loss, we extend the theory so as to account for lossy systems too, as shall be the case for non-conformant traffic and congested systems. Loss is introduced by setting constraints on both the delay and the buffer size at the network elements. Numerical applications are used to further illustrate the mapping of loss and delay between IP and ATM.
 
 1
 
 Introduction
 
 QoS is composed of two closely related components: a user-oriented (objective and subjective) set of QoS parameters reflecting a user QoS requirement and network-oriented (objective) bounds on the QoS parameters to satisfy the requirement [1]. A correct and accurate (qualitative and quantitative) relationship between the two components is central to the overall, end-to-end QoS performance. The approach adopted so far [2] is to map the user-oriented QoS parameters directly into a Network Performance (NP), measured at the network layer in terms of performance parameters of significance to the network provider only. The transfer parameters have been defined for the network layer only, be it for ATM [3] or IP [4,5]. This undermines the various heterogeneous layers superposed at the terminal equipment as well as in intermediate nodes and the protocol stack found therein [7]. As noted in [6], QoS and its corresponding bounds on the QoS parameters should be defined for each layer and translated to the next layers. Both IP and ATM aim to offer Qos but differ in architecture and mechanisms. QoS in ATM is based on classes which are themselves based on the G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 240–251, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 services they offer (e.g., real-time) and traffic profiles (e.g., CBR, VBR). For IP, two QoS architectures have been defined: Integrated Services (intserv) [9] and Differentiated Services (diffserv) [10]. Intserv is based on RSVP signaling and offers a means to a per-flow QoS in IP. Three service categories have been defined: Guaranteed (GS), ControlledLoad (CLS) and Best Effort (BE). Owing to the presence of ATM at the lower layers and at the core of networks, a framework for translation of QoS between intserv and ATM is set in [11] and the interoperation of intserv classes with ATM is investigated in [12]. However these translations are valuable for mapping IP service classes to corresponding ATM QoS classes, they do not offer quantitative nor qualitative correspondence between each QoS parameter in IP and ATM. The performance parameters and their mapping at each layer provide firm basis to map the two approaches and hence guarantee end-to-end QoS [8]. The aim of this work is precisely to map QoS parameters, namely loss and delay, between the IP and ATM layers. As far as deterministic bounds are concerned, we choose to use Network Calculus (NC) [13], based on min-plus algebra, to reach this aim. NC has been defined for lossless queuing systems only. As such, it is useful to study lossless, guaranteed services. However, as our aim is to quantify loss and delay in the presence of loss, we extend NC theory so as to account for lossy systems too, as shall be the case for non-conformant GS and CLS traffic and BE traffic in the presence of congestion. Let us note that in an independently different context, work on the representation of the loss process using NC has been formulated in [14], in a fashion that should not interfere with the present work. The remainder of this paper is organized as follows. In Section 2, we set the end-to-end system where IP and ATM modules co-exist. This case may arise either at the terminal equipment or some intermediate node between IP and ATM subnetworks. In this context, we study the NC formulation for maximum delay and backlog for an intserv - GS service, its transition to an ATM system and quantify the cost of a cascade of protocol stacks as opposed to a concatenation of the two systems. In Section 3, we introduce loss in NC and specifically define the regions of loss and the bounds the formulation offers. Next, we obtain representations for loss for both the constrained-buffer and the constrained-delay cases. In Section 4, we present numerical results for mapping of loss and delay between the IP and ATM layers. Conclusion and perspectives of future work are given in Section 5.
 
 2
 
 End-to-End System
 
 Our focus is on systems that integrate both IP and ATM modules. This case arises either at the end equipment (Figure 1) or intermediate nodes between IP and ATM subnetworks (Figure 2).
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 Fig. 1. End-to-end System: IP over ATM in terminal equipment
 
 2.1
 
 ATM
 
 Fig. 2. End-to-end System: IP over ATM in intermediate node
 
 Intserv - GS
 
 We investigate the intserv - GS class. The arrival curve has the following Tspec (see Figure 3) as given by a token bucket and peak rate model: M (maximum packet size), p (peak rate), r (sustainable rate) and b (burst tolerance). p
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 R r
 
 dmax b Bmax M
 
 θ
 
 T0
 
 time
 
 Fig. 3. Intserv - GS
 
 Mathematically, the arrival curve is: α(t) = min(pt + M, rt + b), the service curve is: c(t) = R(t−T0 )+ , and the output curve is: α∗ (t) = min(R(t−T0 ), rt+b) for t > T0 . We now derive expressions for maximum delay dmax , as implied by NC. First, we determine θ. We have rθ + b = pθ + M , so, θ = b−M p−r . To determine dmax , we distinguish three cases:  at t = 0 if R > p  T0 + M r M dmax = p−R θ + + T at t = θ if p > R > r 0 R  R ∞ if R < r We now determine the maximum backlog Bmax . We distinguish two cases : 1. if T0 > θ ;  rT0 + b at t = T0 if R > r Bmax = ∞ if R < r 2. if T0 < θ ; Bmax
 
  at t = T0 if R > p  pT0 + M = (p − R)θ + M + RT0 at t = θ if p > R > r  ∞ if R < r
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 Transition
 
 The transition from one system to the next, needs to translate the Tspec of intserv - GS to appropriate, corresponding ATM rtVBR’s pair of leaky buckets formulation, taking into account the overhead ratio and its implications between the layers, as shown in Figure 4 when the two systems are in cascade. The overhead ratio Oi is the ratio of the (expected) frame length Li at layer i to the (expected) frame length Li−1 at the previous, adjacent layer i − 1 (following the direction of flow), and indicates the fractional amount of traffic that is being added (subtracted) as traffic is flowing down (up) the layers at the i , where ni is the transmitter (receiver). Formally, at the receiver, Oi = ni−1L×L i−1 number of segments resulting from segmentation of the frame at layer i [8]. Oi is larger than 1 at the sender. An inverse relation governs the receiver, where Oi is smaller than 1. For a system i with Tspec (Mi , pi , ri , bi ) and service components (Ri , T0,i ), the following transition rules hold for i > 0: i. Mi+1 = Oi , ii. bi+1 = bi × Oi , iii. ri+1 = ri × Oi and iv. pi+1 = Ri . The service curve itself needs to account for the overhead ratio as the capacity at each layer needs to be accurately translated from the link layer capacity. Hence, Ri+1 = Ri × Oi . R2 p
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 Fig. 5. Concatenation
 
 Next System
 
 Based on the NC formulation for system i and the rules for transition, we develop the formulae for system i + 1. For a traffic descriptor : Ri+1 (peak rate), ri+1 (sustainable rate), Mi+1 and bi+1 , where Ri+1 = Ri Oi , ri+1 = ri , Mi+1 = −Ri T0,i Oi and bi+1 = bi Oi , the input curve is: αi+1 (t) = min(pi+1 t + Mi+1 , ri+1 t + bi+1 ) for t > T0,i , the ser∗ vice curve is: ci+1 (t) = Ri+1 (t − T0,i+1 )+ , and the output curve : αi+1 (t) = min(pi+2 t + Mi+2 , ri+2 t + bi+2 ) for t > T0,i+1 , where the above-mentioned tran−Mi+1 sitions hold. For θi+1 = bpi+1 , the same quantities derived in Section 2.1. i+1 −ri+1 for dmax and Bmax are recovered.
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 Concatenation
 
 To have an indication on the cost of the superposition of the IP over ATM protocol stack, the cascade of the several layers may be replaced by a concatenation that acts as a single network element. One possible concatenation sce+ nario is a network element with a service curve Pn c(t) = Rmin (t − T0,sum ) where Rmin = min(R1, R2, .., Rn ) and T0,sum = i T0,i , as shown in Figure 5. For an arrival curve α(t) = min(pt + M, rt + b), the output curve is: α∗ (t) = min(Rmin t+Mn , rt+bn ) for t > T0,n where Mn = M Πin−1 Oi and bn = bΠin−1 Oi . p−Rmin Mn θconcat is again equal to b−M p−r . For p > Rn > r, dmax = Rmin θconcat + Rmin + T0,sum at t = θconcat , and Bmax =  b + rT0,sum at t = T0,sum if T0,sum > θconcat pθconcat + Mn − Rmin (θconcat − T0,sum ) at t = θconcat if T0,sum < θconcat
 
 3
 
 Loss
 
 We now introduce loss in NC. We consider the case of a greedy source, i.e., a source with an input function equal to the arrival curve. In addition to its relative simplicity, this case offers interesting insights into worst-case analysis. 3.1
 
 Intervals of Loss
 
 Consider one system. Let us recall that the arrival curve is: α(t) = min(pt + M, rt + b) for t > 0 and the service curve is: c(t) = R(t − T0 )+ . In case of no loss, the output curve is: α∗ (t) = min(R(t − T0 ), rt + b) for t > T0 . Let Bh(t) denote the backlog at time t in a hypothetical infinite capacity queue with the same arrival and service curves as above. Bh(t) = min(0, α(t) − c(t)). Loss takes place when Bh(t) exceeds the actual, finite buffer capacity. The interval of loss corresponds to all t where loss occurs, and an upper bound on the number of lost packets at time t in the interval of loss is the difference between Bh(t) and the actual buffer size, as suggested by [18]. A detailed derivation is found in Sections 3.3 and 3.4. 3.2
 
 Bounds on Loss
 
 Theorem 2 of [15] states that, under appropriate assumptions, for a flow with input function R(t), constrained by an arrival curve α, a service curve β and an output function R∗ (t), the backlog R(t) − R∗ (t) satisfies for all t : R(t) − R∗ (t) ≤ sups≥0 (α(s) − β(s)). A greedy source is one for which R(t) = α(t). Let Bhmax be the maximum backlog of a hypothetical infinite capacity queue, i.e. Bhmax = sups≥0 (α(s) − β(s)). Now, in the loss interval, for an input function Rl (t), constrained by a an arrival curve αl , a service curve β and an output function Rl∗ (t), the backlog Bl(t) = Rl (t) − Rl∗ (t) satisfies for all t : Rl (t) − Rl∗ (t) ≤ sups≥0 (αl (s) − β(s)).
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 In this case, Blmax = sups≥0 (αl (s) − β(s)). At a time of loss t, an upper bound on loss is Bh(t) − Bl(t). An upper bound on the lost volume at a single point of time of all the interval of loss is Bhmax − Blmax . Moreover, we introduce a probability-of-loss quotient with an upper-bound −Blmax . If the loss pattern is not cyclic, loss happens only once equal to Bhmax Bhmax and the probability of loss tends to zero thereafter. However, this term obeys to the same cyclic nature as the Bmax and dmax terms of NC. There are two approaches to loss. Loss may either be caused by constraints on the buffer size or due to constraints on the delay. 3.3
 
 Constrained Buffer Size
 
 Loss Let Bl (0 < Bl < Bmax ) be the buffer size at the ATM switch. Schematically, the idea is to move the line y = Bl along the y-axis. Let (θl , bl ) be the point in time where loss occurs for the first time.  Bl −b  ( r , Bl ) if Bl > b , Bl ) if M < Bl < b (θl , bl ) = ( Bl −M p  if Bl < M (0, Bl ) Let (be , θe ) be the point in time where loss occurs for the last time. We distinguish two cases : 1. if θ < T0 (see Figure 6), θe = T0 and be = Bl and l Instantaneous Loss (t) = min(pt+M,rt+b)−B for θl < t < T0 and 0 otherwise. min(pt+M,rt+b) octets
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 Fig. 6. Buffer-constrained Loss - T 0 > θ
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 Fig. 7. Buffer-constrained Loss - T 0 < θ
 
 2. if θ > T0 (see Figure 7), θe = θ and be = rθ + b0 where b0 = b − (rθe + b − R(θe − T0 ) − Bl ). ( pt+M −B l for t ∈ [θl , T0 ) pt+M Instantaneous Loss (t) = pt+M −R(t−T0 )−Bl for t ∈ [T0 , θ] pt+M In general, Inst. Loss (t) = for θl < t < max(T0 , θ).
 
 min(pt + M, rt + b) − max(Bl , R(t − T0 ) + Bl ) min(pt + M, rt + b)
 
 (1)
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 System Parameters The arrival curve is : α(t) = min(pt + M, rt + b) for t > 0. The output curve is : α(t)∗ = min(rt + b0 , R(t − T0 )) for t > T0 , where b0 = b − (rθe + b − R(θe − T0 ) − Bl ). Maximum Backlog Bmax = Bl . Maximum Delay dmax = 3.4
 
  p−R
 
 M R θ + R + T0 p−R M R θl + R + T0
 
 at t = θ if Bl > b at t = θl if Bl < b
 
 Constrained Delay
 
 There are two approaches to loss caused by constrained-delay. Traffic exceeding the delay constraint is discarded (lost) after service or before entering the buffer. Loss Let dl (0 < dl < dmax ) be the maximum delay tolerated at the ATM switch. Schematically, the idea is to vary the line R(t + dl − T0 ) along the time axis. Let (θl , bl ) be the point in time where loss occurs for the first time. We distinguish three cases (see Figures 8, 9 and 10):  if dl < T0  (T0 − dl , R(θl + dl − T0 )) M (θl , bl ) = (max(0, T0 − dl ), R(θl + dl − T0 )) if T0 < dl < R + T0  R(dl −T0 )−M M ( , R(θl + dl − T0 )) if dl > R + T0 p−R
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 Fig. 8. Delay-constrained Loss - dl < T0
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 Fig. 10. Buffer-constrained Loss - dl > M + T0 R
 
 Let (θi , bi ) be the point in time where first octet is not lost for the first time. It is given as the intersection of y = R(t + dl − T0 ) and y = rt + b. l −T0 ) So, θi = b−R(d and bi = R(θi + dl − T0 ) R−r Let (θe , be ) be the point in time where loss occurs for the last time. It is given as the intersection of y = R(t − T0 ) and y = bi .
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 So, θe = dRl + T0 and be = R(θe − T0 ) Now, for dl < M R + T0 , ( 1 if t ∈ [θl , θi ) Inst. Loss (t) = be −max(0,R(t−T0 )) if t ∈ [θi , θe ] rt+b−max(0,R(t−T0 )) For dl >
 
 M R
 
 + T0 ,
 
 Inst. Loss (t) =
 
 (
 
 min(pt+M,rt+b)−bl min(pt+M,rt+b)−max(0,R(t−T0 )) be −bl rt+b−max(0,R(t−T0 ))
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 (2)
 
 if t ∈ [θl , θi ) if t ∈ [θi , θe ]
 
 (3)
 
 System Parameters In the case of delay-constrained loss, packets (or cells) that exceed the delay, may either be discarded at the entrance of the buffer or after service. We consider both cases : 1. Loss After Service The arrival curve α(t) is thus: α(t) = min(pt + M, rt + b). The output curve is: α∗ (t) = min(rt + b, R(t − T0 )) for t > T0 . The output curve (corresponding to non lost traffic) is:  for T0 < t < θl + dl R(t − T0 ) ∗ α (t) = min(rt + b, R(t − T0 ) − bl ) for t > θe 2. Loss Before Service The arrival curve α(t) in this case is:  pt + M for 0 < t < θl α(t) = rt + b for t > θi The output curve (corresponding to non lost traffic as traffic is lost before service) :  for T0 < t < θl + dl R(t − T0 ) ∗ α (t) = min(rt + b, R(t − T0 ) − bl ) for t > θe Maximum Backlog   rt + b − R(t − T0 ) at t = θe if dl < M R + T0 Bmax = bl at t = T0 if T0 > θ and dl >  bl − R(θ − T0 ) at t = θ if T0 < θ and dl >
 
 M R M R
 
 + T0 + T0
 
 Maximum Delay dmax = dl . 3.5
 
 Note on Packet Discard Mechanisms
 
 Loss of some ATM cells leads to loss of IP packets, depending on the discard mechanism, be it Partial Packet Discard (PPD), Early Packet Discard (EPD) [16] or ATM-version of (Random Early Discard) RED [17]. In the case of PPD, for instance, loss of at least one ATM cell results in loss of the whole IP packet to which they belong. PPD is used in our numerical simulations, considered next.
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 Numerical Application System Parameters
 
 We consider the end-to-end system as shown in Figure 1. Let the source have the following characteristics: M = 9180 octet; b = 18360 octet; p = 180 Mbps; r = 100 Mbps. Let C0 = 155 Mbps and T0 = 0 with a propagation delay before and after the ATM switch corresponding to 0.01 time units. For each layer, Table 1 summarizes the length of the SDU found in each layer as well as the overhead the layer introduces, in terms of header, trailer and/or padding. Ri is the link capacity available to each flow, on the basis of 155 Mbps and taking into consideration the overhead ratio, at each layer i. Let us note that in the following results, Bmax , dmax and the loss ratios are given in octet, normalized to the length of frames at each layer. 4.2
 
 Buffer-Constrained Performance
 
 Let Bl = 1000000/53 ≈ 18861 cells at the central ATM switch. Figure 11 shows the maximum backlog for both the non-constrained case, i.e., no loss, (curve ’B’) and the buffer-constrained case (curve ’BB’). The maximum backlog at each network element or layer, as well as its mapping, indicates the dimensioning of the buffer size to be provisioned at each subsystem in order to guarantee a no loss or a constrained loss performance. Figure 12 shows the maximum delay at each system component for both the non-constrained case, i.e., no loss, (curve ’d’) and the buffer-constrained case (curve ’dB’). This yields the mapping of delay between the different layers of the model. Figure 13 shows the loss ratio resulting from the buffer constraint at the central ATM switch (System 4) and its mapping to the next layers. The concatenation of all the components is as follows. In case of no loss, R = 139.83 and T0 = 0.09; dmax = 0.09 and Bmax = 9183600.0. The cumulative
 
 Table 1. Overhead Ratio and Translation of Capacity Between Layers System Layer i Length i Oi
 
 Ri
 
 0 1 2 3 4 5 6 7 8
 
 171.817 171.146 171.146 155.000 155.000 155.000 140.377 140.377 139.829
 
 IP CPCS SAR ATM ATM ATM SAR CPCS IP
 
 9180 9216 48 53 53 53 48 9216 9180
 
 1.020 1.004 1.000 1.104 1.000 1.000 0.906 1.000 0.996
 
 Mapping of Loss and Delay Between IP and ATM Bmax for Bmax at ATM SW = 1000000.0 (octet)
 
 dmax for Bmax at ATM SW = 1000000.0
 
 30000
 
 0.0006 "B" "BB"
 
 "d" "dB" 0.0005
 
 dmax normalized to frame length
 
 25000
 
 Bmax normalized to frame length
 
 249
 
 20000
 
 15000
 
 10000
 
 5000
 
 0.0004
 
 0.0003
 
 0.0002
 
 0.0001
 
 0
 
 0 0
 
 1
 
 2
 
 3
 
 4 System
 
 5
 
 6
 
 7
 
 8
 
 0
 
 Fig. 11. Unconstrained vs. bufferconstrained maximum backlog
 
 1
 
 2
 
 3
 
 4 System
 
 5
 
 6
 
 7
 
 8
 
 Fig. 12. Unconstrained vs bufferconstrained maximum delay Frame Loss Ratio for Bmax at ATM SW = 1000000 (octet)
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 Fig. 13. Buffer-constrained loss ratio
 
 values are dmax = 0.12 and Bmax = 12955812.59. In case of loss, dmax = 0.09 and Bmax = 9183600.0. The cumulative values are dmax = 0.12 and Bmax = 12939323.4. 4.3
 
 Delay-Constrained Performance
 
 Let dl = 0.005/53 ≈ 9.43 × 10−05 at the central ATM switch. Figure 14 shows the maximum backlog for both the non-constrained case (curve ’B’) and the delay-constrained case (curve ’Bd’). This again indicates the buffer needed at each subsystem to have no loss or to limit loss to a given value. Figure 15 shows the maximum delay at each system component for both the non-constrained case (curve ’d’) and the delay-constrained case (curve ’dB’), yielding the mapping of delay between the different layers of the model. Figure 16 shows the loss ratio resulting from the delay constraint at the central ATM switch (System 4) and its mapping to the next layers. The concatenation of all the components has the following parameters: In case of no loss, we have the same values as above. In case of loss,R = 139.83 and T0 = 0.11; dmax = 0.11 and Bmax = 11027482.16. The cumulative values are dmax = 0.14 and Bmax = 14595026.77.
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 Fig. 15. Unconstrained vs delayconstrained maximum delay Frame Loss Ratio for dmax at ATM SW = 0.005 (octet)
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 5
 
 Conclusion
 
 In this work, we mapped loss and delay between single intserv IP flows and ATM, using NC, a min-plus algebra formulation. We specifically determined the maximum backlog and delay in the system components, their transition to a next layer as well as their formulation therein. As NC only applies to lossless systems, we extended the theory and introduced loss in two fashions: either by setting constraints on the buffer size or on the delay. This work may be further extended to cover: i. the case of three IP QoS classes into one ATM central switch, i.e. intserv over ATM and ii. the case of three intserv IP classes into one IP class, i.e. intserv as a customer to diffserv, which consists mainly of investigating the mapping of QoS between a single flow versus an aggregation of flows.
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 Abstract. A self-similar point process is developed by embedding a process with bursty behavior over timescales. This embedding is not arbitrary, but achieved through a model which itself has fractal patterns. This model decomposes the self-similar point process over its timescales in a manner that may be tractable for accurate characterization and control of packet traffic. The limiting behavior of the model is shown to possess the properties of a self-similar point process, namely, bursts of arrivals which have no (intrinsic) timescale. Furthermore, this model leads to efficient synthesis of such a process.
 
 1
 
 Introduction
 
 In [1,2] the term self-similarity is used to describe the fractal (a form of invariance with respect to changes in scale) nature of a stochastic process in its distribution, more specifically, Y (t) =d c−H Y (ct), where =d is equality in distribution. Fractal (or self-similar) processes are among many possible models for generating long memory (long-range) dependent process. For example, (fractional) Brownian motion is a self-similar process and its increments may yield a long-ra nge dependent process. Not every fractal process will give rise to long range dependent process, for example standard Brownian motion and its increments. Long-range dependence can be observed in many ways. One of the most common ways is to examine the correlation function, ρ(k). A long-range dependent process will have a correlation structure that decays P∞to zero at a rate that is proportional to k −α where 0 < α < 1, so that k=n ρ(k) = ∞, ∀n < ∞. A consequence of this correlation structure is that the variance of the sample mean ofPthe process decays to zero at a rate slower than n−1 , n Xi ] var[ i=1 = K for 0 < α < 1, which has been typically limn rightarrow∞ n2−α referred to as asymptotic self-similarity [3,4,5,6]. Asymptotic self-similar traffic has been observed to occur in many communication networks [3,7,8]. This traffic tends to be so bursty, that even bursts are composed of bursts of bursts (a fractal “like” property). Several useful models have been proposed that capture this behavior, namely the M |G|∞ (with Pareto service times) model [9], the superposition of two state Markovian sources [10], G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 252–263, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 the mixture of exponentials to fit the long-tail distributions citeFeldman, the superposition of N On-Off processes with sub-exponential On periods [12,13], deterministic chaotic maps [14] and self-similar (fractal) point processes [1,15,4]. In each of the above models, it has been shown that the number of arrivals over an interval (number of busy servers in M |G|∞ model) all exhibit a long-range dependent correlation structure. In this work, a self-similar (fractal) point process is developed. A self-similar point process, as defined by [1] is one whose inter-arrival times follow the “uniformly self-similar law of probability.” Mathematically, P r( U1 > u| U1 > 1) = P r( U2 > u| U2 > 1), where U is the random variable corresponding to the interarrival times. The model developed in this work, is based on a fractal construction of a basic point process (c luster process), where clusters are embedded over an infinite number of timescales. This construction is the basis of a self-similar point process where points appear to be grouped in clusters, which in-turn are grouped in clusters of clusters, etc. [1]. This construction leads to bursts which have no (intrinsic) timescale. In addition, this model decomposes the self-similar point process in a manner that may be tractable for the accurate characterization and control of packet traffic. The model may also allow for further understanding the features of self-similar traffic and how they may impact network performance. Furthermore, this model leads to efficient synthesis of such a process.
 
 2
 
 Construction of a Self-Similar Point Process
 
 In this section, a model for self-similar point processes is developed. The model is based on a fractal construction of a basic point (cluster) process, where clusters are embedded over all timescales. 2.1
 
 Basic Process
 
 Consider a process that generates Poisson arrivals with rate λ. After each arrival instant, a decision is made with probability p to continue generating arrivals with rate λ or with probability 1 − p = q to turn off for a period of time. The number of arrivals, N , before entering an Off period is geometrically PN distributed with a mean q −1 . Thus, the time spent in an On period, τ = i=1 Xi , is a geometric sum of independent identically distributed (ii d) exponential random variables, Xi . It is shown in the Appendix, that τ is an exponentially distributed random variable with parameter λq. Therefore, if the Off periods are taken to be exponentially distributed, then an On-Off Markovian model, as shown in Fig. 1, may be used to describe this basic process. The timescale of this basic point process is 1q . A realization of the point process generated by this basic On-Off process is seen in Fig . 2. The exponential parameter of the Off period is also taken to be λq. In addition, it is also assumed that an arrival is generated upon departing from an Off period. The inter-arrival time probability density function for this basic process is, f1 X (x) = f1 X|on (x)Pon +
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 λq
 
 OFF
 
 ON
 
 λq
 
 time
 
 Fig. 1. On-Off Markovian model.
 
 Fig. 2. Point process generated by an On-Off Markovian model.
 
 f1 X|off (x)Poff , where f1 X|on (x) and f1 X|off (x) are the inter-arrival distributions while in the On and Off states, respectively. Pon is the probability that an inter-arrival time is drawn from the fX|on (x) distribution. Pon may be
 
 during an on period over one cycle] viewed as, Pon = E[# of arrivals = E[total # of arrivals over one cycle] q larly Poff = 1+q . The inter-arrival distribution of this process is,
 
  f1 X (x) =
 
 1 −λx 1+q λe
 
 0
 
 +
 
 q −λqx 1+q λqe
 
 for x ≥ 0 otherwise.
 
 1 1+q .
 
 Simi-
 
 (1)
 
 This basic model along with its properties are repeatedly used for the fractal construction of a self-similar point process. 2.2
 
 Fractal Construction
 
 As it can be seen in Fig. 2, the basic process generates a burst of arrivals over one timescale. The burst lengths are exponentially distributed with parameter λq and the idle periods are also exponentially distributed. To obtain burstiness on the next timescale, this basic process is embedded into the On state of another basic process. This two-scale process may be viewed on the next timescale as the basic process. However, an arrival on this next timescale represents a clus ter on the lower timescale. Furthermore, the inter-cluster gaps, as seen in Fig. 2, are exponentially distributed with parameter λq. Therefore, arrivals on this next timescale during an On period may also be viewed as occurring according to a Poisson process with rate λq. Again, upon each arrival (cluster at the lower timescale), a decision1 is made with probability q to enter an idle period. Thus, the time spent in the On state at this next timescale is a geometric sum of iid exponential random variables (On and Off periods of the lower scale) with parameter λq, and hence, the arrival On per iod is exponentially distributed with parameter λq 2 . The Off period at this next scale is also taken to be exponentially distributed with parameter λq 2 . When the process described above enters an On period, the state of the next lower scale process is selected with equal probability. A diagram for this two 1
 
 A decision is made at the beginning and ending of each arrival to maintain a geometric sum of iid exponential random variables.
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 Fig. 3. Embedding an On-Off model of one scale Fig. 4. Point process with one level into another. of embedding and two time scales.
 
 timescale process is shown in Fig. 3. The lower timescale is 1q , while the higher timescale is q12 . During an On period of the higher timescale process, the lower timescale process alternates between On and Off periods, see Fig. 3. The number of times it alternates between the On and the Off periods is a geometric random variable 1 visits to the Off state of the with mean q −1 . Thus, there will be (on average) 2q 1 lower timescale and 2q visits to the On state of the lower timescale. Each visit to the On state of the lower timescale generates (on average) 1q arrivals. Therefore, the probability that a given arrival occurs from leaving the off period of the (2q)2 higher timescale process is 1 +1 1 +1 = 2+2q+(2q) 2 . Similarly, the probabilities 2q 2
 
 2q
 
 that a given arrival occurs for the Off and On periods of the lower scale process 2q 2 are 2+2q+(2q) 2 and 2+2q+(2q)2 , respectively. The inter-arrival time distribution for this two-scale point process is, ( 2 2λe−λx +2qλqe−λqx +(2q)2 λq 2 e−λq x for x ≥ 0 2 2+2q+(2q) f2 X (x) = 0 otherwise. This point process consists of clusters, which in-turn are composed of clusters of arrivals. This behavior is shown in a realization of this point process over two timescales in Fig. 4. Now consider a point process constructed in a fashion as described above which contains n timescales. This process may be viewed as the basic process embedded in the On state of the nth timescale. The time between visits to the On and Off periods in this n timescale process is exponentially distributed with parameter λq n . The diagram for the n timescale process is shown in Fig. 5. For each arrival generated from leaving an Off period at the hig hest timescale, (on 1 arrivals will be generated from leaving an Off period at the next average) 2q lower timescale, 2q12 arrivals will be generated by the following Off period of the next timescale, etc. Continuing in this manner, for every event that occurs from leaving the Off period in the highest timescale, the average number of events that
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 occur due to the process being in the Off states of any timescale can be identified. Table 1 contai ns the probability of an arrival generated from a particular state. Given that the process is in the Off period at timescale i, the time spent in this period is exponential with parameter λq i . Therefore, the inter-arrival time distribution of the overall point process is,  Pn i (2q)i λq i e−λq x  2λe−λx + P i=1 ∀x ≥ 0 n 2+ (2q)i (2) fn X (x) = i=1  0 otherwise. R∞ It is easily verified that 0 fn X (x) = 1. As the number of timescales approach infinity, interesting properties of the distribution of the time between clusters (inter-cluster gap) develop. Let fX (x) ≡ limn→∞ fn X (x), which may be shown to be uniformly convergent (see Section 3.1). Distribution of Inter-cluster Times A cluster at the (i − 1) timescale corresponds to an arrival at timescale i. If a cluster can be assumed to be a point (by compressing time by a factor of q i−1 ) then the model may be assumed to start from scale i and has (n − i) timescales. Therefore, the inter-cluster times λ qn ON
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 Fig. 5. Model to construct fractal point process over n timescales.
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 Y have a probability density function,  i−1 −λqi−1 x Pn−i+1 j i+j−1 −λqi+j−1 x + (2q) λq e  2λq e j=1 P ∀x ≥ 0 n−i+1 j fn Y (x) = 2+ (2q) j=1  0
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 (3)
 
 otherwise.
 
 Scaling Y by q i−1 , the new random variable, Y 0 = q i−1 Y , has a probability density function,  Pl j −λx (2q)j λq j e−λq x  2λe + P j=1 ∀x ≥ 0 l fl Y 0 (x) = 2+ (2q)j j=1  0 otherwise, where l = n − i + 1 . Let fY 0 (x) ≡ liml→∞ fl Y 0 (x), which is also uniformly convergent. Consider the complementary cumulative distribution function (ccdf) for X and Y . It is seen that Z ∞ Z ∞ P (X > u) = fX (x)dx = fY 0 (x)dx = P (Y 0 > u). u
 
 u
 
 (Note that these are the same values of u, but on different timescales). Therefore, the probability that an inter-cluster time is greater than u of its time units is equal to the probability that the inter-arrival time of points is greater than u of its time units. Since, n → ∞ (l → ∞), this result holds for all finite timescales. Thus, a burst on any timescale will be statistically the same, a fundamental characteristic of a fractal point process.
 
 3
 
 Analysis of the Model
 
 The model delveloped had no strict restrictions on the parameters used to describe it. The only conditions on the parameters were λ > 0 and 0 < q < 1. The density function has to be investigated further to find whether any more restrictions on the model parameters are needed to make the probability density function a valid density function, as n → ∞. 3.1
 
 Uniform Convergence of the Probability Density Function
 
 Using the model described in Section 2, points (arrivals) can be generated with an inter-arrival distribution given in (2). Several characteristics are observed in this process as the number of timescales embeddings approach infinity, namely, the inter-cluster time distributions were statistically the same and only differed in timescale. Convergence of this distribution fX (x) for any timescale is studied in this section. Uniform convergence of fX (x) = limn→∞ fn X (x) can be shown by applying the Weierstrass’ M-test [16], as follows. For x < 0, the probability density function is always zero. For x ≥ 0, the probability density function can
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 be analyzed by considering it to be the quotient of two series. The probability density function fX (x), for x ≥ 0, is, fX (x) =
 
 P∞ i 2λe−λx + i=1 (2q)i λq i e−λq x P∞ . 2 + i=1 (2q)i
 
 When q ∈ (0, 0.5), the denominator in the above expression evaluates to 2−2q 1−2q . P∞ −λx 2 i −λq i x + i=1 (2q ) e ]. Let Mn = The infinite series in the numerator is λ[2e P ∞ (2q 2 )n for n > 0 and Mn = 2 for n = 0. Then, n=0 Mn converges absolutely if P∞ 2 2q 2 < 1. For q ∈ (0, 0.5), 2q 2 ≤ 1 and n=0 Mn converges to 2−2q 1−2q 2 . If gn (x) is defined as  −λx for n = 0 2e n gn (x) = , (2q 2 )n e−λq x for n > 0 then it is seen that for all x > 0 and λ > 0, |gn (x)| ≤ Mn , ∀n > 0 and therefore, N r{fX (x)} converges uniformly ∀x ≥ 0. Thus, it is seen that fX (x) converges uniformly ∀x ≥ 0, when the generation process consists of infinite number of timescale embeddings. 3.2
 
 Moments of the Density Function
 
 The mean inter-arrival time for this process with 0 ≤ q ≤ 0.5 may be evaluated as, Pn Z ∞ i 2λxe−λx + i=1 (2q)i λq i xe−λq x Pn dx (4) E[x] = 2 + i=1 (2q)i 0 Pn 1 (2 + 2i ) = λ Pn i=1 i . 2 + i=1 (2q) As n → ∞, P∞ + i=1 2i ) P∞ E[X] = 2 + i=1 (2q)i = ∞. 1 λ (2
 
 (5)
 
 Therefore, as the number of timescales embedded in the process approaches infinity, the mean inter-arrival time approaches infinity and the mean arrival rate E[X]−1 approaches zero. This result is another fundamental and necessary characteristic of a self-similar point process [1]. 3.3
 
 Behavior of the Density Function Compared to a Pareto Distribution
 
 A point process can be called fractal if the following phenomenon is observed. On a particular timescale, the point process looks bursty, with a lot of arrivals
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 clustered around one point. If the time axis is dilated about this point and the cluster is closely observed, the cluster looks bursty again leading to the formation of clusters over the new timescale. If on continuous dilations of the timescale about a point where the arrivals appear to be clustered, results in clustering of points again over several timescales, the point process is said to exhibit fractal properties. Alternatively, it can be explained as follows. The distribution of the inter-arrival time on a particular timescale and the distribution of the interarrival time on another timescale, differ only in scale. In [1], it is shown that the only distribution that satisfies the above condition, i s the Pareto distribution. A Pareto distribution can be described by its probability density function,  K x−(γ+1) x ≥  (6) fX (x) = 0 otherwise, where K is a normalizing constant to make fX (x) a valid density function. A Pareto distribution may be expressed as a weighted sum of exponentials by considering the Gamma function. The Gamma function is, Γ (D) = R ∞ −y e y D−1 dy. Allowing y = bx, dy = xdb and observing that the limits remain 0 R∞ the same, the following equation is obtained, x−D = 0 e−bx bD−1 dbΓ (D)−1 . Approximating this integral by a summation, x−D may be written as a sum of weighted exponentials. This approach may be used to relate the fractal pa rameter D, to the parameters of this model. If the probability density function of the inter-arrival times for a point process generated by this model behaves as x−D , a relationship between the model parameters and the fractal D may be obtained. Approximating the integral, −D
 
 x
 
 = Γ (D)
 
 −1
 
 ∞ X
 
 e−bm x bD−1 m (bm − bm+1 ).
 
 m=0 m
 
 Using the substitution bm = λq , the above equation becomes, x−D = Γ (D)−1
 
 ∞ X
 
 e−λq
 
 m
 
 x
 
 (λq m )D−1 (λq m )(1 − q)
 
 m=0
 
 = G(D)
 
 ∞ X
 
 λ(q m )D e−λq
 
 m
 
 x
 
 ,
 
 (7)
 
 m=0
 
 where G(D) = Γ (D)−1 λD−1 (1 − q). The probability density function can be written as, fX (x) =
 
 ∞ m 2 − 2q −λx X [λe + λ(2q 2 )m e−λq x ]. 1 − 2q m=0
 
 (8)
 
 For large values of x the contribution of the initial terms in (7) and (8) are negligible. Comparing the remaining terms of (7) to those of (8), it is seen that q mD = (2q 2 )m or, log 2 + 2, (9) D= log q
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 Fig. 6. Loglog plot of ccdf of the simulated data vs. Pareto distribution.
 
 and γ = (D − 1), where γ is the fractal exponent of the Pareto distribution in (6). It is seen that for 0 < q < 0.5, then 0 < γ < 1, which is the range for which the point process in [1] behaves as a fractal point process.
 
 4
 
 Results
 
 In this section, the simulations using the above described model are compared to the theoretical Paretian distributions. Fig. 6 compares the complementary cumulative distribution function of the point process simulated to that of the corresponding Pareto distribution. It may be seen from these plots that the probability density function of the point process generated by this model approaches a Paretian distribution. Fig. 7 shows the counting process of a single realization over three different time scales. The first plot contains the first 10000 points of the simulation. The plot shows the strong clustering of data. On zooming in, on the first cluster, the second plot is obtained, which again shows strong clustering of data. On further zooming in, the third plot is obtained, which shows strong clustering of points again. The clustering of clusters and the reduction of a cluster into a point on higher timescales may be illustrated in this figure.
 
 5
 
 Conclusion
 
 This model was developed based on the fact of clustering of arrivals within clusters as in present day telecommunication traffic. The concept of embedding an On-Off process into another On-Off process gives more structure to the understanding of these clusters. In [1], it is shown that if the inter-arrival times follow a Paretian distribution, the inter-cluster time distribution differ from the interarrival time distribution only in scale. The analysis of the model developed , shows that the distribution of the inter-cluster time and that of the inter-arrival time of the point process, differ only in scale. In addition, the model allows for efficient synthesis of the process. The simulation results show that the complementary cumulative distribution function of the inter-arrival times behaves as a Pareto distribution.
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 Fig. 7. Counting process showing strong clustering of arrivals over different timescales.
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 Geometric Sum of Exponential Random Variables
 
 PN Theorem 1. If S = i=1 Xi , where Xi s are independent identically distributed exponential random variables with parameter λ and N is a geometric random variable with parameter q, then S is an exponential random variable with parameter λq. Proof: The distribution of S is found by first conditioning on N = n, ( n n−1 λ s −λs ∀s ≥ 0 (n−1)! e fS|N =n (s) = 0 otherwise. Taking expectation with respect to N , fS (s) =
 
 ∞ X λn sn−1 pn−1 qe−λs (n − 1)! n=1
 
 = λqe−λs e−λsp = λqe−λsq . Thus, the probability density function of S is,  λqe−λqs ∀s ≥ 0 fS (s) = 0 otherwise.
 
 B
 
 Algorithm for Generating a Self-Similar Point Process
 
 The algorithm used to synthesize the fractal point process of Section 2, is described in this section. This algorithm assumes embedding of On-Off processes over infinite timescales. The other parameters to be specified are λ and γ. λ is determined by the value of time above which the probability density function or the complementary cumulative distribution function behaves as a Pareto distribution. This may be viewed as setting the value of  in (??). γ is the parameter of the Pareto distribution.
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 This algorithm consists of four functions. The variables currentState and q are used in the algorithm. currentState corresponds to the state and the timescale in which the generation process is residing. currentState = 1 corresponds to the On state of the lowest timescale. currentState = 2 corresponds to the Off state of the lowest timescale. Continuing similarly currentState = n corresponds to the Off state of the (n − 1)th timescale. The value of q depends on the expone nt of the Pareto distribution, to which the probability density function of the inter arrival time approaches. It is calculated from the value of γ, using relation (9). A random initial state is chosen according to the probabilities given in Table 1. The process starts off initially with currentState set to this number. The second function NEXTSTATE computes the state to which the generation process will jump next. This function uses two other functions SUCCESS and FA ILURE. SUCCESS and FAILURE describe the sequence of events that occur when the process has to leave any particular state. GENERATE(λ, γ) 1. 2. 3. 4. 5. 6. 7. 8.
 
 1
 
 q ← 2− 1−γ initialize currentState time ← 0 while(1) do generate exponential random number,
 
 exp, with parameter λq currentState−1
 
 time ← time + exp Generate an arrival at time seconds currentState ← NEXTSTATE(currentState)
 
 NEXTSTATE(currentState) 1. 2. 3. 4. 5. 6.
 
 Generate a uniform random number unirand ∈ (0, 1). if (unirand > q) currentState ←SUCCESS(currentState) else currentState ←FAILURE(currentState) return currentState
 
 SUCCESS(currentState) 1. if (currentState = 1) 2. return currentState 3. else 4. currentState ← currentState − 1 5. Generate uniform random number unirand ∈ (0, 1) 6. if (unirand < 0.5) 7. return currentState 8. else 9. return SUCCESS(currentState) FAILURE(currentState)
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 1. 2. 3. 4. 5. 6.
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 currentState ← currentState + 1 Generate uniform random number unirand ∈ (0, 1) if (unirand > q) return currentState else return FAILURE(currentState)
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 Abstract. This paper studies the tail of the buffer occupancy distribution of a queueing system with c parallel deterministic servers, infinite buffer capacity and an input process with consists of a superposition of a long range dependent on-off source and a batch renewal process. In particular, we investigate the decay of the tail for different values of c and for different compositions of the traffic mix. It is shown that for c = 1 (i.e. a single server system), the tail has a power law decay, while for c > 1, different cases may be distinguished: if the arrival rate of the background traffic is larger than c − 1, then the tail probabilities decay according to a power law, while for the other case, the decay is exponential.
 
 1
 
 Introduction
 
 In the past years, traffic measurements on packet networks (e.g. Ethernet LAN traffic [11], VBR video streams over ATM [8]) have shown that the autocorrelation function of the number of arrivals in a time interval does not decrease exponentially in time, but according to a power-law. This type of traffic is referred to as long range dependent traffic (LRD), in contrast with the more classical short range dependent traffic (SRD) (e.g. Markovian models). The autocorrelation structure of the arrival process has a major impact on the buffer occupancy of a queueing system with this process as input. For Markovian traffic, the tail of the queue length distribution decays exponentially, while for LRD input traffic the tail of the buffer distribution decays according to a power law (see e.g. [5], [7], [9], [10] ). In [2], an exact formula for the buffer asymptotics of a discretetime queue with an LRD M/G/∞ input process was obtained. The M/G/∞ is defined as a process where trains arrive in a time slot according to a Poisson process with rate λ. Each train consists of a number of back-to-back arrivals with length τA , with distribution given by P{τA = k} ∼ ak −s , with 2 < s < 3 and a > 0. The buffer asymptotics are then determined by P{q > k} ∼
 
 λaρs−2 k 2−s , (s − 2)(s − 1)(1 − ρ)
 
 (1)
 
 where q denotes the buffer occupancy and ρ is the load of the system. In this paper we consider a queueing system where the input process consists G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 264–274, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 of a mix of LRD and SRD traffic. The LRD component is an on-off source with geometrically distributed off-period and on-periods which have a Paretolike distribution. The SRD component consists of a batch renewal process. To model the difference in speed of the input and output lines, we assume that this traffic mix is fed to a multi-server queue with c parallel servers. The aim of the paper is to investigate the tail of the buffer occupancy distribution of this (LRD+SRD)/D/c queue for different compositions of the traffic mix and different values of c. We show that when c = 1, the tail has a power law decay, while for c > 1, different cases may be distinguished: if the arrival rate of the background traffic is larger than c−1, then the tail probabilities decay according to a power law, while for the other case, i.e. the arrival rate of the background traffic is less than c − 1, the decay is exponential. With respect to the transition point (i.e. when the arrival rate of the background traffic is exactly c − 1), no conclusions can be drawn. These results give some insight about the influence of spacing cells of an LRD traffic stream on the queueing behavior. The number of servers c is a measure for the spacing distance. The results show that by spacing an LRD traffic stream and mixing with SRD traffic, a tail which decays according to a power law may be changed into an exponential decay.
 
 2
 
 The Queueing System
 
 The queueing system that is considered consists of a multiplexer with c servers each having a deterministic service time of one time slot, an infinite capacity buffer and input traffic which is the superposition of an on-off source and socalled background traffic. The on-off source has geometrically distributed offperiods and on-periods which have a Pareto-like distribution. Let τA be the duration of the on-periods and let ak = P{τA = k} ∼ ak −s , with 2 < s < 3 and a > 0. For these parameters the on-off source generates LRD traffic. Indeed, if Xk denotes the number of arrivals generated by the on-off source in slot k, then the results presented in [15] imply that Var(X1 + . . . + Xn ) ∼
 
 a E[τB ]2 n4−s . (E[τA ] + E[τB ])3 (4 − s)(3 − s)(s − 1)
 
 (2)
 
 Hence by [14], the source generates LRD traffic with Hurst parameter H = (4 − s)/2. The generating function associated with the off-periods is given by (1 − β)z . 1 − βz
 
 (3)
 
 P∞ k Let A(z) = k=1 ak z . The background traffic generates Xn arrivals in slot n, with {Xn , n > 1} a sequence of i.i.d. random variables. The corresponding generating function is denoted by φ(z). In what follows, we describe the input traffic using a matrix-analytic notation. The LRD on-off source can be considered as a D-BMAP (see [1]) as follows. Let
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 pan be the probability that the LRD source is in the (n + 1)th slot of an on-period given that it was in the nth slot of this on-period in the previous slot. Then Pn 1 − i=1 ai a pn = Pn−1 1 − i=1 ai Letting the first state of the LRD source be the off-state, then the generating function defining the transitions of the corresponding D-BMAP, is given by   β (1 − β)z 0 0 0 . . . 1 − pa1 0 pa1 z 0 0 . . .   1 − pa2 0 0 pa2 z 0 . . . D(z) =  . a  1 − pa3 0 0 0 p z . . . 3   .. .. .. .. .. . . . . . . . . Remark that D(z) is an infinite matrix. By the special structure of D(z) it is possible to obtain an implicit equation for its Perron-Frobenius eigenvalue λ(z):  z  . λ(z) = β + (1 − β)A λ(z) The generating function of the D-BMAP describing the superposition of the onoff source and the background traffic is given by φ(z)D(z) with mean arrival rate ρ = φ0 (1) +
 
 3
 
 (1 − β)A0 (1) . (1 − β)A0 (1) + 1
 
 The Tail Probabilities
 
 Consider the (LRD+SRD)/D/c queue defined in the previous section. We consider two cases, namely c = 1 and c > 1. 3.1
 
 The Tail Probabilities When c = 1
 
 Since there is only one server, the queueing model is a simple D-BMAP/D/1 queue. Define the generating function of the buffer occupancy as def
 
 Q(z) =
 
 ∞ X
 
 qk z k ,
 
 k=0
 
 with qk the steady-state probability of having k customers in this system. Clearly Q(z) = X(z)e, with X(z) given by −1 . X(z) = (z − 1)x0 φ(z)D(z) zI − φ(z)D(z) This expression is the Pollachek-Kinchin equation for the D-BMAP/D/1 queue, with the input determined by the generating function φ(z)D(z). Since there is
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  only one off-state, the vector x0 is given by x0 = 1 − ρ 0 0 . . . . The structure of D(z) allows us to compute the vector −1 def , (4) w(z) = x0 φ(z)D(z) zI − φ(z)D(z)  with w(z) = w0 (z) w1 (z) . . . . Some straightforward algebra leads to  βφ(z)z + (1 − β)φ(z)A φ(z) z  w0 (z) = 2 , z − βzφ(z) − A φ(z) (1 − β)zφ(z) w1 (z) =
 
 (1 − β)z 2  , z 2 − βzφ(z) − A φ(z) (1 − β)zφ(z)
 
 and for k ≥ 2,  k−1 X  ai φ(z)k w1 (z). wk (z) = 1 −
 
 (5)
 
 i=1
 
 Since Q(z) = X(z)e = (1 − ρ)(z − 1)w(z)e, it follows that   1 − A φ(z) . Q(z) = (1 − ρ)(z − 1) w0 (z) + w1 (z) 1 − φ(z)
 
 (6)
 
 By calculating Q0 (1) we obtain E[q] =
 
 ∞ X k=0
 
  0 2  1 φ (1) A00 (1) 0 + φ (1) + Ω, P{q > k} = 2 E[τA ] + E[τB ] 1 − ρ
 
 with Ω denoting a term involving the finite quantities β, φ0 (1), φ00 (1) and A0 (1) (we suppose that all the moments of the background traffic exist). Since E[τA2 ] = ∞, Q0 (z) diverges when z approaches 1. The Tauberian Theorem for power series (see e.g. [6]) plays a central role in the derivation of an expression for the tail probabilities of the buffer occupancy. Theorem 1 (Tauberian theorem for power series). Let pk > 0 and suppose that P (z) =
 
 ∞ X
 
 pk z k
 
 k=0
 
 converges for 0 6 z < 1. If L is a constant and 0 6 σ < ∞, then the following relations are equivalent: P (z) ∼
 
 L for z → 1− (1 − z)σ
 
 p0 + p1 + . . . + pn−1 ∼
 
 L nσ for n → ∞. Γ (σ + 1)
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 This theorem leads to an expression for the behaviour of Q0 (z) near 1. Lemma 1. The behaviour of Q0 (z) near 1 is given by Q0 (z) ∼ with
 
 L for z → 1−, (1 − z)3−s
 
 (7)
 
  0 s−1  1 φ (1) aΓ (3 − s) 0 s−2 + φ (1) . L= s − 1 E[τA ] + E[τB ] 1−ρ
 
 Proof. To prove the statement (7) we rewrite Q(z):
 
  Q(z) = (1 − ρ) f0 (z) + f1 (z) ,
 
 with
 
  t(z) (1 − β)z 2 1 − A φ(z) , f1 (z) = (z − 1) 2 , f0 (z) = (z − 1) 2 z − t(z) z − t(z) 1 − φ(z)
 
 (8)
 
  t(z) = βzφ(z) + (1 − β)zφ(z)A φ(z) .
 
 (9)
 
 Let us focus on the behaviour of f00 (z) as the function f10 (z) can be analysed in a similar way. A combination of the results for f00 (z) and f10 (z) leads to (7). Clearly 2 P∞ 2 k t(z) − z 0 2 (z − 1) k=0 (k + 1)Tk+2 z , f0 (z) = − 2 + z 2 z 2 − t(z) z 2 − t(z) P with Tk = j>k tj . Since the first term of f00 (z) does not diverge for z → 1−, we only need to take the second term into account. First we determine the asymptotic behaviour of Tk by applying Theorem 1 to t00 (z). Observe that t00 (z) ∼ (1 − β)zφ(z)
 
 i d2 h A(φ(z)) for z → 1−. dz 2
 
 Let σ = 3 − s. We have i d2 h lim (1 − z)σ 2 A φ(z) z→1− dz  1 − z σ 2  (1 − φ(z))σ A00 φ(z) φ0 (z) = lim z→1− 1 − φ(z) 2−σ = lim (1 − y)σ A00 (y) φ0 (1) . y→1−
 
 Applying Theorem 1 twice, A00 (y) ∼
 
 1 aΓ (σ), (1 − y)σ
 
 Tail Transitions in Queues with Long Range Dependent Input n X
 
 k(k − 1)tk ∼
 
 k=0
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 aΓ (σ) σ 0 n (φ (1))2−σ (1 − β), Γ (σ + 1)
 
 we obtain Tk ∼
 
 a 0 s−1 (1) (1 − β)k 1−s . φ
 
 One more application of Theorem 1 results in 1
 
 f00 (z) ∼
 
 2−
 
 2 t0 (1)
 
 aΓ (3 − s) (1 − z)s−3 . (s − 1)Γ (4 − s)
 
 Furthermore observe that (1 − ρ) =
 
 2 − t0 (1) , (1 − β)A0 (1) + 1
 
 hence f00 (z) ∼
 
 1
 
 2
 
 (1 − ρ)2 (1 − β)A0 (1) + 1
 
 aΓ (3 − s) (1 − z)s−3 . (s − 1)Γ (4 − s)
 
 Using the Tauberian theorem for power series, the asymptotic behaviour of the P coefficients of Q0 (z) = k kqk z k−1 follows from (7). Applying this theorem to Q0 (z) results in q1 + 2q2 + . . . nqn ∼
 
 L n3−s . Γ (4 − s)
 
 (10)
 
 Using [12, 3.3 (c), pg. 59], we obtain X j>k
 
 or P{q > k} ∼
 
 qj ∼
 
 3 − s 2−s L k , Γ (4 − s) s − 2
 
  0 s−1  1 φ (1) a + φ0 (1)s−2 k 2−s . (s − 1)(s − 2) E[τA ] + E[τB ] 1−ρ
 
 (11)
 
 Numerical example . To illustrate how fast the asymptotic regime is reached we simulate the D-BMAP/D/1 queue with LRD arrival process characterized by P{τA = j} = (j + 1)−s − j −s , and φ(z) = 1 − ν + νz. Here a = s − 1. For the first example s = 2.8, β = 0.6 and ν = 0.3, and for the second example s = 2.3, β = 0.8 and ν = 0.3. Hence the load of the system is about 0.68 for the first case and about 0.65 for the second case. As can be seen from Figure 1, the asymptotic regime is reached very quickly. The asymptotic behaviour of P{q = k} is given by  0 s−1  1 φ (1) a 0 s−2 + φ (1) k 1−s . P{q = k} ∼ (s − 1) E[τA ] + E[τB ] 1−ρ
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 The Tail Probabilities When c > 1
 
 Contrary to the case c = 1, no closed form formula describing the asymptotic behaviour can be obtained when c > 1. The main reason is that an explicit formula for Q(z) like (11) does not exist for the D-BMAP/D/c with c > 1. Nevertheless it is possible to determine precisely the behaviour of the tail probabilities. It turns out that this behaviour depends on c and on the sizes of the LRD and the SRD shares of the traffic mix. First we derive an expression for the generating function of the stationary buffer distribution q, denoted by Q(z), from the Pollachek-Kinchin equation for the D-BMAP/D/c queue. 0 xxexample1 xxexample2 xxxasymptotic
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 Fig. 1. Numerical example with c = 1
 
 Calculating Q(z) When c > 1. Recall that the Pollachek-Kinchin equation for the D-BMAP/D/c queue is given by X(z) =
 
 c−1 X
 
 −1 xl D(z)(z c − z l ) z c I − D(z) .
 
 l=0
 
 Whereas for c = 1 the vector x0 is known explicitly, here the vectors x0 , . . . , xc−1 can only be computed numerically, as is shown in [13, pg. 310–329]. This pre-
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 vents us from deriving a closed form formula for Q(z) = X(z)e. Define for l = 0, 1, . . . , c − 1, −1 , w(l) (z) = xl D(z) z 2 I − D(z)   with w(l) (z) = w0(l) w1(l) . . . . After some algebraic manipulations (see [3] for
 
 details) we obtain
 
  ∞ X  φ(z) k  X + 1+ aj w (z)e = z c−1 k=1 j>k Pk ∞ ∞ X X 1 − i=1 ai  φ(z) k−j+1 (xl )j . + Pj−1 z c−1 i=1 ai j=1 k=j 1 − (l)
 
 (l) w0 (z)
 
 (l) w1 (z)
 
 (12)
 
 The analysis of Q(z) =
 
 c−1 X
 
  z c − z l w(l) (z)e,
 
 (13)
 
 l=0
 
 reveals two different types of asymptotic behaviour. If φ0 (1) > c − 1, or equivalently, if the mean arrival rate of the background traffic exceeds c − 1, then the tail probabilities decay according to a power-law, as is shown under Case 1. If the mean arrival rate of the background traffic is strictly less than c − 1, then the tail probabilities decay approximately exponentially, as is demonstrated under Case 2. It turns out that the rate of this decay can be determined easily. For the case φ0 (1) = c − 1, the transition point, no conclusions can be drawn. Case 1: φ0 (1) > c − 1. Since φ0 (1) > c − 1 we have d  φ(z)  > 0. dz z c−1 z=1 Hence there exists an open set G ⊂ D(0, 1), with D(0, 1) the closed complex unit disk, having the following properties: φ(z) (14) for each z ∈ G: c−1 < 1; z the interval [ζ, 1) belongs to G for some ζ ∈ (0, 1). (15) Hence on G the representation (13) of Q(z) can be used. Since we focus on the influence of the LRD on-off source, φ(z) is taken to be analytical on some open set containing D(0, 1). We obtain the asymptotic behaviour of the tail probabilities, as in 3.1, by examining the behaviour of Q0 (z). A detailed description of this analysis can be found in [3]. It is shown that for some C > 0, Q0 (z) ∼
 
 C for z → 1−, (1 − z)3−s
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 which implies P{q > k} ∼
 
 C(3 − s) k 2−s . (s − 2)Γ (4 − s)
 
 The constant C depends on A(z), β, φ(z), c and the vectors x0 , . . . xc−1 . Keep in mind that x0 , . . . , xc−1 need a numerically calculation. Case 2: φ0 (1) < c − 1. Contrary to the case φ0 (1) > c − 1, there exists some z0 > 1 such that φ(z0 ) = z0 . We suppose that z0 < ∞, as z0 = ∞ would imply that the background traffic generates at most c − 1 arrivals in a slot. If this is the case no buffer is needed, because all arriving cells can be served instantaneously. For z ∈ (1, z0 ), φ(z) < 1. z c−1 Since φ(z) is a generating function, it follows that |φ(z)| < |z c−1 |, for all complex number z, with 1 < |z| < |z0 |. Furthermore, because φ(z) 6= z n for each n > 0, there exist at most a finite number of complex points zi? with modulus 1 such that |φ(zi? )| = |zi? |. Let G be the maximal open set such that for z ∈ G, φ(z) c−1 < 1. z Hence z ∈ G, for all 1 < |z| < |z0 |. Furthermore G ∩ D(0, 1) is non-empty. Notice that on G the function Q(z), given by (13), is well-defined. Recall that q denotes the random variable associated with the stationary buffer distribution. Because G ∩ D(0, 1) is non-empty, is a representation of the z-transform E[z q ] on G. PQ(z) ∞ Hence the power series k=0 qk z k , associated with E[z q ], is holomorphic on the open disk with centre 0 and radius |z0 |. The point z0 represents a non-removable singularity. Since on G, E[z q ] =
 
 ∞ X
 
 qk z k = Q(z),
 
 k=0
 
 it is possible to determine the asymptotic behaviour of qk = P{q = k} by examining the behaviour of Q0 (z). Define for y ∈ (0, 1), f (y) = Q0 (z0 y). Analysing the behaviour of f (y) for y → 1−, by using similar arguments as for the φ0 (1) > c − 1 case, we obtain q1 + 2z0 q2 + . . . + nz0n−1 qn ∼ Cn3−s , with C > 0. If the sequence (kz0k−1 qk ) decreases, this implies P{q = k} ∼ (3 − s)Cz0−k k 1−s . In [4] this type of asymptotic behaviour is conjectured for similar queueing systems.
 
 Tail Transitions in Queues with Long Range Dependent Input
 
 273
 
 0 xxexample1 xxexample2 xxexample3
 
 -1 -2
 
 ylabel
 
 -3 -4 -5 -6 -7 -8 -9 0
 
 50
 
 100
 
 150
 
 200 xlabel
 
 250
 
 300
 
 350
 
 400
 
 Fig. 2. Numerical example with c = 2
 
 Numerical Example. The tail probabilities for three examples, each one corresponding to a case considered above, are shown in Figure 2. The on-periods are distributed as P{τA = j} = (j + 1)−s − j −s , the background traffic is generated by Poisson variables with parameter λ. For the first example s = 2.3, β = 0.4 and λ = 0.8, which results in a mean arrival rate of 1.5. Clearly this example is covered by Case 2. The second example has s = 2.6, β = 0.4 and λ = 1. Hence the mean arrival rate is 1.6. Since λ = 1, this example is a transition point case. In the third example s = 2.6, β = 0.8 and λ = 1.2, hence mean arrival rate is 1.5. This leads to a power law decay.
 
 4
 
 Conclusions
 
 In this paper we have investigated the decay of the tail of the buffer occupancy distribution for a c-server queue which is fed by a mix of long range and short range dependent traffic. It turns out that the decay may be exponentially or according to a power law, depending on the composition of the traffic mix and the number of parallel servers c. The transition point occurs when the c > 1 and the arrival rate of the SRD traffic is exactly c − 1. These results may be applied to traffic control schemes for LRD traffic in the following way. Consider SRD traffic mixed with LRD traffic which is spaced. The spacing distance is related
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 to the value of the number of parallel servers c in the model of the paper. The results give some insight under what conditions with respect to traffic mix and spacing distance, the tail of the buffer occupancy switches from a power law type to exponential.
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 Abstract. The paper deals with tree-structured point-to-multipoint networks, where users from infinite user populations at the leaf nodes subscribe to a variety of channels, offered by one source. The users joining the network form dynamic multicast connections that share the network resources. An exact algorithm for calculating end-to-end call blocking probabilities for dynamic connections is devised for this multicast model. The algorithm is based on the well-known algorithm for calculating blocking probabilities in hierarchical multiservice access networks, where link occupancy distributions are alternately convolved and truncated. The resource sharing of multicast connections requires the modification of the algorithm by using a new type of convolution, the OR-convolution. The exact algorithm for end-to-end call blocking probabilities enables us to study the accuracy of earlier results based on Reduced Load Approximation. The model is further extended to include background traffic, allowing the analysis of networks carrying mixed traffic e.g. multicast and unicast traffic.
 
 1
 
 Introduction
 
 A multicast transmission originates at a source and, opposed to a unicast transmission, is replicated at various network nodes to form a tree-and-branch structure. The transmission reaches many different end-users without a separate transmission required for each user. A multicast connection has therefore a bandwidth saving nature. Blocking occurs in a network when, due to limited capacity, at least one link on the route is not able to admit a new call. Traditional mathematical models to calculate blocking probabilities in tree-structured networks exist for unicast traffic. Due to different resource usage, these models cannot directly be used for multicast networks where requests from different users arrive dynamically. Only recently, have mathematical models to calculate blocking probabilities in multicast networks been studied. The past research has mainly been focused on blocking probabilities in multicast capable switches. Kim [6] studied blocking probabilities in a multirate multicast switch. Three stage switches were studied by Yang and Wang [11] and Listanti and Veltri [7]. Stasiak and Zwierzykowski [10] studied blocking in an G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 275–286, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 ATM node with multicast switching nodes carrying different multi-rate traffic (unicast and multicast), using Kaufman-Roberts recursion and Reduced Load Approximation. Admission control algorithms are studied in [9]. Chan and Geraniotis [1] have studied blocking due to finite capacity in network links. They formulated a closed form expression for time blocking probabilities in a network transmitting layered video signals. The model is a multipointto-multipoint model. The network consists of several video sources, where each source node can also act as a receiver. The video signals are coded into different layers defining the quality of the video signal received by the user. The traffic class is defined by the triplet: physical path, source node, and class of video quality. The behavior of each user is modeled as a two state Markov chain, with unique transition rates defined for each traffic class triplet. Karvo et al. [3] and [4] studied blocking in a point-to-multipoint network with only one source node. The source is called the service center and it can offer a variety of channels, e.g. TV-channels. The users subscribing to the network may join and leave the channel at any time. The behavior of the user population defines the state probabilities at the links of the tree-structured network. The user population is assumed infinite and the requests to join the network arrive as from a Poisson process. The model studied in [3] considered the model in a simplified case where all but one link in a network have infinite capacity. They derived an exact algorithm to calculate both the channel and call blocking probability in this simplified case. Extending the model to the whole network was done only approximately in [4], where end-to-end blocking probabilities are estimated using the Reduced Load Approximation (RLA) approach. This paper continues with section 2, where the single link case discussed in [3] and [4] is extended to a mathematical model for a multicast network with any number of finite capacity links. The section is divided into five parts. First, the notation is presented. Secondly, the model for a network with infinite link capacities is presented and thirdly, the OR-convolution used to convolve multicast state distributions in tree networks is introduced. Then, the main result s, an expression for the call blocking probability in a network with any number of finite capacity links is given and finally, the algorithm to calculate the call blocking probability is introduced. The algorithm is based on the well-known algorithm for calculating blocking probabilities in hierarchical multiservice access networks, where link occupancy distributions are alternately convolved and truncated. In section 3, comparisons between the exact solution and Reduced Load Approximation are carried through. The network model is extended to include non-multicast traffic as background traffic in section 4. The paper is concluded in section 5.
 
 2 2.1
 
 Network Model Notation
 
 The notation used throughout this paper is as follows. The set of all links is denoted by J . Let U ⊂ J denote the set of leaf links. The leaf link and user
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 population behind the leaf link is denoted by u ∈ U = {1, ..., U }. The set of links on the route from leaf link u to the source is denoted by Ru . The set of links downstream link j ∈ J including link j is denoted by Mj , while the set of downstream links terminating at link j ∈ J are denoted by Nj . The set of user populations downstream link j is denoted by Uj . The set of channels offered by the source is I, with channel i = 1, .., I. Let d = {di ; i ∈ I}, where di is the capacity requirement of channel i. Here we assume that the capacity requirements depend only on the channel, but link dependencies could also be included into the model. The capacity of the link j is denoted by The different sets are shown in figure 1. Mj
 
 z
 
 }|
 
 j
 
 {
 
 h
 
 h
 
 k h @ @ @ @ @ Ru @ @ u @ @ @ h h @ @ | {z } | {z } Nj
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 Fig. 1. An example network to show the notation used.
 
 2.2
 
 Network with Infinite Link Capacities
 
 We first consider a network with all links having infinite capacity. Subscriptions to channel i behind leaf link u arrive from an infinite user population as from a Poisson process with intensity λu,i = αi λu , where αi is generated from a preference distribution for channel i and λu is the arrival intensity for user population u. The channel holding time is assumed to be generally distributed with mean 1/µi . In addition we denote the traffic intensity au,i = αi λu /µi . Let the pair (u, i) ∈ U × I denote a traffic class also called a connection. The connection state, which may be off or on, is denoted by Xu,i ∈ {0, 1}. It is shown in [3] that in a multicast network with all links having infinite capacity, the distribution of the number of users simultaneously connected to channel i is the distribution of the number of customers in an M/G/∞ queue. The state probability for a connection, is therefore πu,i (xu,i ) = P (Xu,i = xu,i ) = (pu,i )xu,i (1 − pu,i )1−xu,i , where pu,i = 1 − e−au,i . In the infinite link capacity case, all connections are independent of each other. For leaf link u, the state probability has a product form and is Y πu,i (xu,i ), πu (xu ) = P (Xu = xu ) = i∈I
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 where Xu = (Xu,i ; i ∈ I) ∈ S is the state vector for the leaf link, and S = {0, 1}I denotes the link state space. The leaf link states jointly define the network state X, X = (Xu ; u ∈ U) = (Xu,i ; u ∈ U, i ∈ I) ∈ Ω,
 
 (1)
 
 where Ω = {0, 1}U ×I denotes the network state space. For the whole network, the state probability is Y π(x) = P (X = x) = πu (xu ), u∈U
 
 as each user population is independent of each other. OR-convolution. The leaf link state distributions jointly define the network state distribution, as was shown above. In order to calculate the link state distributions in a tree-structured network a convolution operation is needed. The resource sharing characteristic of multicast traffic requires a new type of convolution, the OR-convolution. Consider two downstream links s, t ∈ Nv terminating at link v, where s, t, v ∈ J . Channel i is idle in link v if it is idle in both links s and t and active in all other cases, which is equivalent to the binary OR-operation. In other words, for ys , yt ∈ S yv = ys ⊕ yt ∈ S,
 
 (2)
 
 where the vector operator ⊕ denotes the OR-operation taken componentwise. The OR-convolution, denoted by ⊗, is then the operation, X [fs ⊗ ft ](yv ) = fs (ys )ft (yt ) ys ⊕yt =yv
 
 defined for any distributions fs and ft . In a multicast link, the link state depends on the user states downstream the link. If a channel is idle in all links downstream link j it is off in link j and in all other cases the channel is active. The OR-operation on the network state gives the link state Yj = (Yj,i ; i ∈ I) ∈ S, j ∈ J as a function of the network state, M Xk . Yj = gj (X) = k∈Uj
 
 Similarly, the OR-convolution on the network state distribution gives the link state distribution. Thus, the state probability, denoted by σj (yj ), for yj ∈ S, is equal to  , if j ∈ U  πO j (yj ) O σj (yj ) = P (Yj = yj ) = [ πk ](yj ) = [ σk ](yj ) , otherwise.  k∈Uj
 
 k∈Nj
 
 When X = x the occupied capacity on the link j is d · gj (x).
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 Blocking Probabilities in a Network with Finite Link Capacities
 
 When the capacities of one or more links in the network are finite, the state spaces defined above are truncated according to the capacity restrictions. The network state X defined in equation (1) is replaced by the truncated network ˜ ∈ Ω, ˜ where Ω ˜ denotes the truncated state space state X ˜ = {x ∈ Ω | d · gj (x) ≤ Cj , ∀j ∈ J }. Ω The insensitivity [5] and truncation principles [2] apply for this product form network, and for the truncated system the state probabilities of the network differ ˜ = P ˜ π(x). The state probabilities only by the normalization constant G(Ω) x∈Ω of the truncated system are therefore ˜ = x) = π ˜ (x) = P (X
 
 π(x) ˜ , for x ∈ Ω. ˜ G(Ω)
 
 When the capacity on the links is finite, blocking occurs. Due to Poisson arrivals, the call blocking probability is equal to the time blocking probability of the system. A call in traffic class (u, i) is blocked if there is not enough capacity in the network to set up the connection. Note that, once the channel is active on all links belonging to the route Ru of user population u, no extra capacity ˜ ˜u,i ⊂ Ω is required for a new connection. Let us define another truncated set Ω with a tighter capacity restriction for links with channel i idle,   ˜u,i = {x ∈ Ω | d · gj (x) ⊕ (ei 1j∈R ) ≤ Cj , ∀j ∈ J }, Ω u where ei is the I-dimensional vector consisting of only zeroes except for a one in the ith component and 1j∈Ru is the indicator function equal to one for j ∈ Ru and zero otherwise. This set defines the states where blocking does not occur when user u requests a connection to channel i. The call blocking probability bci for traffic class (u, i) is thus, ˜ ˜ ∈Ω ˜u,i ) = 1 − G(Ωu,i ) . bcu,i = 1 − P (X ˜ G(Ω)
 
 (3)
 
 This approach requires calculating two sets of state probabilities: the set of non-blocking states appearing in the numerator and the set of allowed states appearing in the denominator of equation (3). A multicast network is a tree-type network, and much of the theory in calculating blocking probabilities in hierarchical multiservice access networks [8] can be used to formulate the end-to-end call blocking probability in a multicast network as well. 2.4
 
 The Algorithm
 
 As in the case of access networks, the blocking probability can be calculated by recursively convolving the state probabilities of individual links from the
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 leaf links to the origin link. At each step, the state probabilities are truncated according to the capacity restriction of the link. In order to calculate the denominator of equation (3), let us define a new subset S˜j of set S, S˜j = {y ∈ S | d · y ≤ Cj }, for j ∈ J . The corresponding truncation operator acting on any distribution f is
 
 Let
 
 Tj f (y) =
 
 (4)
 
 Qj (yj ) = P (Yj = yj ; Yk ∈ S˜k , ∀k ∈ Mj ), for yj ∈ S.
 
 (5)
 
 It follows that the Qj (y)’s can be calculated recursively,  , if j ∈ U  Tj πO j (y) Qj (y) = Tj [ Qk ](y) , otherwise.  k∈Nj
 
 Note that, if the capacity constraint of link j ∈ Mj is relaxed, then the branches terminating at link j are independent, and the jointly requested channel state can be obtained by the OR-convolution. The effect of the finite capacity Cj of link j is then just the truncation of the distribution to the states for which the requested capacity is no more than Cj . ˜ needed to calculate the blocking probability in equation The state sum G(Ω) (3) is equal to X ˜ = QJ (y), G(Ω) y∈S
 
 where QJ is the probability (5) related to the common link j = J. Similarly for the numerator of equation (3), let S˜ju,i ⊂ S˜j be defined as the set of states on link j that do not prevent user u from connecting to multicast channel i. In other words   S˜ju,i = {y ∈ S | d · y ⊕ (ei 1j∈Ru ) ≤ Cj }, for j ∈ J . The truncation operator is then Tju,i f (y) = f (y)1y∈S˜u,i j
 
 (6)
 
 The non-blocking probability of link j is ˜u,i Qu,i j (yj ) = P (Yj = yj ; Yk ∈ Sk , ∀k ∈ Mj ), for yj ∈ S. Similarly, as above, it follows that  u,i , if j ∈ U  Tj πO j (y) u,i u,i (y) = Qu,i Qk ](y) , otherwise. j  Tj [ k∈Nj
 
 (7)
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 The state sum in the numerator of equation (3) is then X u,i ˜u,i ) = QJ (y), G(Ω y∈S
 
 where Qu,i J is the probability (7) related to the common link j = J. The blocking probability in equation (3) is therefore P bcu,i
 
 y∈S =1− P
 
 y∈S
 
 Qu,i J (y) QJ (y)
 
 .
 
 (8)
 
 The complexity of the algorithm increases exponentially with the number of channels, as the number of states in the distributions to be convolved is 2I . Therefore the use of RLA as a computationally simpler method is studied. Single Finite Capacity Link. The single link model by Karvo et al. [3] is a special case of the network model presented. In a network, with all but one link with infinite capacity, and thus only one user population u that experiences blocking (bcu,i = bci ), it follows that equation (8) transforms into equation (17) in [3]. PC bci
 
 =
 
 =
 
 =
 
 j=C−di +1 πj PC j=0 πj
 
 (1 − pi )
 
 PC
 
 j=0
 
 (xi =0)
 
 PC (1 − pi ) j=C−di +1 πj (i) = PC PC−d (i) (i) (1 − pi ) j=0 πj + pi j=0 i πj
 
 (i)
 
 πj +
 
 PC
 
 (i) j=C−di +1 πj PC PC (i) pi ( j=0 πj − j=C−di +1
 
 (1 − pi )
 
 (i)
 
 πj )
 
 (1 − pi )Bic Bic = , c c 1 − pi + pi (1 − Bi ) (1 − Bi )(eai − 1) + 1 (xi =0)
 
 where πj is the link occupancy distribution for an infinite system, πj
 
 is the (i)
 
 link occupancy distribution restricted to the states with channel i off, and πj is the link occupancy distribution of a system with channel i removed using the same notation as in [3].
 
 3
 
 Comparisons Between the Exact Model and RLA
 
 The calculation of end-to-end call blocking probabilities for multicast networks was done approximately using the RLA-algorithm in [4], where the details of this well-known algorithm in the case of multicast networks are given. The exact algorithm derived in the previous section allows us to study the accuracy of RLA. To this end, we consider the example network depicted in figure 2. Due to symmetry, the five different user populations reduce to two distinctly different
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 Fig. 2. Network used to compare exact results with results given by the RLAalgorithm.
 
 user populations and hence routes. The capacities of each link are also depicted in the figure. The links are numbered in the following way. The leaf link of user one has u, j = 1, the leaf link of user two has u, j = 2, the middle link has j = 3, and the common link has j = 4. Comparisons were made between the exact solution and the RLA-algorithm. The number of channels offered is eight. Each channel requires one unit of capacity. The common link in the network has a capacity of seven units. All other links have a capacity of six units. The end-to-end call blocking probabilities are calculated for the least used channel using a truncated geometric distribution for the channel preference αi =
 
 p(1 − p)i−1 I
 
 1 − (1 − p)
 
 ,
 
 with parameter p = 0.2. The mean holding time is the same for all channels, 1/µ = 1. In addition, the arrival intensity is the same for both user populations, λu = λ and consequently, the traffic intensity a = λ/µ is the same for both user populations. The results are given in table 1. The comparison was also done for multiservice traffic, where the capacity requirement is one for odd channels and two for even channel numbers. The capacity of the common link was eleven units and those of the other links were nine units. The results are given in table 2. The results confirm the comparisons made in [4]. RLA-algorithm yields blocking probabilities of the same magnitude as the exact method. As a rule, RLA gives larger blocking values for both routes. For route 2, RLA gives good results. Table 1. Call blocking probabilities for the network in figure 2.
 
 a 1.0 1.1 1.2 1.3 1.4 1.5 2.0
 
 Route1 (u = 1) Exact RLA error 0.0056 0.0064 14 % 0.0084 0.0098 17 % 0.0121 0.0141 17 % 0.0166 0.0195 17 % 0.0220 0.0260 18 % 0.0282 0.0336 19 % 0.0715 0.0868 21 %
 
 Route2 (u = 2) Exact RLA error 0.0027 0.0028 4 % 0.0041 0.0044 7 % 0.0060 0.0064 8 % 0.0083 0.0090 8 % 0.0112 0.0121 8 % 0.0146 0.0157 8 % 0.0382 0.0416 9 %
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 Table 2. Call blocking probabilities for the network in figure 2, with capacity requirements codd = 1 and ceven = 2. Channel 7 8 7 8 7 8 7 8
 
 a 1.0 1.0 1.3 1.3 1.5 1.5 2.0 2.0
 
 Route1 (u = 1) Exact RLA error 0.0051 0.0058 14 % 0.0127 0.0139 9 % 0.0138 0.0162 17 % 0.0318 0.0355 12 % 0.0226 0.0268 19 % 0.0499 0.0566 13 % 0.0536 0.0645 20 % 0.1101 0.1276 16 %
 
 Route2 (u = 2) Exact RLA error 0.0019 0.0022 16 % 0.0028 0.0029 4 % 0.0058 0.0068 17 % 0.0086 0.0092 7 % 0.0100 0.0118 18 % 0.0151 0.0162 7 % 0.0255 0.0299 17 % 0.0400 0.0431 8 %
 
 This is because the route is very short, and the assumption of independence between the links is not violated severely.
 
 4
 
 Including Background Traffic
 
 The networks considered until now were assumed to transfer only multicast traffic. The model can, however, be extended to cover networks with mixed traffic. In this case, the network transfers, in addition to multicast traffic, nonmulticast traffic that is assumed independent on each link. The distribution does not depend on the multicast traffic in the link and the traffic in the other links. The non-multicast traffic in link j is assumed to be Poisson with a traffic intensity Aj . The capacity requirement is equal to one unit of capacity. The link occupancy distribution of the non-multicast traffic in a link with infinite capacity is thus, z (Aj ) −Aj e qj (z) = . z! The inclusion of non-multicast traffic affects only the truncation step of the algorithm presented in section 2.4. The state probabilities are defined as in section 2. The state probabilities of the link states that require more capacity than available on the link are set to zero as before. However, the state probabilities of the states that satisfy the capacity restriction of the link are altered, as the available capacity on the link depends on the amount of non-multicast traffic on the link. Another way of describing the relationship between the two different types of traffic, is to consider them as two traffic classes in a two dimensional link occupancy state space as is shown in figure 3. The traffic classes are independent of each other. The capacity of the link is the linear constraint of this state space. We notice that the marginal distribution of the capacity occupancy of the multicast traffic is weighted by the sums over the columns of the occupancy probabilities of the background traffic. If the multicast traffic occupies c = d · yj units of capacity, and the link capacity is Cj , then possible non-multicast traffic
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 Fig. 3. Shaping of the marginal distribution of the capacity occupancy when background traffic is included in the model.
 
 states on the link are those with z ≤ Cj − c, where z is the number of nonmulticast calls. Therefore, the truncation functions presented in equations (4) and (6) must be replaced by the operators Tˆj f (y) =
 
 Cj −d·y
 
 X z=0
 
 qj (z)f (y), and Tˆju,i f (y) =
 
 Cj −d·(y⊕(ei 1j∈Ru ))
 
 X
 
 qj (z)f (y)
 
 z=0
 
 The algorithm differs therefore only by the truncation function used,  , if j ∈ U  Tˆj πO j (y) ˆ j (y) = Tˆ [ ˆ Q Qk ](y) , otherwise.  j k∈Nj
 
  u,i , if j ∈ U  Tˆj πO j (y) u,i ˆ ˆ u,i ](y) , otherwise. Qj (y) = Tˆju,i [ Q k  k∈Nj
 
 The call blocking probability in equation (3) is again obtained by two series of convolutions and truncations from the leaf links to the common link J. The end-to-end call blocking probability of the network is P ˆ u,i (y) Q ˆbc = 1 − Py∈S J . u,i ˆ y∈S QJ (y) 4.1
 
 Numerical Results
 
 The end-to-end call blocking probability was calculated using the same network as in section 3, figure 2. The intensity of the non-multicast traffic was set to Aj = 0.1 for all links. Table 3 shows the end-to-end call blocking probability for a network with only multicast traffic and for a network transferring multicast and
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 non-multicast traffic. Table 4 shows the end-to-end call blocking probabilities when the multicast traffic requires double the capacity compared to the nonmulticast traffic. The intensity of non-multicast traffic stays the same, as the intensity of the multicast traffic increases. Clearly, the blocking probabilities are affected less, as the intensity of the multicast traffic increases. This can also be seen by studying the relative change in blocking probabilities shown in tables 3 and 4. The effect of the non-multicast traffic to the blocking probability is of the same magnitude on both routes. From table 3 we see that an inclusion of unicast traffic with one tenth the intensity a = 1.0 of the multicast traffic almost doubles the blocking probability. From table 1 the blocking probability increases by a factor of 1.5, when the traffic intensity a is increased from 1.0 to 1.1. These two cases are not equivalent as the background traffic is assumed independent of the multicast traffic, but give a good reference to the effect background traffic has on end-toend blocking probabilities. Table 3. End-to-end blocking probabilities for the network in figure 2 with background traffic and multicast traffic. a 1.0 1.2 1.4 2.0
 
 Multicast 0.0056 0.0121 0.0220 0.0715
 
 Route1 (u = 1) Background Rel. change 0.0109 1.95 0.0206 1.70 0.0341 1.55 0.0927 1.30
 
 Multicast 0.0027 0.0060 0.0112 0.0382
 
 Route2 (u = 2) Background Rel. change 0.0053 1.96 0.0105 1.75 0.0177 1.58 0.0501 1.31
 
 Table 4. End-to-end blocking probabilities for the network in figure 2 with background traffic requiring one unit and multicast traffic requiring two units of capacity.
 
 a 1.0 1.2 1.4 2.0
 
 5
 
 Multicast 0.0056 0.0121 0.0220 0.0715
 
 Route1 (u = 1) Background Rel. change 0.01 1.79 0.0195 1.61 0.0328 1.49 0.0914 1.28
 
 Multicast 0.0027 0.0060 0.0112 0.0382
 
 Route2 (u = 2) Background Rel. change 0.0049 1.81 0.0099 1.65 0.0171 1.53 0.0495 1.30
 
 Conclusions
 
 The paper presented a new algorithm for exactly calculating end-to-end blocking probabilities in tree-structured multicast networks. The algorithm is based on the well-known algorithm for calculating blocking probabilities in hierarchical multiservice access networks. The multicast traffic characteristics were taken into account in the convolution step of the algorithm, using the new OR-convolution.
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 Calculating the exact solution for the end-to-end call blocking probability, however, becomes infeasible as the number of channels increases. In contrast to ordinary access networks, the aggregate one dimensional link occupancy description is not sufficient, since in the multicast network it is essential to do all calculations in the link state space, with 2I states. This is due to the resource sharing property of multicast traffic, namely the capacity in use on a link increases only if a channel is requested when the channel is idle. The use of RLA was studied, as the complexity of the RLA-algorithm does not depend critically on the number of channels in the network. RLA method used in [4], however, gives larger blocking probabilities. Even for small networks, the errors are around 15 %. The network model and the algorithm for calculating call blocking probabilities were further broadened to include background traffic in addition to multicast traffic. We leave for further research the study of new approximation methods for calculating end-to-end call blocking probabilities. Fast implementation of the exact algorithm presented should also be investigated. At present, the model also assumes an infinite user population behind each leaf link. The model can be generalized to allow a finite user population behind a leaf link and is a subject for further study.
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 Abstract. For the end-to-end call blocking probability computation in multi-rate loss networks the so called reduced load approximation under link independence assumption is often used, because it allows derivation of analytical results. However, its accuracy and extendibility to multirouting or multicasting networks (like the B-ISDN) is seldom studied. This paper proposes new analytical methods for approximating the call blocking probabilities for alternative routing and point-to-multipoint connections. The results are derived for different cases and techniques and further generalised for Whitt’s summation bound.
 
 1
 
 Introduction
 
 The exact (or good approximate) and fast calculation of end-to-end blocking probabilities in modern telecommunication networks is important, because it is the primary measure of the grade of service the network provides to its users [1,2,3,4]. In broadband integrated services digital networks (B-ISDN), where calls of different service classes are routed between two or more different points, the traditional methods, elaborated for single-rate circuit switched (telephone) networks are no longer adequate. The most frequently used originator-destination (OD) pair blocking evaluation technique is the reduced load (RL) approximation. It assumes link independence: the links of a multihop route block independently from each other, i.e., the events “link i blocks” and “link j blocks” are independent of each other, even if both links are of the same route. This assumption is luring, because it allows the calculation of route blocking probabilities by means of product forms [5,6]. The reduced load approximation determines the route blocking probabilities using blocking probabilities of those links which are along that route [7]. The validity of the link independence assumption has been studied by Roberts, Dziong, Pi´ oro, Blaabjerg and others, and a number of valuable results exist [7,8,9]. The RL approximation has been generalised for the multi-rate case where the traffic sources generate the load at different (bps) rates [7]. Unfortunately, G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 287–298, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 very few results consider its generalisation to multiroute cases (where a set of routes is offered to each OD pair). Furthermore, to our knowledge it is not discussed how they can be applied to multicast routing - an important routing method, where each connection can be built up between more than two or three users and is expected to be in wide use in future multiservice networks. The obtained results were published in [10,11]. In Section 2 we present analytical methods for determining link and path blocking probabilities for multi-rate case. Then we generalise these results for tree blocking probabilities in case of multicasting, and for OD-pair blocking probabilities in case of multirouting (Alternative Routing (AR) only).
 
 2
 
 Blocking Probability Evaluation Methods
 
 A route r is a subset of the set of those logical links that belong to the same logical network. In principle, it can be taken as an arbitrary subset but here they will be simple paths connecting OD (Origin-Destination) pairs and trees connecting a subset of all nodes. By convention, each route carries only calls of a single traffic class m. That is, if several traffic classes are to be carried, they are represented by parallel routes. The incidence of routes, links and traffic types is expressed by the indicator variables  1 when route r uses link j and carries traffic type m (1) Amjr = 0 otherwise Amjr is not to be interpreted as the amount of bandwidth that route r requires on link j. For that purpose we use other variables: dmj will denote the amount of bandwidth (capacity) that a call belonging to traffic type m requires on link j. By this notation we implicitly assume that all routes that carry traffic of type m require the same amount of bandwidth on link j. Since the bandwidth requirement is associated with the traffic type, this is not seen as a restriction. On the other hand, we allow the bandwidth requirement of calls on a given route to vary along the links of the route. In fact, this is needed if the concept of effective or equivalent bandwidth (see e.g., [12]) is adopted and the involved links have different capacities. Let νr be the offered traffic to route r. Let ν(v,p,m) be the aggregated offered traffic of class m to node pair p in virtual network v. Then the traffic carried over route r can be expressed as λr = νr (1 − Lr )
 
 (2)
 
 where Lr is the end-to-end route blocking probability for traffic on route r. Clearly, this route blocking probability is defined as the probability of the event that at least one link is blocked along the route. For traditional single-rate networks it is known that alternative routing (AR) offers some advantages compared to either simple load sharing or fixed routing. The model presented here can quite easily be extended to either sequential or
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 dynamic alternative routing, at least if the overflow traffic is approximated by Poisson traffic. This approximation is justified in the case where only a minor amount of traffic overflows. Therefore the approximation for Dynamic AR (DAR) will be more accurate in general then for Sequential AR (SAR), since DAR decreases the overflow by dynamically changing the primary route. The call blocking probabilities can be considered at different levels: – – – –
 
 link blocking, route blocking, tree blocking, and OD pair (end-to-end) blocking
 
 The call blocking probabilities Lr can for a loss network operating under fixed routing receiving Bernoulli-Poisson-Pascal traffic, in principle be found since such a network obeys a product form solution [13]. However, the numerical complexity is prohibitively high for networks of reasonable sizes, and in practice approximations need to be applied. Here we shall apply two related techniques which both give the route blocking probabilities whenever the blocking probabilities on individual links are known. Furthermore, we approximate OD pair blocking probabilities for multirouting techniques based on the blocking probabilities of routes of the considered OD pair.
 
 3
 
 Link Blockings
 
 The analytical blocking probability evaluation for routes, trees and OD-pairs are based on evaluation of link blocking probabilities. Here we assume Complete Sharing, where the traffic of different connections belonging to different traffic classes share the common resources. These methods can simply be generalised for case of Complete Partitioning, Trunk Reservation and other resource sharing/partitioning techniques. The natural choice for evaluating link-blocking probabilities in a multi-rate network would have been to apply the multi-dimensional Erlang formula, which is very accurate. However, increasing the number of different traffic classes the state-space grows exponentially. Therefore, the projection of this multidimensional state-space to a one-dimensional state-space is preferred. Consider link j of capacity Cj in isolation receiving traffic from the routes going through link j. With νm,j being the total call arrival rate from traffic class m on link j, with dm,j being the bandwidth demand of calls from class m, if the holding time as before is assumed equal to 1 for all traffic classes, then the occupancy distribution of link j is found from the Kaufman-Roberts recursion formula (also called stochastic Knapsack) which states (see, e.g., [14]) npj,n =
 
 X m
 
 νm,j dm,j pj,n−dm,j and
 
 Cj X n=0
 
 pj,n = 1
 
 (3)
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 where pj,n is the probability of n occupied bandwidth units (circuits) on link j. The blocking probability for traffic class m can now be found as Bmj =
 
 Cj X
 
 pj,n
 
 (4)
 
 n=Cj −dm +1
 
 For optimisation of large networks, this formula is too complex. The complexity originates from two facts. First the underlying Markov process is multidimensional, and there exists no simple relationship between the blocking probabilities of the individual traffic classes enabling a computation of all the blocking probabilities by just computing the blocking of a single traffic class (e.g., the most narrow one). Secondly, it is a recursive formula and this implies that the complexity increases with increasing capacities of the links. As a somewhat simpler but in many cases still quite accurate formula, the Pascal approximation can be used. Here, the mean and variance of the occupied bandwidth in case of infinite capacity links is found and a negative binomial (Pascal) distribution with same mean and variance is used, as an approximation of the occupancy distribution. By the usual truncation and by applying (4) with pj,n found from the Pascal approximation the individual blocking probabilities can be found. See, e.g., [15] and [16] for further details. Even though the Pascal approximation is simpler it is also burdened with increasing complexity in increasing capacities. For high capacity networks where both these formulae become too complicated a simple Gaussian approximation as used and explained in [17] can be useful. Finally, based on the behavior of the blocking probabilities in the limiting regime [18] where offered traffic and link capacities tend to infinity by the same speed, a very simple approximation could be (1 − Bm,j ) ≈ (1 − B1,j )(dm,j /d1,j )
 
 (5)
 
 i.e., a call requiring a factor of d more bandwidth units than the most narrow call has a blocking probability as if it was set up as d sequential narrow band calls. For the case where the fraction between the biggest and smallest bandwidth demand is not far from 1 this approximation can be applicable. However as this fraction increases the accuracy deteriorates.
 
 4 4.1
 
 Route Blockings Reduced Load and Link Independence
 
 The first method to be presented is the classical reduced load and link independence assumption, see, e.g., [18] and [16]. Here blocking of individual links is assumed to take place independently of other link blockings and the load offered to link j consists not of the total load offered but only the traffic not blocked at other links. To be more precise let Bm,j denote the blocking probability of
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 traffic class m on link j, and let Em,j (ρ1 , .., ρM ; Cj ) be the blocking function which gives the blocking probability of traffic class m on link j when the offered class m bandwidth demand on link j is ρm and link capacity is Cj . Then Bmj = Emj (ρ1j , .., ρM j ; Cj ) for all m and j λr = νr (1 − Lr ) where (1 − Lr ) = ρmj = dmj
 
 X
 
 Y
 
 (1 − Bmk )Amkr
 
 (6) (7)
 
 m,k
 
 (1 − Bmj )−1 λr Amjr = dmj νm,j for all m and j
 
 (8)
 
 r
 
 where Lr is the end-to-end blocking probability for traffic on route r, λr is the carried traffic on route r and νm,j is the offered class m traffic to link j under the reduced load approximation. Clearly, this route blocking probability is defined as the probability of the event that at least one link is blocked along the route. As seen from (7) then the route blocking probability on any route is easily derived when the link blocking probabilities Bmk are known, and they are given as a solution to (6), (7) and (8). By Brouwer’s fixed point theorem a solution is known to exist but unfortunately, in the multi-rate case multiple solutions cannot in general be ruled out. 4.2
 
 Whitt’s Summation Bound
 
 The idea to the second method originates from a result valid for single slot circuit switched networks proved by Whitt in [19]. The result of Whitt (Theorem 1 and Corollary 1.2 in [19]) states that in a single rate loss network operating under fixed routing and receiving Poissonian is upper bounded by the sum traffic, the exact route blocking probability Lexact r of the link blocking probabilities on the links j which route r passes, i.e., X ˜j ≤ (9) Lexact B r j∈r
 
 ˜j is the (single class) blocking probability on link j under the assumption where B that all traffic offered to the routes passing through link j is also offered P to link j, i.e., not blocked at other links, i.e., the traffic offered to link j is r νr Ajr (the traffic class index m is omitted). The main advantage of the generalised Whitt’s summation bound is that the difficult solution of the fixed point equations can be avoided, and if the network is only moderately loaded the accuracy can still be sufficient. However, the higher the load is, the larger are the inaccuracies. This method can easily be generalised for multirate networks: X ˜ml Amlr B Lexact ≤ (10) r m,l
 
 ˜ml stands for the blocking probability of traffic of class m over link l where B evaluated without any load reduction.
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 Multicast Tree Blockings
 
 Multicasting plays increasingly important role in ATM and IP networks [20]. 5.1
 
 Reduced Load and Link Independence
 
 The classical reduced load approximation under link independence assumption can be generalised for approximating the connection-blocking probabilities of point-to-multipoint connections (multicast trees) in both single- and multi-rate loss networks. In modern networks point-to-multipoint connections are increasingly often required. Denote that all multipoint-to-multipoint connections can be built up from point-to-multipoint connections. For example for K nodes a multipointto-multipoint connection can be built up as K one-point to (K − 1)-point connections. It is much more efficient to use point-to-multipoint trees (Steiner-tree problem) where the information is duplicated (or multiplayed) only in the treebranching points instead of using direct point-to-point connections. In this case the total resource requirement can be significantly reduced. The blocking probability for establishing a point-to-multipoint connection can be approximated in analogous way to that one presented in Section 4. The point-to-multipoint connection is considered blocked if more then k among K end-nodes can not be connected where k < K. This case is called k-reliable multicast. When k = K the multicast is called fully reliable. Approximations for connection blocking probabilities will be given, first for fully reliable multicast, then for the k-reliable case. D4
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 Fig. 1. Dependence of Link and Tree Blocking Probabilities
 
 Fig. 2. Dependence of Link, Route and OD-pair Blocking Probabilities
 
 The formulation is as follows: The events of call-blocking on individual links used by the multicast tree are assumed to take place independently and the load offered to link j is assumed to
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 consists not of the total load offered but only the proportion of traffic not blocked by other links. To be more precise let Bm,j denote the blocking probability of traffic class m on link j, and let Em,j (ρ1 , .., ρM ; Cj ) be the blocking function which gives the blocking probability of traffic class m on link j when the offered class m bandwidth demand on link j is ρm and link capacity is Cj . Then Bmj = Emj (ρ1j , .., ρM j ; Cj ) for all m and j Y (1 − Bml )Amlt λt = νt (1 − Lt ) where (1 − Lt ) = ρmj = dmj
 
 X
 
 (11) (12)
 
 m,l
 
 (1 − Bmj )−1 λt Amjt = dmj νm,j for all m and j
 
 (13)
 
 t
 
 where νm,j is the offered class m traffic to link j under the reduced load approximation. Denote that instead of routes r we calculate all values for multicast trees t. To obtain the point-to-multipoint connection blocking probabilities we should use the above formula but for all links the multicast tree t consists of. Y Lexact ≈1− (1 − Bml )Amlt (14) t m,l
 
 The link blocking probabilities Bml are given as a solution to (11), (12) and (13) and can be obtained by, e.g., repeated substitution. This approach can be further generalised for multipoint-to-multipoint connections in analogous way. Furthermore, formula for k − 1 reliable multicast can be derived as follows: Y Y X Lexact ≈ 1 − (1 − Bml )Amlt − Bmj (1 − Bml )Amlt (15) t m,l
 
 ∀j⊃D
 
 ∀l∈t\j
 
 where ∀j ⊃ D stands for all those links which connect the leave nodes to the multicast tree. By counting the number of nodes accessible via link j in the multicast tree, weight wj can be assigned to links j. Then, blocking dependence for a k−reliable multicast can also be determined, where k = (K − 2), (K − 3), . . . , 1 and K is the number of end-points of the multicast tree. (k) ≈ 1 − Lexact t
 
 X ∀p∈{0,1}N where
 
 U
 
 N Y pq wj  value, i.e., while ∃o ∈ O, Bo When this routing strategy is applied in a network the convergence of the approximation is slower than that for SAR because of iterations needed, but the accuracy is better, since the overflow traffic is minimised. It should be mentioned, that approximation (22) is equivalent to assuming, that after an unsuccessful first attempt one retrial is allowed only, which always leads to success. According to DAR1 technique frequency of choosing a route r
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 among Ro alternatives is proportional to the probability that route r will not block the call, i.e., to 1 − Lr . Assuming that after an unsuccessful first attempt k − 1 retrials are allowed (k trials in total), where k < |Ro |, approximation (23) can be written as:
 
 Bo(i) (k) =
 
 X ∀j1 ∈Ro
 
 
 
  1 − Lj1 P Lj1  ∀l1 ∈Ro (1 − Ll1 ) X
 
 ... 
 
 X ∀j2 ∈Ro \j1
 
 P
 
 ∀jk ∈Ro \{j1 ,j2 ,...,j(k−1) }
 
 1 − Lj2 Lj2 . . . ∀l2 ∈Ro \j1 (1 − Ll2 )  
 
 P
 
 1 − Ljk
 
 ∀lk ∈Ro \{j1 ,j2 ,...,j(k−1) } (1
 
 − Llk )
 
 Ljk  . . . (24)
 
 (i)
 
 It can be easily shown, that Bo (k) is equal to (23) for k = |Ro |. For the case of DAR2 the first trial will have the same probability as described for DAR1, but the second trial will be distributed between available (not yet tried) alternative paths with equal probabilities. For DAR2 when k < |Ro |, approximation (24) can be written as:
 
 Bo(i) (k) =
 
 X
 
 
 
 X 1 − Lj1 1 Lj1  Lj . . . (1 − L ) |R | −1 2 l o 1 ∀l1 ∈Ro ∀j1 ∈Ro ∀j2 ∈Ro \j1    X 1 ...  Lj  . . . |Ro | − k + 1 k P
 
 (25)
 
 ∀jk ∈Ro \{j1 ,j2 ,...,j(k−1) } (i)
 
 For DAR2 it can be also easily shown, that Bo (k) is equal to (23) for k = |Ro |.
 
 7
 
 Conclusion and Future Work
 
 In this paper we have proposed new approximations for analytical evaluation of call blocking probabilities for some alternative routing techniques with different number of alternatives and retrials, as well as for full- to k-reliable multicast connections. The latter is generalised for multipoint-to-multipoint connections. The obtained results are supported by simulation results. We have shown, that the fixed routing with point-to-point connections and with no retrial is a special case of our problem, and our formula is than reduced to the reduced load approximation with link independence assumption. The importance of these results lies in the fact that in modern telecommunication networks the number of links is much smaller than the number of routes. For network operators, link blocking values are often available and in case of reconfiguration the fast and simple route and OD pair blocking calculations can be performed.
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 Abstract. The point-to-multipoint ABR service is a very important service in ATM networks. Recently, several researchers have studied the issues on multicast ABR services and have proposed a family of consolidation algorithms. All of the previous proposed algorithms have some drawbacks such as slow response, high consolidation noise and high implementation complexity etc. Hence, we propose a new efficient consolidation algorithm which overcomes all such drawbacks. We also recognize that in point-to-multipoint ATM n etworks, there is a possibility that the branch points will adopt different consolidation algorithms. We, therefore, investigate the interoperability issue and the impact of using different types of consolidation algorithm at the upper and lower stream branch points and show that the branch points with different consolidation algorithms can work interoperably. It is concluded from the simulation results that in order to avoid the consolidation noise and get a faster response in the network the most upper st ream branch point (the nearest one to the source) has to be implemented with a high accuracy consolidation algorithm and the lower stream branch point(s) should be implemented with a fast response consolidation algorithm. Moreover, using our proposed consolidation algorithm, fast response, low consolidation noise and low implementation complexity are achieved.
 
 1
 
 Introduction
 
 The control of ABR service in ATM network is inherently closed loop [1]. The sources send the data at the rate specified by the feedback received from the networks or destinations. There have been many rate-based congestion control schemes proposed ranging from a single bit congestion indicator [2] to explicit rate feedback to the source [3]. All of these schemes were proposed for point-topoint ABR service. In an explicit rate-based control scheme the source generates G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 299–310, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 the Resource Management cells (RM) to the destination. We called these cells as forward RM cells (FRM). The destination used this RM cells to feedback to the source an Explicit Rate (ER) indicating an available bandwidth on the bottlenecked path connecting to it. These RM cells are called backward RM cells (BRM). The source is controlled to a minimum rate between the rate specified in BRM cell and the preset value at the source. In ATM point-to-multipoint connections, the major concern at a branch point is how to consolidate the BRM cells from destinations to the source. The branch point that wait for the BRM cells from all destinations in the multicast tree will introduce a slow response or a consolidation delay. On the other hand, if the branch point consolidates some or even a single BRM cell from the destinations and then returns to the source. This make it has a fast response but will lead to a consolidation noise because the returned BRM cell contains incomplete congestion information for some downstre am branches. Hence, the challenge of designing rate-based control algorithm in ABR point-to-multipoint communications is how to meet the different requirements requested from multiple destinations i.e. a fast response, a low consolidation noise etc. with the least expenses of an accuracy and complexity. In part of this paper, we proposed a new efficient consolidation algorithm. The algorithm offers a faster response, less consolidation noise, better link utilization and less complexity. The details of the a lgorithm will be explained in Section 3. There were several papers proposing the consolidation algorithm. The consolidation algorithm can be roughly categorized into two types the slow response with low noise and the fast response with high noise. To our best knowledge, there is no paper about interoperability issue in point-to-multipoint ABR services has been presented. We are aware that there is a possibility that the branch points will adopt different consolidation algorithm. Consequently, in this paper we investigate the inter-operability issue and the impact of of using different types of consolidation algorithm at the upper and lower stream branch points. The organization of this paper is as follows. In Section 2, we review previously proposed related works. Our proposed consolidation algorithm is described in Section 3. Simulation results and discussions of the proposed algorithm and the interoperability issue are presented in Section 4. The paper’s conclusions are drawn in the Section 5.
 
 2
 
 Related Works
 
 There are several consolidation algorithms proposed in the previous works [4][11]. A Minimum Explicit Rate (MER) register and MCI and MNI flags are widely used in the previously proposed algorithms. MER is used to temporarily store the minimum of the ER’s values among those indicated by the BRM cells received from the branches and the ER calculated locally at the branch point. As mentioned earlier, we can categorize the consolidation algorithm into two types. 1. The wait-for-all consolidation algorithm. The algorithm has been proposed in [6]. In addition to MER, MCI and MNI, the algorithm requires two more counters: Number of BRMrecevied and Number of Branches. Num-
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 ber of BRMreceived counts the number of branches from which BRM cells have been received at a branch point(after the last BRM was sent by the branch point)and Number of Branches stores the number of branches of a point-tomultipoint at this branch point. A branch point waits for BRM cell from all branch. When the value of this two counters get equal then the branch point returns a BRM cell with the completed congestion information to its upstream node (or source) whenever it receives a first FRM cell after completely consolidating the BRM cells. This algorithm has a slow response but does not introduce a consolidation noise. 2. The not wait-for-all consolidation algorithm. The algorithms have been proposed in [5]. The basic idea of these algorithms is that a branch point calculates ER, CI and NI value according to its local congestion level, updates MER, MCI and MNI and returns a BRM cell to its upstream node whenever it receives a FRM cell. This makes the branch point feedbacks the congestion information faster than the first type, however, because of lack of the complete congestion information the consolidation noise is quite high. There are some proposed algorithms to achieve a fast response with low consolidation noise [9]. The main idea is the branch point has to wait for all BRM cells from all branches like the algorithm proposed in [6]. If there is an overloaded condition say, the rate in current BRM cell is much less than last BRM cell, exists at the branch point. The algorithm can detect this phenomena and a branch point immediately feedbacks the BRM cell with the low ER value to the source to avoid data overflow. The branch point will send the BRM back again when BRM cell from all branches have been arrived. With this approach, we notice that the branch point seems in-active during waiting for all BRM cells. Hence, this will slow down the branch point’s response. Moreover, if there is more available bandwidth, for example, from the off period of VBR traffic during this interval. This bandwidth can not be utilized by the network resulting in lower network utilization.
 
 3
 
 Selective BRM Feedback Consolidation Algorithm
 
 In this section, an efficient consolidation algorithm is presented. We have learnt from the previously proposed papers that if the branch point does not wait for all BRM cells it will introduce the noise. On the other hand, the response is very slow if we wait for all. Based on the fact that the branch point has to send the least ER value among all BRM cells from its branches to the source. We, hence, design a consolidation algorithm called Selective BRM Feedback (SBF) that feedbacks the BRM cell to the source selectively. The branch point does not wait for all BRM cells but selects the BRM cell which contains the least ER value to send to the source. The SBF is designed to achieve a fast response, low consolidation noise and low complexity. It uses 3 registers at the branch point. A MER register is used for storing the ER value, a Branch number register is used for storing the number of branch from which the branch point receives the BRM cell and a Balance RM is used for controlling the BRM to FRM ratio to
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 be 1. The algorithm can take care of overload condition in downstream branches and can utilize, during the transient state, the available bandwidth, especially left from the VBR source in the network, without consolidation noise. It is also insensitive to the number of branches and branch point level in the network. The algorithm works as follows. Upon the receipt of the BRM cell, the branch point checks the branch number and the ER value. If the branch number is different from the current branch number stored in Branch number register and the received ER value is less than the current ER value stored in MER register, the MER and Branch number are updated to the new values. Otherwise, the received BRM cell is discarded. In case BRM cell comes from the same branch number stored in the Branch number register, the branch point always updates the ER value in MER, no matter it is more or less with respect to the previous one. Thus, these registers always preserve the latest congestion information in the downstream branches. From the above explanation, alternatively, we can show in four cases. Case 1: if (ER from BRM < MER and Branch Number = j) → Update MER and Branch Number Case 2: if (ER from BRM > MER and Branch Number = j) → Update MER and Branch Number Case 3: if (ER from BRM < MER and Branch Number 6= j) → Update MER and Branch Number Case 4: if (ER from BRM > MER and Branch Number 6= j) → Not update MER and Branch Number
 
 We can see that in case 1 and case 3 (ER from BRM < MER) the MER is always updated. This is designed to feedback the lower value of ER from BRM quickly to the source. This technique statistically reduce the waiting time of the branch point i.e. if the branch that has the lowest ER is located nearest to the branch point, the branch point has not to wait for consolidating BRM from all branches. In case 2, where the value of ER from BRM is larger than MER and the Branch Number is equal to j. The branch point is also send the updated ER to source. This is our intention to let the branch point to has feature that can utilize the bandwidth left in this lowest branch. For example, if this branch share the bandwidth with the VBR traffic and in this epoch the VBR traffic is active. Hence, the traffic available for ABR service in this branch is the traffic that left from VBR. For the next epoch (normally equal to the Average Interval (AI) time in ERICA), if the VBR traffic is off. The available bandwidth for ABR is increased and branch point can recognize this change and feedback to the source to increase its rate. For case 4, the branch point discards the BRM cell because branch number j being the branch that can support the lowest rate (has the least bandwidth). The branch point will be suffered from the buffer overflow if we update the MER with the ER from BRM from the branches that has a higher rate. With this approach, the branch point is updated by the BRM cell from the most congested branch and sends it back to the source promptly without waiting for all BRM cells from all branches (that some of them might be non-responsive). The salient features of SBF are a fast response of branch point while a low consolidation noise condition is preserved. In addition, it has a low
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 Upon the receipt of forward RM(ER, CI, NI) cell: 1. Multicast this RM cell to all participating branches 2. Let Balance_RM = Balance_RM + 1 Upon the receipt of backward RM(ER, CI, NI) cell from branch j: IF (ER from BRM_MER or Branch_number == j) THEN IF (ER from BRM == MER && Balance_RM object defines a particular session. RSV P HOP object carries the IP address of the RSVP-capable node that sends this message. A typical RSVP message looks like < RSV P M sg >::=< Header >< Object1 >< Object2 > · · · .
 
 As shown in Fig. 2, a successful RSVP setup involves at least the exchange of two RSVP messages between a sender and a receiver, a Path message from the sender to the receiver to provide path information to all RSVP-capable routers, and a Resv message from the receiver to the sender to reserve network resources. Path and Resv messages are in the form of < P athM sg/ResvM sg >::=< Header >< Session >< RSV P HOP > · · · .
 
 Sender
 
 R1
 
 RSVP Path message
 
 R2
 
 R3
 
 RSVP Resv message
 
 R4
 
 R#
 
 Receiver
 
 RSVP-capable router
 
 Fig. 2. Resource reservation process
 
 Suppose the sender in Fig. 2 wants to reserve resource to the receiver for its data flow, it sends a Path message < P athM sg >::=< Header >< RAddr, P ID, DstP ort >< SAddr > · · · ,
 
 where RAddr and SAddr are IP addresses of the receiver and the sender, respectively. When RSVP-capable router R1 receives this Path message, it – caches path information carried by the Path message, and – sends out another Path message < P athM sg >::=< Header >< RAddr, P ID, DstP ort >< R1Addr > · · ·
 
 to the next router. The Path message is only used to carry RSVP path information to all routers along the data path. No resources are reserved at this stage. Once the receiver gets the Path message, it starts the reservation by replying with a Resv message < ResvM sg >::=< Header >< RAddr, P ID, DstP ort >< RAddr > · · ·
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 to the sender. According to the pre-cached path information in those routers, this Resv message follows exactly the reverse path of the Path message. When R4 receives the Resv message, it reserves resources in itself accordingly and sends another Resv message to the next hop. After the Resv message is processed by all routers and the sender, resource reservation completes.
 
 3
 
 Indirect RSVP
 
 Unlike the current IP network in which a host must have a fixed network interface in order to keep its ongoing IP connections alive, CMIP enables an MH to roam within the network while maintaining its IP layer connection so that any ongoing communication will not be interrupted. However, as illustrated in Section 3.1, RSVP over CMIP fails because of tunneling inherent in MIP. This deficiency can be rectified by isolating the tunnel and implementing RSVP over the tunnel separate from the rest of the return path. We refer to this mode of RSVP as Indirect RSVP (IRSVP). The operation of IRSVP is described in Section 3.3. 3.1
 
 RSVP over CMIP
 
 Since RSVP is a simplex protocol and CMIP has two routing schemes, several cases need to be studied separately as shown in Table 1. Table 1. RSVP over CMIP operation cases Packet direction MH → CH MH ← CH Triangle routing Case 1 Case 2 Optimized routing Case 3 Case 4
 
 – Case 1 : As shown in Fig. 3(a), to reserve resources from the MH to the CH, the MH sends RSVP Path message to the CH in the form of < P athM sg >::=< Header >< CHAddr, P ID, DstP ort >< M HHomeAddr >,
 
 in which < CHAddr, P ID, DstP ort > is the desired RSVP session. As mentioned before, this Path message is sent out as a raw IP packet with protocol ID 46. The intermediate RSVP-capable routers process the Path message accordingly. Upon receiving the Path message, the CH starts resource reservation by sending an RSVP Resv message < ResvM sg >::=< Header >< CHAddr, P ID, DstP ort >< CHAddr > · · · .
 
 Then a proper route as shown in Fig. 3(b) is reserved when the MH receives the Resv message. Data flows follow exactly the reserved route. Therefore, RSVP works well in Case 1.
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 Fig. 3. RSVP over MIP: Case 1
 
 – Case 2 : Figure 4(a) shows RSVP signaling in Case 2 in which the CH is the sender. The Path message sent by the CH, < P athM sg >::=< Header >< M HHomeAddr, P ID, DstP ort >< CHAddr >,
 
 can arrive at the HA properly. However, according to MIP, when the HA intercepts any packet destined to an MH, it encapsulates the packet in another IP packet with protocol ID 4 (reserved for IP encapsulation) and forwards it to the MH. The intermediate routers between the HA and FA identify RSVP Path message by checking whether the protocol ID is 46. As a result, these encapsulated Path messages are invisible to those routers so that no RSVP path informations are cached. In any case, this Path message can still arrive at the MH. The FA will be able to cache RSVP path information after decapsulation, but the previous RSVP HOP is the HA. The MH responds to the Path message with an RSVP Resv message. Upon the FA’s receiving of the Resv message, an RSVP route is reserved from the FA to the MH. Since the FA will send Resv message to the HA according to the path information cached, no route is reserved from the HA to the FA, but the route from the CH to the HA is still reserved. The tunnel seems like a non-RSVP cloud. RSVP fails to operate over the MIP tunnel in this case as shown in Fig. 4(b).
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 – Case 3 — Case 3 operates the same way as Case 1 since packets are routed the same way from MH to the CH no matter whether triangle or optimized routing scheme is used. – Case 4 — Similar RSVP signaling for Case 2 happens to Case 4. RSVP fails to reserve resources from the CH to the FA as shown in Fig. 5.
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 Fig. 5. RSVP over CMIP: Case 4
 
 In summary, RSVP works well in a CMIP environment to reserve network resources from the MH to the CH, but it fails in the opposite direction since the presence of the MIP tunnel makes RSVP Path message invisible to routers along the tunnel. 3.2
 
 Mobility Impact
 
 Mobility is another factor that degrades packet delivery performance in a CMIP network. When an MH moves to another BS/FA, it triggers the following events: – hard handoff : The hard handoff involves the physical and data link layer connections to be established. Any upper layer communication cannot start until the connections are established. – registration and address update: Once the MH detects that it has moved, it obtains a new care-of address, and starts an MIP registration by sending out registration request and waiting for registration reply. If optimized routing is used, care-of address in all possible CHs also need to be updated. Any IP layer communication cannot start until the above processes complete. – RSVP route update: Although RSVP supports automatic adaptive route change, it takes time to update the new route. The worst case happens when there is address changes. Since RSVP session is identified by the triple: DstAddr, P ID and P ortN um, any address change will cause packets not to be recognized by RSVP-capable routers any more. Therefore, any address change results in the entire RSVP route being torn down and re-reserved, which will greatly degrade QoS of realtime traffic. On the other hand, any new scheme can benefit from
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 1. reducing the handoff or registration rate, or both, 2. accelerating the registration and address update processes, and 3. introducing fast RSVP route update scheme. The proposed IRSVP scheme improves packets delivery performance by taking advantage of item 1 and 3. The rest of this subsection discusses the proposed registration rate reduction scheme, while the next subsection describes the operation of the IRSVP scheme. Although it is straight-forward in a CMIP network to construct FAs at BSs where wireless and wireline links conjunct, it endures high MIP registration rate because whenever handoff occurs, registration takes place, that registration rate equals handoff rate. In the proposed Virtual Cluster Cellular Mobile IP (VCCMIP), MSCs act as FAs. All MHs associated with the same MSC are configured as one subnetwork, which includes several BSs. Handoff happens when the MH moves out of the service area covered by its current serving MSC. Therefore, registration happens at a much lower rate than handoff. The actual registration rate depends on the number of BSs controlled by an MSC, and the MH’s mobility pattern. 3.3
 
 Operation of Indirect RSVP
 
 In IRSVP, the end-to-end RSVP connection is composed of two RSVP segments, a major RSVP connection excluding the MIP tunnel and an assistant RSVP connection through the tunnel. This section will focus on Case 2 only because a similar approach can be implemented for Case 4. As shown in Fig. 6(a), when an RSVP-capable HA receives a Path message from a CH, it 1. first encapsulates the Path message and forwards it to the MH to perform the major RSVP reservation, 2. then sends out a new RSVP Path message to the FA to start an assistant RSVP setup. This Path message is sent without encapsulation in the form of < P athM sg >::=< Header >< F AAddr, P ID, DstP ort >< HAAddr > · · · .
 
 P ID and the DstP ort are copied from the major RSVP Path message, while it changes the session by replacing the M HAddr with the F AAddr. The other fields of the Path message are set accordingly. 3. The HA also creates a session binding < M HHomeAddr, P ID, DstP ort >−→< F AAddr, P ID, DstP ort > so that the major RSVP session will be mapped to the assistant RSVP session. When the FA receives the major and assistant Path messages, it 1. caches RSVP path information according to the major Path messages, 2. forwards the decapsulated major Path messages to the MH,
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 3. replies to the assistant Path messages with a Resv messages in the form of < ResvM sg >::=< Header >< F AAddr, P ID, DstP ort >< F AAddr > · · · .
 
 to reserve resources in the assistant RSVP segment, and 4. creates another session binding < F AAddr, P ID, DstP ort >−→ < M HHomeAddr, P ID, DstP ort > so that the assistant RSVP session will be mapped back to the major RSVP session. When the HA intercepts any RSVP session related data packets, it does not use IP encapsulation to route those packets. The HA simply changes the original destination IP address, which is the MH’s home address, to the FA’s IP address. This makes it possible for the intermediate routers along the tunnel to recognize RSVP sessions. In this way, the end-to-end RSVP connection is achieved by combining two separate RSVP connections with proper session mapping, as shown in Fig. 6(b).
 
 4 4.1
 
 Simulation and Discussion Mobility Model
 
 For simulation simplicity, assume a wireless service area is tilted by square cells. Each virtual cluster is composed of N radio cells. The MH mobility pattern is modeled as a Markov chain. Every T seconds, the test MH either stays with the same BS with probability Psame , or hands off to adjacent BSs with probability Pother , and Psame + Pother = 1, It is further assumed that if handoff happens, the MH is equally likely to hand off to any of the four adjacent cells. The MH registers its new care-of address with its HA only when it moves out of its current MSC service region. The network cost metrics used in the simulation for the performance evaluation are given in Table 2. Most of them are cited from [6] and [7].
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 Table 2. Network cost metrics Description Cell size Average speed of MHs RSVP Path message process time RSVP Resv message process time Session mapping access time Tunneling and detunneling time Average Internet packet delay per hop Average wireless link delay To generate a control message Agent advertisement period RSVP Path and Resv message update period
 
 4.2
 
 Value 800 m 60km/h 3ms 5ms 3ms 7ms 20ms 40ms 5ms 50ms 30s
 
 Simulation Results
 
 1. Registration rate — Figure 7 shows the registration rates in the CMIP and the proposed VCCMIP schemes when one MSC controls 4, 9 and 16 BSs. It is observed that there is significant registration rate drop in VCCMIP, which benefits realtime traffic. 2. Overall RSVP signaling cost — Figure 8 shows the overall RSVP signaling cost for RSVP-CMIP and the proposed IRSVP-VCCMIP schemes. The signaling cost is measured by the processing time needed to maintain an RSVP connection, which indicates the signaling complexity of the scheme. The time to generate control message, to process RSVP Path and Resv messages, and to access session mappings are considered in the simulation. Although it can be seen that the IRSVP scheme endures higher signaling cost because of the extra signaling cost associated with the assistant RSVP connection, the cost is still relatively small. 3. Percentage RSVP active time — Figure 9 shows the RSVP connection active percentage, which is defined as the percentage of time that the RSVP connection is alive, i.e., capable of transmitting packets. In the simulation, there are seven hops from the CH to the HA, from the HA to the FA, and two hops from the FA to the MH. It is worth to indicate that the IRSVP scheme greatly increases the RSVP active percentage, especially in a highly mobile environment (small Psame ). 4. Average packet loss rate — Figure 10 shows the packet loss rate vs. the RSVP Path message update period. Although short update periods brings low loss rates, it will sharply increase RSVP signaling cost. It is observed that IRSVP achieves much lower loss rate than RSVP. By comparing the two figures, it is also seen that low registration rate is important to obtain good performance.
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 Conclusion
 
 Since the RSVP-CMIP scheme fails to operate through the MIP tunnel and RSVP performance is greatly degraded in the presence of high registration rates, an IRSVP-VCCMIP scheme is proposed to address these problems. Analyses and simulation results show that the proposed scheme can increase RSVP performance in terms of packet loss and RSVP connection active percentage, while sustains an increase in signaling time. IRSVP performance may be further improved if a proper scheme is introduced in future work to accelerate the registration process, especially in the cellular network. Acknowledgments This work has been supported by the Natural Sciences and Engineering Research Council (NSERC) of Canada under grant No. RGPIN7779.
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 Abstract. One of the most challenging applications for high speed broadband networks is VBR video-conference and movies. Markovian models are a flexible tool to characterize a wide set of multimedia sources, including VBR video traffic. Specifically, these models are efficiently used for the description of a single video source. Nevertheless, teletraffic studies with superposed markovian sources have a computational complexity that grows exponentially with the increase of the number of the sources and this reduces the usefulness of these models in such an environment. The problem of characterizing the traffic generated by N superposed independent sources is addressed in the paper. Specifically, in the paper we define an aggregation method for the description of this kind of traffic. The state space of our aggregate model strictly depends on the required level of accuracy. Furthermore, we can decide a-priori the complexity of the aggregate model as function of the precision we want the model to have.
 
 1 Introduction One of the most interesting and emerging application is Variable Bit-Rate (VBR) video. This application is characterized by both a complex traffic profile and stringent QoS requirements (low packet-loss rate and low transmission delays). To efficiently provide the QoS required by these kind of applications, a very accurate video traffic model is needed. For this reason the modeling of VBR video sources has recently received significant attention. Since MPEG coding algorithms are becoming the standards for VBR video coding [2], in this paper we will model VBR video sources as MPEG sources. The model has been proposed, utilized and validated for describing VBR video sources, coded by an MPEG coder. At the present, there is currently not a widely accepted model and three types of models have been proposed for VBR sources: autoregressive models ([12], [14]), Markov chain based models ([4], [13]) and models which capture properties of selfsimilarity and long-range dependence [7]. Although Markov chains do not have long-
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 range dependence as self-similar models, in [10] it is shown that VBR video sources are adequately modeled by a Markov chain as long-range dependence is not a crucial property in the teletraffic studies of interest. Furthermore, Markov models have been shown to provide an adequate traffic characterization for statistical multiplexing studies. Therefore in this paper we assume the use of Markov chains to predict the statistical properties of VBR video sources. In this work, we start from a markovian characterization of a single source. Then we present and validate a method for the construction of a Markov chain describing the traffic generated by a set of superposed i.i.d. sources. We first show an exact (k) (k) ( k) model for the description of the traffic generated by Hk = H1 , H 2 ,... , H N su-
 
 [
 
 ]
 
 perposed sources, which consists of the simple overlap of N single-source traffic models. In this paper we propose an approximate aggregate model to characterize the traffic generated by N superposed sources..Specifically, we develop, by using the single-source model, a multiple-source model based on the aggregation of the output traffic of N superposed video sources. The aggregate model accomplishes a balance between the complexity and the accuracy level the model will have. Later on, we give a comparison between this aggregate approach and the exact one by measuring the basic statistics such as mean bit rate, standard deviation, distribution and autocorrelation function.
 
 2 Markovian Modeling of VBR Video Sources The aim of this work is to find a suitable characterization of the video traffic generated by N independent and identical sources. Analog video signals are digitized and compressed before being transmitted over communication networks. Current compression techniques usually yield VBR video traffic. In this model the process {H k | k ≥ 0} describes the total amount of bits generated by a VBR source in a time unit. To avoid unnecessary complexity (in the state space of {H k | k ≥ 0}), the bit rate
 
 information is quantized into a number M of levels, and the quantization levels are defined in a uniform way: the possible bit rate per time unit H k is included in a range delimited by a minimum value l and a maximum value u ; the quantization levels are obtained by dividing the range u − l per M . The transition probabilities P{H k | H k−1} are computed through a movie trace and occur every time unit. The structure of the resulting Markov transition matrix is tridiagonal, or block tridiagonal [1], and this structure attests the clustering of bit rates within a scene, while the number of states in the model indicates the range of scene types. Furthermore, transition probabilities are concentrated on the diagonal (0.95) that indicates a long sojourn time in a single state and a high value of correlation, which are typical characteristics of markovian chains in the modeling of VBR video sources [4]..The steady state probabilities for the bit rate H, with a value of M equal to 7, are shown in Figure 1.
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 States Fig. 1: Density of the steady state probability This is a general model and one of its most practical utilization is the characterization of sources coded according to an MPEG encoder. An MPEG encoder produces a pattern that is periodically repeated. This pattern is referred to as GOP (group of picture) and it often made up of 12 frames. Previous studies [4] show that this singlesource model is able to capture the properties of a VBR source such as steady-state probabilities and basic statistics. The auto-correlation of the GOP sequences generated by the model has a very slow decay. In the following, we use this single-source markovian model to design a model for the characterization of N superposed i.i.d. sources.
 
 2.1 Exact Model We recall that the system we aim to describe consists of N i.i.d. sources, that is we have N traffic flows, each of them generated according to the same distribution and in an independent way. The straightforward way to describe the N sources is to compute a transition probability matrix obtained from the Kronecker product of the N single-source Markov chains. The final matrix should contain the union of all possible states in which the N sources can pass. Let N be the number of sources, each of them is described by its proper bit rate per time unit Hk (k = 1,.. ., N ) . For a N -source system, if we choose to quantize the bit rate Hk in M levels then the state space of the resulting Markov chain consists of possible states. In this paper to produce numerical results we assume M = 7 . The exact model describes the N video-sources system by representing the characteristics of each source in isolation, but the state space of the Markov chain increases exponentially with the number of sources, because of the Kronecker product.
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 The dimension of the transition probability matrix ( 7 N × 7N ) makes this approach useless when the number of sources grows. When we have i.i.d. sources the complexity of the aggregate source is lower then that obtained via the Kronecker product as state which are simple permutation can be merged together. In this paper we propose an alternative characterization method that further reduces the state complexity. In the following, we refer to the Kronecker-product model as exact model to distinguish it from the model we propose to solve the complexity problem. Our methodology is based on the definition of an aggregate model as expressed in the next section. 2.2 Aggregate Model In the existing literature, several methods have been proposed in order to reduce the complexity of stochastic models. Among them, we focus on aggregation techniques where the original system model is replaced with a reduced model which mimics the behaviour of the original one [5]. According to this method we aim to characterize the system by having a single stochastic aggregation process able to exhibit the same behaviour as several i.i.d. stochastic processes. The aggregate process is flow equivalent to the N superposed i.i.d. processes [11], that is at any time unit the traffic arrival rate of the aggregate process is the same than the one of the N processes together, but it requires less information with respect to the exact one. Starting from the real system, whose space state consists of all the possible N (k) (k) ( k) tuples Hk = H1 , H 2 ,... , H N , we aim to design an aggregate model whose states
 
 [
 
 ]
 
 are obtained by grouping together N -tuples that are equivalent from both the total bit rate and their future evolution standpoint. Specifically, if two N -tuples (i) ( j) (i) (i) ( j) ( j) Hi = H1 , H2 ,... , H N and H j = H1 , H2 ,.. ., H N represent two states of the
 
 [
 
 ]
 
 [
 
 ]
 
 real system where the N sources i) generate the same total bit rate per time unit and ii) follow the same probabilistic evolution, then we want to collect these N -tuples in the same state of the aggregate model. Thus, while the state space of the exact model consists of 7 N × 7N states, the aggregate model will have a reduced number of states and the dimension of the aggregate model state space depends on the level of approximation and the computational cost we want to have. To summarise, the basic idea of the aggregate model is to group original states together taking into account the total bit rate and the evolution of the N -tuples in system. However, while it is easy to understand how to estimate the total bit rate corresponding to an N -tuple, it is not straightforward to define the rule which assesses the evolution of an N -tuple in the system. 2.3 Maintaining the Autocorrelation of the System To better explain why it is important to group together states with the same evolution in the system, let us see an example.
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 Let us assume to group together in a single aggregate state the states (k) (k) ( k) Hk = [H1 , H 2 ,... , H N ] of the real system characterized by the same values of
 
 Dq , where Dq is the quantized value of Dk and. N
 
 Dk =
 
 ∑H
 
 (k) j
 
 j=1
 
 ; N for each state Hk in the aggregate state characterized by Dq .
 
 [
 
 It is evident that all the states Hk = H1 , H 2 ,... , H N (k)
 
 (k)
 
 ( k)
 
 ] with the same value of
 
 Dq , are very similar from the traffic flow standpoint because they generate approximately the same total bit-rate at each time-unit (the approximation is due to the quan(k) (k) ( k) tization of Dk ). Anyway, some of the N-tuples Hk = H1 , H 2 ,... , H N belonging
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 Fig. 2. Autocorrelation in the Exact Model (part a) vs Aggregate Model (part b)
 
 [
 
 We want to show now that if N -tuples Hk = H1 , H 2 ,... , H N (k)
 
 ( k)
 
 (k)
 
 ] are collected in an
 
 aggregate state only according to their total bit rate, then, when evolving, the aggregate state can generate a trajectory that is not compatible with the real system and that does not maintain its autocorrelation . For example, let a system be composed by 4 sources and let Di be quantized in 7 levels and suppose to adopt the uniform quantization strategy, as for Hk . Then, according to the aggregation and to the uniform quantization processes, the N -tuples [6600] and [3333] collapse into the aggregate state corresponding to Dq = 3 . These two N -tuples, corresponding to two states of the real system, are equivalent as far as the traffic flow, because they generate the same amount of traffic, but they are different as far as their trajectories. In fact, the sources in the N -tuple [3333] will probably pass in different states at the following transition step, by comparison with what will happen to the sources in the N -tuple
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 [6600]. This misconduct of the aggregate model can bring the model to a loss of autocorrelation because we merge states which should have different evolution to the same aggregate state, and this aggregation leads not to maintain the real correlation of the original system. Conversely, if we study the autocorrelation of the aggregate system when grouping together states like the two N -tuples [6600] and [3333], which are similar from the bit rate standpoint but different from the evolution standpoint, we have a very evident loss of correlation, see Figure 2 (part b). Thus, we can assert that this aggregate model is not able to maintain the autocorrelation in the system.
 
 2.4 Distance Between States In order to keep the autocorrelation as close as possible to the one of the real system, we want to group together only states that are equivalent from both the aspects we analyzed: traffic, i.e. rate per time unit, and autocorrelation. The ideal situation is when an aggregate state only contains states which generate exactly the same total bit-rate per time unit and which evolve following the same trajectories at each transition step. What we need first is a method able to estimate the similarity of two states in term of their evolution. After that, we only need to group together similar states. The basic idea is to identify a parameter able to capture this states’ similarity. Since Dq well describes the traffic behaviour we only add a new coefficient, called ε , which estimates the level of “precision” in term of ability of the model in capturing the similarity among states. An aggregate state in the new model is thus designated by the variable D q ε . In order to give a better explanation of this concept we will give some
 
 { }
 
 definitions. In the following, we will use “ N -tuple” at the same place as “state”, and with “similar” we mean the similarity among states in term of similar trajectory in the system evolution. (k) (k) ( k) Definition 1. A state Hk = H1 , H 2 ,... , H N is called a permutation of another
 
 [
 
 H j = [H , H ,.. ., H ( j) 1
 
 state ( j) 1
 
 ( j) 2
 
 ( j) 2
 
 ( j) N
 
 ]
 
 ]
 
 when
 
 the
 
 values
 
 H1(k) , H2(k) ,. .., H (kN )
 
 and
 
 ( j) N
 
 H , H , ..., H are exactly the same and only differ for the order in the two N tuples respectively. For example, the N -tuple [1262] is a permutation of [6221]. (k) (k) ( k) Definition 2. An N -tuple Hk = H1 , H 2 ,... , H N is called to be in a lexicographic
 
 [
 
 (k) i
 
 ]
 
 order if the values H are not increasing when the value of i increases. For example, the lexicographic order of the N -tuple [1262] is [6221]. Hk = H1(k) , H (2k) ,... , H (k) N -tuples Given two Definition 3. N
 
 [
 
 [
 
 H j = H , H ,.. ., H ( j) 1
 
 ( j) 2
 
 ( j) N
 
 ]
 
 ] in lexicographic order, then the distance d(H , H ) k
 
 N
 
 tween the two N -tuples is defined as: d(H k , H j ) = ∑ Hi(k) − H i( j) . i=1
 
 j
 
 and be-
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 For example, the distance between the two N -tuple [6221] and [4440] is equal to 7. Lemma 1 The distance between two N -tuples Hk and H j which are permutation between each other is d(H k , H j ) = 0 . For example, the distance between the two N -tuple [6221] and [1262] is equal to 0. The demonstration of this Lemma is straightforward if we first rearrange the two N-tuples in a lexicographic order. Lemma 2 Two states Hk and H j whose distance is d(H k , H j ) = 0 are equivalent from the evolution in the system standpoint. The demonstration of this lemma is straightforward because all of the N sources are i.i.d. . It’s worth noting that there is no difference both in term of generated traffic and in term of their probabilistic evolution between two N-tuples which are permutation one each other. Definition 4. Two states Hk and H j are defined similar when their distance is
 
 d(H k , H j ) = 0 It is now possible to define the key idea that underlines our aggregation methodology. The methodology aims to define each aggregate state I by collecting states H j with equivalent bit rate per time unit and with a distance d(H k , H j ) , with any other Hk in I , as low as possible. If this happens, we maintain the autocorrelation of the system because we group together states which are very similar from the evolution standpoint. Definition 5 Let I be an aggregate state, which groups together N -tuples Hk . We define ε as an estimation of the maximum possible distance d(H k , H j ) between each pair of states in I :
 
 {
 
 }
 
 ε = max d ( Hk , H j ) , ∀ H k , H j ∈ I
 
 (1)
 
 ε varies in the range [0 , N ⋅( M −1)] , where M is the number of quantization levels and N is the number of sources. According to this definition we can design an aggregate model with a target level of precision, which is at least ε , and where a state is function of ε and Dq . In Table 1 we show a tradeoff between the complexity of the state space of the aggregate model and the precision obtained by varying the value of ε and using the case study introduced in Section 2.3.2, i.e. 4 sources and 7 levels of quantization. The state space dimension for the exact model is 2401 states which reduces to 210 states by simply gouping permutations.
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 In the following we present the procedure that implements the aggregation mechanism, and then we propose an example of an aggregate model. Procedure of the aggregation process, for a given value of ε :
 
 [
 
 (k) (k) ( k) 1) For each possible state Hk = H1 , H 2 ,... , H N
 
 ] calculate the quantized value
 
 Dq ; 2) By grouping together all states Hk with the same value of Dq create M subsets
 
 I of states; For each subset I do: 3) rearrange each N -tuple Hk in lexicographic order;
 
 [
 
 ]
 
 (k) (k) ( k) 4) for each Hk = H1 , H 2 ,... , H N in lexicographic order, calculate the correN
 
 sponding decimal representation dec = ∑ Hi ⋅10
 
 N −i
 
 ;
 
 i =1
 
 5) Order each N-tuple Hk in increasing order with respect to dec ; 6) Aggregate according to the value of ε : 6.1) for each N-tuple in I calculate d(H i , Hi+1 ) and
 
 do
 
 d s = ∑ d (Hi , Hi+1 ) while d s ≤ ε ; i
 
 j
 
 6.2) Let j be the index by which d = ∑ d(H , H ) > ε , then group tos i i+1 i= x
 
 gether all states from Hx to H j , j = x , and d s = 0 ; 6.3) goto 6 Let M be the number of quantization levels of Dk ,the mean bit rate per time unit
 
 [
 
 ]
 
 (k) (k) ( k) generated by a state Hk = H1 , H 2 ,... , H N (as defined in Section 2.3), and let N
 
 N
 
 be the number of sources. Then the number of states of the real system is M . Furthermore, we choose to quantize the value of Dk in a uniform quantization. By looking at the aggregation algorithm, it is easy to note that there are two different aggregation levels, see Figure 3. The first one is performed at the step 2 of the procedure where we create M subsets of the original state space, according to the quantized value of Dk . Hence, we obtain M aggregate states containing N -tuples characterized by the same value of Dq . Then, at the step 6, we perform the second level of the aggregation process. This level is worked out by keeping into
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 of the aggregation process. This level is worked out by keeping into consideration the precision and the complexity degree we want to obtain. Note that according to the computation of d s there are not any pair of N -tuples in I with a distance bigger than d s . Hence, we first establish a value of ε , i.e. the upper bound on the precision the model will offer, and then we perform a further aggregation: for each of the M subsets, we create a further number x of subsets. In all of these x subsets all of the N tuples have a maximum distance d s from any other N -tuple in the same subset equal to ε . It is worth noting that x could be different for each of the M subsets and in each of the x subsets the real maximum distance between N -tuples could be less than the target maximum value ε . Let i be the index that allows us to select one of the x subsets, then an aggregate state is represented by the pair Dq , i , where i = 0,.. , x − 1
 
 { }
 
 and Dq = 0,.., M − 1 . In the following we refer to this model as ε -based aggregate model. Examples of use of this model can be found in [6].
 
 Table 1. Complexity vs. precision in the aggregate model Precision level ε Number of aggregate states
 
 0 210
 
 1 136
 
 2 106
 
 4 66
 
 8 43
 
 12 32
 
 20 20
 
 Table 1 displays the state space dimension of the aggregate model for each level of precision ε . Of course the maximum degree of precision is reached when ε = 0 , because we only group together permutations of states identical from the evolution and the traffic standpoint, but, in this case, we obviously get the highest number of states. Nevertheless, if we want to have a model with the lowest complexity (low number of states) we will aggregate states according to an high value of ε .
 
 3 Autocorrelation Study in the Aggregate Model To check if the aggregate model well captures the autocorrelation we plot the autocorrelation function for a system with 4 sources and 7 uniform quantization levels. In the Figure 4, we plot the autocorrelation function related to the aggregate model obtained by varying the value of ε . It easy to note that when ε = 0 the autocorrelation strictly overlaps the one obtained with the exact model. Also when ε = 1 the autocorrelation is still well captured. Then we show the autocorrelation obtained by reducing the precision level, i.e. with ε = 7 , in order to see how the autocorrelation decreases when we introduce approximation in the model.
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 Aggregate Model
 
 Exact Model
 
 D1 D1
 
 {D 1 , i=0 } step 1 D2 step 2
 
 Same bit-rat e per time unit
 
 ε =τ
 
 DM
 
 [
 
 (k ) (k ) (k ) H k = H1 ,H 2 ,.. ., HN
 
 ] Fig. 3 Steps in the aggregation proces
 
 We can see that, even in this case, the aggregate model is able to well capture the autocorrelation function: the loss of correlation is quite low comparing with the gain in term of space state complexity, see Table 2 for the number of states in the aggregate model. For all the other precision levels, 1 < ε < 7 , the autocorrelation is slowly getting worst as the value of ε increases, but always stays over the line plotted for ε = 7 .Furthermore, to check the efficiency of the aggregate model in capturing the statistical behaviour of the real system, we show in the Table 2 the basic statistics. Results are obtained from a 1.000.000-steps long trace generated by the exact model and by the aggregate model. The statistics Mean, Variance, and coefficient of variation c correspond to the four sources. Table 2. Comparison between basic statistics in the Exact model and in the Aggregate model
 
 Exact Model number of states Mean Var c
 
 Aggregate Model
 
 ε =0
 
 ε =1
 
 ε =7
 
 2401
 
 210
 
 136
 
 46
 
 11.26367 5.94 0.21636
 
 11.31 6.2 0.22
 
 11.313 6.1335 0.219
 
 11.29 6.2 0.22
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 Autocorrelation
 
 Table 2 shows that the aggregate model is able to capture the basic statistics of the system independently from the complexity and the precision level we decide to have. That is, any value of ε we choose, the model we get well approximates the real system.
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 Fig. 4 Comparison between autocorrelation in the Exact model and in the Aggregate model
 
 4 Conclusions Modeling of superposed markovian sources is a difficult task due to state space complexity. In this paper, we have considered the modeling of N i.i.d. sources each characterized by the same Markov chain. We have showed a straightforward solution, exact model, consisting on the intersection of the N single Markov chains into one final Markov chain (obtained as the Kronecker product of the N single chains). The exact model is characterized by a state space which grows exponentially with the number of sources. To solve this problem we have proposed an alternative solution, aggregate model, whose key-point is the aggregation of the information of the original system, by providing a final Markov chain with a number of states lower than that of the exact model. Specifically, in the aggregate model we choose to describe the traffic flow generated by the system by using the information given by a pair of random variables Dq and ε which aims to aggregate together states similar from the amount of arrivals generated per time unit and their evolution in the system standpoint. The complexity of this approach does not depend on the number of sources but only depends on the level of precision required. A comparison between the exact model and the aggregate model have been carried out. The analysis of the basic statistics shows that the aggregate model is able to capture the characteristics of the traffic
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 generated by the superposed sources, by providing a very good fitting as regards the distribution figures, mean, standard deviation and the autocorrelation function. Furthermore a bound aggregation model has been proposed which gives an overestimation on the traffic generated by the sources, and which is suitable to design bandwidth allocation algorithm based on an upper bound rate rather than on the peak rate. Results demonstrate that in some particular video sources configuration the gain we get with a bound allocation is quite good.
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 Abstract. In this paper, we investigate fine timescale (sub-frame level) features in video MPEG2 traffic, and consider their effect on performance. Based on trace-driven simulations, we demonstrate that short time features can have substantial performance and engineering implications. Motivated partly by recent applications of multi-scaling analysis to modeling wide area TCP traffic, we propose a multi-fractal cascade as a parsimonious representation of sub-frame traffic fluctuations, and show that it can closely match queueing performance on these timescales. We outline an analytical method for estimating performance of traffic that is multifractal on fine time-scales and long-range dependent on coarse timescales.
 
 1
 
 Introduction
 
 VBR video traffic presents special challenges to the modeler. For one, it shows complex temporal structures with characteristic features on short (sub-frame), intermediate (1-100 frames) and long timescales (> 100 frames). Secondly, traffic characteristics can depend sensitively on the coding scheme (e.g., H.261, MPEG) as well as specific parameters employed in the coding (as with MPEG2). Third, the high bitrates, relative to the link speeds currently deployed in networks, imply that aggregation levels in networks are too low to permit second-order descriptions (e.g., variances, autoregressions) that are complete (in the sense that two aggregate video streams with the same second-order descriptions can induce very different performance). While there has been considerable research in this area (for a representative, but far from exhaustive list see [1,2,3,4]) a definitive characterization that is robust (applicable across all coding parameters and schemes), comprehensive (covering all timescales of engineering interest), and practical (parsimonious and tractable) is still lacking. In this paper we use MPEG2 video as representative of VBR video traffic, and consider one aspect in its modeling: traffic fluctuations at the slice, or the sub-frame level. Much of the prior literature (see [2,3]) is concerned with modeling fluctuations in video traffic at and above the frame level. In other words, the data sets analyzed consist of timeseries of byte or cell arrivals per frame and above. But as has been argued [1], performance can be very often determined G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 362–373, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 by fluctuations at the cell level, and as such, one would expect characterizations at the slice level to be more accurate than the frame level for many queueing scenarios. Typically, fine timescale features in traffic are less robust than coarse timescale fluctuations in that they can be readily modified through buffering or shaping, and are more sensitive to content, coding scheme and coding parameters. For this reason, our focus is on a structural methodology that can capture the full range of potential sub-frame characteristics. Our approach is partly motivated by recent developments in the modeling of data traffic. It is now generally accepted that sufficiently aggregated network data traffic exhibits self-similar scaling over a wide range of timescales [5,3]. The performance and traffic engineering implications of this property have been extensively explored (see for example [6]), and a Gaussian self-similar traffic model, Fractional Brownian Motion (FBM), has been proposed as a parsimonious and tractable model of packet traffic [7]. However, there are many networking scenarions where the conditions for validity of the FBM model do not hold: for example, with wide area TCP/IP traffic, and VBR video traffic. While it is inevitable that on the shortest time scales any packet traffic must be non-Gaussian and therefore non-FBM, the important feature in wide area TCP/IP and VBR video traffic is that, unlike earlier work on LAN traffic [6], this is found to have a significant impact on network performance [8]. Further, directly measured WAN traffic [9,10] as well as detailed simulations of TCP [11] have been claimed to show that there is a short time regime below the self-similar range over which there still exist compact representations for the traffic process: the self-similar or fractal characterization at longer timescales is generalized to a multifractal one. Such a representation is also found to be useful in understanding the queueing delays of WAN traffic, although alternative models can also be used [8]. It has been argued [9] that this complicated short time behavior is due to the manner in which TCP controls the load put by each individual source on the network. The fact that the transition between the short and long time behavior occurs at a timescale of the order of the round-trip time of a TCP segment lends support to this scenario. In this paper, we consider similar questions for the short-time structure of MPEG2 video data. Unlike the case for TCP/IP traffic, any such structure is intrinsic to the complex manner in which the data is encoded into frames and subdivided into slices (see [1]), rather than being generated by flow control mechanisms responding to network congestion. Thus the earlier work on TCP/IP traffic represents the case of a closed network, where feedback affects the offered load, while the video traffic studied in this paper is the complementary case of an open network. In this sense, the application of open loop, flow level models (such as FBM with multi-fractal extensions) may be even more appropriate for VBR video traffic than wide area TCP/IP traffic. The work in this paper firstly shows that for MPEG2 traffic there is a clear separation between a short time and long time regime occurring approximately at the time scale corresponding to a single frame. Secondly, the short time scale features are shown to affect performance substantially: this is demonstrated by
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 aggregating the video trace to the time scale separating the short time and long time regime, and interpolating down to finer timescales in various ways, including a multifractal cascade. The multifractal description is found to be adequate to describe the short time behavior. We also outline an analytical estimation procedure for the viable operating point for a network, if its traffic can be represented by a purely multi-fractal cascade on short timescales. Not surprisingly, we find that multi-fractal scaling exponents alone are not sufficient to describe the traffic: one needs to specify the magnitude of the fluctuations in (different moments of) the traffic. We fix these by assuming that the behavior at the transition from short to long timescales should ‘match on’ from both sides [12]. There is a large literature on the modeling of MPEG2 traffic given the importance of video in multimedia communications. These models take full recognition of the details of how various MPEG2 frames are generated and relate to each other. For example autoregressive models [4] use the correlation between the I, B and P frames and use a gamma function for a near fit to the variable components. We aim to show a different modeling approach that, while not explicitly modeling the workings of the frame generation, recognizes the qualitative impact of these mechanisms via the scaling within the resulting traffic. This idea is further elaborated in Sect. 3 where we show the match between the performance induced by traces of a queue fed by MPEG2 traffic, and a trace whose sub-frame characteristics are re-constructed by a multi-fractal model. The MPEG2 trace we study consists of 6 minutes of gymnastics at the 1996 Atlanta Olymics containing 280,000 time slices of duration 4/3 ms each, with a minimum, mean and maximum of 15, 815 and 5514 bytes per time slice respectively [13]. Traces of varying durations from other events at the Olympics were also investigated, and show the same essential features. While our primary focus in this paper are the traffic sensitive features within a single stream, it is understood that network traffic consists of (perhaps) limited aggregates of such individual streams. The rest of this paper is organized as follows: Sect. 2 provides a short background on mono-fractal and multi-fractal scaling, and characterizes the traffic, showing a transition point between short and long time scale behavior; Sect. 3 describes experiments, in which the measured trace is aggregated to this transition point, and then interpolated down to fine timescales in a variety of ways, with the simulated performance compared to that of the original; Sect. 4 considers queueing analysis to support capacity planning and admission control with multi-fractal based descriptions of the traffic; Sect. 5 summarizes our conclusions with suggestions for further work.
 
 2
 
 Characterization of Traffic
 
 Since this paper proposes a multi-fractal cascade as a promising approach to modeling fine timescale features in VBR video traffic, we first summarize some of the basic concepts associated with multi-fractals. Consider a traffic arrival
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 process A(0, t), and its associated increment process X∆ (i), defined by X∆ (i) = A((i − 1)∆, i∆) = A(0, i∆) − A(0, (i − 1)∆).
 
 (1)
 
 The basic scaling hypothesis is that the moments of the increment process behave as: X X∆ (i)q ∼ C(q)∆−τ (q) for ∆ → 0 (2) i
 
 where the premultiplier C(q) is a scale factor that does not depend on ∆. In practice, the scaling hypothesis can be said to be reasonable if the above behavior is satisfied over a range of timescales (for the processes considered in this paper, these would apply to the fine timescales). In general the structure function τ (q) as defined above, if it exists, will be decreasing and nonlinear in q. When τ (q) is linear in q, the scaling behavior is said to be mono-fractal. 20 ’q=0’ ’q=1’ ’q=2’ ’q=3’ ’q=4’ ’q=5’ ’q=6’ ’q=7’ ’q=8’
 
 10 0 -10 -20 -30 -40 -50 -60 -70 -80 0
 
 2
 
 4
 
 6
 
 8
 
 10
 
 12
 
 P
 
 q Fig. 1. ln i X∆ (i) plotted for various values of q as a function of ln ∆. Here X∆ (i) is the amount of traffic arriving in the time interval [(i − 1)∆, i∆), with ∆ measured in units of the time interval between slices (1/750 seconds).
 
 One of the standard techniques to generate multi-fractal scaling on fine timescales is the cascade construction. In the deterministic version of this approach, used later in this paper, a coarse timescale count over an interval is distributed over finer timescales by assigning a fraction p to the left half of the interval and a fraction 1−p to the right half, with the parameter p characterizing the cascade. The process is repeated a number of stages, and the resulting process is marked by extreme irregularity over a range of fine timescales. There are numerous variations on this cascade construction [9]. Note that at an abstract level, the cascade construction does mimic the encoding action below a video
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 frame: the cells that constitute a frame are encoded into blocks, macroblocks and slices [1] which has the effect of distributing these cells over a frame duration in a bursty, irregular fashion.P q (i) with ∆. There is a transition from a Figure 1 shows the scaling of i X∆ short time regime at approximately 40ms (or 30 slices which correspond to 3.5 in the logarithmic time axis in Fig. 1). Interestingly, this is the time duration of a frame, suggesting that the short time behavior is characteristic of how MPEG2 distributes data between slices within a single frame.1 6 ’tau_x’ 1-0.5*x 1-x log(0.6**x+0.4**x)/log(2) log(0.63**x+0.37**x)/log(2)
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 Fig. 2. The structure function, τ (q) plotted against q for the original video trace (MPEG2) and for deterministic multifractal cascade interpolations of an aggregated version of the traffic, with p = 0.64 (MFC 0.64) and p = 0.6 (MFC 0.6). The aggregation interval is 40ms. Linear τ (q)’s for FBM with H = 1.0 (FBM 1.0) and H = 0.5 (FBM 0.5) are also shown.
 
 In the short time scale regime, the curves in the log-log plot of Fig. 1 are all linear, although admittedly over a not very large range of ∆. The slopes of the straight lines fitted to the short time regime of the plots in Fig. 1 yield τ (q) for various values of q. Figure 2 shows a plot of τ (q) as a function of q obtained in this manner from Fig. 1, and is seen to be non-linear. By comparison, the familiar FBM arrival process can be said to exhibit mono-fractal scaling, when the fluctuations about the mean arrival rate (instead of the arrival rate itself) are considered: τ (q) (for non-negative even q) is equal to 1 − qH, where H is the Hurst parameter characterizing the FBM. Thus the evidence for multifractal behavior at short timescales is i) the linearity of the plots in Fig. 1 at short 1
 
 The same threshold value of 40msec was observed in several MPEG2 traces that are characterized by a frame rate of 25 f/s, showing the connection between the observed fine time scale regime and sub-frame characteristics.
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 timescales ii) the nonlinearity of the resultant τ (q) as a function of q, plotted in Fig. 2. Since the traffic in different slices within a single frame is by no means random and uncorrelated, we do not expect traffic aggregated to the transition point between short and long time scale behavior (the frame level) to be Gaussian. This is borne out in Fig. 3. Aggregating a sufficiently large number of sources would result in Gaussian marginals. 1200
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 Fig. 3. The marginals of the traffic aggregated to 40ms, showing that clear nonGaussian behavior exists even at this level. The unnormalized probabilities are plotted, with bin sizes of 1000 bytes. Higher levels of aggregation of course eventually yield Gaussian marginals.
 
 3
 
 Performance Analysis
 
 We now turn to the queueing behavior of the MPEG2 video traffic. Figure 4 shows a plot of average queue length in bytes vs. utilization for measured video traffic, obtained by running the trace through a simulated queue with capacity adjusted so that utilizations are varied from 10%-80%. Given that simulations are being done for a single video stream, a corresponding ATM networking scenario is: the VBR video stream is assigned to a single VC, and the capacity of the link corresponds to the bandwidth allocated to this VC in a per-VC queueing discipline. In most ATM switches, unallocated or unused capacity can also be used to serve this VC, so that the queueing backlogs studied here are upper bounds of the actual backlogs observed in a per-VC queueing system. The single stream simulation is also relevant for determining effective bandwidths, and for setting policing and shaping parameters. In this paper, the value of the single stream simulation is in identifying the statistical features of the traffic that determine performance. The average queue lengths increase sharply above 70%, and are significant even at the 50-60% utilization level. Interpreted as a per-VC
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 Fig. 4. Plot of the average queue length in bytes as a function of utilization for the measured video traffic (MPEG2), and various interpolations to an aggregated version thereof: i) a uniform interpolation (UNIFORM) of the aggregate traffic on time scales shorter than 40ms ii) all the traffic in any 40ms interval concentrated as a batch arrival (BATCH) and iii) a deterministic multifractal cascade (MFC 0.64) interpolation below 40ms, with p = 0.64.
 
 backlog, the corresponding maximum queue lengths (not shown) of ∼ 60kB lead to delays of 50 − −100ms, which is significant for MPEG2. In order to find out how much the distribution of traffic at the sub-frame level affects the queueing delays, we aggregate the traffic to the frame level, and then distribute all the bytes in a single frame uniformly between the slices. Figure 4 shows the mean queue length as a function of utilization for such a smoothed version of the data, demonstrating that the delays are significantly underestimated in this approximation. As an alternative worst-case approach, we concentrate all the traffic in a frame at the beginning of the frame. This approximation is complementary to the previous one: the sub-frame level fluctuations are now maximized, whereas they were set to zero previously. Figure 4 also shows the mean queue length as a function of utilization in this worst case approach. The delays are now considerably overestimated. We see that neither of these two interpolation schemes (used extensively in performance studies based on frame level measurements) works very well. While it is obvious that they should serve as lower and upper bounds to the actual performance, the wide gap between them shows the need for a realistic sub-frame description. In view of the results obtained in the previous section, it is not unreasonable to try a multi-fractal cascade interpolation. We consider the simplest deterministic multifractal cascade, where the traffic in any interval (starting from the highest level of aggregation, the frame level) is divided between the two halves of the interval with a fraction p always being apportioned to the
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 left half (and 1 − p to the right half). Here p is a free parameter, which was adjusted to best match the delay versus utilization curve. The optimal value of p thus obtained was p = 0.64. The resultant mean queue length versus utilization is also shown in Fig. 4, showing remarkable agreement with the result for the original unaggregated data. 4000
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 Fig. 5. Bytes per slice for (a) the original video traffic trace and (b) the original traffic aggregated to 40ms and then interpolated down using a deterministic multifractal cascade with p = 0.64. The level of irregularity in both plots is seen to be qualitatively the same.
 
 Note that a multi-fractal interpolation with p = 1 yields the batch construction and p = 0.5 the uniform interpolation in Fig. 4. As an independent test of the choice p = 0.64, Fig. 2 shows the plot of τ (q) as a function of q obtained for this interpolation. The curve compares reasonably to the τ (q) for the original measured data, although the best agreement is actually obtained with a slightly lower value of p = 0.6. Also, Fig. 5 shows that the typical variability of the original trace is reproduced in the interpolated version. It is pertinent to note that the MPEG coding scheme imposes cross-frame correlations in the traffic as well: I-frames, containing all the information in a frame occur at regular intervals, interspersed with the much more numerous P and B frames, which are much more compactly coded and therefore shorter. This is easy to see directly from Fig. 5, where the periodic structure of the high peaks (I-frame peaks) is apparent. Alternatively, this can be seen in the variance-time plot in Fig. 6, which clearly shows the three timescales mentioned at the beginning of this paper: i) the short time regime, which has been the focus of this paper ii) a very long time regime, where one obtains the long range dependence that seems ubiquitous for packet traffic (with a Hurst parameter H slightly greater than 0.6) and iii) an intermediate regime from roughly the frame level to the group of frames (GOF) level. The flat variance in this regime is because of anticorrelations between different frames in a GOF: a high information content I-frame is never followed by another I-frame. Note that there is no such intermediate time regime seen with TCP/IP traffic.
 
 370
 
 I. Saniee et al. 30 28 26 24
 
 ln(Variance)
 
 22 20 18 16 14 12 10 0
 
 2
 
 4
 
 6 ln(Scale)
 
 8
 
 10
 
 12
 
 Fig.  6. 2Log-log plot2 of the variance of the traffic arriving in an interval of size ∆, ln E(X∆ ) − E(X∆ ) , as a function of ln[∆], showing three different regimes. ∆ is measured in units of the time interval between slices (1/750 seconds).
 
 Since the interpolation schemes discussed in this paper work with frame-level aggregates, they preserve all the correlations or anticorrelations present at higher time scales without trying to model them. A more ambitious approach might be to work with traffic aggregated to the group of frames (GOF) level, interpolate to the frame level keeping in mind the manner in which MPEG2 distributes the different frames, and then proceed to a sub-frame level using multifractal (or other) approaches. We leave this for future work; note that for queueing purposes, the different frames are treated identically.
 
 4
 
 Performance Analysis and Engineering
 
 In the previous section we observed the significant performance impacts of the fine timescale fluctuations in the video trace, and the fact these could be modeled reasonably by a multi-fractal cascade. In the remainder of this paper we consider the implications of assuming that multiplicative cascades are indeed an appropriate way to characterize short- time features, and show how one can analyze the consequences for admissions control and capacity planning, using large-deviations theory. Using standard large-deviations arguments [14], the loss probability at a link of capacity C and buffer size B that is driven by an arrival process A(t)2 can be estimated by P (Q > B) ∼ sup P (A(t) > Ct + B) ≈ sup exp[−Λ∗ (Ct + B, t)] t>0
 
 t>0
 
 (3)
 
 where Λ∗ is the Legendre transform of the function Λ, defined as Λ∗ (x, t) = sups (sx − Λ(s, t)), and Λ is the logarithm of the moment-generating function 2
 
 A(t) is the function A(−t, 0) of (1) with the argument of the function simplified.
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 of A(t). If A(t) is comprised of n independent streams AI (t), the function Λ can be expressed as [15] " ∞ # h X i q q s E(AI (t))/q! . (4) Λ(s, t) = nΛI (s, t) = n log E exp(sAI (t)) = n log q=0
 
 With a target loss probability of ε = exp[−λ], using (3) as an estimate of the loss probability yields the condition λ ≤ inf t>0 sups [s(Ct + B) − nΛI (s, t)]. This can be inverted, to yield the maximum number N of sources that can be supported on the communication link: N ∼ inf sup t>0
 
 s
 
 s(Ct + B) − λ . ΛI (s, t)
 
 (5)
 
 Note that while estimates of performance measures such as loss rates can be far from their actual values using large-deviations-based methods, the corresponding engineering recommendations are typically more accurate. This is because near the operating point, small changes in traffic levels can have a large effect on the relevant performance measure. Equation (4), together with the other equations in the previous paragraph, directly establishes the relation between multi-scaling and performance. One can use multi-scaling to parametrize the time dependence of the various moments in the sum in terms of a scaling exponent, and a constant pre-factor or intercept, rather than explicitly specifying the marginal distribution over a continuum of timescales. Equation (4) also demonstrates that a multi-fractal characterization in terms of τ (q) is only “half-complete” in that it provides the scaling exponents, but not the constant pre-factors needed to evaluate it. In terms of the FBM model m, a, H, this is equivalent to providing the Hurst parameter, but not the peakedness parameter a. Accordingly, the procedure adopted here is to use as an approximation an FBM model for the coarser scales and then: – finding analytical expressions for the scaling exponents of a multi-fractal cascade, which is feasible, at least for simple cascades; – using the “boundary condition” of an FBM description over coarser timescales to determine the constant pre-factors. Assuming that the cascade construction is applied at the level of individual streams, the moments of the MFC interpolated process over fine timescales are approximately given by: E(AqM F C (t)) = E(AqF BM (θ))(t/θ)1−τ (q)
 
 (6)
 
 where we assume that an FBM description is valid for timescales greater than θ, and a multi-fractal cascade is used below it. Equation (6) is the condition of continuity of E(AqI (t)) across θ. In terms of the parameter p of the semi-random MFC, the function τ (q) is given by # " pq + (1 − p)q . (7) τ (q) = 1 + log2 2
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 The boundary condition at θ is obtained from  k≤q/2  X q (mθ)q−2k (amθ2H )k (2k − 1)!! E(AqF BM (θ)) = 2k
 
 (8)
 
 k=0
 
 where we have used the fact that AF BM (θ) = mθ + XF BM (θ), with XF BM Gaussian with zero mean. Thus, in principle, given a description of the traffic in terms of a coarse timescale FBM model, with a multi-fractal cascade generator of fine timescale fluctuations, one can estimate several performance measures.
 
 5
 
 Conclusions and Further Work
 
 In this paper we have investigated a structural modeling approach to describing the sub-frame or slice level traffic fluctuations in MPEG2 video traffic. This is a problem of engineering importance, as demonstrated by the performance impacts of these fine timescale fluctuations studied in this paper. The following summarizes our findings: – the video trace shows the multi-scaling behavior over fine timescales (subframe or slice level - below 40 ms or so); – queueing simulations show that these fine timescale fluctuations cause queueing backlogs even at low utilizations; specifically, ignoring the fine time fluctuations by assuming uniform cell generation below a frame level can cause significant underestimation of network delays; – equally, ”worst case assumptions” assuming that all the cells in the frame are delivered as a batch at the beginning of the frame can grossly overestimate network delays; – the simulated performance obtained by “reconstructing” the finer timescale fluctuations using a multi-fractal cascade construction closely matches that obtained with the original trace, indicating that parsimonious models of the fine timescale fluctuations may be derived on the basis of multi-fractal cascades; – we outline a conceptual approach to numerically analyze traffic generated by multi- fractal cascades, and demonstrate that a description consisting merely of multi-fractal scaling exponents is not complete; – we indicate how a more complete description can be inferred from the long timescale behavior. There are numerous avenues to expand this work, including repeating these experiments with additional video traces (in progress, some other data sets from the Atlanta Olympics [13] have been investigated, and show the behavior described in this paper); investigating finer timescale features at the block or macroblock level, if necessary; implementing the numerical methods to analyze traffic generated by multi-fractal cascades; and extensions to analyze and describe video traffic over the full range of engineering timescales of interest. In the longer term, the objective is to develop robust, tractable and parsimonious video traffic models and management methods that are usable in practice.
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 Abstract. The transport of voice over a packet-based network introduces jitter in the voice flow. The jitter is compensated in the dejittering buffer by artificially delaying the first packet of the flow over the so-called dejittering delay and then cyclically reading the packets from the dejittering buffer. In this paper, we first give a general numerical method to compute the dejittering delay. Then, we introduce and justify a closed-form heuristic formula to calculate the dejittering delay for a network consisting of identically loaded, independent nodes modelled as M/G/1 queues. We demonstrate the accuracy of the heuristic formula by means of some numerical examples. Since the heuristic formula is closed-form, accurate, and explicitly shows the influence of certain network parameters, it is the preferred method to dimension the dejittering buffer and to perform sensitivity studies.
 
 1
 
 Introduction
 
 Although the feasibility of packet-based transport of real-time voice has been proven a long time ago, a lot of interest has risen lately in specific implementations: e.g., Voice and Telephony over ATM (VTOA) [1], Voice over Frame Relay (VoFR) [2], and especially Voice over IP (VoIP) [3,4,5,6,7,8,9]. In the packetised voice transport the voice signal is partitioned in equally sized intervals. Each interval is encoded and the corresponding code word is transported in a packet over the packet-based network. Hence, the packets are produced with a constant interdeparture time equal to the length of an interval. Constant bit-rate codecs produce code words of constant size. Codecs with voice activity detection produce code words of constant size during talk spurts and produce (practically) no packets during periods of silence. In the packet-based network the packets of several flows compete for the available resources. Some packets can be processed immediately when they arrive at a network node, while others have to wait. Some packets need to wait longer than others, causing so-called jitter in the voice flow. Because the decoder needs the packets at the original constant rate, the jitter is compensated in the dejittering buffer by artificially delaying the first packet of a flow over the so-called dejittering delay and then
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 cyclically reading the packets from the dejittering buffer [8,9]. The dejittering delay has to be carefully chosen. A too large a choice jeopardises the real-time delivery of the voice. A too small a choice results in a lot of packets arriving in the dejittering buffer after they were supposed to be read, which means that they are effectively lost. In this paper we develop a heuristic formula to calculate the dejittering delay to compensate for the jitter introduced in a network dedicated to the transport of voice, i.e., free of data. For voice transported over a packet-based network simultaneously carrying data, the heuristic formula is of some use too (see [8,9]). In the following sections, the network nodes traversed by a given voice flow will be modelled as a sequence of independent M/G/1 queues. This choice can be motivated as follows. First, note that for a given voice flow, packets enter the network at a constant rate (possibly with some gaps in between in case of voice activity detection), which implies that modelling these voice packet arrival streams at the network’s ingress by a Poisson process is actually a worst-case scenario. In [10], it has now been argued that if a number of flows that are ‘better than Poisson’ (i.e., with lower variability of the interarrival times) are multiplexed in a FIFO buffer, then the outgoing streams continue to be better than Poisson. Thus it is clear that this property will be propagated throughout the subsequent network nodes visited by a flow, provided that these nodes can be regarded as being independent. This will be the case if a given flow accounts only for a small fraction of the total amount of traffic in a node (see e.g. [11]) which is the case in a (dedicated) packet-based VoIP network, where a large number of low bit rate voice flows are to be multiplexed in each node. In the next section, the mathematical model to determine the dejittering delay for a dedicated packet-based voice network is described. Section 3 introduces and justifies a closed-form heuristic formula to calculate the dejittering delay. In section 4, the performance of this heuristic formula is demonstrated with some numerical results. In the last section some conclusions are drawn.
 
 2
 
 The Dejittering Delay for a Network of M/G/1 Queues
 
 In order to transport interactive voice over a packet-based network, the voice signal is first encoded and the corresponding code words are transported in packets of constant size. Such a flow of packets carrying voice requires real-time delivery; i.e., the packets have to arrive at the destination within a certain delay bound. In each node of the network the packets of the flow experience a delay, consisting of a deterministic service time (determined by the packet size) and a stochastic waiting time. The stochastic waiting time introduces jitter in the voice flow. Since the voice decoder requires the packets at a constant rate, this jitter has to be compensated. In a network of M/G/1 queues the largest possible total waiting time is infinite. When the (1-P)-quantile wP is used as dejittering delay a fraction P of the packets are lost in the dejittering buffer. Fortunately, voice codecs can tolerate some packet loss. -5 -2 Depending on the codec a packet loss in the range [10 ,10 ] can be tolerated. Consider a route through a dedicated VoIP network (i.e., a network free of data) traversing N identically loaded, independent nodes modelled as M/G/1 queues. The service discipline in each node is FIFO, because all packets in the network require real-time delivery, and hence, have the same priority. The probability density function
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 (pdf) pW(w) of the waiting time W introduced in the network is known under the form of the Laplace transform
 
 {
 
 } ∫
 
 W ( s) = E e − sW = dx pW ( x ) e − sx .
 
 (1)
 
 We use the following definitions. The load of the voice traffic is ρ. The Laplace transform of the pdf of the service time required by a voice packet is B(s). The k-th moment of this service time is denoted as bk. The Laplace transform of the pdf of the residual service time, which is the remaining service time of the voice packet in service observed by an arriving voice packet, is
 
 R ( s) =
 
 1 − B ( s) b1 s
 
 (2)
 
 .
 
 With these definitions, the Laplace transform of the waiting time pdf introduced in a single node, modelled as an M/G/1 queue, is given by [12]
 
 W1 ( s) =
 
 1− ρ 1 − ρR ( s)
 
 .
 
 (3)
 
 In the introduction, it was argued that for the case of a network consisting of multiple identical nodes, the waiting times encountered in consecutive nodes can be regarded as being statistically independent. Hence, if we denote by WN the total waiting time encountered through N nodes, its pdf is obtained from the N-fold convolution of the individual waiting time’s pdf, which yields for the corresponding Laplace transform
 
 WN ( s) = [W1 ( s)]
 
 N
 
 .
 
 (4)
 
 The tail distribution of the total waiting time WN is defined as ∞
 
 ∫
 
 Pr[WN > w] = tW ( w) = dx pW ( x ) ,
 
 (5)
 
 w
 
 where pW(x) is the inverse of the Laplace transform (4). This transform can be inverted numerically by using a Fast Fourier Transform (FFT). The major disadvantages of this approach are that it requires a lot of computation time and that it becomes errorprone for low values of P. If the calculations are performed in single precision, the influence of the rounding errors introduced in this procedure is already noticeable for -4 P-values around 10 . For smaller P-values rounding errors have too large an influence to lead to meaningful results. Therefore, we propose the analytic/heuristic approach described in the following sections. Our objective is to derive a closed-form formula for the (1-P)-quantile wP of the total waiting time from transform (4).
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 A Heuristic Formula
 
 In this section we introduce (see [13]) and justify a heuristic formula, to determine the (1-P)-quantile wP of the total waiting time. The heuristic formula states that the (1-P)quantile is equal to the sum of the average total waiting time µN and a number of times the standard deviation σN of the total waiting time:
 
 wP = µ N + α N ( P)σ N
 
 (6)
 
 .
 
 The value of αN(P) depends solely on the number N of nodes traversed and the value of P, but is independent of the service time characteristics of a voice packet. The factor αN(P) is chosen such that if the waiting time in 1 node were exponentially distributed, the heuristic formula (6) would be exact. It follows that
 
 α N ( P) =
 
 E N−1 ( P) − N N
 
 (7)
 
 ,
 
 where ∞
 
 N −1  x N −1  wj E N ( w) = dx  exp( − x )  = exp( − w) j =0 j !  ( N − 1)!  w
 
 ∑
 
 ∫
 
 (8) ,
 
 is the tail distribution of the normalised Erlang distribution of degree N, which is equal to the χ2-distribution with 2N degrees of freedom. This latter function and its inverse are included in standard spreadsheets, e.g. Excel. Hence, formula (6) is closed-form. The values αN(P) are tabulated in Table 1. In the next subsections, we justify the heuristic formula (6) and determine its range of applicability. Table 1. The weighting factor αN(P).
 
 αN(P) -2 P=10 -3 P=10 -4 P=10 -5 P=10 -6 P=10 -7 P=10 -8 P=10 -9 P=10 -10 P=10
 
 3.1
 
 N=1 3.605 5.908 8.210 10.513 12.816 15.118 17.421 19.723 22.026
 
 N=2 3.280 5.115 6.899 8.653 10.386 12.106 13.814 15.514 17.207
 
 N=4 3.023 4.531 5.957 7.333 8.675 9.993 11.292 12.577 13.850
 
 N=8 2.828 4.111 5.290 6.407 7.482 8.526 9.545 10.546 11.530
 
 N=16 2.686 3.811 4.821 5.762 6.654 7.511 8.340 9.147 9.936
 
 N=32 2.582 3.599 4.493 5.312 6.080 6.809 7.509 8.185 8.840
 
 7
 
 N=2 2.455 3.344 4.102 4.781 5.404 5.987 6.538 7.063 7.566
 
 10
 
 N=2 2.372 3.180 3.853 4.445 4.980 5.473 5.933 6.367 6.778
 
 13
 
 N=2 2.342 3.122 3.766 4.328 4.833 5.296 5.725 6.127 6.507
 
 N→∞ 2.327 3.091 3.719 4.265 4.753 5.199 5.612 5.997 6.361
 
 Asymptotic-Tail Approximation
 
 For practical Laplace transforms B(s) of the service time pdf, W1(s) has a clear dominant pole p, i.e., a real pole with multiplicity 1 and an absolute value (much)
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 smaller than the absolute values of the other poles. This implies that eq. (3) can be written as
 
 W1 ( s) =
 
 F ( s) 1 ( + λs)
 
 (9)
 
 ,
 
 with λ=-1/p and F(s) an analytical function in the neighbourhood of the dominant pole p. Due to eq. (3), the pole p satisfies 1-ρR(p)=0. We refer to λ as the rate of decay of the tail. By using the residue theorem [12], we can approximate the pdf of the waiting time in a network consisting of 1 node as
 
 1  1  x +δ pW ( x ) ≈ lim  F ( s) exp( sx )  = exp −   λ  s→ p  λ  λ
 
 (10)
 
 with
 
 δ=
 
 ln( F ( p)) p
 
 (11)
 
 .
 
 Eq. (10) is asymptotically exact, i.e., for sufficiently large values of x. Hence, the (1P)-quantile of the waiting time in 1 node is given by
 
 wP = λE1−1 ( P ) − δ
 
 (12)
 
 .
 
 For a network consisting of N nodes, the multiplicity of the dominant pole p is N. In this case, use of the residue theorem [12] leads to the following approximation for the pdf of the total waiting time:
 
 d N −1  1 pW ( x ) ≈ lim s→ p ( N − 1)! ds N −1 
 
  1  N   N   ( F ( s)) exp( sx )   .  λ   
 
 (13)
 
 Because of the derivative appearing in eq. (13), the case of N nodes is considerably more difficult to handle than the case of 1 node. Inspired by eq. (11) we now state that
 
 F ( s) = exp(δs)
 
 (14)
 
 in the neighbourhood of the dominant pole p. As seen above, this assumption leads to the correct result for the case N=1. Intuitively, it is expected that for low values of N, this approximation will be reasonably good, but when N increases the errors introduced by this approximation will become larger. With the approximation (14) the calculation of the residue of eq. (13) is trivial, and hence, the tail distribution can easily be calculated as
 
  w + Nδ  t W ( w) = E N    λ 
 
 .
 
 (15)
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 The (1-P)-quantile is then given by
 
 w P = λE N−1 ( P ) − Nδ
 
 (16)
 
 ,
 
 which is the multi-node extension of eq. (12). We refer to eq. (16) as ‘the formula based on the method of the dominant pole’, meaning that we use the exact (numerically calculated) values of λ and δ. It is only a good approximation if there is a clear dominant pole and if the number of nodes in the network N is low. Since eq. (16) requires the exact knowledge of the dominant pole p, which involves a root finding method to calculate p numerically, this formula is not closed-form. Therefore, we attempt to express p in terms of known quantities.
 
 3.2
 
 Heavy-Load Approximation
 
 In order to obtain a closed-form formula, we introduce a heavy-load approximation for λ and δ. This is done as follows. Under heavy load ρ, the Laplace transform of eq. (3) can be approximated by
 
 1
 
 W1 ( s) ≈
 
 1 + As − τ
 
 ( As)
 
 2
 
 (17)
 
 ,
 
 2
 
 with
 
 A=
 
 ρ b2 1 − ρ 2b1
 
 ; τ =
 
 ρ b3 1 1 − ρ 3b1 A 2
 
 .
 
 (18)
 
 Notice that as ρ tends to 1, τ tends to 0. Therefore, in the following, we neglect terms of the order of τ2. Also note that the parameters A and τ are closely related to the average µ1 and the standard deviation σ1 of the waiting time in a single node:
 
  τ µ 1 = A ; σ 1 = A 1 + τ ≈ A 1 +  .  2
 
 (19)
 
 With the approximation (17) for W1(s) the rate of decay of the tail is given by
 
 λ=
 
 Aτ
 
  τ ≈ A 1 +  ≈ σ 1 .  2 1 + 2τ − 1
 
 (20)
 
 This states that the rate of decay of the tail λ can be very well approximated by the standard deviation σ1 of the waiting time in 1 node. Furthermore, (still under approximation (17)) we readily see from
 
 lim (1 + λs)W1 ( s) = s→ p
 
 τ 1 + 2τ − 1 + 2τ
 
 ,
 
 (21)
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 that
 
  1 + 2τ − 1 + 2τ  λτ  ≈ δ = λ ln ≈ σ 1 − µ1 . τ 2  
 
 (22)
 
 With the approximations (20) and (22) for λ and δ, eq. (16) can easily be rewritten in the form of the heuristic formula of eq. (6). 3.3
 
 Large-Network Approximation
 
 If the number of nodes traversed is large, the approximation of eq. (14) no longer holds and the formula based on the method of the dominant pole (eq. (16)) becomes inaccurate. In that case, however, the law of large numbers justifies the heuristic formula (6). When a large number N of nodes is traversed the pdf of the total waiting time tends to a Gaussian with average µN and standard deviation σN. In this case, the tail distribution is approximated by
 
  w − µN  = tW ( w) = erfc  σN 
 
 1 2π
 
 ∞
 
 ∫
 
 w− µ N σN
 
  x2  dx exp −   2
 
 (23) .
 
 Hence, the (1-P)-quantile is given by
 
 w P = µ N + erfc -1 ( P)σ N
 
 .
 
 (24)
 
 Since the normalised Erlang distribution of degree N (see eq. (8)) converges to a Gaussian distribution with average value and variance both equal to N as N tends to infinity, we can immediately conclude that (see eq. (7))
 
 lim α N ( P) = erfc -1 ( P) .
 
 N →∞
 
 (25)
 
 This behaviour can also be observed in Table 1. Hence, eq. (24) is clearly of the form of the heuristic formula (6).
 
 4
 
 Numerical Results
 
 In this section the performance of the heuristic formula is demonstrated with some numerical examples. We consider the M/D/1 queue and M/D1+D2/1 queue. The M/D/1 queue may be used for an IP network transporting voice where all voice codecs produce flows of packets of the same size. In this case, all voice packets have the same deterministic service time, and the corresponding Laplace transform is given by B ( s) = exp( − s) .
 
 (26)
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 Remark that the average service time is normalised, i.e. b1=1. When N nodes are traversed, the average µN and standard deviation σN of the total waiting time are:
 
  ρ  µN = N    2(1 − ρ ) 
 
 (27) ;
 
 (28)
 
 2
 
 σN =
 
  ρ  ρ N   + 3(1 − ρ )  2(1 − ρ ) 
 
 .
 
 The M/D1+D2/1 queue may e.g. be used for an IP network transporting voice, where the voice flows are produced by one of two types of codecs: e.g. a codec producing 64 kb/s and a low bit rate codec producing 8 kb/s. Because in delay sensitive services (e.g. voice services) the end-to-end delay is limited (to e.g. 150 ms), the packetisation delay, i.e., the time to fill a packet, is limited too. Therefore, the packets for the 64 kb/s codec are likely to be larger than the packets for the 8 kb/s codec. Because on the one hand also queueing delay and dejittering delay and on the other hand also the header size play a role, the packet size ratio will not be exactly 8 to 1, but slightly less. Here, we take a ratio of 7 to 1 as an example. Furthermore, we assume that half of the flows use the 8 kb/s codec, the other half use the 64 kb/s codec. Hence, the Laplace transform of the pdf of the service time is B ( s) = 0.5 exp( −0.25s) + 0.5 exp( −1.75s) .
 
 (29)
 
 Remark that again the average service time is normalised, i.e. b1=1. When N nodes are traversed, the average µN and standard deviation σN of the total waiting time are:
 
   ρ µN = N 15625 .   2(1 − ρ ) 
 
 (30) ;
 
 (31)
 
 2
 
 σN =
 
   ρ ρ . N  15625 2.6875  + 3(1 − ρ )  2(1 − ρ ) 
 
 .
 
 The accuracy of the approximation for the rate of decay of the tail λ introduced in eq. (20) is illustrated in Figure 1 and Figure 3. These figures show that for sufficiently large loads the rate of decay of the tail λ is very well approximated by the standard deviation σ1 of the waiting time in 1 node. Figure 2 and Figure 4 show how the dejittering delay increases as the load ρ increases for a flow traversing N nodes modelled as M/D/1 queues and M/D1+D2/1 queues respectively. The dejittering delay associated with several P-values is calculated with the method of the dominant pole (eq. (16)) and with the heuristic -2 -3 formula (eq. (6)). For P=10 and P=10 the exact dejittering delay (obtained via the FFT) is also given. For smaller values of P, the FFT-based method becomes numerically unstable, and the use of an efficient alternative method to calculate the dejittering delay, such as the one introduced in this paper, becomes mandatory. It can be seen that both methods produce accurate results for all values of N and P, if the
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 Fig. 2. The dejittering delay associated with several values of the packet loss P for a network consisting of N M/D/1 nodes. The number of nodes N is 1 (top), 4 (middle), or 16 (bottom). The method of the dominant pole (left) is compared with the heuristic formula (right). The exact solution (obtained via the FFT) is also given for large Pvalues (0.01 and 0.001). load ρ is above 0.5. For networks consisting of a moderate amount of nodes (N≤4),
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 load ρ is above 0.5. For networks consisting of a moderate amount of nodes (N≤4), the method of the dominant pole slightly outperforms the heuristic formula. For large networks the heuristic formula is slightly better. This behaviour can be explained as follows. For a network consisting of 1 node the only approximation the method of the dominant pole makes is that it neglects the influence of the poles other than the dominant pole. The heuristic formula further introduces approximation (20), i.e., it does not use the exact rate of decay of the tail, but approximates it by the standard deviation of the waiting time in 1 node. Hence, in a network consisting of 1 node the heuristic formula is outperformed by the method of the dominant pole. For a large network, on the other hand, the method of the dominant pole also has to introduce approximation (14). Again the heuristic formula further introduces approximation (20). Apparently, both approximations (14) and (20) roughly compensate each other, if the number of network nodes becomes large. This compensation effect is justified by the large-network approximation of Section 3.3. Hence, for the case of a large network the heuristic formula becomes more accurate than the method of the dominant pole. Remark by comparing Figure 4 with Figure 2 that the dejittering delay for a network of M/D1+D2/1 nodes is about 60% higher than the dejittering delay for a network of M/D/1 nodes. With the heuristic formula this can be readily concluded by comparing the formulae for the average delay and standard deviation of the delay (eq. (27) with eq. (30) and eq. (28) with eq. (31)). To be able to draw the same conclusion with the FFT-based method or the method of the dominant pole the curves of Figure 2 and Figure 4 have to be explicitly computed.
 
 5
 
 Discussion and Conclusions
 
 With the theoretical justification of Section 3 and the numerical examples of Section 4, we conclude that the heuristic formula (6) 1. explicitly shows the influence of certain parameters: the dejittering delay is the sum of the average total waiting time and a number of times the standard deviation of the total waiting time; the weight of the standard deviation only depends on the number of nodes traversed and the fraction of packets that (are allowed to) arrive too late in the dejittering buffer; 2. slightly underestimates the dejittering delay at low loads; 3. produces very accurate results for all values of N and P when the load is larger than 0.5; and 4. is slightly outperformed by the method of the dominant pole (16) for a network consisting of a moderate amount of nodes, but outperforms the method of the dominant pole for large networks. Furthermore, having a closed-form formula for the dejittering delay has the advantage that it explicitly shows how the dejittering delay increases as the variability of the service time increases (b2 and b3 increase while keeping b1=1). Also we readily observe that the dejittering delay for a network consisting of N nodes is much smaller than N times the dejittering delay for 1 node. Estimating the dejittering delay for a network consisting of N nodes by taking N times the dejittering delay for 1 node leads to a large overestimation of the dejittering delay.
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 Abstract. In the ITU-T and IETF, I proposed the assignment of the information field and protocol identifier in the Q.2941 GIT (Generic Identifier Transport) and Q.2957 UUS (User-to-User Signalling) for the Internet protocol. The aim is to enable B-ISDN signaling support to be used for session of the Internet protocol. The purpose of this paper is to clarify how these specifications enable B-ISDN signaling support to be used for long-lived and QoS-sensitive sessions. Long-lived session requires that the B-ISDN signaling be capable of transferring a session identifier, which is currently supported only by proprietary protocols. By using the GIT information element, B-ISDN signaling can be used to support it. To implement ATM VC support for QoS-sensitive session, this paper describes three approaches. In QoS-sensitive session using these approaches, the B-ISDN signaling must transfer the session identifier or IP signaling protocol. Therefore, B-ISDN signaling based on current recommendations and standards cannot support QoS-sensitive session. These problems can be solved by using the GIT or UUS information element, as I have proposed.
 
 1
 
 Introduction
 
 With the development of new multimedia applications for the Internet, the need for multimedia support in the IP network, which currently supports only besteffort communications, is increasing. In particular, QoS-guaranteed communications [1,2] is needed to support the voice, audio, and video communications applications being developed. Mechanisms will also be needed that can efficiently transfer the huge volume of traffic expected with these applications. The major features of B-ISDN are high speed, logical multiplexing using VPs and VCs, and flexible QoS management per VC, so it is quite natural to use these distinctive functions of B-ISDN to implement a multimedia-support mechanism in the Internet. When a long-lived session1 is supported by a particular VC, efficient packet forwarding is possible by using the high-speed and 1
 
 The Internet protocol reference model does not contain the session and presentation layers, so communication between end-to-end applications over the Internet is equivalent to a session; the term “session” is thus used in this paper.
 
 G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 386–397, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 logical multiplexing of B-ISDN [3,4]. The flexible QoS management and logical multiplexing functions in B-ISDN will enable QoS-guaranteed communications to be implemented on the Internet [5,6]. Currently on the Internet, N-ISDN is widely used as a datalink media. In the B-ISDN technology area, development of classical IP over ATM [7] and LAN emulation [8] technologies, which use a VC as the datalink media, has been completed. These technologies are already implemented in a large number of products. However, the development of Internet technologies that use the distinctive B-ISDN features described in above is progressing slowly. There are a number of reasons for this. One is that for applications to be able to practically use B-ISDN features, advanced functions not supported by N-ISDN must be used. However, the architecture of B-ISDN signaling is basically the same as that of N-ISDN signaling, so it does not meet the requirements of such applications. Therefore, in the ITU-T and IETF, I proposed the assignment of the information field and protocol identifier in the Q.2941 GIT (Generic Identifier Transport) [9] and Q.2957 UUS (User-to-User Signalling) [10] for the Internet protocol [11,12,13]. The aim is to enable B-ISDN signaling support to be used for session of the Internet protocol; ITU-T recommendations and a standard track RFC based on this proposal will be published. The purpose of this paper is to clarify how these specifications enable B-ISDN signaling support to be used for long-lived and QoS-sensitive sessions. First, this paper describes a method for implementing ATM VC support for long-lived session and explains why B-ISDN signaling must be capable of transferring a session identifier. Then it explains why the current B-ISDN signaling cannot satisfy this requirement and shows how the problem can be solved by using the GIT information element. Next, this paper describes three approaches to implementing ATM VC support for QoS-sensitive session and compares the features and problems of these approaches. With these approaches, the B-ISDN signaling must be capable of transferring the session identifier or IP signaling protocol. Then it explains why the current B-ISDN signaling cannot satisfy this requirement and explains how the problem can be solved by using the GIT or UUS information element.
 
 2 2.1
 
 Long-Lived Session Signaling ATM VC Support for Long-Lived Session
 
 An example scenario of ATM SVC support for a long-lived session is shown in Fig. 1. First, a session is multiplexed into the default VC connecting the routers. Then, if a router detects that it is a long-lived session, the router sets up a new VC for the session. After the new VC is established, the session is moved to it [3,4]. ATM PVC support for long-lived session can be implemented as follows: PVCs connecting the routers are pre-configured, and when a router detects a long-lived session, it selects an available PVC and moves the long-lived session to it.
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 Fig. 1. Example scenario of ATM SVC support for long-lived session
 
 ATM VC support for long-lived session was proposed by Newman and Katsube [3,4]. Support is provided by using the high-speed and logical multiplexing features of B-ISDN, which enable efficient packet forwarding. However, these proposals do not use the standard B-ISDN signaling protocol; proprietary protocols are used instead. 2.2
 
 Requirements for B-ISDN Signaling
 
 If the ATM SVC support for long-lived session described above is implemented using B-ISDN signaling, the B-ISDN signaling entity in the called-side router must detect that the incoming call corresponds to a session of the Internet protocol and notify the IP-layer entity. Based on this information, the IP-layer entity would move the session to the new VC. Therefore, to implement this signaling procedure, the SETUP message in the B-ISDN signaling must include a session identifier as an information element. A session in the Internet is identified by a combination of the source and destination IP addresses, the protocol number, and the source and destination port numbers. The length of an IPv4 address is 4 octets, and that of an IPv6 address is 16 octets; the protocol number takes 1 octet, and the port number takes 2 octets, so the length of the session identifier for IPv4 is 13 octets and for IPv6 is 37 octets [14,15,16,17]. A session of the ST2+ (IPv5) is identified by the SID, which is 6 octets long [1]. Therefore, to enable ATM SVC support for long-lived session, the SETUP message in the B-ISDN signaling must be capable of transferring a session identifier of at least 37 octets long. 2.3
 
 Problems with Current B-ISDN Signaling and Solution
 
 Session identifier in Q.2931 and UNI 3.1. The SETUP message defined in the Q.2931 and UNI 3.1 signaling protocol specifications contains a B-HLI
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 (broadband high-layer information) information element that could be used to transfer the session identifier [18,19]. However, when “Vendor Specific” is selected for the high layer information type in the B-HLI element, the identifier is restricted to 4 octets, and when “User Specific” is selected, it is restricted to 8 octets. Therefore, the SETUP message defined in the Q.2931 and UNI 3.1 specifications cannot hold the session identifier. Session identifier in SCS2 and SIG 4.0. The SETUP message defined in the SCS22 and SIG 4.0 signaling protocol specifications contains B-HLI and GIT information elements that could be used to transfer the session identifier [9,20]. The GIT element enables the transfer of identifiers between end-to-end users in an ATM network and is an optional information element for the UNI signaling protocol. In the SCS2 and SIG 4.0 specifications, signaling messages transferred between end-to-end users may contain up to three GIT information elements, and the ATM network transfers the elements transparently. However, in these specifications, the maximum length of the GIT element is 33 octets, so it cannot hold the IPv6 session identifier. Furthermore, they also do not assign an identifier type for the Internet protocol. Solution using GIT. To solve these problems, I proposed the assignment of the information field and protocol identifier in the Q.2941 GIT for the Internet protocol. It is also proposed increasing the maximum length of the information element. A GIT information element consists of a common header and identifiers. Each identifier consists of identifier type, length, and identifier value fields. The sum of the length of the common header, identifier type, and length fields is 7 octets. The maximum length of the session identifier for the Internet protocol is 37 octets, so the length of the GIT information element must be extended to at least 44 octets. In the new GIT recommendation, the length is extended to 63 octets, and identifier types for the IPv4, ST2+, IPv6, and MPLS protocols are supported.
 
 3
 
 QoS-Sensitive Session Signaling
 
 3.1
 
 ATM VC Support for QoS-Sensitive Session
 
 The major difference between ATM VC support for long-lived and QoS-sensitive sessions is whether SVC setup or PVC selection timing is used. In the former, a setup or selection is initiated when a long-lived session is detected, but in the latter, it is initiated when resource is reserved by the IP signaling protocol such as the ST2+ and RSVP. In the latter case, the ATM network between routers must forward the IP signaling protocol. 2
 
 Signalling Capability Set No. 2: series of B-ISDN signaling recommendations issued by the ITU-T.
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 There has been little discussion of connection-oriented network support for connection-oriented protocols. Damaskos and Gavras investigated B-ISDN signaling support for the BERKOM Transport System [21], and N-ISDN signaling support for OSI connection-mode network service is mentioned in ITU-T Recommendation Q.923 [22]. However, implementation of signaling protocol support for connection-oriented protocols was not addressed completely. Damaskos and Gavras discussed two schemes for forwarding the IP signaling protocol over an ATM network. One is to multiplex the protocol into the default VC connecting the routers or to forward the protocol through a particular VC. This scheme is called the sequential approach; resource reservation in the IP layer and SVC setup are initiated sequentially. The second scheme is to forward the IP signaling protocol as an information element in the B-ISDN signaling. This scheme is called the simultaneous approach; resource reservation in the IP layer and SVC setup are initiated simultaneously [21]. The sequential approach can be further classified into two practical schemes. One is to initiate resource reservation in the IP layer after SVC establishment; it is called the bottom-up approach in this paper. The second is to initiate SVC establishment after resource reservation; it is called the top-down approach in this paper. These sequential approaches are applicable if the ATM network supports only PVC; the simultaneous approach is not. 3.2
 
 Comparison of IP Signaling Protocol Forwarding Schemes
 
 This section compares the features and problems of these three approaches for forwarding the IP signaling protocol. The following figures show example procedures for enabling ATM SVC support for QoS-sensitive session based on IP and B-ISDN signaling protocols across the UNIs in the ATM network connecting the routers. In the figures, an “S” means a IP signaling entity and a “B” means a B-ISDN signaling entity. These figures do not show the VC setup procedure that forwards the B-ISDN or IP signaling protocol. Both ST2+ and RSVP have been proposed for the IP signaling protocol, and other IP signaling protocols are likely to be developed in the future. Therefore, to generalize the discussion, the procedure for the IP signaling protocol in the figures is the general connection setup procedure using confirmed service. In the figures, N-CONNECT and N-CONNECT-ACK show the resource reservation request and response messages, respectively; these messages are issued by the IP signaling entity. The SETUP, CALL PROC, CONN, and CONN ACK show the B-ISDN signaling messages. Overview of bottom-up approach. An example procedure of SVC support for the bottom-up approach is shown in Fig. 2. After an SVC is established, the IP signaling entity on the called side watches for the arrival of the N-CONNECT message corresponding to the SVC. When it receives an N-CONNECT message, it confirms the existence of the SVC corresponding to it. Therefore, the SETUP message in the B-ISDN signaling must contain a session identifier and notify the
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 Fig. 2. Example procedure of SVC support for bottom-up approach
 
 IP signaling entity of the arrival. If an N-CONNECT message does not arrive with a specified time from the SVC establishment, the IP signaling entity on the called side disconnects the SVC. While this procedure is simple straight-forward scheme, it has some problems. – If the IP signaling protocol supports negotiation, the SVC cannot reflect the negotiated parameters because the SVC is established before resource is reserved in the IP layer. – If an N-CONNECT message is received from a user who is not allowed to access the IP layer, communication via the SVC may be possible until access denial is received from admission control. This is because after SVC establishment, admission control in the IP layer is initiated by the IP signaling protocol. There is thus a security problem. – In the IP signaling entity on the called side, watchdog timer processing, which supervises the arrival of an N-CONNECT message, is needed after an SVC is established. Note that in this example, the requester of the resource reservation and the calling party of the B-ISDN signaling are on the same side. However, in practical networks, it is possible that they are on opposite sides for administrative reasons.
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 If so, the B-ISDN signaling uses a callback procedure from the response side of the resource reservation. This scheme has the same problems as the one above. The difference between PVC and SVC support for the bottom-up approach is that in PVC support, when an N-CONNECT message arrives at the IP signaling entity, it selects an available PVC, and does not establish an SVC. Therefore, it has the same problems as SVC support, except for the watchdog timer processing problem. Overview of top-down approach. An example procedure of SVC support for the top-down approach is shown in Fig. 3. After resource is reserved in the Calling party
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 Fig. 3. Example procedure of SVC support for top-down approach
 
 IP layer, the IP signaling entity on the called side watches for the arrival of a STEUP message corresponding to the reserved resource. When it receives a SETUP message, it confirms the existence of the reserved resource corresponding to the message. Therefore, the SETUP message in the B-ISDN signaling must contain a session identifier and notify the IP signaling entity of the arrival. If a SETUP message does not arrive with a specified time from the resource reservation in the IP layer, the IP signaling entity cancels the reservation. This procedure has the following problems.
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 – If other network-layer protocols use ATM, it is possible that admission control for the ATM layer will fail due to insufficient resources, in spite of the resource reservation in the IP layer. This is because admission control for the ATM layer is initiated after the resource reservation. – In the IP signaling entity on the called side, watchdog timer processing, which supervises the arrival of a SETUP message, is needed after resource reservation. As in the previous example, the requester of the resource reservation and the calling party of the B-ISDN signaling are on the same side, but they may be on opposite sides. If so, the B-ISDN signaling uses a callback procedure from the response side of the resource reservation. This scheme has the same problems as the one above. The difference between PVC and SVC support for the top-down approach is that in PVC support, when an N-CONNECT-ACK message arrives at the IP signaling entity, it selects an available PVC and does not establish an SVC. Therefore, it does not need watchdog timer processing. However, it encounters a similar problem with admission control: the IP signaling entity cannot select an available PVC due to exhaustion in spite of the resource reservation in the IP layer. Note that in both the bottom-up and top-down approaches, if the relation between PVCs connecting routers and sessions changes dynamically, each PVC must have an identifier that is unique between routers, and the router that determines the relationship must notify the other router of the identifier. The IP signaling protocol must therefore be capable of transferring a PVC identifier. Overview of simultaneous approach. An example procedure of SVC support for the simultaneous approach is shown in Fig. 4. In this approach, the IP signaling protocol is forwarded as an information element of the B-ISDN signaling, and the B-ISDN signaling entity on the called side notifies the IP signaling entity of the message. Therefore, with this approach, the B-ISDN signaling must be capable of transferring the IP signaling protocol. In addition, the SETUP message in the B-ISDN signaling must contain the session identifier, which is usually contained in the IP signaling protocol. This procedure is not applicable if the ATM network supports only PVC. Comparison of approaches. While the bottom-up approach seems a natural one because it establishes the ATM connection first, it cannot support the negotiation function of the IP signaling protocol and it may have a security problem. The top-down approach seems an unnatural one because it reserves resource in the IP layer first, but it does not have the problems of the bottom-up approach. However, it needs watchdog timer processing to supervise the arrival of a SETUP message, so its implementation is more complex.
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 The simultaneous approach does not have these problems and is easier to implement than the top-down approach. However, it is not applicable if the ATM network supports only PVC. The simultaneous approach has many features comparable to those of the topdown approach, so it is the most appropriate if the ATM network supports SVC. Therefore, QoS-session signaling should be implemented using the simultaneous or top-down approach. 3.3
 
 Requirements for B-ISDN Signaling
 
 Similarly to the long-lived session signaling, if ATM SVC support for QoSsensitive session is implemented using the bottom-up or top-down approach, the SETUP message in the B-ISDN signaling must be capable of transferring the session identifier. If the simultaneous approach is used, the B-ISDN signaling must be capable of transferring the IP signaling protocol. 3.4
 
 Problems with Current B-ISDN Signaling and Solution
 
 The Q.2931 and UNI 3.1 signaling protocol specifications do not contain an information element that could be used for transferring the IP signaling protocol.
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 The SCS13 and SIG 4.0 protocol specifications contain a UUS information element, which could be used for transferring the IP signaling protocol [10,20]. The UUS element enables the transfer of information between end-to-end users in an ATM network; it is an optional information element in the UNI signaling protocol. In SCS1 and SIG 4.0, signaling messages transferred between end-to-end users may contain a UUS element, and the ATM network transfers this element transparently. These specifications do not assign a protocol discriminator for the Internet protocol. Therefore, I proposed the assignment of the information field and protocol identifier in the Q.2957 UUS for the Internet protocol. In the new UUS recommendation, a protocol discriminator for the Internet protocol is assigned. (The problems and solution for the session identifier were described in section 2.)
 
 4
 
 Discussion
 
 Depending on the IP signaling protocol architecture, if the IP signaling protocol supports uni-directional multicast communications, the simultaneous approach using the Q.2957 UUS element may have a problem. A multicast tree consists of a sender, receivers, and routers corresponding to the root, leaves, and nodes, respectively. An ATM SVC connecting a sender and a router or two routers corresponds to a session, and this session may support several receivers. Because the UUS element transfers user-to-user information by using a B-ISDN signaling message, once an SVC is established, it cannot support transferring information until just before it is disconnected. Therefore, once an SVC connecting a sender and a router or two routers is established, this branch cannot support transferring the IP signaling protocol for additional receivers. This problem does not occur if the IP signaling protocol architecture is as follows: when adding a new receiver to a session, if a router between the sender and receiver does not need to reserve a new resource, like RSVP, the IP signaling protocol is terminated at the router. This is because a branch between the sender and a router or two routers whose resource is already reserved, i.e., an SVC has been established, need not transfer the IP signaling protocol for the new receiver. However, this problem occurs if the architecture is as follows: when adding a new receiver to a session, like ST2+, the IP signaling protocol must be exchanged between the sender and the receiver. Needless to say, this problem does not occur in a branch that supports only one receiver, i.e., an ATM SVC connecting the sender and a receiver or between a router and a receiver. The UUS service 3 category may solve this problem. The Q.2957 UUS recommendation describes three service categories: service 1 transfers user-to-user information by using B-ISDN signaling messages, service 2 does it during the call-establishment phase, and service 3 does it while the call is active. However, 3
 
 Signalling Capability Set No. 1: covers ITU-T Recommendations Q.2931, Q.2951.X, Q.2955.1, and Q.2957, which are the basis of B-ISDN signaling.
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 Q.2957 provides detailed specifications for service 1 only, it does not specify services 2 and 3. Once the UUS protocol for service 3 is specified, this problem is solved because the IP signaling protocol can be transferred after call establishment. The APM (application transport mechanism) may also solve this problem. The APM enables message exchange between any signaling entities; Q.2765 [23] describes an APM protocol between the NNIs in an B-ISDN. If an APM protocol between the UNIs of a B-ISDN is specified, this problem is solved because the IP signaling protocol can be transferred after call establishment.
 
 5
 
 Conclusion
 
 In this paper I explained how the specifications, I proposed in the ITU-T and IETF, enable the B-ISDN signaling support to be used for long-lived and QoSsensitive sessions. Long-lived session requires that the B-ISDN signaling be capable of transferring a session identifier, which is currently supported only by proprietary protocols. By using the GIT information element, B-ISDN signaling can be used to support it. To implement ATM VC support for QoS-sensitive session, I described three approaches: resource in the IP layer is reserved after the VC corresponding to the resource is established, the VC is established after the resource is reserved, or the resource is reserved and the VC is set up simultaneously. The first two approaches are applicable to SVC/PVC ATM networks, while SVC networks only support the third approach, whose implementation is the simplest. In QoS-sensitive session using the first two and final approaches, the B-ISDN signaling must transfer the session identifier and the IP signaling protocol, respectively. Therefore, B-ISDN signaling based on current recommendations and standards cannot support QoS-sensitive session. These problems can be solved by using the GIT or UUS information element, as I have proposed. However, depending on the IP signaling protocol architecture, if the IP signaling protocol supports multicast communications, the final approach may not transfer the IP signaling protocol for additional receivers, and solutions using the UUS service 3 category or APM were discussed. Acknowledgments I would like to thank Kenichi Kitami of the NTT Information Sharing Lab. Group, who is also the chair of ITU-T SG11 WP1, Shinichi Kuribayashi of the NTT Information Sharing Platform Labs., and Takumi Ohba of the NTT Network Service Systems Labs. for their valuable comments and discussions. Also this specification is based on various discussions during the ST2+ over ATM project at the NTT Multimedia Joint Project with NACSIS. I would like to thank Professor Shoichiro Asano of the National Center for Science Information Systems for his invaluable advice in this area.
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 Abstract. As Internet is rapidly growing and receiving traffic from multimedia applications which are sensitive to available bandwidth and delay experienced in the network, there is a strong need for quality of service (QoS) support . The Integrated and Differentiated Service models are two approaches for adding QoS to Internet. The Assured Service is an end-to-end service based on the Differentiated Service architecture. Since ATM is widely deployed in Internet backbones, traffic management for Internet traffic over ATM is becoming an important issue. In this paper we present a simulation analysis of an Assured service mapped on the ATM GFR service category. We study the problem of guarantying individual target rates to an aggregated IP stream. Aggregated streams are mapped with a MCR according to the QoS requested.
 
 1 Introduction With the increasing interest in multimedia and the tremendous growth of word wide web (WWW), Internet is receiving a large amount of this type of traffic. Multimedia applications are sensitive to available bandwidth and delay experienced in the network. Internet must be developed in order that customers are able to obtain different quality of service according to their needs and willingness to pay. At this moment there are two approaches known as Integrated services [1] and Differentiated Services [2] respectively. The Differentiated Services approach defines a group of mechanisms to treat packets with different priorities according to the information carried in the Diff. Serv. field of the IP packet header. Packets are classified and marked to receive a particular per-hop forwarding behaviour (PHB) on nodes along their path. Complex classification and conditioning functions (metering, marking, shaping) need only to be implemented at boundary nodes. Interior nodes perform a set of forwarding behaviours (PHBs) to aggregates of traffic which have been appropriately marked. A set of PHBs are being standardised at the IETF to develop end-to-end differentiated services. Two PHBs are currently in wide discussion: the Expedited Forwarding PHB (EF-PHB) and the Assured Forwarding PHB (AF-PHB). The Assured Forwarding Per Hop Behaviour (AF-PHB) [6] currently allows a domain server (DS) provider to offer for general use, until four different levels of assurance (AF classes), to deliver IP packets. IP packets must belong to one of the AF classes. Within each AF class, either
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 the user or the DS domain can mark an IP packet with three levels of loss precedence. The AF-PHB is used to build the end-to-end Assured Service (AS). We shall consider a simplified form of the assured service which is similar to the original model proposed by Clark [4,9]. The user of an AS expects a low dropping probability as long as it sends traffic within the expected capacity profile. Packets of individual flows are marked as IN (in profile) or OUT (exceeding the profile). Routers inside the network do not distinguish packets of individual flows but they implement a preferential drop mechanism giving preference to IN packets. With appropriate network provisioning it is expected that this could result in bandwidth guarantees. Since ATM is widely deployed in Internet backbones, traffic management for Internet traffic over ATM is becoming an important issue. ATM cells flow along virtual channels (VCs) previously set up according to admission control parameters. Nevertheless TCP traffic with a single TCP per VC will not be used in Internet backbones. Many TCP connections will be multiplexed on a single VC and the control of individual TCP traffic characteristics will not be possible. Aggregation of Internet (IP) flows is necessary for scalability as well as for overhead and complexity reduction. The Differentiated Service model commented above seems to be the best way of providing QoS to aggregated flows. We will assume one AF class (Assured Service) based on the TSW-RIO frame work described in [4] with only two loss precedence levels, IN and OUT packets. In this case and taking into account that ATM has two drop preferences through the cell loss priority bit, the mapping of differentiated services to ATM may be feasible. The assured service class (AS) is intended to give the customer the assurance of a minimum average throughput, the target rate, even during periods of congestion. The remaining bandwidth should be shared in a fair manner among all competing sources. In ATM the GFR service category provides the user with a minimum service rate guarantee under the assumption of a given maximum frame size. The service allows the user to send traffic in excess of its guaranteed service rate (MCR), but these frames will only be delivered within the limits of available bandwidth. In this paper we deal with the problem of mapping an Assured Service on the GFR service category. We consider the situation where the sources of two IP networks reach their destinations through an ATM network. Individual flows contract a profile given by target rates which are monitored and aggregated in a RIO router. Aggregated flows are mapped on the ATM network through the GFR service category with a MCR. The MCR is the sum of individual contracts. Implementation of the GFR service is based on either the DFBA mechanism [12], or the GFS scheduling first proposed in [7]. The rest of the paper is organized as follows: In section 2 we give a description of an assured service architecture. We present the configuration that will be used along the paper. Section 3 is dedicated to provide an overview of GFR scheduling mechanisms. We compare the performance of DFBA and GFS. In section 4 we present the simulation environment with two IP networks connected to an ATM network. The first IP network uses an Assured Service architecture while the second is best effort. Simulation results with DFBA and GFS scheduling in the ATM switch are analysed. Discrimination of IN and OUT packets in the aggregated stream is a key issue for providing individual target rates. Finally in section 5 we give some conclusions.
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 2 Description of the Assured Service Architecture In the current assured service architecture there are two main components (see Figure 1). The first is the profiler used to distinguish assured packets (IN) from excess packets (OUT). The token bucket and the TSW are the two most commonly used profilers. The second component is the router. The queue management most commonly implemented in the routers has twin RED algorithms to preferentially drop OUT packets. The mechanism is known as RIO (RED with IN and OUT) [4].
 
 Sources
 
 Destinations
 
 TSW-Tagger RIO-Router RTT 50 ms. Fig. 1. Simulated assured service architecture
 
 The TSW profiler estimates the average rate upon each packet arrival and decays the past history over a W_length period of time. W_length is a constant parameter preconfigured initially. The algorithm for rate estimation in the TSW profiler is fully described in [4]. Ideally the profiler should keep a TCP connection oscillating between 0.66 Tr (Target rate) and 1.33 Tr, so that on average the connection can achieve the target rate. Packets are marked as OUT with probability p (equation (1)), when the average rate exceeds a certain threshold.
 
 p≡
 
 Average_rate − Target_rate Average_rate
 
 (1)
 
 A TSW profiler interacts with the RIO router, which is dropping packets according to its congestion state. Given the amount of parameters involved and the bursty nature of the TCP traffic one of the main difficulties in designing RIO-TSW is to choose the right values of these parameters. In terms of tagging the TSW algorithm can follow two approaches. The first remembers a long past history and packets are marked as OUT with probability p when the average rate exceeds the target rate. In the second approach TSW remembers a short period of time, on the order of a RTT, and packets are marked as OUT with probability p when the average rate exceeds a threshold of (β* target rate) with β > 1. In general TSW is quite sensitive to this threshold due to the TCP congestion control mechanism which determines the instantaneous TCP sending rate. The instantaneous TCP sending rate may depend on many parameters such as the RTT, the retransmission timer granularity, MSS, and the TCP congestion control when the router drops packets. To show that, lets consider the examples of Table 1, case A and case B, where 8 and 10 respectively TCP sources with different target rates are multiplexed in a RIO
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 router using the configuration of Figure 1. This configuration is based on the fact that ATM is the physical layer. IP over ATM uses a maximum segment size of 9180 bytes which has been approximated by 200 cells. In case A the sum of the target rates is 60% of the link rate, while in case B it is 90%. The RIO parameters (Min, Max, Pmax) are 40/70/0.02 for IN packets and 10/40/0.2 for OUT packets. In both cases we observe that with a good tuning of all parameters the average number of IN packets and the average throughput obtained match reasonably well the target rate and the fair throughput of the connection respectively. The fair throughput is defined in equation (2). Nº Connections
 
 Link_rate − Fair_Th(i) ≡ Target_rate(i) +
 
 ∑ Target_rate(i)
 
 (2)
 
 i =1
 
 Nº Connections
 
 The average number of packets marked as IN by the TSW profiler and the obtained average throughput can be obtained with a high degree of approximation using either a value of β = 1.33 and W_length = 200ms or a value of β = 2.5 and W_length = 50 ms. Table 1. TSW-RIO Performance with 8 sources (Case A) and 10 sources (Case B) with different target rates. All measured values in Mbps.
 
 TCP RENO sources with MSS = 9180 bytes, LINK = 33 Mbps Flow Target rate Average IN Average Fair number Throughput Throughput Throughput A B A B A B A B A B 0 0 1 1 0.87 0.87 2.69 1.50 2.625 1.30 1 1 1 1 0.92 0.87 2.37 1.44 2.625 1.30 2 2 2 2 1.94 1.65 3.21 2.10 3.625 2.30 3 3 2 2 1.87 1.71 2.98 2.21 3.625 2.30 4 4 3 3 3.15 2.51 4.38 2.85 4.625 3.30 5 5 3 3 3.36 2.52 4.65 2.90 4.625 3.30 6 6 4 4 4.47 3.98 5.54 4.33 5.625 4.30 7 7 4 4 4.61 3.96 5.52 4.32 5.625 4.30 8 5 5.09 5.40 5.30 9 5 5.13 5.43 5.30 The above examples are two cases where a good combination of parameters makes the configuration work as expected. Nevertheless this configuration may fail when either the RTTs are different [4] or it is applied to the whole Internet [10]. The selection of an optimum set of parameters is a very difficult task which is out of the scope of this paper. Given a configuration where the average number of IN packets in the network is quite close to the target rates, our interest focus on how these IN and OUT packets are handled through the ATM network and how this treatment affects the end-to-end performance of individual connections, i.e. the target rates. The above configurations will be used in the next sections.
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 3 Summary of Scheduling Mechanisms for GFR The GFR traffic contract uses four parameters. The first two are the PCR (Peak Cell Rate) and a CDVT (Cell Delay Variation Tolerance) for conformance purpose at the UNI (User Network Interface). This conformance is carried out by the ATM GCRA(1/PCR,CDVT). The third is the MCR (Minimum Cell Rate) which corresponds to the amount of bandwidth that needs to be guaranteed. Finally the forth is the Maximum Frame Size accepted by both ends of the link. Another important issue is the identification of the frames to which the service guarantees apply. Frames which are not identified for service guarantee may be tagged with low priority and they should be served or discarded according to network congestion. The proposed implementations of GFR at a switch have been studied with TCP connections, since today a large number of applications rely on TCP/IP. In the following we describe four examples of GFR mechanisms (FIFO, WFQ, DFBA and GFS). The first three are included in the ATM Forum. FIFO : The FIFO-based implementation assumes that the modified GCRA will be used to identify the frames to which the service guarantees apply. Tagging of excess traffic can be performed either at the network access point or at the switch element itself. This implementation is quite simple, but this simplicity comes at some cost. In particular, fairness in the usage of excess bandwidth can not be achieved. The study with TCP sources performed in [11] shows that the performance of TCP is never satisfactory even in the case of a LAN. When the switch buffers are infinite, the bandwidth reservations, (MCR), do not have any influence on the throughput achieved by TCP, since the link is equally shared among all connections. When the switch buffers are finite and losses occur, a TCP source is not able to get its reserved bandwidth. WFQ : The WFQ implementation relays on per-VC accounting and per-VC scheduling. A WFQ scheduler is able to enforce a minimum cell rate for each VC. If the network does not perform tagging of VC’s, but it uses the tagging information in the cells for traffic management, then per-VC accounting of untagged cells becomes necessary for providing minimum guarantees to the untagged stream. Unlike the FIFO based implementation the study done in [11] and [8] with TCP sources using WFQ scheduling shows that the performance in terms of throughput is satisfactory when no losses occur. However, this implementation allocates bandwidth according to the weights, which depend on the GFR contracts (MCR). While the GFR service category is not expected to provide a fair treatment in terms of transmission delay, this allocation can delay in excess frames of sources with very low GFR contracts. Other simulation results in WAN and LAN environments with limited buffers, i.e. when losses occur reveal that TCP performance is not satisfactory in using its reserved bandwidth. DFBA : DFBA is a buffer management scheme that provides minimum rate guarantees to TCP/IP traffic. This scheme is based on the principle that TCP rates can be controlled by adjusting the window size of the TCP connection. This is achieved by discarding segments at specific congestion window values. DFBA uses per–VC accounting as well as static and dynamic thresholds in a FIFO buffer, which estimate the bandwidth used by the connection. Thereby, if the buffer occupancy of each active VC is maintained at a desired threshold, then the output rate of each VC can also be
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 controlled. The achieved TCP throughputs are in proportion to the fraction of the average buffer occupied by each VC. Nevertheless this throughput is only achievable for low buffer allocation [12]. GFS : The Global FIFO Scheduling was first proposed in [7]. Extensive simulation results obtained in [8] show that it is a suitable mechanism to provide MCR guarantees. GFS is based on per-VC queuing, per-VC accounting and a Global FIFO queue which schedules the next queue to be served. The Global FIFO queue is fed with references from the queues of all VC’s. If at cell arrival, the cell belongs to a frame which has been chosen for throughput guarantees, then the cell is stored in its VC queue and a reference is put in the Global FIFO queue. A counter is used to choose the frames to which service guarantee applies. The frames not chosen for throughput guarantees are not tagged and they are stored according to a fair share of the buffer as long as it is under a certain threshold (HBO). The Global FIFO queue maintains the order in which the VC queues have to be served according to the arrivals of the cells in a frame which has been chosen eligible for service guarantees. The references to the VC queues are inserted at cell arrivals following a FIFO discipline. The scheduler serves queues in the same order references have in the Global FIFO queue. When the Global FIFO queue is empty, there is no pointer to any of the VC ‘s and a round robin algorithm is performed among all VC queues. This makes the algorithm work conserving allowing the excess traffic to fairly share the spare bandwidth.
 
 Table 2. Simulation results comparing DFBA and GFS under the same network conditions
 
 MCR Mbps
 
 5
 
 10
 
 15
 
 20
 
 25
 
 Goodput Mbps PerPer-VC Connection DFBA GFS DFBA GFS 6.85 7.12 20.33 21.08 6.66 6.85 6.82 7.11 8.81 7.80 25.18 25.28 8.00 7.54 8.37 9.94 9.1 10.14 11.00 10.68 31.12 30.20 11.02 9.38 13.09 10.47 11.47 12.42 36.12 35.09 11.56 12.20 13.96 12.87 15.55 14.36 42.16 40.40 12.65 13.17
 
 Excess Mbps
 
 Excess/MCR
 
 DFBA
 
 GFS
 
 DFBA
 
 GFS
 
 15.21
 
 15.96
 
 2.97
 
 3.11
 
 14.94
 
 15.04
 
 1.45
 
 1.46
 
 15.78
 
 14.86
 
 1.02
 
 0.96
 
 15.65
 
 14.62
 
 0.76
 
 0.71
 
 16.56
 
 14.80
 
 0.64
 
 0.57
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 Table 2 summarises a comparative study between DFBA and GFS. We have multiplexed 5 VC´s carrying each one 3 TCP sources in an ATM switch. The ATM switch implements either the DFBA or GFS algorithm assuming that all frames are CLP 0. DFBA main parameters have been chosen based on suggestions given in [12]. The link bandwidth is 155.52 Mbps and the MCR allocations for each VC are 5, 10, 15, 20 and 25 Mbps respectively. The Maximum buffer size is 25000 cells. DFBA thresholds are L =12500 cells and H = 22500 cells, while in GFS the HBO threshold is 20000 cells. TCP sources are greedy and they are based on the RENO implementation [13],with a MSS of 1024 bytes. As it is shown in ,Table 2 GFS which was originally proposed to work with perVC queuing can also provide MCR guarantees when several connections are aggregated to a single VC. Furthermore DFBA and GFS divide the excess bandwidth among the different connections in the same way, as indicated in the last column of Table 2.
 
 4 Performance of the Assured Service Through an ATM Network Given the similar specifications of the Assured Service and the GFR ATM service category, a set of simulations have been carried out in order to study the feasibility of mapping the Assured service on the GFR service. Simulations are based on the network configuration presented in Figure 2. Users in the first network (IP network 1 in figure 2) follow the assured service model described in section 2 with two precedence levels based on the TSW-RIO configuration. Each user in this network has contracted a different target rate which is provided by its DS provider. Users in the second network (IP network 2 in figure 2) follow the current best effort network model of the internet without any guaranties of QoS. Each flow gets the maximum bandwidth available based on the congestion state of the path. The router in the network implements the RED algorithm [5]. Aggregated traffic streams are multiplexed in the ATM network through the GFR service. The ATM switch implements either the GFS or DFBA scheduling mechanisms. Each aggregated stream is assigned a VC with a MCR contract.
 
 Sources
 
 Destinations IP Network 1 111 000 Edge Device 000 111 000 111 000 111 TSW RIO 000 111 000 111 000 111 000 111 000 111 000 111 111 000 ATM Network IP Network 2 RED
 
 111 000 000 111 000 111 000 111
 
 111 000 0000 1111 SWITCH 0000 1111 000 111 0000 1111 0000 1111 000 111
 
 RTT 50 ms Fig. 2. Simulated assured service architecture through the GFR ATM service
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 The aggregated traffic stream from IP network 2 has two options when entering the ATM network. Either it contracts a MCR null, so that it will share the leftover bandwidth with the flow from IP network 1, or it contracts a certain MCR. In the former case individual flows will get a proportional part of the leftover bandwidth. In the later individual flows should get a proportional part of the contracted plus the leftover bandwidth. The aggregated traffic stream from IP network 2 has only OUT packets. This could be a problem for the scheduling mechanism to guarantee the MCR of the flow since OUT packets will be treated as excess bandwidth. This issue will be analysed in the following sections. The configuration of Figure 2 assumes IP over ATM with a link bandwidth of 33 Mbps in all paths. IP network 1 has eight Assured Service sources with different target rates from 1Mbps to 4 Mbps. They are multiplexed in a RIO router with the same parameters as described in the configuration of Figure 1. So we expect the same average number of IN and OUT packets as shown in Table 1 at the edge of IP network 1. This assumption is valid as long as the influence of congestion in the ATM network is not meaningful. IP network 2 has also 8 sources multiplexed in a RED router with parameters 10/40/0.02. As commented above, packets from this network are considered as OUT packets when entering the ATM network. The aggregated flow from IP network 1 is assigned a MCR equal to the sum of all its target rates, 20 Mbps. We consider that the aggregated flow from IP network 2 contracts a MCR of 8Mbps in order to provide 1Mbps to each user. 4.1 Mapping on GFR Without IN and OUT Packet Discrimination All proposed implementations of the GFR service included in the ATM forum (FIFO, WFQ, DFBA) and GFS have a common characteristic. The buffer is shared by all flows, and it contains common thresholds. Isolation among the different flows is carried out by means of additional mechanisms such as policing or per-VC accounting. When using WFQ and GFS without tagging the excess traffic only one threshold is needed. Given that the thresholds are common for all flows, isolation among them is not as good as it would be desirable. WFQ presents serious problems related to the ones which have been reported in [8]. Only GFS and DFBA can provide MCRs to all flows. Nevertheless in the current context the number of IN packets in the flow provides the target rate. If the buffer is congested, and one of the flows is sending more OUT packets than the others do, packets will be discarded from all flows without taking into account if they are IN or OUT packets. It seems clear that under these conditions it will be difficult to get individual target rates of each flow through the ATM network. Simulation results presented in Table 3 show that the obtained average throughputs of individual flows in IP network 1 are quite different from the expected fair throughput. Actually, these flows get a throughput which is a proportional share of the MCR contracted plus the leftover bandwidth. We may consider an infinite ATM buffer in order to ensure that all IN packets will be delivered. Simulation results of Table 4 show that in this case the buffer utilisation is too high (we measured an output load close to 0.95), so the queuing delays
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 increased significantly causing some TCP sources to time out. In these cases the rest of the sources take advantage to increase throughput above their fair quota. Table 3. Finite ATM buffer (GFS : QMAX 2000 cells, HBO 1000cells ; DFBA : H 1800 cells, L 1000 cells). Measured values in Mbps
 
 TCP RENO sources with MSS = 9180 bytes, LINK = 33 Mbps Target rate Average Fair Thoughput Average Throughput Throughput GFS DFBA IP2 IP1 IP2 IP1 IP2 IP1 IP2 IP1 IP2 8 1 2.61 1.40 1.30 1.30 2.50 1.50 9 1 2.66 1.37 1.30 1.30 2.63 1.38 10 2 2.81 1.29 2.30 1.30 2.76 1.50 11 2 2.76 1.31 2.30 1.30 2.46 1.49 12 3 2.66 1.31 3.30 1.30 2.41 1.60 13 3 2.73 1.28 3.30 1.30 2.71 1.56 14 4 2.59 1.36 4.30 1.30 2.53 1.57 15 4 2.59 1.13 4.30 1.30 2.65 1.18
 
 Flow number IP1 0 1 2 3 4 5 6 7
 
 4.2 Mapping on GFR with IN and OUT Packet Discrimination. GFS Case In this section we try to solve the problems described above, in order to guarantee the target rate of each individual connection. Discrimination between IN and OUT packets is a key issue when buffering incoming packets. IN and OUT packets are mapped in the GFR service category through the CLP bit as CLP 0 and CLP 1 respectively. The pseudocode for cell acceptance in GFS scheduling accepts a packet as eligible for services guarantees as long as the counter TOKEN_CNTR >= Maximum_packet_size. In all other cases the packet is considered as excess traffic. If we do not impose that eligible packets must be also IN packets the scheduler may choose OUT packets as eligible. In case of congestion IN packets of the aggregated stream may be dropped affecting the target rate of the individual connections. The GFS scheduling must be modified in this way to preserve all individual target rates in an aggregated stream (see line 3 in Figure 3). In this case, as shown in Table 5, with the modified GFS algorithm all individual connections of IP network 1 can get their target rates. Connections with the lowest target rates benefit more from the excess bandwidth. Nevertheless sources of IP network 2 manage to get their contracted MCR. The main reason of this behaviour is that all packets from IP network 2 are OUT packets and they are considered as excess bandwidth, i.e the scheduler does not take into account the MCR contracted. Thereby the average throughput presented in Table 5 for each flow in IP network 2 is correct. The current excess bandwidth is 33-20=13 Mbps, instead of the 33-28=5 Mbps considered. See the column labelled “Current fair throughput” in Table 5.
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 Table 4. Infinite ATM Buffer. Measured values in Mbps TCP RENO sources with MSS = 9180 bytes, LINK = 33 Mbps Flow Target rate Average Fair Thoughput Average number Throughput Throughput GFS DFBA IP1 IP2 IP1 IP2 IP1 IP2 IP1 IP2 IP1 IP2 0 8 1 3.31 1.75 1.30 1.30 2.52 1.27 1 9 1 3.17 0.55 1.30 1.30 2.51 2.29 2 10 2 3.34 0.70 2.30 1.30 1.26 2.25 3 11 2 3.23 0.65 2.30 1.30 1.28 2.32 4 12 3 1.65 1.69 3.30 1.30 2.51 2.37 5 13 3 3.37 1.70 3.30 1.30 1.31 2.29 6 14 4 0.93 1.74 4.30 1.30 2.51 2.42 7 15 4 3.46 1.69 4.30 1.30 2.51 1.29 Table 5. Simulation results with modified GFS. Finite ATM buffer : QMAX 2000 cells, HBO 1000 cells. Measured values in Mbps.
 
 TCP RENO sources with MSS = 9180 bytes, LINK = 33 Mbps Flow Target rate Avg. Thput. Fair Thoughput Current Fair number GFS Thput. GFS IP1 IP2 IP1 IP2 IP1 IP2 IP1 IP2 IP1 IP2 0 8 1 2.07 0.91 1.30 1.30 1.81 0.81 1 9 1 2.12 0.86 1.30 1.30 1.81 0.81 2 10 2 2.90 0.87 2.30 1.30 2.81 0.81 3 11 2 2.92 0.73 2.30 1.30 2.81 0.81 4 12 3 3.35 0.83 3.30 1.30 3.81 0.81 5 13 3 3.65 0.91 3.30 1.30 3.81 0.81 6 14 4 4.50 0.90 4.30 1.30 4.81 0.81 7 15 4 4.43 0.67 4.30 1.30 4.81 0.81 4.3 Mapping on GFR Service with IN and OUT Packet Discrimination. DFBA Case Now we analyse the above case but using the DFBA scheduling algorithm. As in the GFS case, IN and OUT packets are mapped with CLP 0 and CLP 1 respectively. From the simulation results presented in Table 6, we observe that all flows of IP network 1 can get their target rate although connections with the lowest target rates benefit more from the excess bandwidth as in the GFS case. The individual flows of IP network 2 do not get the expected throughput. The MCR contracted is reached but they can not benefit from the excess bandwidth. Since all packets are OUT (CLP 1) and given the high link utilisation they are always dropped when the buffer size is above the L threshold. These drops provoke idle periods that reduce congestion in the buffer. In this situation OUT packets of IP network 1, which arrive more spaced, can use the excess bandwidth. This effect is considerably stronger if we reduce the L threshold value in the buffer (see last column in Table 6).
 
 408
 
 F. Cerdan and O. Casals 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
 
 if (First_cell_of_frame) { if (TOKEN_CNTR(j) >= Maximum_frame_size(j)) && CLP 0 { c=2 if (QT= T SH requests. This, simple filtering policy at the master side can keep the overall hit rate high, while making the bandwidth and disk space requirements affordable [10].
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 At the cache side (i.e. ISP caches), it may be difficult or impossible to obtain (or estimate) the value of λTs . Also, clients at a given cache may be interested in a different set of documents than clients at a different cache, therefore, cache side filtering policies should be implemented. Good filtering policies at the cache side would require to block most of the unnecessary documents or documents that are unlikely to be hit in the future, while retaining a high hit rate. For instance, if most of our clients are college students, it might be necessary to keep all the documents related to .edu; and if most of our clients speak only Chinese, it may be reasonable to discard all documents coming from non-Chinese, non-English speaking country. Of course this kind of prior information is very helpful to establish an efficient filtering policy. However, in this paper we assume no such prior knowledge on the background of clients; we consider a more general case: only the history of the requests of local clients is available in the form of caching server’s logs. Compared with the fast changing rate of the Internet and its documents, the relish and interest of each member of the local users (clients) usually remains stable, at least for a short period, and so does the membership of the audience itself as a whole. Accordingly, the requesting pattern from all ISPs could also be thought to be relatively stable. Based on this assumption, we suggest a generic filtering policy which depends solely on the previous day’s request pattern at each local site. For a specific day, we first summarize the total Web servers that were visited on the previous day and build a database with each entry representing an origin Web server. Then, for each document coming from the satellite the ISP’s cache decides whether to accept it or not by comparing the host name of the document’s URL with the filtering database. If there exists a match, the document is stored into the cache for possible future hits; otherwise, it is simply discarded. The philosophy behind this filtering policy is that if a Web server was
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 visited by local clients on the previous day, then it is very likely to be requested again by local clients. We then extend the proposed filtering policy further to take into account the popularity of a document. Based on the popularity of a Web server, we can set up different thresholds to determine which documents to keep. We call this method a threshold filtering policy. Next, we present via trace-driven simulations the performance of a generic and a threshold filtering policy in terms of disk space usage, hit rate (HR), and weighted hit rate(WHR) – the fraction of client-requested bytes returned by the web cache. We use the access logs provided by an ISP in the USA (AYE [1]). This ISP gives access to about 1000 residential and business clients and has a cache with 48 GBytes of disk space. The logs of AYE’s cache are from Dec. 18-23, 1998, which account for nearly 10 million requests. We considered all documents, cacheable and uncacheable, to study different filtering policies regardless of the cacheability of a document (non-cacheable documents account for about 10% of all document requests).
 
 5 5.1
 
 Filtering Policies: Trace-Driven Simulation Original Hit Rate and Weighted Hit Rate
 
 In order to measure the influence of the filtering policies on the hit rate, we first calculate the original hit rate without the use of the filtering policies. To calculate the hit rate at AYE’s cache we considered all hits, including those hits that needed a consistency check (if-modified-since) with the origin server and resulted in a document not-modified [8]. From Figure 5 we can see that the average hit rate HR of AYE’s cache is about 45% and the average weight hit rate WHR is 30%. Both the HR, and the WHR are quite low since most of the document requests result in a miss in the cache. Misses are mostly due to requests for documents that no other client has ever requested before (firstaccess misses). The significant difference between HR and WHR is because Web caches usually discard large documents to help keeping high HR [12]. 5.2
 
 Impacts of a Generic Filtering Policy on the Hit Rate
 
 In Figure 6 we consider a generic filtering policy where ISP caches only keep those documents which host name matches that of any Web site visited during the previous day. Comparing Figures 5 and 6, we see that only a quite negligible reduction in the HR and the WHR has been caused by the generic filtering policy. For example, on Dec. 19, the corresponding HR reduction is only 4.3%, on Dec. 20 only 3.0%, on Dec. 21 only 3.2%, and so forth. In Figure 6 we also calculated the maximal achievable hit rate and the maximal achievable weighted hit rate, which is the HR and WHR achieved in an ideal scenario where all documents requested in the cache were previously prefetched in the cache. If the percentage of cacheable documents is 100% then, the maximal achievable HR equals 100%. In Figure 6 we show the maximal achievable
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 Fig. 5. The original HR and WHR of AYE’s cache without the use of a filtering policy.
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 Fig. 6. HR and WHR of AYE’s cache with a generic filtering policy based on those servers visited on the previous day.
 
 HR and WHR for the generic filtering policy described before. We observe that the maximal achievable HR and WHR is as high as 80% and 75%, respectively. Therefore, the correlation between Web sites visited from one day to the following day is very high; there are only few new Web sites that are visited on one day and are not visited on the following day. The percentage of new Web sites that are visited every day and that were not visited before only accounts for about 20% of all requests. Not surprisingly, there currently exists a significant gap between the maximal achievable HR and the measured HR, this is due to the fact that the client population connected to AYE’s cache is not large enough. However, as we will see in Section 6 as more and more ISP Web caches get connected through a satellite distribution, this gap decreases rapidly. Next, we have also considered another interesting case where we employ a unique database built on Dec. 18 to implement filtering policies for Dec. 19, 20, 21, 22, and 23 respectively. Thus, during the days Dec. 19-23, the cache only keeps those documents which host name matches that of a Web site visited on Dec 18. The results, shown in Figure 7, exhibit a surprising resemblance with Figure 6 where the filtering databases where built based on the immediate previous day. This results, strongly support the fact that the relish and interest of clients connec ted to an ISP remain stable on a day-by-day basis. 5.3
 
 Performance of a Threshold Filtering Policy
 
 In this section we consider a threshold filtering policy. The only difference between a threshold filtering policy with the previous one (generic) is that all the entries in the database from a Web site with less than a certain number of requests during the previous day (i.e. threshold) are removed. That is to say, if a Web server was visited less than threshold times on the previous day, it means
 
 Performance Study of Satellite-Linked Web Caches and Filtering Policies
 
 589
 
 1
 
 0.9
 
 0.8
 
 0.7
 
 hit rate(HR) weighted hit rate(WHR) maximal achievable HR maximal achievable WHR
 
 hit rate
 
 0.6
 
 0.5
 
 0.4
 
 0.3
 
 0.2
 
 0.1
 
 0 19
 
 19.5
 
 20
 
 20.5 21 21.5 date: Dec. 19−−−23, 1998
 
 22
 
 22.5
 
 23
 
 Fig. 7. HR and WHR of AYE’s cache with filtering policy based on servers visited on a specific day: Dec. 18. Filtering at the local−end Web cache: Based on previous−day−visited hosts + THRESHOLD=10 times
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 Fig. 8. Performance of threshold filtering policy with thresholds equal 10 req/day, and 100 req/day, respectively.
 
 this server is not a “hot” site, and therefore the cache decides not to store the documents coming from it. In this way, we can readily reduce the number of entries used to implement the filtering policy, thereby, alleviating the demands for processing power and disk space. However, reducing the number of Web sites for which the cache keeps documents may decrease the hit rate. The goal is to reduce the number of Web sites for which the cache keeps document s while retaining the HR and the WHR at an acceptable level. In Figure 8 we show the HR and the WHR for different threshold filtering policies based on previous day logs. Moreover, in Figure 9 we also plot the reduction in HR and WHR of each threshold filtering policy, when compared to the non-filtering case. The results in both figures show that setting a small threshold popularity, does not significantly decrease the hit rate. For instance, setting a threshold of 10 requests per day, the hit rate is only decreased by about 3% compared to the case where no threshold is used. The main reason for this
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 Fig. 9. Comparison of HR and WHR reduction due to different filtering policies.
 
 results from the Zipf distribution of document requests [3] [16] where only few Web sites account for most of the requests and there is a large set of documents that have very few requests. 5.4
 
 Complexity and Disk Requirements of Filtering Policies
 
 Up to now we have considered the performance of generic filtering policies based on previous requesting patterns and threshold filtering policies with different thresholds. As we saw, the mentioned filtering policies only have a negligible (or tolerable) reduction in both HR and WHR. However, other issues arise with filtering policies, such as the computing requirements for executing such filtering policies, and the disk requirements to store the documents coming from satellite link depending on the filtering policies. For each document coming from the satellite, it is necessary for a filtering policy to examine whether the document’s host name matches one of the filtering database entries. Therefore, the execution complexity of the filtering policy depends on the number of entries in the database. Also, since all the documents with a host name equal to an entry in the database are stored in the cache, the number of entries in the database is directly related to the cache disk requirements. The more entries in the filtering database, the more the storage space is required. In Figure 10 we plot the number of entries needed for the proposed filtering policies. From Figure 10 we see that the number of entries decreases quickly as the threshold value increases, resulting in a drastic reduction in the execution complexity and the needed disk space. At the same time, from Figures 8 and 9 we also saw that the decrease in the hit rate was small even for large threshold values. For instance, on Dec. 19, the total number of entries used for a generic filtering policy (i.e. the non-threshold case) is 31913, and the hit rate is 42.8%; the threshold filtering policy with threshold=10 req/day uses 13266 entries, less than half of the generic policy, while still achieving a hit rate of
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 Fig. 10. The number of entries used in different filtering policies.
 
 39.7%. Therefore, implementing threshold filtering policies helps reducing the execution complexity and disk requirements while keeping high hit rates. 5.5
 
 Filtering Policy Based on Consecutive Days of Access History
 
 Next, we investigate how many days of access history are needed to build the filtering database. Obviously, using more days of history, the probability to hit a document will increase at the cost of a large filtering database and processing power. In Table 1 and 2 we present the increased hit rate and increased number of entries, respectively, as compared to those of filtering policy based solely on the previous day. We only considered the generic filtering policy, i.e., the threshold is set to zero. From these two tables we see that increasing the number of days used to build the database, rapidly increases the number of database entries, while, it does not significantly improve the hit rate. For example, on Dec. 20 the filtering policy based on the two previous days has a 1.2% higher hit rate than that based only on the previous day, however, the number of entries in filtering database grows Table 1. Increased hit rate based on consecutive days of history in the case of a generic filtering policy. filtering database increased HR increased HR increased HR increased HR based on previous . . . on Dec. 20 on Dec. 21 on Dec. 22 on Dec. 23 two days 1.2% 1.2% 2.6% 1.4% three days N/A 1.7% 3.1% 2.9% four days N/A N/A 3.4% 3.5% five days N/A N/A N/A 3.8%
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 Table 2. Additional number of entries for consecutive days of history in the case of generic filtering policy. filtering database increased entries increased entries based on previous . . . for Dec. 20 for Dec. 21 two days 16995(53.4%) 16498(48.7%) three days N/A 29130(85.9%) four days N/A N/A five days N/A N/A
 
 increased entries increased entries for Dec. 22 for Dec. 23 27389(142.2%) 9264(31.1%) 37981(197.2%) 26411(88.6%) 49621(257.6%) 38678(129.8%) N/A 48769(163.7%)
 
 by 16995 items, which is a 53.4% more. As more days of history are employed, the increased hit rate is almost negligible, while the increase in the number of filtering entries is quite significant. Therefore, using only the previous day of logs to build the filtering database is a reasonable choice.
 
 6
 
 Case Study: Filtering Schemes on a Cache-Satellite Distribution
 
 Now, we proceed to study the situation where AYE’s cache is connected to a cache-satellite distribution. As shown in Section 3, as more and more clients get connected to the cache-satellite distribution, the hit rate increases gradually, however, the disk space requirements will increase explosively if no filtering policy is employed. The primary goal of this section is to verify that the filtering policies presented before have the ability to keep most of the documents coming from the satellite that are of interest to the local clients, while blocking as many non-desired documents as possible. For this purpose we obtain one day of logs from the top-level log of NLANR 1 cache on Dec. 23 and simulate a scenario where the NLANR top-level cache gets connected to cache-satellite distribution. We assume that AYE’s cache is connected to the same satellite distribution. We consider that all objects requested in the NLANR log, whether hit or missed, are pushed over the satellite link and therefore received by AYE’s cache. We are interested on the increased hit rate at AYE’s cache due to satellite pushing, and on the additional required disk space at AYE’s cache. In Figure 11 and Figure 12 we show the percentage increase of the hit rate for different filtering policies and the increase of the disk requirements. From these two figures we see that in the case that no filter is used, an additional 16.7 GBytes of disk space are required to store those documents coming from the satellite at AYE’s cache, and the resulting hit rate increases by 14.1%. Using the generic filtering algorithm, i.e., keeping only the incoming documents that match Web servers visited on the previous day, the additional disk space requirement drops to 8.9 Gbytes while the increased hit rate is still about 12.0%. Therefore, the generic filtering policy achieves 46.2% disk-space saving at the cost of a negligible decrease in HR. 1
 
 National Lab of Applied Network Research. http://ircache.nlanr.net. NLANR toplevel cache consists of four major cooperating caches that share their load.
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 16
 
 original (no filtering) filtering based on previous day filtering based on previous two days filtering based on previous three days filtering based on previous four days filtering based on previous five days
 
 14
 
 12
 
 10
 
 8
 
 6
 
 4
 
 2
 
 0
 
 0
 
 5
 
 10
 
 15
 
 20
 
 25 30 Threshold value
 
 35
 
 40
 
 45
 
 50
 
 Fig. 12. HR and WHR of AYE’s cache with a generic filtering policy based on those servers visited on the previous day.
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 Fig. 13. Number of entries in the database used to filter documents coming from the satellite.
 
 We further study the increased hit rate corresponding to threshold filtering policies based on several previous days. As shown in Figure 11, we find that, as more and more days’ logs are incorporated into filtering database, the increase in the hit rate is quite negligible. On the other hand, in Figure 12 we see that as more days are considered, the needed disk space to store those documents coming from the satellite is significantly enlarged; a similar thing happens to the number of database entries (Figure 13). For instance, using the previous day of logs from AYE, the additional hit rate increases by 12.0%, AYE’s cache needs additionally 8.9 Gbytes of disk space, and the database has 29793 filtering entries; based on the previous two days of logs, the increase in the hit rate is of 12.5%, however, the increase in disk space is 9.62 Gbytes and the number of entries is 39058, and so forth. Based on these figures, we find that the use of a generic filtering policy or a threshold filtering policy with small threshold values, e.g. 10 req/day,
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 based solely on the previous day, yields to a good trade-off between disk space requirements to store Web documents, processing capacity to run the filtering policies, and hit rate.
 
 7
 
 Conclusions
 
 A cache-satellite distribution is emerging as a very promising technology to alleviate the problems related to the rapid growth of the Web. In this paper, we have analyzed and evaluated the performance of cache-satellite distribution. Our theoretical and trace-driven results demonstrate that as the population of clients connected to the satellite distribution increases, the hit rate goes up steadily. Using trace-driven simulations we showed that connecting more clients to the satellite distribution scheme, ISP-caches can easily increase their hit rates by 15%. As more and more clients (or ISPs) get connected to a cache-satellite distribution, a large number of documents is being distributed through the satellite, which might overflow the disk storage capacity of the caches and considerably increase their load. We have studied different filtering policies at the ISP caches, aiming at discarding documents unlikely to be requested. In particular we have considered filtering policies which take into account access patterns from clients connected to a certain cache. Using trace driven simulations, we show that simple filtering policies can greatly reduce the disk requirements of Web caches connected to a satellite distribution while reducing the hit rates only by about 2%-3%. In addition, filtering policies that include the site’s popularity to decide whether to keep a document or not, further reduce the size of the filtering database while hardly modifying the obtained hit rates.
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 Abstract. This paper studies the problems of congestion and optimal use of resources in packet switched backbone networks. The developed control system adjusts the data rates and selects the optimal paths through the backbone network for the controllable traffic category. Controllable traffic is low priority traffic, whose sources can be effectively controlled by the network. Data rates of the controllable traffic are calculated by the fuzzy controllers and statistical calculations. The adaptive neuro-fuzzy inference system (ANFIS) has been used to predict data rates of high priority traffic. This prediction tries to optimise the performance of the control system. All computationally intensive control operations are distributed to the edge switches of the backbone network. A special control protocol transfers the control information between the edge switches and the source stations of the controllable traffic, located in the access networks. Simulation tests have been used to verify the high performance of the control system.
 
 1. Introduction Packet-based backbone data networks, also called core networks, transfer data between different types of access networks connected to the core by edge switches. Usually backbone networks operate in wide geographical areas and the networks consist of a large number of switches. Different user applications require different transmission services. Hence, data transmission services should be classified according to these various needs, and backbone networks should be capable of serving data transfer requests of different service categories [1]. Currently, the idea of integrated services in packet switched networks is defined most completely in ATM (Asynchronous transfer mode) networks. ATM networks include several service categories and they are capable of sharing their transmission resources between connections according to the QoS (Quality of Service) requirements of categorised connections.
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 The different service categories can be roughly divided into prioritised, controllable, and best effort services. The data flows of the prioritised services are served by giving certain privileges over the other traffic in the network. The prioritised services can also include guaranteed services. For such services, the network guarantees a certain quality of the transmission services for these traffic flows. The prioritised services require transmission contracts between the user application and the network. The controllable and the best effort traffic can use the free capacity of the network, left over by the prioritised traffic flows. The difference between the controllable and best effort service categories is the control strategy of these traffic flows. The data flows of the controllable service categories are always somehow controlled by the network so that the free capacity would be used for these traffic flows as optimally as possible. Best effort traffic is not controlled in any way. According to the aim of controllable traffic, the traffic control systems should ensure that the controllable traffic flows are controlled in real-time according to the abrupt load changes of the backbone network. The long transmission delays of large backbone networks require some kind of prediction of the load of the network [2]. Although the prediction of the traffic load in large networks is very difficult, it is valuable to try to produce some estimations. Good predictions increase the performance of the control system and decrease the need of control actions. In this paper, we present our own data rate control and path selection system for generic controllable (GC) traffic in packet switched backbone networks. During the data transmission periods of the controllable traffic flows, the control system iteratively chooses the optimal path and calculates the optimal data rate for each GC traffic flow, depending on the load of the higher priority traffic flows. The control system is based on the use of 1) mamdani fuzzy controllers, 2) ANFIS neuro-fuzzy system and 3) statistical calculations. Fuzzy controllers and statistical calculations perform the control actions for the GC sources, and ANFIS generates the estimations of the high priority traffic load values. These estimation values are used for the control of the GC data flows. Several research groups have also used fuzzy controllers for network control problems. In these studies, fuzzy controllers have been used for policing the ATM network and to control the data rates of ABR connections [3], [4], [5]. Some research groups (e.g. [6]) have also found that fuzzy control systems are also suitable for solving routing problems of networks. The ANFIS neuro-fuzzy system [7] has been found to be effective in modelling the behaviour of highly nonlinear dynamic systems [8]. Our backbone network model does not follow any existing standardised network architecture. However, the data rate control of the GC traffic closely follows the basic control principles of the ABR (Available Bit Rate) service category traffic in the ATM networks, and the modelled backbone network contains typical elements of connection oriented high speed packet switched networks. The performance of the control system has been tested by simulations. The simulation results show that the control system can reach a high level of performance, even if the physical network environment and the load of the backbone vary greatly. In Section 2 we explain the basic properties of the control protocol, focusing on the data rate adjustment and the path selection mechanisms of the control system. In Section 3 simulation results are given and analysed. Finally, some conclusions are drawn.
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 2. Description of the Control System 2.1. General Principles The studied backbone network model consists of edge and core switches. The access networks are connected to the backbone network via edge switches. The data packets coming from the source access networks flow across the source edge switches and travel through the core switches to the destination edge switches. The destination edge switches send data packets to the destination access networks. In this model, we assume that the access networks connected to the backbone network are also some kind of packet based data networks, and they can transfer all incoming and outgoing traffic without the danger of congestion. In the backbone network, data are transferred using constant length packets. In the switches, every input and output link, connected to the switches, is handled by individual input and output ports. Output ports have a scheduling mechanism for the control traffic, prioritised traffic and GC traffic (see Fig. 1). The control traffic has the highest priority and the GC traffic has the lowest priority. Best effort traffic is not included here, but if it were, its priority would be the lowest. In this model, we assume that traffic coming from input ports could be switched to the output ports without any need of input buffering. The structure of the studied network environment is described in Fig. 1. The control system can be divided to 1) the transmission of the control information between the network components and 2) the control calculations. The transmission of the control information can be further divided to transmission between the edge switches and GC source stations, and the collection of the network state information. The control calculations include the calculations for GC data flows and the calculations to define the state of the output links of the core switches. The edge switches periodically control the GC source stations by the special GC control (GCC) packets. These packets include the data rate values of the GC data flows to reach the optimal use of the network resources. The frequency of sending the control packets depends on the estimated mean RTT (Round Trip Time) of the network. The data rate values are calculated by the control functions of the edge stations. The collection of the state information of the network is done by the ERM (Edge Resource Management) packets. The ERM packets, originated by an edge switch, are broadcast by the core switches of the backbone network to all other edge switches. In this way, the ERM packets flow between the edge switches using all possible paths in the network and collect path specific information about the network, roughly in the same way as the BGP protocol is used in inter-domain routing. The state information of the core switches is saved to the ERM packets according to the max-min fairness principle [9]. In this way, the core switch whose current load of the output link is the highest, is allowed to represent the state of the path. The frequency of sending the ERM packets is constant and it depends on the mean RTT of the network. After receiving any ERM packet, the edge switches update the state information related to the path of the received ERM packet to a special database. The core switches periodically calculate state information for each output link. This state information is calculated for the ERM packets. The variables used to define states of the output links are described in Table 1. The edge switches are responsible for most of the control calculations for the GC data flows. Using the state information
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 of the special database of paths, they 1) estimate the load of the high priority traffic, 2) define the optimal path for each active GC data flow, and 3) adjust the data rate values of the GC data flows to the optimal values. Calculations of the optimal paths and optimal data rates are done periodically together with the sending of the GCC packets to the GC source stations. The optimal data rate values are copied to the GCC packets so that the GC source stations can adjust their data rates. The optimal paths of active GC flows are saved into the edge switches. Between two control moments, the edge switches direct the incoming data packets from the GC source stations to the optimal paths. The estimations of the load of the high priority traffic are made every time when edge switches receive any ERM packet. These estimations are done individually for every alternative path, and they are done by the load estimation values of ERM packets or ANFIS estimators. The estimated loads of the high priority traffic are used to define optimal paths and optimal data rates.
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 Destinatio stati
 
 The control elements of the edge switches
 
 Priorit y GC : traffic
 
 Fig. 1. Structure of studied network environment. Table 1. Control information of core switches Meaning Current and predicted load of the output port normalised to the link capacity. Simple linear load predictor estimates the load value of the link after RTT (round Trip Time). Load values are calculated for all traffic types. # of GCs Number of active GC flows through the output port Occupancy of GC buffer Occupancy level of the GC buffer Transmission speed of The total transmission capacity of the link (for all types of link traffic) Variables Load
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 Total.curr. load =
 
 ∑ Capacity of the link (Mbit / s) Data flow of traffic class (i)
 
 i =1
 
 (1)
 
 N = Number of diff. traffic classes (3) {control traffic, high priority traffic, GC traffic}
 
 Occu.level =
 
 # of packets in GC buffer (packets) Optimal # of packets in buffer
 
 (2)
 
 2.2. Prediction of the High Priority Traffic Loads The estimation of the amount of the high priority (HIP) traffic along the paths is done in two alternative ways. If the occupancies of the GC output buffers of the heaviest loaded output links are exceeding the defined limit, the load prediction values of the latest ERM packets are used to estimate high priority loads in the paths in near future. On the other hand, if the occupancy is below this limit, the prediction is based on the ANFIS predictor. The load predictors of core switches predict the load values based on the latest load information, whereas ANFIS predictors use a little bit earlier load values for the prediction. For this reason, the prediction values of the core switches are used when congestion may occur in the path. The ANFIS network is adaptive network based fuzzy inference system, which can perform the functions of the Sugeno or Tsukamoto fuzzy models. The important characteristic of the network is the capability to learn the behaviour of the dynamic systems by training data pairs. The network includes a set of linear and non-linear parameters. The values of the parameters are adjusted by a special hybrid learning rule, which is a combination of the gradient method and the least squares estimate (LSE). The ANFIS network can include several input variables but only one output variable [7]. The aim of the ANFIS predictors is to produce statistically reliable estimations of HIP loads for the future. Based on HIP load values measured in the past. The values of the input variables are defined by the HIP load information of several ERM packets. The input variables of ANFIS predictor are 1) Maximum HIP load value during the observation time, 2) weighted average value of three latest HIP load values, and 3) the load change between two latest HIP load values. The output of the ANFIS predictor is the estimation of the maximum possible HIP load value in future. The estimation time of future maximum HIP load values is defined by the operator of the control system. The ANFIS predictor is used in an on-line manner. Whenever ERM packet is received, the values of the input variables are calculated and the ANFIS network calculates the HIP load estimation for the current path. Calculated HIP load estimation values are saved into the edge switch to be used for the path selection and the data rate adjusting functions. In our prediction case, the parameters of the ANFIS network are first adjusted in off-line mode using measured learning data pairs. The off-line mode is used, because adjusting the parameters is too time consuming to be made on-line by the edge switches. The data pairs for the parameter adjusting are collected from all possible paths in the network. In this way, the quality of the learning data pairs increases.
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 2.3. Selection of Active Path The special databases of the edge switches contain the control information of alternative paths in the backbone network between the edge switches. The edge switches calculate the quality value for every alternative path. The paths with the best quality values will be chosen as the active paths of the GC sources. The calculation is based on two control variables. These variables are 1) The predicted total load of the heaviest loaded output link in the path, and 2) the fuzzy control factor of the path. The second variable indicates how much the data rates should be increased or decreased to reach the optimal load of the network. The values of the second variable are calculated by the fuzzy controllers. The fuzzy controller will be defined in the subsection 2.4. The quality values of the paths are calculated according to Eq. 4. The quality of the path is high when the value of Eq. 3 is high. High values are reached when the predicted load of the link is low and the value of the fuzzy control variable is low. Low values of the fuzzy control variable indicate that the data rates of the GC traffic flows should be increased. path quality = (1- PredTotLoad) * (1- FCF)
 
 (3)
 
 where : PredTotLoad = The predicted total load of the heaviest loaded output link FCF
 
 = The fuzzy control factor [0,1]
 
 2.4. Data Rate Adjustments of GC Traffic Flows Fuzzy controller and load prediction based data rate adjustment strategies. The data rates of the GC traffic flows are adjusted using either the fuzzy controllers or the load predictors, depending on the states of the paths of the network. Fuzzy controllers are used, when the GC data rates can be controlled without danger of congestion in the output links of the paths. On the other hand, data rate changes are based on the load predictions when there is urgently need to adapt to the abruptly high load changes of the high priority traffic. The selection possibility of the data rate adjusting strategy tries to ensure that the occupancy levels of the GC buffers in the heaviest loaded output links in the chosen paths would always be non-zero, yet lower than the overflow level of the GC buffers. The selection procedure estimates the occupancy changes of the GC buffers during the mean RTT of the control actions (see Eq. 4). If the estimated occupancy level changes cause a buffer overflow or underflow situations, the load prediction based strategy is chosen. Otherwise, the fuzzy controller based strategy will be chosen. The selection is made individually for every path of the network in every control moment of the paths. Occu.change =
 
 (PredTotLoad -1) * LC (bit / s) * RTT ( s ) Packet size (bit)
 
 where : PredTotLoad = The predicted total load of the output link LC = Link capacity RTT
 
 = Round trip time
 
 (4)
 
 602
 
 K. Pulakka and J. Harju
 
 Fuzzy controller based data rate adjustments. The fuzzy controller based data rate adjusting (see Eq. 5) is based on two control factors. These factors are 1) the fuzzy control factor, and 2) the physical data rate change factor. The fuzzy control factor indicates how much the data rates should be relatively increased or decreased normalized to the value of the physical data rate change factor. The values of the physical data rate factor indicate the allowed data rate change during one control interval. The value definition of the physical data rate change factor depends on the capacity of the network components and the geographical size of the network. (see Eq. 7). The fuzzy controllers, designed to calculate the fuzzy control factor values, include two input variables, 1) the occupancy of the GC buffer, and 2) the predicted change of the occupancy level of the GC buffer. The input variables of the fuzzy controllers are defined in Eq. 6. The second input variable indicates how the occupancy level of the GC buffer will be changed depending on the predicted total load, during some precisely defined time period. The predicted total load is the sum of the predicted load of the control, high priority and GC data flows. The precisely defined time is usually related to the RTT of the control loop. To ensure the simplicity of the fuzzy controllers, the fuzzy variables and the rule-bases of the fuzzy controllers are defined by the operator of the network. The first input variable is defined by seven linguistic values and second input variable by nine linguistic values. The output variable is defined by seven linguistic values and the numerical range of the variable is [0,1]. The mamdani fuzzy inference system has been used for every fuzzy controller and the centroid area method has been used for defuzzification of the fuzzy output set. DR(n + 1) = DR(n) + FCF(n + 1) * PhyDRCF(n + 1)
 
 (5) where : DR
 
 = Data rate
 
 FCF = Fuzzy control factor ( scaled to range [-1,1] ) PhyDRCF = Physical data rate change factor
 
 Occupancy of GC buffer (packet) Optimal GC occupancy (packet) (Pred. total load - Link capacity) * Obs. time Input2 = Optimal GC occupancy (packets) Optimal GC occupancy : Input1 =
 
 = Optimal # of GC data packets in the GC buffer Obs.time = Observation time, which is ≤ RTT
 
 (6)
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 Occupancy limit: Maximum allowed variance of the occupancy of the GC buffers during defined time. RTT: Estimated avg. round trip time of the control information
 
 Load prediction based data rate adjustments. This data rate adjusting strategy is purely based on the predicted load values of different types of data flows in near future. The load values of the high priority traffic are predicted by the linear or ANFIS predictors, described in subsection 2.2. The load changes of the GC traffic flows are estimated based on the previous control actions. It is important to notice, that the predictions of the GC load changes cannot be exact values, because edge switches do not know the GC control actions of other edge switches. Because the frequency of the sending of the ERM packets is constant, the up-to-date load value of the control traffic can be used as an estimation of the control traffic load in future. Using these three predicted load values, the equally shared free capacity for the GC data flows are calculated as described in Eq 8. EQS capacity =
 
 Link capacity - (Pred.CL + Pred.HIPL + Curr.GCL + Pred. GCLC) # of the active GC traffic flows
 
 (8)
 
 Where : EQS capacity = Equally shared free capacity Pred.CL = Predicted load of control traffic Pred.HIPL = Predicted load of high priority traffic Curr.GCL Pred.GCLC
 
 = Current load of GC traffic = Predicted load change of GC traffic
 
 3. Simulations 3.1. Description of the Simulated Network Environment The simulated network environment consisted of one backbone network and five access networks. The capacity of the transmission links between the switches of the backbone network was 35 Mbit/s, and the transmission capacity of the access networks was 100 Mbit/s. The high transmission capacities of the access networks ensure that no congestion can occur in the access networks in any case. The backbone network was loaded by 11 continuously flowing high priority traffic flows and seven GC traffic flows with randomly alternating idle and active periods. Poisson and exponential distributions were used to define the lengths of the active and idle periods of the GC traffic flows. The feasible mean lengths of the active periods were 5,10 and
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 20 seconds, and the mean lengths of the idle periods were 4,8, and 12 seconds. Transmission rates of seven high priority traffic flows were generated by a first-order autoregressive process described in [10]. The other four high priority traffic flows adjusted their data rates according to the measured sample data rates of H.261 video transmission. The data rates of the H.261 sources were scaled to the same data-rate range as the data-rates generated by the first-order autoregressive process. The constant data packet size in the backbone network was 500 bytes. The control system tried to share the free capacity equally between the GC traffic flows so that the network would have been loaded optimally. Another control target was to prevent congestion in the network. However, small data packet loss ratios were allowed to reach the optimal throughput. The control frequencies of the GC source stations varied according to the estimated RTT of the network. The constant interval for sending the ERM packets and measuring the loads of the output ports was 0.01 s. The structure of the simulated network environment is described in Fig. 2. Access networks
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 Core switches
 
 - 5 HIP sources - 3 GC sources - 2 HIP sources - 2 GC sources - 5 HIP sources - 2 GC sources - 1 GC dest.
 
 - 5 HIP dest. - 4 GC dest
 
 - 5 HIP dest. - 2 GC dest.
 
 Backbone network
 
 Fig. 2. Structure of the simulated network environment.
 
 The transmission delays of the links and the buffer sizes of the GC buffers of the output ports in the switches will have an effect to the performance of the control system. We used four tests to study the effects of these factors. The tests differed from each other by the distances between the switches and the buffer sizes of the GC traffic. In every test, the performance of our control system was tested by five different test cases. Slightly different traffic scenarios were used for different test cases. The simulation time of each test case was 50 seconds. 3.2. Description of Simulation Results The performance variables. The performance of the control system is tested by four performance variables. These variables are: 1) the average occupancy of the GC buffers in the output ports of the edge switches, 2) the standard deviation of the occupancy of these GC buffers, 3) the packet loss ratio, and 4) mean throughput. The values of the mean throughput were obtained by calculating, for each GC traffic flow, the ratio of the achieved throughput to the theoretical throughput value given by the max-min fairness principle under the assumption that 100% of the available capacity of the network was used.
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 The combination of the high throughput values and zero packet loss indicate the high performance of the system. The values of the average occupancy levels and standard deviations of the GC buffers indicate how the buffers of the output ports are used. In our simulated network environment, we have measured the performance values for the output buffers of the edge switches. These output ports should always be used heavily, because all incoming GC traffic injected to the backbone network is transferred to core switches using these output ports. The single output port is used optimally, if the average value of the occupancy level of the GC buffer is between zero and the optimal size of the GC buffer, and the value of the standard deviation is low. In our control system, the low values of the standard deviation can not be reached. The control system adaptively changes the paths of the GC traffic flows, and this causes quite high variation of the occupancy levels in the output buffers of the switches. Discussion about the performance results. According to the test results, the average of the throughput values of the tests was 0.97. The variation of the throughput values of different tests was low. However, the packet loss ratio of the GC packets varies between the tests. The packet loss ratio was zero, when the optimal sizes of the GC output buffers were high enough compared to the distances between the switches. On the other hand, the packet loss ratio increases when the distances between the switches are increased, but the optimal GC buffer sizes are kept unchanged. From this point of view, it can be noticed that the packet losses can be avoided, if the sizes of the GC buffers are high enough compared to the RTT of the network. According to the average and standard deviation values of the output buffers of the edge switches, the GC output buffers have had most of the time some data packets waiting for the transmission. The test results are described in Table 2. It is important to notice that the performance results (e.g. throughput values, packet loss ratios) are dependent on several factors of the control system. These factors are 1) the frequency of the sending of the ERM packets, 2) the frequency of the load measurements of the output ports of the core switches, 3) the frequency of the sending of the GCC packet to the GC source stations, and 4) accuracy of the predicted load values. Increasing the frequencies of the sending of the control information in the network and other control related measurements increases the performance of the control system, but at the same time the free capacity for the data flows decrease. On the other hand, the accuracy of the load predictions increases by more complex predictor systems, but more complex prediction system requires also more calculations. The ANFIS network used for these tests included six membership functions for each input variable and total number of fuzzy rules was 216. Analysis of the path selection procedure. A positive value of the path quality factor indicates that more traffic can be transmitted through the path, without danger of congestion in the network. The negative values are only reached when the load of the path is higher than its transmission capacity (see Eq. 3). From this point of view, if the network is not totally overloaded by prioritised data flows, the quality values of the chosen optimal paths for GC flows should be positive most of the time. Small positive quality values indicate that the variance of the load of the prioritised traffic is low and the control system can share the free capacity optimally. On the other hand, large positive values indicate that the network is heavily underloaded.
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 K. Pulakka and J. Harju Table 2. Description of the test results Test case {Dist. between switches (km), optimal buff. size, packet loss level}
 
 Avg. Throughput
 
 {100,500,1500} {100,1000,3000} {300,500,1500} {300, 1000, 3000}
 
 0.959 0.969 0.966 0.972
 
 Packet loss ratio of GC traffic
 
 0.00003 0 0.00001 0.00001
 
 Avg. occupancy of GC buffers of edge switches (normalized to optimal buff. size)
 
 Avg. occupancy of GC buffers of edge switches (normalized to optimal buff. size)
 
 0.07 0.10 0.10 0.12
 
 0.19 0.22 0.23 0.24
 
 The distribution of the quality values of the chosen paths during one test case is described in Fig. 3. The distribution of the quality values indicates that the path selection procedure have found some underloaded path as an optimal path in most of the control cases. However, the highest probability density is around the quality value zero. This means that in most of the control cases even the optimal paths have been loaded close to capacities of the paths.
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 Fig. 3. The probability density distribution of the quality values of the optimal paths
 
 4. Conclusions In this paper, we have presented the distributed data rate and path selection control system for the generic controllable (GC) traffic in a generic packet switched backbone network. The key idea of the control system is to control both the data rates and paths of the GC traffic, so that the free capacity of the network, after the load of the high priority traffic, can be optimally used for the GC traffic. The control functions are based on the use of fuzzy controllers, ANFIS neuro-fuzzy inference system and statistical calculations. The control functions of the control system are distributed to the edge switches of the network. According to tests, the mean throughputs of the GC traffic flows are about 0.97 of the theoretical maximum throughput value calculated according to the max-min principle. Although the throughput values are high, the control system can avoid congestion in most of the load situations. However, more research work is needed to study the problems of the dynamic path selection procedure.
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 Application-Independent End-to-End Security in Shared-Link Access Networks Jos´e C. Brustoloni and Juan A. Garay Bell Laboratories – Lucent Technologies 600 Mountain Avenue Murray Hill, NJ 07974, USA {jcb,garay}@research.bell-labs.com
 
 Abstract. ISPs now offer Internet access via cable modem or DSL, which provide much higher bandwidth than does PSTN. Higher access bandwidths allow ISP customers to exploit NAT (network address and port translation) to amortize the cost of an ISP account among multiple computers. The reduced per-computer cost may encourage airport lounges, hotels, and other businesses that serve “road warriors” to provide Internet connectivity to their clients. Unfortunately, NAT may not interoperate with IPSec, which provides application-independent security in VPNs (virtual private networks). A VPN is necessary, e.g., to connect a “road warrior” securely to a corporate Intranet via the untrusted Internet. We propose a simple DHCP extension that allows client IPSec implementations to interoperate with NAT. The resulting architecture, EASE, makes “road warrior” access easy, secure, and economical.
 
 1
 
 Introduction
 
 Many ISPs (Internet service providers) still offer Internet access via PSTN (public switched telephone network) lines, which provide low bandwidth (at most 57 Kbps). Recently, however, ISPs began offering Internet access via cable modem or DSL (digital subscriber line). The latter alternatives provide much higher bandwidth (up to several Mbps) at only slightly higher price.1 Higher bandwidths make it practical to share a single access link and ISP account among multiple computers. Sharing is implemented by NAT (network address and port translation) [8] and reduces the per-computer Internet connectivity cost. The reduced cost may encourage businesses that serve “road warriors,” such as airport lounges, hotels, and conference centers, to provide Internet connectivity to their clients (“road warriors” are people who need to work away from their offices). However, NAT is assumed to be incompatible with IPSec (the IP security architecture) [14,15,6] and therefore unsuitable for “road warriors.” IPSec provides 1
 
 For example, in the United States, monthly flat fees in July of 1999 were around $14 for a PSTN line and $20 for a PSTN ISP account, versus $40 for cable service and cable ISP account.
 
 G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 608–619, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 Fig. 1. The EASE architecture allows multiple clients to share easily, securely, and economically a single high-bandwidth access link and ISP account.
 
 application-independent security in VPNs (virtual private networks). A VPN is necessary, e.g., to connect a “road warrior” securely to a corporate Intranet via the untrusted Internet. Contributions of this paper. This paper proposes a simple DHCP (dynamic host configuration protocol) [7,1] extension that enables client IPSec implementations to fully interoperate with NAT, making “road warrior” connectivity easy, secure, and economical. The proposed extension is implemented in the EASE architecture, as illustrated in Fig. 1. EASE uses a shared-link access network, where multiple hosts may be dynamically connected to a local network (e.g., Ethernet or WaveLAN). A local router connects the local network to an ISP via a shared high-bandwidth link (e.g., cable, DSL, or T1 line). EASE provides easy connectivity because its local router incorporates a DHCP server, which automatically provides to dynamically connected client hosts the necessary networking configuration (e.g., IP address and default router). The local router also implements NAT, reducing the per-host Internet connectivity cost. Security is the biggest hurdle in an architecture such as EASE’s. Because client hosts are connected to a local network, an airport lounge that adopts such an architecture might allow, for example, a passenger to forge or snoop on another passenger’s packets. Preventing forgery and snooping requires authentication and encryption, respectively. Clients may use IPSec to obtain the required end-to-end security (authentication and/or encryption) without modifications to
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 applications. Our proposed DHCP extension makes it possible for IPSec to interoperate with NAT, achieving easy, secure, and economical connectivity. Related work. There are many alternatives to IPSec. For example, SSH (Secure Shell) [17] and SSL (Secure Sockets Layer) [10] implement security in the application layer. SSH provides security for applications such as logging into a remote computer, executing commands in the remote computer, and transferring files between the local and the remote computers. SSL was introduced by Netscape and is widely used for Web applications. Unlike such protocols, IPSec implements security at the network layer and has the advantage of being application-independent. PPTP (Point-to-Point Tunneling Protocol) [23] was introduced by Microsoft and allows “road warrior” users to connect with corporate Intranets via the Internet. PPTP can make long-distance calls into corporate Intranets unnecessary (a local call into an ISP suffices). PPTP can also spare corporate Intranets the cost of access routers. IPSec can provide similar benefits in tunnel mode. However, IPSec is vendor-independent, seemingly more secure [3], and, unlike PPTP, can also provide end-to-end security (in transport mode, as explained in Section 3). The DHCP extension proposed in this paper can reduce access costs and might allow access services to be provided on a complimentary basis. In another paper [2], we describe how businesses that serve “road warriors” may provide Internet access to their clients and charge for such access. Organization of the paper. The rest of this paper is organized as follows. Sections 2, 3, and 4 discuss in greater detail DHCP, IPSec, and NAT, respectively. Section 5 describes VPN masquerade, a NAT implementation that provides limited interoperation with IPSec. Section 6 describes our proposed DHCP extension, which builds on VPN masquerade to provide full interoperability and backward compatibility. Section 7 presents a summary and final remarks.
 
 2
 
 DHCP
 
 This section describes DHCP in greater detail. DHCP is a protocol that allows client hosts to obtain configuration parameters from server hosts. In the EASE architecture, client hosts use DHCP to obtain and maintain their networking configuration, including client IP address, network address mask, broadcast address, and IP addresses of the router, DNS (domain name system) server, NTP (network time protocol) server, and (possibly) the line printer server assigned to the client. DHCP is what makes EASE easy to use: Clients can, for example, simply connect their laptops to the Ethernet or WaveLAN in an airport lounge or conference room, reboot the computer, and automatically be ready to access the Internet. DHCP is layered on top of UDP. DHCP clients and servers use UDP ports 68 and 67, respectively. DHCP packets have a format similar to that of BOOTP
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 Fig. 2. Clients automatically obtain their networking configuration from a DHCP server.
 
 (boot protocol) [4]; the same format is used both for client requests and server responses [7]. When a DHCP client boots, it broadcasts in the local network a DHCP packet of type DHCPDISCOVER, as shown in Fig. 2. This causes one or more DHCP servers to send to the client a packet of type DHCPOFFER. The client then broadcasts a DHCPREQUEST packet, specifying the selected server in the packet’s “server identifier” option. That server then commits the configuration by replying DHCPACK to the client. If the local network does not contain an active DHCP server, the local router (or another BOOTP or DHCP agent) relays DHCP client requests to the appropriate DHCP server. The agent marks its address in the packet’s giaddr (gateway IP address) field. This allows the actual DHCP server to return the packet to the agent, instead of attempting to reply directly to the client. The agent then returns the reply to the client, using the client’s MAC address. DHCP supports three mechanisms for client IP address allocation: manual, automatic, or dynamic. In manual allocation, each client’s IP address is assigned by the network administrator, and DHCP is used only for centralizing such configuration. In automatic allocation, the DHCP server itself selects a permanent IP address for each client. Finally, in dynamic allocation, the DHCP server assigns an IP address to a client only for the period of time specified in the DHCP packet’s “IP address lease time” option. To keep its IP address, the client must initiate another DHCPREQUEST before the lease expires. Clients may also explicitly release an IP address by sending to the server a DHCPRELEASE packet. The DHCP server may reuse client IP addresses after they are expired or released. EASE uses DHCP’s dynamic allocation.
 
 3
 
 IP Security
 
 As mentioned in the previous section, EASE uses DHCP for automatic networking configuration of, for example, client laptops dynamically connected to the Ethernet or WaveLAN in an airport lounge, hotel, or conference room. Because in such applications a client might easily snoop on another client’s packets, EASE uses IP Security (IPSec) to provide the necessary security. This section summarizes the IPSec fundamentals.
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 Fig. 3. IPSec packet format depends on protocol (AH or ESP) and mode (transport or tunnel). The portion of the packet that is authenticated or encrypted is different for AH or ESP. The encapsulated packet is shown in bold.
 
 IPSec is an Internet standard from the IETF IPSec Working Group [16]. IPSec is a mandatory part of the next-generation IP protocol (IPv6 [5]), but most existing IPSec implementations assume current-generation IP (IPv4). IPsec operates at the network layer and therefore is independent of the transport(e.g., TCP or UDP) or application-layer protocol (e.g., HTTP, FTP, or TELNET). IPSec is essentially an encapsulation protocol, namely, one that defines the syntax and semantics of placing one packet inside another. IPSec defines two protocols, AH (Authentication Header) [14] and ESP (Encapsulating Security Payload) [15]. AH can provide authentication of packet origin, proof of integrity of packet data, and protection against packet replay. ESP can provide, in addition to AH’s services, encryption of packet data and limited traffic flow confidentiality. AH and ESP can be used either in transport or tunnel mode. Transport mode provides end-to-end security between the packet’s source and destination. In contrast, tunnel mode encapsulates packets and thus provides security between the nodes where the packet is encapsulated and decapsulated (these can be any nodes, e.g. routers, on the path between the packet’s source and destination). In EASE, a “road warrior” client might use, for example, transport mode to download (via FTP) a document from a supplier’s server. On the other hand, a client would use tunnel mode to connect to an IPSec gateway into the Intranet of the client’s employer. The packet layout depends on the protocol and mode, as shown in Fig. 3. In IPv4, AH and ESP are identified by values 51 or 50 in the IP header’s protocol field, respectively. AH and ESP insert a header between the IP header and the upper-layer header (in transport mode) or the encapsulated IP datagram (in tunnel mode). ESP also appends a packet trailer. Note that, in tunnel mode, the IP header may have source and destination IP addresses different from those of the encapsulated packet.
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 AH’s authentication covers the whole IP datagram, as illustrated in Fig. 3. In contrast, ESP’s authentication skips the IP header and the final part of the ESP trailer (which contains the authentication data). ESP’s encryption skips both IP and ESP header and the final part of the ESP trailer. IPSec peers negotiate what security services to implement (e.g., authentication and/or encryption) and what algorithms and keys to use. In addition to MD5 [19] and SHA [20] for authentication and DES [21] for encryption, IPSec implementations may support other algorithms. The choice of services, algorithms, and keys is called a security association (SA). The framework for SA negotiation is defined by ISAKMP (Internet Security Association and Key Management Protocol) [22]. ISAKMP is layered on top of UDP and uses UDP port 500 both for source and destination. IPSec’s negotiation is more specifically defined by IKE (Internet Key Exchange) [12]. An IPSec packet’s SA is uniquely identified by the protocol (AH or ESP) and destination IP address in the IP header, in conjunction with the SPI (Security Parameters Index, a 32-bit field) in the AH or ESP header.
 
 4
 
 NAT
 
 Although DHCP makes EASE’s configuration easy and IPSec makes EASE’s communication secure, EASE would still be impractical if a separate ISP account were necessary for each EASE client. Because NAT allows EASE clients to share a single ISP account, NAT makes EASE convenient and economical. This section explains how NAT works. NAT allows local hosts to use each a private IP address. Private addresses were reserved by the Internet Assigned Numbers Authority (IANA) for nonexclusive private use [25]. Private addresses spare EASE installations of the burden of obtaining globally unique IP addresses for each client. Dynamically connected clients obtain from EASE’s DHCP server locally unique private IP addresses. When EASE clients need to communicate with other hosts on the Internet, they must (at least temporarily) use a global IP address (which is globally unique and, therefore, routable). EASE obtains global IP addresses from the ISP. NAT is implemented in the local router between the local network and the ISP and provides the necessary translations between private and global addresses. NAT uses the upper-layer (e.g. TCP or UDP) port number to distinguish packets of the various local hosts2 . In outgoing traffic (packets sent to the ISP), NAT modifies each packet header’s private source (IP address, port number) to a global source (IP address, port number). NAT maintains in a translation table the one-to-one correspondence between private and global (IP address, port 2
 
 When NAT was originally proposed [8], it used a pool of global addresses and thus might not require port translation. For economic reasons, however, it became more usual to use a single global IP address (or a small number of global IP addresses), along with port translation.
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 number) pairs. When NAT receives corresponding incoming traffic (packets received from the ISP), NAT modifies the packet header’s destination from global to private (IP address, port number). Some application-layer protocols, e.g. FTP (File Transfer Protocol) [24], may include in packet payloads IP addresses and possibly port numbers. Such addresses and port numbers must also be translated. Therefore, for each such protocol, NAT includes an Application Level Gateway (ALG) that provides the necessary translations. Note that DHCP and NAT give to EASE clients a degree of anonymity. In a hotel, for example, a given private IP address could at any time be allocated to any guest, and the hotel’s global IP address could be simultaneously used by all guests. This anonymity is usually advantageous. Most NAT implementations do not support IPSec. In fact, it is widely believed that IPSec cannot interoperate with NAT [6]. The next section shows, however, that under certain conditions, some partial interoperation is possible. In Section 6 we show how to achieve full IPSec functionality with NAT.
 
 5
 
 VPN Masquerade
 
 Several difficulties suggest that interoperation of IPSec with NAT is not possible. AH’s authentication covers the entire packet, including source and destination IP addresses. When NAT translates an address, it would need to adjust AH’s authentication data correspondingly. Unfortunately, that is not possible, because NAT does not (and should not) have access to the authentication key. In contrast, ESP’s authentication does not cover the IP header. However, ESP interoperation with NAT can still be problematic in transport mode: When NAT translates the source or destination IP address, it would need to adjust the TCP or UDP checksum correspondingly. (TCP and UDP checksums are calculated over the packet’s IP “pseudo-header,” TCP or UDP header, and data. The pseudo-header includes the source and destination IP addresses.) However, because the checksum is encrypted (along with the rest of the TCP or UDP header and data) but NAT does not have access to the encryption key, NAT would be unable to make the necessary adjustment. Another problem with both AH and ESP is that, unlike TCP and UDP, they do not use “port numbers” that NAT could modify and use for demultiplexing incoming traffic. “VPN masquerade” [11] is a patch for Linux that, unlike other NAT implementations, does support IPSec, but only for the case of ESP in tunnel mode (and not ESP in transport mode or AH). NAT is possible in this case because, in tunnel mode, the IP pseudo-header of the encapsulated packet is unaffected by NAT’s address translations, and therefore no adjustments are necessary in encapsulated checksums.3 VPN masquerade does not attempt to translate TCP or UDP port numbers of encapsulated packets, which may be authenticated and/or encrypted. Instead, 3
 
 In this case, however, the anonymity provided by NAT is lost, as the private IP address is sent unchanged in the encapsulated packet.
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 VPN masquerade resorts to a number of heuristics for demultiplexing incoming packets. The heuristics may fail only when two or more local hosts communicate with the same remote node, but even then the probability of failure is low. When the heuristics fail, an incoming packet may be forwarded to the wrong local host. This vulnerability could be used in denial-of-service attacks, but does not compromise integrity or privacy any more than snooping on the local network would. VPN masquerade treats ISAKMP packets as a special case: UDP packets with source and destination port 500 do not have the port translated. If the packet is outgoing, VPN masquerade writes down in the translation table the local and foreign addresses and the “initiator cookie,” a 64-bit field present in all ISAKMP packets during a negotiation. The local address is private, while the foreign address is global and corresponds to a node outside the local network, with which the local host wishes to communicate. The initiator cookie is randomly selected by the local host. When VPN masquerade receives an incoming ISAKMP packet, it forwards the packet to the local address that corresponds to the packet’s foreign address and initiator cookie. The packet may be incorrectly forwarded if more than one local host is negotiating with the same foreign node using the same initiator cookie. VPN masquerade uses the foreign address and the SPI field in the ESP header to demultiplex incoming ESP packets. However, VPN masquerade has to determine the corresponding local address by inspection, because the portion of ISAKMP packets that specifies SPI values is encrypted. Additionally, if more than one local host chooses the same incoming SPI for communicating with the same foreign host, VPN masquerade may not demultiplex incoming packets correctly. Items in VPN masquerade’s translation table associate local address, foreign address, outgoing SPI, and incoming SPI. VPN masquerade marks a translation table item “outstanding” when the first outgoing packet between the given local and foreign addresses and with the given outgoing SPI is forwarded. The incoming SPI is set to 0, as it is then unknown. At most one item with a given foreign address can be outstanding at any time. When the first packet is received from a given foreign address with a given incoming SPI, VPN masquerade forwards the packet to the local address that has an outstanding item with that foreign address. VPN masquerade then updates the item’s incoming SPI and marks the item “established.” If there is no outstanding item with the given foreign address, VPN masquerade multicasts the incoming packet to all local addresses that have recently had an ISAKMP negotiation with the given foreign address. However, because of validation of the cryptographic transformations, the incoming packet will be accepted only by its intended recipient, and dropped by the other multicast recipients. To prevent denial-of-service attacks, VPN masquerade expires outstanding items after a short time, and established items after a period of inactivity. Unfortunately, VPN masquerade’s scheme is susceptible to race conditions that may cause misassociations. For example, if local hosts a and b both nego-
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 Fig. 4. Our new DHCP option allows clients to lease global IP addresses, initiator cookies, and incoming SPIs for a specified time interval. Knowledge of the global IP address allows clients to use ESP in transport mode or AH. Cookie and SPI leases prevent NAT demultiplexing errors.
 
 tiate ISAKMP with a foreign node f at the same time, and a sends an ESP packet to f before b does, a obtains an outstanding translation table item for f . However, if f sends a packet to b before replying to a, then b’s packets will be erroneously forwarded to a and vice-versa. Misassociations are eventually cleared by timeouts.
 
 6
 
 DHCP Extension for IPSec/NAT Interoperation
 
 The previous section describes VPN masquerade, a Linux patch that allows ESP in tunnel mode to interoperate with NAT under certain conditions. We describe in this section a new DHCP extension that builds on that previous work so as to provide full IPSec/NAT interoperability, including AH and ESP protocols both in transport and tunnel mode. Our DHCP extension consists of a new DHCP option, GLOBAL ADDRESS AND PORT LEASE, as illustrated in Fig. 4. DHCP clients use this option to indicate to the DHCP server that, during the specified time interval, they intend to use the specified protocol, global IP address, and private and global GPN (generalized port number) to communicate with the specified foreign IP address. GPN is interpreted according to the protocol: for TCP and UDP, GPN is the TCP or UDP port number; for ISAKMP, GPN is the initiator cookie; for AH and ESP, GPN is the incoming SPI. Clients must specify the protocol and private GPN, but may leave unspecified (that is, with value 0) the time interval, global IP address, and global GPN parameters. The server picks appropriate values for unspecified parameters, and includes them in the reply. If the foreign IP address has value 0, it is a wild card that matches any foreign IP address. A client sends to its default router the DHCPREQUEST packet with the GLOBAL ADDRESS AND PORT LEASE option. The router incorporates a DHCP server and VPN masquerade. The DHCP server processes the option if VPN masquerade is not nested (that is, the router does not connect the client’s network to another link whose interface has a private IP address). On the other hand, if VPN masquerade is nested (e.g., the ISP provides only private IP ad-
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 dresses) then the DHCP server relays the request to another DHCP server (e.g., located at the ISP’s cable head-end or backbone router). Processing of the GLOBAL ADDRESS AND PORT LEASE option is as follows. If the client fully specifies the quadruplet (protocol, global GPN, global IP address, foreign IP address), the DHCP server first checks if the quadruplet is already assigned to the client in VPN masquerade’s translation table (i.e., the client is renewing its lease). If so, the DHCP server extends the validity of that translation entry for the requested time interval (picking a default value if unspecified by the client) and returns DHCPACK to the client. Otherwise, the DHCP server checks if the client’s total number of items in VPN masquerade’s translation table is below a certain limit. If not, the DHCP server returns DHCPNACK to the client. Otherwise, the DHCP server attempts to pick global GPN and/or global IP address (if unspecified by the client) such that the quadruplet (protocol, global GPN, global IP address, foreign IP address) does not conflict with any other current assignment. If the client-specified or serverpicked quadruplet has no conflicts, the DHCP server assigns the quadruplet to the client, installs the corresponding new item in VPN masquerade’s translation table, and returns DHCPACK to the client. Otherwise, the DHCP server returns DHCPNACK to the client. In order to interoperate fully with NAT, IPSec implementations should use the new DHCP option when the source IP address is private but the destination IP address is global, or vice-versa. In such cases, NAT is necessary, and IPSec should: 1. Before using an initiator cookie in an ISAKMP negotiation, lease the local host’s global IP address and cookie from the DHCP server. This prevents NAT demultiplexing errors due to two or more local hosts using the same global IP address and cookie. 2. For similar reasons, before selecting an incoming SPI in an ISAKMP negotiation, lease the incoming SPI from the DHCP server (keeping the global IP address the same as in the first step). 3. For outgoing packets, before authentication and encryption, (i) in transport mode, replace source port number by a global port number; (ii) in tunnel mode, replace encapsulated source IP address and port number by a global IP address and port number; (iii) sum to the TCP or UDP checksum (a) the difference between global and private source IP addresses, and (b) the difference between global and private source port numbers; and (iv) process any ALG that may be necessary (e.g., for FTP packets). 4. Compute a packet’s AH authentication data as if the source or destination IP address (for outgoing or incoming packets, respectively) were equal to the global IP address leased in the first step. 5. For incoming packets, after authentication and decryption, (i) process any ALG that may be necessary (e.g., for FTP packets); (ii) in transport mode, replace global destination port number by the corresponding private port number; (iii) in tunnel mode, replace in decapsulated packet the global destination IP address and port number by the corresponding private address
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 and port number; and (iv) subtract from the TCP or UDP checksum (a) the difference between global and private destination IP addresses, and (b) the difference between global and private destination port numbers. 6. Periodically renew leases for global IP addresses, initiator cookies, incoming SPIs, and global port numbers, while needed. Note that TCP and UDP checksum arithmetic uses 16-bit 1-complement arithmetic. Denial of service attacks are possible because, for example, DHCP packets are not authenticated. However, local and remote hosts or gateways establish cryptographic keys and SAs through ISAKMP, identifying and authenticating each other by means other than IP addresses. Therefore, intruders cannot jeopardize the packet authentication and/or privacy provided by IPSec. Only minimal modifications are necessary to VPN masquerade. When the DHCP server installs a new AH or ESP item in VPN masquerade’s translation table, the DHCP server marks the item “established” and sets its outgoing SPI to 0, a wild card that matches any outgoing SPI for the given local and foreign addresses (thus circumventing VPN masquerade’s “outstanding” marking). VPN masquerade should demultiplex AH and ESP packets according to the foreign address and incoming SPI, and translate between private and global IP addresses according to the translation table. Clients that adopt the new DHCP option can use the previously unsupported AH protocol and/or transport mode and prevent the race conditions and demultiplexing errors discussed in the previous section; also note that the anonymity provided by NAT is now preserved. However, our solution is backward-compatible and continues to support clients that use ESP in tunnel mode and that are not updated to take advantage of the new DHCP option.
 
 7
 
 Conclusions
 
 EASE is an architecture that can greatly reduce the cost of Internet access and may allow airport lounges, hotels, and conference centers to provide convenient Internet connectivity. The technology for ubiquitous Internet access is largely available: Cable and DSL provide high-bandwidth, low-cost links to the Internet; NAT allows those links to be shared; DHCP provides automatic configuration; WaveLAN connects clients without wires; and IPSec makes it all secure, regardless of the application. EASE’s biggest hurdle is the interoperation of IPSec and NAT. We proposed a simple, backward-compatible DHCP extension that provides full IPSec/NAT interoperation, including the AH and ESP protocols both in transport and in tunnel mode. Acknowledgements The authors thank Dale Blodgett, David Faucher and Dan Heer for their valuable input and many discussions on IPSec and NAT.
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 Fair Efficient Call Admission Control Policies for Heterogeneous Traffic Streams in a Packet Routing Server Using The DTM Technology Chih-Jen Chang1 and Arne A. Nilsson2 1 Network
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 Abstract. The issue of fairness has new prominence in multi-service networks where the diverse service characteristics can result in a very unfair resource allocation unless the issue is considered explicitly at the design stage. In this paper, we study the fairness issue of a Packet Routing Server (PRS) architecture based on the Dynamic synchronous Transfer Mode (DTM) access technology. DTM provides a dynamic bandwidth allocation scheme to support various types of telecommunications applications. However, this flexibility also promotes within DTM a lack of fairness concerning medium utilization as no enforcement scheme has been implemented in the DTM access technology. We demonstrate the unfairness of the DTM access scheme and provide resource reservation schemes to ensure that each type of traffic has its relatively fair share of the medium. Our results show that the dynamic resource reservation achieves a better medium utilization and a fair access of the resource in the DTM PRS.
 
 1 Introduction As new and emerging multimedia telecommunication applications and other internet initiated activities have been developed and deployed over the past few years, the services provided by the traditional communication networks have also been expanded into a new dimension. First of all, the expansion of the network services makes the demands on bandwidth become less homogeneous. Also, some new multimedia applications such as voice and video may require special handling in order to maintain the quality of communications. Therefore, communication networks which provide integrated services, support for real-time applications, high speed access, and high bandwidths are needed in order to support the variety bandwidth demands of different applications. One such network based on the Dynamic synchronous Transfer Mode (DTM) [1], [2] access technology has been proposed.
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 DTM is a shared medium broadband technology based on fast circuit switching [3] and dynamic TDM [4]. Because of its circuit switching nature, it guarantees each host a certain bandwidth or even uses a large fraction of the available bandwidth for effective data transmission. In addition, it provides support for the dynamic allocation of bandwidth such that the networks can adapt to variations in the traffic, and it divide its bandwidth between the hosts according to their demands. The PRS architecture we study in this paper is essentially a shared medium switching mechanism using the DTM access technology as shown in figure 1. The functionality of the PRS can be used as a bridge which connects the different Local Area Networks (LANs) or a router which connect LANs with the WANs [5]. Both implementations are to provide a new way of high speed access for internetworking. An example of the implementation of this PRS is shown in figure 2. For those networks providing integrated services, the issue of fairness has received some attention in both circuit switched and packet switched networks. However, it has usually been considered a secondary issue as the primary concerns are often to maximize the network throughput in circuit switched networks and to minimize the average delay in packet switched networks. DTM is no exception to this rule, as it provides a mechanism for dynamic bandwidth allocation, but no mechanism to ensure the fair access to the medium. As in the integrated service environment, an ill-behaved user can easily occupy most of the resource if no enforcement has been implemented in the network. Slot generator Outpot Port
 
 1
 
 2 MAC & Bandwdith Allocation
 
 3
 
 S Output Port Slot generator
 
 Fig. 1. A DTM Packet Routing Architecture
 
 In this paper, we study the fairness issue for the call admission control schemes of a DTM PRS. The fairness issue is based on the utilization of the shared medium as a function of heterogeneous traffic streams. All of the performance comparisons are on the basis of the differing traffic types. We assume that the DTM PRS is basically a multi-service loss system, that is, a host which cannot successfully allocate sufficient bandwidth for data transfer will attempt to allocate the same amount of bandwidth after a random delay. The bandwidth we mentioned above is actually a corresponding
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 set of 64-bit time slots in a DTM frame (where each frame has a transmission time of 125 µS ) and we assume a finite population of traffic sources. This paper is organized as follows. In Section 2, we recall some basic concepts of call admission control policies which have been used in circuit switching networks and the analytical models for these call admission control policies under the finite population assumption. In Section 3, we demonstrate the unfairness issue in a DTM PRS and provide a solution to provide a fair access of the medium for this DTM PRS. In the final section, we provide a summary of the results in this paper. Internet LANs Telephony Packet Router
 
 Packet Router
 
 DTM Network
 
 LANs
 
 Packet Router
 
 Fig. 2. Principal view of packet router solution for campus networks
 
 2 Call Admission Control Policies Typically, call admission control policies for circuit switched networks are based upon the derivation of the peak bandwidth of a given source. These policies can be divided into two categories: complete sharing and trunk reservation. In our study, we investigate the fairness issue for three different call admission control schemes originating from these two categories. We describe these schemes in the following sections. 2.1 Complete Sharing Policy We consider a DTM PRS with a fixed bus capacity of C Mbps. A number R different traffic classes share the bus in a complete sharing mode as DTM is based on a fast circuit switching scheme and a channel is established for each call. Each type of traffic requires br time slots as r=1,…,R. There are finite number of traffic sources S r , where r varies from 1 to R for each class r. The arrival traffic of service class r is assumed to follow an on-off process with the mean arrival rate β r per idle source, and mean holding time 1 / µ r . It is assumed that both the idle time and the busy time
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 of the on-off process have generally distributions. We let C f be the available capacity of the bus upon arrival of a burst of type r. The request will be blocked if C f < br ; otherwise, the request is granted. We will refer to this mode as call admission control without reservation. The analytical model of this call admission control policy is based upon the Multirate Engset model [6], and it is known to have the feature of being insensitive to the inter-arrival and holding time distribution of the traffic sources [7]. Essentially, the steady state probabilities of this model have a product form solution [8] R
 
 p( n1 , n 2 ,..., n R ) = p(0)
 
 ∏ r =1
 
  S r  nr  α r  nr 
 
 (1)
 
 βr , the µr offered traffic per idle source of class r. Following the development presented by Kaufman [9] and Roberts [10], and expanding the dimensionality, a function is introduced in [8] which is defined as follows: where nr is the number of busy sources of class r and α r is defined as α r =
 
 R
 
 q( S , m ) =
 
 ∑ ∏
 
 ∑ nrbr = m
 
 r =1
 
  S r  nr  α r  nr 
 
 (2)
 
 r
 
 , where S = ( S1 , S 2 ,..., S R ) . The variable m has the obvious meaning of being the number of busy resources. The blocking probabilities for class r ( Br ) are actually the steady state probabilities when an arrival from class r finds that C-m < br . fore, C
 
 Br =
 
 ∑ q( S , j )
 
 There(3)
 
 j =C − br +1 C
 
 ∑ q( S , i ) i =0
 
 As indicated in [8], there is a numerical instability with this formula. Therefore, in [8], yet another probabilistic interpretation is also introduced by defining a function as indicated in (4). This function represents the probability of having m-k servers busy in a system with m servers. We note that 0 ≤ k ≤ m and β ( S , m, k ) = 0 otherwise.
 
 β ( S , m, k ) =
 
 q( S , m − k )
 
 (4)
 
 m
 
 ∑ q( S , i ) i =0
 
 Recursive equations for the function β ( S , m, k ) were also developed in [8] by using binomial identities as follows:
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 In this paper, we simplify the derivation from that of the original paper. First, we rewrite the β -function as follows:
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 Following the binomial identities, the first term in the denominator becomes: m −1
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 The blocking probabilities can now be computed by using the following equation:
 
 Call Admission Control Policies for Heterogeneous Traffic Streams
 
 Br =
 
 br −1
 
 ∑
 
 625 (12)
 
 β (S,C, k )
 
 k =0
 
 2.2 Restricted Resource Reservation Policy Normally a call with higher bandwidth requirement will be blocked with larger probability. To maintain the grade of service for individual classes in a system with heterogeneous traffic streams, a resource reservation mechanism is often used. In this section, we consider the same system as in the previous section with a reservation scheme. In the reservation mechanism, we denote the reservation threshold assigned to class r by Tr , r=1,2,…,R. For those classes which are able to use the reserved resources, no threshold is assigned. We assume that the set of those classes with threshold assigned is denoted as A. The algorithm works as illustrated in figure 3.
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 Again, the blocking probabilities for class i is: Br =
 
 max{ br −1,T −1}
 
 ∑
 
 β (S ,C , k )
 
 (15)
 
 k =0
 
 2.3 Dynamic Resource Reservation Policy Although the restricted resource reservation policy can balance the blocking probabilities for different traffic classes, the total medium utilization decreases. However, our goal is not only to provide a technique for fair access of the medium but also to maintain a better medium utilization. Therefore, we introduce the dynamic reservation policy in this section. This mechanism relies on the number of free slots upon the arrival of a call from class r. We assign the threshold of the system the same as the restricted resource reservation as we wanted to balance the blocking probabilities for different traffic classes. We consider a PRS with R traffic classes and each require br time slots for transmission. It is also assumed that the number of required time slots for each class have the following relationship: b1 ≤ b2 ≤ ... ≤ bR . Thus, we assign the threshold T = C − max{b1 ,..., bR } . Obviously, T equals to C − bR in this case. The call admission algorithm works as illustrated in figure 4. As shown in figure 4, it may
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 seem that the system still admits calls with lower bit rates when the threshold has been reached or exceeded, thus introducing unfairness to classes with higher bit rates. The argument is that since the number of reserved time slots are not always equal to bR , in the case of C f < bR , the resources are wasted and the unfairness still exists under restrict reservation scheme in a system with finite population. The mechanism shown in figure 4 admits calls from a certain class strictly based on the current available resources when the threshold has been reached or exceeded, hence providing higher utilization and better fairness in a systems with finite population. We will show the simulation results of using this reservation mechanism in next section.
 
 class r call arrives
 
 Accept call
 
 No
 
 Cf ≤ C − T
 
 Accept call
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 No
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 br ≤ Cf < br+1
 
 Block call
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 Block call
 
 Fig. 4. Dynamic Resource Reservation Scheme.
 
 We note that due to the complexity of this algorithm, only simulation results are shown in this paper.
 
 2
 
 Numerical Results
 
 First of all, we would like to point out that our previous work [12], [13] has shown that Multi-rate Engset model is a valid model for the DTM PRS architecture. Therefore, we only present the analytical results for the call admission control policy without reservation in this paper. We demonstrated the unfairness of medium access in a DTM PRS. The system has two dual fiber bus, each with the capacity of 155 Mbps. We increase the number of traffic sources attached to the PRS thus increasing the offered load to the fiber bus. The offered load is the normalized bit rate traffic for S rα r b each class and is computed by using: Offered Load = * r , where S r 1 + α r (1 − Br ) C
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 represent the number of traffic sources from class r, and α r , br , Br are the same as defined in section 2.1. C is the capacity of the fiber bus. We consider a system with three traffic classes as shown in figures 5 and 6 and assume α1 = 1 , α 2 = 1 / 3 and α 3 = 1 / 7 . It is also assumed that class 1 requires bandwidth of 3.072 Mbps, class 2 requires bandwidth of 6.144 Mbps and class 3 requires bandwidth of 12.288 Mbps. Both figures 5 and 6 show that the traffic classes with higher bit rates suffers from higher blocking probabilities and lower throughput at the same value of offered traffic. These indicate the unfairness in the complete sharing scheme. 0 .8 C la s s 1 , d e m a nd s 3 .0 7 2 M b p s C la s s 2 , d e m a nd s 6 .1 4 4 M b p s C la s s 3 , d e m a nd s 1 2 .2 8 8 M b p s
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 Fig. 5. Blocking probabilities for three traffic classes in a DTM PRS without resource reservation. C la ss 1 , d e m a nd s 3 .0 7 2 M b p s C la ss 2 , d e m a nd s 6 .1 4 4 M b p s C la ss 3 , d e m a nd s 1 2 .2 8 8 M b p s
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 Fig. 6. Normalized carried traffic for three traffic classes in a DTM PRS without resource reservation.
 
 We then consider the same system configuration with restricted resource reservation scheme and show the results in figures 7 and 8. As shown in figure 7, the approximation of the blocking probabilities obtained from the recursive formula are close to the simulation results in this system. We also show in figures 7 that the blocking probabilities for different traffic classes are brought closer by employing the
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 Fig. 8. Normalized carried traffic for three traffic classes in a DTM PRS with restricted resource reservation.
 
 Finally, we consider the same system again, however, with dynamic resource reservation scheme. We show the results in figures 9 and 10. Figure 9 shows that the curves of blocking probabilities for different traffic classes are closer with the dynamic reservation mechanism than with the restricted reservation scheme. We also present in figure 10 that the throughputs for different classes are closer under the dynamic reservation technique. Thus, we have achieved a fair medium access and better utilization for heterogeneous traffic streams by employing the dynamic reservation mechanism into the DTM PRS architecture.
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 Fig. 9. Blocking probabilities for three traffic classes in a DTM PRS with dynamic resource reservation.
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 Fig. 10. Normalized carried traffic for three traffic classes in a DTM PRS with dynamic resource reservation.
 
 3
 
 Conclusion
 
 In this paper, we have considered a DTM PRS architecture with different types of services. We investigate the fairness issue in this system by employing different call admission control policies including complete sharing, restrict reservation and dynamic reservation. The analytical models and computation schemes addressing the related call admission control policies have been reviewed except for the dynamic reservation due to its complexity. Simulation results have been carried out to illustrate the efficiency and grade of service management capability of resource reservation
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 mechanisms. In conclusion, the dynamic reservation policy provides a better fairness and medium utilization for the DTM PRS system than the other call admission control policies.
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 Abstract. The idea of a software entity that performs tasks on behalf of a user across the Internet is now well established. We introduce in this paper a new approach to service discovery and QoS negotiation over the Internet. Our approach presents a framework for service discovery and QoS negotiation at the network level that rely on two concepts: multiagent systems and agent communication languages (ACL). In this framework, a user and service agents engage in a structured communication through the m ediation of a QoS Broker Agent and a Facilitator Agent. Here, the Facilitator Agent acts on behalf of several service agents. It acquires information from these service agents and acts as a single point of contact to supply this information to the User Agent via the QoS Broker Agent. A number of service discovery protocols like the Service Location Protocol (SLP), and Sun Microsystem’s Jini has been designed for restricted environments and do not scale to the entire Internet. In order to pro vide an infrastructure for large scale Internet applications, we designed a prototype multi-agent system that is able to discover resources and negotiate QoS at the network level. Keywords: Mutli-agent systems, Agent Communication Languages (ACL), Knowledge Query and Manipulation Language (KQML), Quality of Service (QoS), Internet.
 
 1
 
 Introduction
 
 The tremendous growth of the Internet in the past few years sparked a whole new range of applications and services based on its technologies. Users will be able to take full advantage of these new capabilities only if there is an appropriate configuration to deal with the scalability and heterogeneity problems inherent to the Internet. In this line, resource discovery on the network and Quality of Service (QoS) assurance are important subjects that are drawing attention. In particular, the Service Location Protocol (SLP) [4] designed by the Internet Engineering Task Force (IETF) aims to enable network-based applications to automatically discover the location of services they need. However, SLP was designed for use in networks where the Dynamic Host Configuration Protocol (DHCP) [1] is available or multicast is supported at the network layer. Neither G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 632–642, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 DHCP nor multicasting extend to the entire Internet because these protocols must be administered and configured. As a result, SLP does not scale to the Internet. Our objective in this paper is to deal with two important limitations in resource management for large scale applications: scalability and communication costs. We propose in this paper a framework that relies on the concepts of Multiagent Systems and Agent Communication Language (ACL) (here the Knowledge Query and Manipulation Language (KQML) described in [3]). In this framework, a user agent, a QoS manager agent, one or several facilitator agents, and service agents (application agent, system agent, network agent, and resource agent) engage in a mediated communication through the exchange of structured KQML messages. Following this introduction, we state in section 2 the problem we intend to examine. In section 3, we describe the concepts and protocols underlying our multi-agent system based QoS negotiation scheme. In addition, we give the implementation details of our framework in the same section. Some issues and perspectives are proposed in section 4 and then related works are presented in section 5. Finally, we conclude in the last section 6.
 
 2 2.1
 
 Agent-Based Systems Multi-agent Systems
 
 There are two well-known perspectives in defining the word agent: the software engineering perspective and the cognitive science (AI) perspective. The first refers to a piece of software called mobile agent or autonomous agent that can migrate autonomously inside a network and accomplish tasks on behalf of their owners. On the other hand, the second states that multi-agent systems are distributed computing systems composed of several interacting computational entities called agents. These constituent agents have capabilities, provide services, can perceive and act on their environment. Service components involved in a QoS provision are modeled as this type of agent. 2.2
 
 Agent Communication Languages
 
 An agent communication language (ACL) stems from the need for better problem solving paradigms in distributed computing environments. One of the main objectives of ACL design is to model a suitable framework that allow heterogeneous agents to interact, communicate with meaningful statements that convey information about their environment or knowledge. The Knowledge Sharing Effort group designed one example of ACL, the Knowledge Query and Manipulation Language (KQML) described in [3]. Our framework uses the KQML language, which is made of three layers (figure 1) : the communication layer, the message layer, and the content layer. A KQML message has the following structure:
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 M.T. Kone and T. Nakajima Communication Layer: sender, receiver, msg id Message Layer: performatives, msg format Content Layer: ontology, content language
 
 Fig. 1. KQML three layers structure
 
 (tell :sender QoS-manager :receiver User :language Prolog :in-reply-to id1 :ontology QoS-ontology :content “available(resource,URL)” )
 
 Here, tell is called a performative, :sender, :receiver, :language, :in-reply-to, and :ontology are parameters. The QoS manager informs (tell) the user about the availability of a resource on the Internet by using Prolog as a content language. There are two types of agent communication: the direct communication relates a sender agent with a known receiving agent and the mediated communication
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 illustrated in figure 2 uses the services of special agents (facilitators) that act as brokers between agents in need of some service and other agents that provide them. Mediation involves on one hand, needy agents subscribing to services and on the other hand facilitators brokering, recruiting, and recommending agents that registered their identities and capabilities.
 
 3 3.1
 
 Multi-agent System-Based QoS Negotiation The Problem
 
 In standard QoS provision schemes for application running on small or local area networks, a QoS manager determines all configurations that can sustain an activity by: • identifying necessary system components and building potential configurations, • classifying these configurations, and • selecting the most suitable configuration. This approach assumes that the QoS manager has knowledge of potential service providers, system components and resources that exist in its environment and can communicate directly with them. As long as the number of entities involved in this service is small, this scheme is feasible and communication costs are acceptable. However, in a heterogeneous setting like the Internet with millions of computers, this approach shows two clear limitations: • First: During negotiation, the QoS manager alone must bear all the burden of identifying and selecting appropriate resources on a large scale networks like the Internet. This situation adds a substantial overload on the operation of the QoS manager. In addition, services and resources may not be guaranteed consistently. • Second: When the number of entities involved in a direct communication with the QoS manager is modest, communication costs remain reasonable. However, in the Internet, these costs become prohibitive even with auxiliary local QoS managers. To address these scalability and communication costs issues, we propose a framework for QoS negotiation illustrated in figure 3 where clients applications and service providers engage in a mediated communication. The mediators called facilitators and QoS brokers are supplied with information about identities and capabilities of service providers by the providers themselves. These entities are modeled as software agents with attributes, capabilities and mental attitudes as in AI. At the core of our framework lies the concept of multi-agent system composed of a user agent, a QoS manager agent, a facilitator agent, and service agents (network agents) communicating in KQML. 3.2
 
 Concepts and Framework Description
 
 Concepts : Prior to starting a service, a user specifies and supplies the QoS manager with a level of service expressed in QoS parameters. Then, the QoS manager must
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 Fig. 3. System architecture
 
 identify the set of components that can sustain this service. This process uses the following concepts: • An ontology provides a vocabulary for representing and conveying knowledge about a topic (e.g. QoS) and a set of relationships that hold among the terms in that vocabulary. Our architecture uses four ontologies: ∗ a yellow page ontology for service advertisement by service agents, ∗ a white page ontology for finding the location of an agent given its name, ∗ a general QoS ontology for the current domain knowledge, ∗ and a QoS broker ontology for asking network options by the user and QoS broker. • A KQML manager encompasses: ∗ Conversations that group messages with a common thread identified by the “:reply-with and :in-reply-to”parameters; ∗ content interpreters that handle incoming and related response messages according to the ACL, content language and ontology associated to these messages; ∗ performative handlers that process a message performative in conjunction with its ACL, content language and ontology. QoS Negotiation Protocol : In our framework, four types of agents communicate in KQML according to the following protocol: • The user informs its agent via an interface of the required level of service. • The user agent sends to the QoS manager agent a KQML message with required levels of service expressed in appropriate QoS parameters like in figure 4. • The QoS manager needs to identify all components necessary to build a configuration that can sustain an activity. For this purpose, its agent sends a KQML message to the facilitator agent and can ask its cooperation in four different ways (subscription, brokering, recruiting and recommendation) in discovering all the
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 ( tell :sender User :receiver QoS-manager :language
 
 anACL
 
 :reply-with
 
 id1
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 :content ( :throughput 10 :delay 5 :jitter .2 :loss 5 ))
 
 QoS spec.
 
 Corresponding KQML message
 
 Fig. 4. User and QoS Broker interaction
 
 appropriate resources. A structure of this KQML message and agent interaction is shown in figure 5. • The facilitator agent acts as a resource broker that ∗ recruits, recommends appropriate service agents (application, system, and network agents) to the QoS manager; ∗ forwards the QoS manager messages (brokering and recruiting) to suitable service agents; and ∗ informs (on subscription) or recommend to the QoS manager service agents that fulfill its requirements. • All servive agents (network agents) advertise their capabilities to the the facilitator agent upon registration. Upon request from QoS broker, the facilitator supplies the identities and loccations of necessary network resources. At last, the user may view on an appropriate interface the available resources. This QoS negotiation model for large scale Internet applications is applied in two ways: locally or remotely. When the required resources are available locally and registered at the local facilitator, negotiation is done at the current host as illustrated in figure 6. On the other hand, when some resources are unavailable on site, the local facilitator reaches out to other facilitators at different locations as illustrated in figure 7. The local facilitator forwards requests (broker-all) to remote facilitators which in turn conduct a local inquiry. In fact, this approach to agents’ interaction is already used in the field of agent-based software engineering where application programs are modeled as software agents and interaction is supported by an appropriate ACL. In this approach, agents are organized in a federated system with messages relayed by facilitators between hosts.
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 3.3
 
 Implementation
 
 In experimenting with this model of resource discovery and QoS negotiation, we designed a prototype in the JAVA language to simulate QoS negotiation between several agents at the network level. That is to say, to illustrate our approach, a user agent and network agent communicate via a QoS broker and a facilitator in terms of network parameters only. First, local negotiation is considered, then User Agent
 
 Application resources
 
 QoS Manager Agent
 
 System resources
 
 Facilitator Agent
 
 Network resources
 
 Fig. 6. Local QoS negotiation with a single facilitator dealing with resources inside a given host.
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 Service Agent
 
 User Agent
 
 Service Agent
 
 Facilitator Agent TCP/IP based Network
 
 Facilitator Agent QoS Manager Agent
 
 Service Agent
 
 Fig. 7. Large scale QoS negotiation with several facilitators involved in the negotiation process accross the Internet.
 
 it is extended to remote locations across the Internet. The implementation of our prototype includes the following tools: - The Java-based KQML API called JKQML in [9]. The JKQML API with its structure in figure 8 adapted from [9] provides a platform for designing KQMLenabled agents. JKQML is based on the JAVA language and provides interoperability to software that needs to exchange information and services. Handling KQML messages involves the following steps: 1. Instantiating a KQML manager with the method: public KQMLManager(String agentName, String protocol, int port); 2. Managing protocol handlers with the method: public void addProtocol(String protocol, int port); 3. Managing content interpreters with the method: public void addContentInterpreter(String acl, String language, String ontology); 4. Managing performative handlers with the method: public void addPerformativeHandler(String acl, String language, String ontology, String performative, PerformativeHandler ph); 5. Managing conversation termination with the method: public void setConvCleanupHandler(ConvCleanupHandler c). - We used the Stanford KSL Ontolingua ontology editor at [8] to design both the general QoS ontology and the QoS-broker ontology used by the language interpreter. Then, we extended our simulation program to a larger TCP/IP network with facilitators at different locations communicating in KQML. A couple of
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 Fig. 8. Structure of JKQML
 
 networks with different characteristics (throughput, delay, jitter, and loss) were discovered successfully and displayed on a local user interface. Figure 5 and fi gure 4 illustrate some transactions between the participating agents.
 
 4
 
 Issues and Perspectives
 
 In an open and heterogeneous environment like the Internet, agents that interact and coordinate their activities face some major challenges: - How can they find one another and specially, locate the facilitators? As the number of facilitators grows, finding their location becomes a real concern. The idea of introducing a facilitator directory that forwards external inquiry to all facilitators across the Internet could address this problem. - Although many ACLs exist today, the communication language chosen should express concisely the message content of an agent. That is to say, the message semantics of an ACL must be consistent across platforms. - With any kind of message transport protocol (KQML transport protocol (ktp) or agent transport protocol (atp)), the issue of fault tolerance due to network failure remains. Multi-agent systems must rely on a robust and reliable environment. However, the heterogeneous nature of the Internet offers no guaranty. In addition to negotiation on the network layer, we are looking forward to extending our model to the application and system layers as well. This way, with a suitable QoS translation scheme between these layers, it is possible to cover a complete end-to-end QoS negotiation. We intend to investigate the alternative of mobile agents as a message transport protocol. Enabling facilitators to move around the network, deliver information and collect advertisements like mobile agents is an option we are interested in. These mobile facilitators can interact on site with local QoS brokers and ser-
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 vice agents. In addition, as the new Foundation for Intelligent Physical Agents (FIPA) ACL standard is emerging, we are looking forward to implement our model in this language.
 
 5
 
 Related Work
 
 A number of service discovery protocols have been implemented for different platforms. Some examples are the Service Location Protocol (SLP) designed by the Internet Engineering Task Force, the Dynamic Host Configuration Protocol (DHCP), the CORBA architecture [7] with its Trader and Naming Services, and recently Sun Microsystems’s Jini. 5.1
 
 The Service Location Protocol (SLP)
 
 The idea of using multiple agents for the discovery of services across a local area network has already been used by the SLP. In this model, a user agent (UA) acts on behalf of a user or client in need of a service while a service agent (SA) declares its services to a directory agent previously discovered. In addition, a directory agent (DA) accepts requests and registrations from a UA or a SA. There are two fundamental differences between the SLP scheme and our approach: SLP uses multicast and DHCP protocols to initialize its scalable service discovery framework. However, as DHCP cannot extend to the entire Internet, SLP is unable to scale to the entire Internet. A user agent itself must send its queries to a remote DA when a service is not available locally. In contrast, our approach considers a federation of services as illustrated in figure 7 with several facilitators. Only facilitators may forward requests from one region to another. In addition, we use KQML messages to convey these requests across the Internet. 5.2
 
 The CORBA Trader and Naming Services
 
 CORBA is a middleware that enables a client application to request information from an object implementation at the server side. In addition, CORBA can advertise available objects and services on behalf of object implementations via a Common Object Services Specifications (COSS) service called the Trader Service. Services are registered with the Naming Service by specifying its name and object reference. A client who wishes to access the service specifies the name of the service, which the Naming Service uses to retrieve the corresponding object reference. Whereas services are registred with the Trader Service by specifying its service type, properties and object reference. A client who wishes to access the service, specifies the type of the service and constraints. Therefore, the Trader Service can be viewed as a yellow pages phone book. In spite of the similarities in both approaches, it is important to note that the main difference between our system and CORBA services is that we are dealing with messages which bear meaning and are organized in conversations. The players in our system are agents that are engaged in structured conversations
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 while CORBA enables applications to exchange only objects, data structures, and propositions. 5.3
 
 Jini
 
 Jini is a network operating system by Sun Microsystems aimed at a broad range of electronic devices and software services assembled in a single distributed computing space. Although the components work together to serve a common goal, they’re still identified as separate components on a network. The Jini discovery architecture is similar to that of SLP. Jini agents discover the existence of a Jini Look Up Server, which collects service advertisements like the facilitators in our system. Jini agents then request services on behalf of client softwares by contacting the Look Up Server.
 
 6
 
 Conclusion
 
 In this paper, we have presented a framework for resource discovery and quality of service negotiation over the Internet. The main point is that our framework relies on the concept of multi-agent systems and agent communication language. In contrast to automatic resource discovery protocols like the SLP, our scheme scales to the entire Internet. To illustrate its effectiveness, we designed a prototype based on the IBM Java KQML API with several agents: user agent, QoS broker agent, facilitator agent, and network agents that interact in the KQML agent communication language. Although this approach may look attractive, its main drawback lies in the important number of facilitator agents that the system must deal with. In the future, we intend to let these facilitators move from host to host with information just like mobile agents.
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 Abstract. This paper investigates the scalability limitations of IP resource reservation protocols using RSVP and Boomerang as examples. The memory and processing time consumption of signaling message primitives were measured as a function of the total number of concurrent reservation sessions on PC-based routers running Linux and on a commercial router. The signaling handling algorithm of the implementations were analyzed as well and critical operations were identified. Our results show that CPU time is a more significant scalability concern than the router memory and also that the former is very dependent on the implementation and complexity of the signaling algorithm. Thus the same Linux PC can handle Boomerang reservation requests several hundred times faster than RSVP requests.
 
 1 Introduction It is not so unpopular any more to mention signaling in the context of Differentiated Services [1] as it was some years ago [2]. Aggregation of reservation sessions, flow identifiers and signaling messages give a realistic hope in demolishing scalability limitations. However, there remain still some points in the network where micro-flows shall be differentiated from each other (e.g. border nodes) and therefore it is important to scrutinize the scalability limitations of per flow resource reservations in such network nodes. There are several factors, which influence scalability. We investigated the resource demand in signaling-aware routers in terms of memory and processing power for the RSVP [3] and Boomerang [4] resource reservation protocols, which have working implementation for measurements and public source code. However, the same benchmarking framework could be applied to other resource reservation protocols, such us ST-II [5], Yessir [6], Ticket [7] or DRP [8]. A summary of resource reservation protocols and comparative evaluation can be found in [8]. G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 643-654, 2000 © Springer-Verlag Berlin Heidelberg 2000
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 The RSVP Protocol
 
 The Resource reSerVation Protocol (RSVP) is a receiver oriented signaling protocol, which initiates soft reservation states in network nodes, which are on the path of the (possible multicast) datagram transfer. There are two main signaling messages defined in RSVP, both are sent end-to-end between the sender and the receiver host(s). The Path message is issued by the sender host and forwarded hop-by-hop towards the receiver(s). Path registers the address of previous hop at each node, conveys the sender’s traffic specification and optionally network specific information from involved nodes. By sending a Resv message as a reply to the received Path, the receiver initiates a reservation setup. Since the previous hops are captured in each hop thanks to Path, the Resv message travels on the same route as the Path even for asymmetrical routes. Resv specifies the amount of resources to reserve in each router en route. Path & Resv messages are also used for refreshing the soft reservation states in the routers, which are otherwise removed after a certain time. There are three more basic RSVP messages. The Path Tear and Resv Tear messages are used to tear down a certain reservation state, while the Resv Conf message is used for acknowledging the receiver that the reservation was successful. 1.2
 
 The Boomerang Protocol
 
 Boomerang is a lightweight, sender oriented IP resource reservation protocol. Since it is described in details in [4][9][10] just a short overview is given here. The Boomerang protocol can be used for specifying and reserving network resources for uni- or bi-directional traffic streams between two IP nodes. Traffic stream can mean a single data flow or a flow aggregate (e.g. DS behavior aggregate or flows between subnets), where up- and downstream routes can differ. Reservation setup is made by a single message loop (currently the ICMP Ping message) and kept alive by periodically repeated Boomerang messages, which establish soft reservationstates (see Fig. 1).
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 Fig. 1. Reservation Setup with the Boomerang Protocol
 
 Unlike in RSVP, the same protocol message is used for refreshing or triggering changes in a reservation state or tearing it down. The Initiating Node that is responsible for keeping track of the reservation session periodically generates signaling messages. Boomerang messages are forwarded hop-by-hop in the network
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 up to the Far-End Node, from where they are returned back to the Initiating Node. The required service quality can be given in various ways; by specifying a DSCP [12] and peak information rates for the forward and backward directions or by providing an IntServ-like object [13]. In our prototype implementation [4] Boomerang protocol messages are wrapped into ICMP Echo / Echo Reply-s which are supported in the majority of network nodes and hosts, giving good chance for an easy penetration of the protocol in current Internet. This paper is organized as follows: Section 2 describes our benchmarking framework by defining the investigated factors and the measurement scenario. Section 3 provides the measurement results and their analysis. Finally, conclusions are drawn in Section 4.
 
 2 Benchmarking Framework 2.1
 
 Router Resources
 
 The main scalability concern opposed to signaling-based resource reservation at microflow scale is that this paradigm places a load on signaling-aware routers, which is proportional to the number of reserved flows. This load can be quantified by measuring the processing time and memory requirement per signaling message types as a function of concurrent reservation sessions. The following equations can be derived from simple heuristics:
 
 t = + n,
 
 n < Nt
 
 (1)
 
 where t is the message processing time; n denotes the number of reserved flows in the router, while τ and α are message specific constants and Nt represents the scalability limit above which the linear approximation is not valid. With similar notions, the memory demand can be modeled with the following equation:
 
 m = + n,
 
 n < Nm
 
 (2)
 
 The constants τ and α are larger in case of a more complex signaling handling algorithm, thus it is worth to analyze the related source code and perform the tests for each signaling primitive separately. On the contrary, constants µ and β are independent from the atomic signaling primitives and they are determined solely by the memory allocation scheme of the implementation and size of reservation states. Other performance metrics of the reservation protocol, such as reservation setup time, signaling overhead on links and number of signaling messages per reservation can be retrieved from simple calculations by using the results of these measurements and the protocol specifications as input [9].
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 2.2
 
 Critical Handler Operations
 
 We identified three critical operations in the signaling handling software (referred to as handler), which is running in signaling-aware routers. Every time, when a signaling-aware router receives a signaling message, it should check in the record of existing reservation sessions whether the message refers to a new flow, triggers some change in an existing reservation or just refreshes it. The performance of this reservation session lookup operation depends on the data structure used for storing the reservation states and the algorithm that looks up the stored entry. If the signaling message refers to a previously unknown reservation, the handler must create a new reservation state (i.e. new entry). The latency of this operation depends on the size of the entries that the handler has to fill out and on some additional procedures, like initializing refresh timers. The signaling handler has to set up the internal traffic control mechanisms in the router in order to maintain the QoS of each individual reservation. This operation is not performed for refresh messages. Although the initiation of traffic conditioners includes setting of the shaper, meter or dropper, we concentrated only on setup and parameterization of the queues in the routers. 2.3
 
 Measurement Scenario
 
 Measurements were carried out to obtain the memory and processing time consumption of the different protocol primitives. Resource reservation was performed in the Router, which connected Host 1 and Host 2 (Fig. 2). Signaling messages on ingress and egress ports of the router were intercepted and logged together with time stamps by Sniffer running tcpdump, which was connected to both sides of the router via hubs. Pentium II PCs were used with 300 MHz CPU and 64 MB RAM, running Linux as operating system with a kernel version that supports QoS [14].
 
 Host 1
 
 Router
 
 Host 2
 
 Sniffer
 
 Fig. 2. Measurement Scenario
 
 Since the performance of signaling handling very strongly depends on the actual implementation, we have examined three different QoS routers running two kinds of reservation protocols. The three router configurations are shown in Table 1.
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 Table 1. Investigated Router Configurations
 
 Configuration
 
 Hardware
 
 Software
 
 Protocol
 
 SW-RSVP
 
 PC
 
 Linux, user space
 
 RSVP
 
 SW-Boomerang
 
 PC
 
 Linux, kernel space
 
 Boomerang
 
 HW-RSVP
 
 Dedicated
 
 No data available
 
 RSVP
 
 We used Telia’s prototype implementation and source code for SW-Boomerang and the source code of the public ISI implementation for SW-RSVP [15] measurements. The dedicated hardware was a 3Com CoreBuilder 3500 router, which supports RSVP. We repeated each measurement 30 times. The goal was to benchmark the load caused by the signaling, so there was no data traffic utilizing the reserved resources: only setup, tear down and the periodically sent refresh messages loaded the router.
 
 3 Results 3.1
 
 Measurement of Memory Consumption
 
 In order to determine the memory usage versus the number of concurrent reservations, we set up an increasing number of reserved flows and measured the amount of memory that is allocated in case of SW-RSVP and SW-Boomerang. We could not measure the allocated memory in case of HW-RSVP, having no access to the internal parts of the router. The measurement results are shown in Fig. 3. M em ory Cons um ptions 6
 
 (MByte)
 
 Allocated Memory
 
 7 5 4 3 2
 
 R S VP
 
 1
 
 B o o merang
 
 0 0
 
 5000 10000 Nu m b e r o f r e s e r vatio n s e s s io n s
 
 15000
 
 Fig. 3. Memory Consumption
 
 The memory allocation measurements revealed that the memory consumption is linear in case of both protocols. However, while SW-Boomerang takes 288 bytes, SWRSVP needs 614 bytes to record the details of one reserved flow, partially because
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 they use different traffic descriptors. Notice that SW-RSVP’s initial memory consumption (µ) is higher than SW-Boomerang’s, because latter is a kernel module and takes its initial memory allocation from the kernel space, while SW-RSVP is a user mode process with large arrays and a built-in application programming interface. It is also visible in the figure that the investigated implementation of RSVP does not scale above to 3200 reservation sessions. This limitation was due to our receiver endpoint, which could not handle more. The figure shows the result of the first 15,000 reservation sessions for SW-Boomerang, however we measured up to 60,000 flows where the curve still had the same linear behavior. 3.2
 
 Measurement of Message Processing Time
 
 The time interval elapsed between the arrival and departure of a signaling message in the router was measured by capturing the signaling traffic before and after the router, and logging the absolute time. Apart from the time of actual message processing, this interval includes the time, which the packet spends in the forwarding plane, e.g. the time of classification and routing. These additional factors are expressed in the τ constant (see equation 1). For measuring the processing time as a function of established reservations, we set up the desired number of reservations and then launched a test program, which set up and shortly afterwards tore down one test reservation, repeating this 30 times with a longer pause among the setup and tear down pairs. RSVP refresh messages were not measured, because they are generated by neighboring RSVP routers, so an incoming refresh message does not immediately leave on the outgoing port, instead it is sent out when the router decides that the connection requires it. Table 2, Table 3 and Table 4 show our main results, where we characterized the measured processing time values with their median value M and with the scaled coefficient of variation (SCV). We can see that the processing time and the SCV always increase proportionally to the number of maintained reservations in the router, but different protocols and implementations yield different slopes. The most interesting result is that the SWBoomerang prototype can process one Boomerang reservation message within 53-59 microseconds, while the SW-RSVP implementation needs more than 15 ms, 8 ms for handling an RSVP Path, RSVP Resv message, respectively. Moreover, in case of SWBoomerang the scale of reservation sessions is larger by two orders of magnitude, than in case of the two RSVP implementations (i.e. 60000 and 600, respectively). 3.3
 
 Analysis of Algorithmic Complexity
 
 We have analyzed the available source code in order to estimate the time the router spends on critical operations
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 Table 2. Measured Processing Time in case of SW-Boomerang
 
 Message Type
 
 Number of Sessions / Median and SCV 0 M (ms)
 
 Boomerang (Reservation) Boomerang (Reservation Tear)
 
 0.053 0.054
 
 20 000 40 000 60 000 SCV M (ms) SCV M (ms) SCV M (ms) SCV 8.963 7.801 6.879 1.501 0.056 0.057 0.059 E-03 E-03 E-02 E-01 2.248 E-02
 
 6.178 E-03
 
 0.057
 
 8.616 E-02
 
 0.057
 
 1.647 E-01
 
 0.058
 
 Table 3. Measured Processing Time in case of SW-RSVP Message Type
 
 Number of Sessions / Median and SCV
 
 RSVP Path RSVP Path Tear RSVP Reservation RSVP Reservation Tear RSVP Confirmation
 
 0 200 400 600 M (ms) SCV M (ms) SCV M (ms) SCV M (ms) SCV 9.90 1.601 3.102 3.458 15.44 15.57 15.72 15.89 E-07 E-05 E-05 E-05 2.22 1.052 1.650 4.095 0.150 0.151 0.151 0.156 E-03 E-01 E-01 E-01 2.59 1.939 1.996 3.938 8.607 9.081 9.583 10.06 E-06 E-05 E-05 E-05 4.58 4.124 3.399 1.196 8.078 8.553 9.025 9.521 E-06 E-05 E-05 E-04 9.67 1.450 4.276 1.388 0.243 0.257 0.241 0.240 E-04 E-02 E-02 E-01
 
 Table 4. Measured Processing Time in case of HW-RSVP Message Type
 
 Number of Sessions / Median and SCV 0 M (ms)
 
 RSVP Path
 
 7.402
 
 RSVP Path Tear
 
 5.554
 
 RSVP Reservation
 
 11.15
 
 RSVP Reservation Tear
 
 8.342
 
 RSVP Confirmation
 
 5.385
 
 200 SCV 5.389 E-01 9.932 E-01 5.359 E-01 1.781 E-01 1.170 E+00
 
 M (ms) 12.26 5.455 13.41 18.07 5.366
 
 400 SCV 6.690 E+00 9.800 E+00 1.508 E+00 6.275 E+00 6.903 E-02
 
 M (ms) 20.46 6.682 16.83 35.61 5.448
 
 600 SCV 2.544 E+00 3.698 E+00 3.440 E+00 2.975 E+00 1.644 E+01
 
 M (ms) 577.3 216.1 262.8 70.49 43.30
 
 SCV 8.814 E-01 1.554 E+00 1.259 E+00 4.778 E+00 2.008 E+00
 
 Reservation Session Lookup According to the source code the bucket hash algorithm is used in ISI’s RSVP implementation, while modified binomial tree is implemented in Boomerang prototype. We characterized the efficiency of these lookup algorithms by comparing processing latency of different message primitives. Investigating the source code of the ISI RSVP implementation, we found that the RSVP Path Tear message processing should be the fastest, because it contains solely a session entry lookup and delete. The
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 processing time of Path Tear message begins around 150µs and slightly raises with the number of reservations, while the variance of the measured values increases steeper as it can be seen on Fig 4. This phenomenon could be explained by the increasing size of the hash table. In case of SW-Boomerang, we investigated the reservation tear message, which is functionally the same as the corresponding RSVP message, although it cleans the associated queue as well. The result indicates that processing time of a Boomerang tear message starts at 53µs and increases very slowly. In case of 60 000 reserved sessions, the reservation tear takes just 58µs. The variance of processing time did not show a noticeable change while we increased the number of sessions. It is worth to mention that the measured processing time is affected by other factors as well, for instance the kernel performs numerous operations on the received packet while it gives to the protocol handler routines. Thus we measured the simple forwarding time too, where there was no QoS protocol running on the router. We found that forwarding a single 100 bytes-long data packet takes about 40µs. SW-Boomerang Measured Data
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 1.0
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 SW-RSVP Measured Data
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 Fig. 4. Tear-down Messages for SW-RSVP (Path Tear) and SW-Boomerang
 
 Apart from the faster execution of kernel space programs (SW-Boomerang), the reason of unequal lookup performance is the difference in data structure and lookup algorithm. SW-Boomerang takes smaller structures and uses a binomial tree lookup algorithm, which costs about 13µs per flow (since packet forwarding time is 40µs), and increases very slowly. The bucket hashing algorithm and large data structures used by RSVP results in larger processing time, around 110µs without packet forwarding, and it increases faster than for Boomerang. Internal QoS Setup The protocols differ in the implementation of the traffic control as well. While SWRSVP uses the operating system’s built in traffic control routines, the SW-Boomerang uses own traffic control implementation that is bounded to the protocol. We repeated our SW-RSVP measurements with disabled traffic control operation and estimated the time spent for internal QoS setup. The difference in the message processing times expresses the time consumed by maintaining traffic queues. Fig. 5 shows the median values for reservation and path related RSVP messages with and without traffic control.
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 Fig. 5. RSVP Message Processing Time with and without Traffic Control
 
 We can observe that in case of Path and Path Tear messages, there is no significant difference between the two measurement series. Path message is affected a little bit more than Path Tear, because RSVP fills out an advertisement message block that reflects the router’s load calculated from traffic parameters. However in case of reservation messages, a strong difference can be revealed. The processing time was increased with 1ms (i.e. almost 15 %) and the slope of the line is larger than without traffic control. We can confirm it looking up the source code, as both types of reservation message calls the traffic control interface and the raising slope can be explained with the increasing number of queues that must be maintained. In case of SW-Boomerang, the handler uses its own traffic control routines what simplifies the internal QoS setup thus the related CPU time is marginal. On the other hand, it should be noted that the current prototype implementation of Boomerang deals with much simpler traffic descriptor (peak rate only) than RSVP. Creation of New Reservation State According to the source codes, new reservation states are created in case of RSVP Path and Resv messages. Unlike this, the Boomerang handling prototype stores reservation states in lookup entries and no state information is required for handling a state machine of signaling. We tried to make deductions to this fact from the measured processing time values. RSVP Path and Path Tear messages show the biggest difference, which is around 15ms (see Fig. 6). When we inspected the source code, it clearly showed that the difference arises directly from the creation of a new reservation state. The rest of the functionality, like reservation session lookup, can be found in both message handling routines.
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 Fig. 6. RSVP Path and Path Tear Message Processing Time
 
 3.4
 
 Hardware RSVP Measurements
 
 In case of HW-RSVP, we were restricted to processing time measurements, as we had no access to the internal parts of the router. The processing time measurements are presented in Table 4 and surprisingly show that HW-RSVP performs worse than SWRSVP (see in Table 3). In our experiments the device was not capable to scale above 600 reservation sessions. This was not a built-in limit, but above that the router’s RSVP handler was not able to refresh the flows, meaning that it was not able to generate refresh messages. If we assume that the RSVP Path Tear message, displayed in Table 4, mainly consist of the session lookup procedure, as we have shown it in case of SW-RVSP, then we can claim that the router device had an inefficient session lookup routine. It is thought that the device was not designed for more than few hundred sessions. We can confirm that the most time consuming part is the session lookup, during processing the Path Tear message, if we compare results of Confirmation message and assume that there is no session lookup for Confirmation messages in this implementation. We could not switch off the traffic control routines in the 3COM router thus could not retrieve the time factor related to queue handling. As the measured Path message processing time shows, it begins from a lower value than SW-RSVP, but it increases much faster.
 
 4
 
 Conclusions
 
 This paper investigated different factors, which contribute to the scalability limitations of signaling based resource reservations in Internet. We have shown that the reservation lookup scheme is an important factor in scalability. Lookup of reservation session is three times faster for SW-Boomerang than for SW-RSVP and this factor is even worse for HW-RSVP. Another result of the measurements is that the reservation state creation is the most time consuming event in case of SW-RSVP. It takes about 15ms, while in case of SW-Boomerang the cost of
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 reservation state creation is just 53 µs. We measured the time factor of traffic control in case of SW-RSVP and SW-Boomerang. The results indicate that internal implementation of traffic queues can speed up the processing of related messages, moreover it can decrease the impact of established reservation session on processing time. We observed that the HW-RSVP implementation has worse performance characteristics than SW-RSVP. The measured processing time of protocol messages goes exponential with the number of reservation sessions; meanwhile the scaled coefficient of variation is larger by four orders of magnitude than in case of SWRSVP. Additional measurements show that signaling intensity – the number of atomic signaling messages received by the router per second – is also an important scalability factor. In case of SW-Boomerang we could scale up to 3600 messages per second without having lost signaling messages. On the other hand SW-RSVP has been saturated already by 30 messages per second. It should, however, be noted that apples cannot be fairly compared to pears; therefore the difference of configuration should not be neglected while looking at our results. The SW-RSVP uses complex traffic descriptors and the handler run as a Linux user-space routine. On the other hand, the SW-Boomerang prototype handles only peak rate reservation running as a Linux kernel module. Acknowledgements We would like to thank the excellent design and implementation work of Joakim Bergkvist and the help in the measurements to Tomas Engborg, David Ahlard and Norbert Végh, all from Telia Research Sweden. We are also grateful for the help of members of the RSVP mailing list, who provided us with useful information about the implementation of RSVP protocol.
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 Abstract. Allocating resources to data trac in telecommunication
 
 networks is a dicult problem because of the complex dynamics exhibited by this kind of trac and because of the dicult trade-o between the delivered quality of service and the wasted bandwidth. We describe and compare the performances of two controllers of dierent designs (a Kalman lter and a neural network) to adaptatively control the bandwidth of a VP connecting two network nodes so as to keep the quality of service close to a given target. Simulations are carried out on a hardware emulator which allows a fast and faithful simulation of the switch functionalities. The Kalman lter obtains good performances and the original (and speci c to this problem and its implementation constraints) neural network training strategy allows to obtain a faster and more accurate control.
 
 1
 
 Introduction
 
 Managing data trac in multiservice networks is a signi cant challenge for network operators since the data trac volume is already equivalent to the classical telephony volume and is increasing at a much faster rate and it is known that data trac is not well represented by classical trac models, so that standard dimensioning techniques fail [4]. More precisely, the study of real data trac traces [9], [5], [10] has shown that such trac either is stationnary and should be modelled by processes with long range dependence and complex short time-scale dynamics [5] [10], or is not stationary and should be locally modeled by short range processes whose parameters have to be tracked on-line [9]. Dimensioning the network resources is a signi cant challenge in both cases: if the trac is non-stationary, on-line tracking and prediction is necessary so as to allocate the resources; in the other case, static dimensioning from long range dependent models often leads to the allocation of very large resources protecting the network from very large deviations; such large deviations are ? ??
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 however very rare and such static dimensioning wastes a lot of resources [3]. This is why, even assuming that trac is stationnary and long-range dependent, on-line estimation of the parameters and prediction of the resources needed, that is adaptive dimensioning, seems a more promising approach. In this work, we shall investigate two approaches for controller design; in the rst approach, our a priori knowledge of the system is used to select state variables which sum up the state of the system as it may be observed (measured) and the controller design problem reduces to learn the relationship (\mapping") between the state variables and the behaviour of the system. This approach is implemented by a neural network. In the second approach, our a priori knowledge of the system is used to build a model of this system depending on a few parameters and the controller design problem reduces to t the model to the behaviour of the system. This approach is implemented by a Kalman lter. Since this work is strongly constrained by implementation considerations, we shall rst present in some details the mechanisms used to guarantee a minimum QoS and fairness in the network nodes. The design of the controllers is then described and the experimental environment and results are discussed. 2
 
 The CMS switch
 
 The CMS switch is an ATM switch developed at CNET with the aim of optimizing transfer of high speed data in an ATM network. It takes into account the speci city of data service: large semantic constraints and weak temporal constraints. A single connection-oriented data service is implemented in the backbone. In each switch, connections are isolated by the use of a per connection FIFO, and active connections share dynamically the bandwidth. Each connection is identi ed by its Virtual Connection (VC), its Minimum Guaranteed Rate (MCR), its Peak Cell Rate (PCR). The connections are multiplexed in a Virtual Path (VP) between two CMS nodes. State Nh Congestion
 
 Nm Nl Free
 
 SL
 
 SH
 
 Level reached in the file
 
 Fig. 1. The free/congested cycle. See text for explanations.
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 A hop by hop ow control is implemented between the transit nodes, ensuring the absence of packet losses in transit. The implementation of this hop by hop ow control relies on the watermarking of each individual queue. Two watermarks (high and low marks) are de ned for each queue, depending on the parameters described below (section 3). The ow control operates as described on Figure 1: 1. free regime: starting from an empty queue, the connection is in its free regime, as long as the queue length does not reach the high mark SH. The rate allocated to this source by the upstream node is only constrained by the upstream node fair queuing algorithm (see below); 2. congested regime: when the queue reaches the high mark SH, a RM cell is sent upstream requesting the fair rate for this connection to be set at its minimun guaranteed rate, MCR , by the upstream node. The connection stays in the congested regime as long as its queue length stays above the low mark, SL. When the queue reaches the low mark SL, a RM cell is sent upstream allowing this connection to go back to its free regime. The VP (Virtual Path) bandwidth is allocated to the active sources by a Weighted Round Robin mechanism, which guarantees that each active source is served at least at its minimum guaranteed rate. The bandwidth in excess of the sum of the minimum guaranteed rates is then allocated fairly among the active sources, according to their declared peak cell rates. The fair rates locally allocated to the sources depend on their free or congested state as noti ed by the downstream node: { if the source is in the congested mode, its fair rate is its minimumguaranteed rate: R = MCR { if the source is in the free mode, its fair rate is given by X MCR ) (V P , R = MCR + P PCR  PCR  i
 
 i
 
 i
 
 P
 
 i
 
 i
 
 i
 
 j
 
 j
 
 j
 
 j
 
 where  means a summation on the free sources only. Too large an excess bandwidth will lead to a low VP bandwidth utilization without any signi cant enhancement of the Quality of Service (QoS). Our purpose is to adapt periodically the VP bandwidth on each ATM node in order to maximize the VP bandwith utilization without degrading the Quality of Service. The QoS indicator is chosen as the ratio of congested sources. This ratio is set to 20 %. The adaptation period is set to 5 seconds. j
 
 3 De nition of the state variables As explained above, the neural network predictor requires a description of the state of the system (\state variables") to compute its prediction. In addition to the classical trade-o between the accuracy of the description and the complexity of the training, we had to take into account that
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 the limited communication bandwidth left to collect the state variables in the interface cards and transmit them to the processing unit did not allow to collect state variables on a queue by queue basis with a sampling time compatible with our objectives of fast control of the VP bandwidth because of the possibly large number of VCs (up to 1024 VCs per VP); { the limited processing power and storage space available on the interface cards did not allow to pre-process the raw queue data locally. We had to rely on a sampling of the average state of the queues. Such a description requires a communication bandwidth independent of the number of VCs and does not require any processing power on the interface cards. The system is described by the ratio of the number of les found in a given state at sampling time to the total number of les: Nl , the ratio of les under the rst mark, Nm , the ratio of les between the rst and the second mark, Nh , the ratio of les upper the second mark and Ncl , the ratio of sources locally congested (i.e. sources for which a congestion noti cation has been sent to the upstream node). The description of the system, Dt = (Nl (t); Nm (t); Nh (t); Ncl (t)), is transmitted to the processing unit at sampling time. Storage and pre-processing are done in the processing unit.P Pre-processing consists of an averaging on jumping windows of size T : Et = T1 tt,T +1 Du . These averages are the state variables used by the neural network. In the following, the sampling period is 1 millisecond and the averaging period is 1 second. {
 
 4 A simple controller Since the Connection Admission Control (CAC) and the Usage Parameter Control (UPC) guarantee the conformity of a VC to its trac contract, the connection blocking probability (Ncl ) can be increased without aecting the Quality of Service (QoS). Therefore, the method to control the VP bandwidth can be based on a connection blocking probability target (ONcl ) [8]:  (1 + r)V P (t) if Nc l > ONcl V P (t + 1) = (1 , r)V P (t) if Nc l  ONcl The drawback of this step by step algorithm is the tuning of the parameter r. For a large value of r, the algorithm converges quickly with strong oscillations. For a small value of r, the convergence is slow. An improvement of this algorithm cl ), where is to calculate r according to the value of Ncl [7]: r = max( ; Ncl1,,NON cl
 
 is an a priori upper bound for the increment r. The convergence of this algorithm is slow and it has only been proposed for adaptation periods of the order of the hour [8, 7]. Data trac cannot be considered stationary on such a long period; indeed, the study of real trac traces has shown that the local stationarity hypothesis holds on time scales of the order of a second only [9]. The adaptation of the VP bandwidth must cope with non-stationarities and therefore must converge on a time scale of a few seconds.
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 (a) Value of the VP bandwidth according to (b) Value of the ratio of congested les time according to time Fig. 2.
 
 Results of the step by step algorithm for ONcl = 0:2.
 
 5 A neural network controller 5.1 Learning a function
 
 To control the VP bandwidth, a function using the state variables, E , as inputs and the VP bandwidth, V P , as output is needed (Figure 4). The regression Rconsists to nd a function f 2 , minimizing the functional risk R(f ) = (f (E ) , V P )2 P (V P jE )dE . In learning case, the conditional distribution of probability P (V P jE ) is unknown and we approximate the functional P risk by the empirical functional risk, using a set of examples R(f ) = N1 Ni (f (Ei ) , V Pi)2 , where N is the number of examples. The learning machine de nes the space of functions , . Neural networks (Figure 3) are powerful learning machines since they are non-linear models with ecient and robust training techniques.
 
 5.2 Learning the optimal value of the VP bandwidth Let F be the control function we want to learn: X V P (t + H ) = max((1 + F (Et,4T ; Et,3T ; Et,2T ; Et,T ; Et))V P (t); MGRi) i
 
 where H is the period of control (H = 5 seconds in this study), Et the averaged state variable at time t, T an averaging period (T = 1 second) and MGRi the minimum guaranteed rate of the source i. To capture the temporal correlations, the inputs consists of a series of ve consecutive values of the state variables: Et,4T ; Et,3T ; Et,2T ; Et,T ; Et.
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 Hidden layer
 
 Zp
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 X2
 
 X3
 
 ...
 
 Xd
 
 +Wo )
 
 Input layer
 
 The multilayer perceptron with one hidden layer allows to approximate non-linear functions. G(x) = exp(,1kx)+1 is the sigmoid function. Fig. 3.
 
 Note that the output of the controller cannot be lesser than the sum of minimum guaranteed rates so as to ful ll the trac contract. VC FAIR
 
 VC
 
 QUEUEING VC
 
 ALGORITHM
 
 VC
 
 SWITCH
 
 aggregated traffic
 
 ∆
 
 STATE VARIABLES
 
 VP
 
 VP(t+H)
 
 NEURAL E(t1),E(t2),E(t3),E(t4),E(t5)
 
 NETWORK
 
 Schema of the control process. The series of state variables Et are the inputs of a neural network. The neural network returns the variation of the VP bandwidth needed to reach the optimal VP bandwidth fot the next period H . Fig. 4.
 
 To obtain a fast control, we use the step by step algorithm previously described to generate data along a trajectory (Figure 2). Each trajectory generates several input examples with the same output: the optimal VP bandwidth (Figure 5). If such a function can be learned, it leads to a very fast convergence of the control process: anywhere on the trajectory, the function will return the optimal VP bandwidth. To obtain various outputs, we generate several trajectories, corresponding to dierent trac contracts, source rates and initial VP bandwidths. The set of examples consists of 13000 examples. Each example consists of an input/output couple:
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 (Et,4T ; Et,3T ; Et,2T ; Et,T ; Et; V P (t)) *
 
 *
 
 *
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 VP1
 
 *
 
 ( E1n VP1 )
 
 t U *
 
 *
 
 *
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 t
 
 The value of the optimal VP bandwidth is obtained at the end of the convergence of the step by step algorithm. For a trajectory i, at each control period j the state variables Eij are collected to generate n input examples with the same output: V P . The use of m trajectories allows to generate N = mn dierent input/output couples. Fig. 5.
 
 We de ne the optimal value of the V P bandwidth, V P  , according to the target congested rate ONcl : V P  = fV P such that: Ncl = ONcl g, as obtained at the end of the convergence of the step by step algorithm. Finally, to minimize the functional risk between the learning machine and the target function F , we use: { a multilayer perceptron as learning machine consisting of an input layer of twenty neurons corresponding to the series of state variables ( ve state variables, one state variable being a vector with four components), a hidden layer of ve neurons and one output neuron, { the standard back-propagation algorithm [6] to minimize the empirical functional risk on a training set of 10000 examples, { a validation set to control the minimization of the functional risk: the learning is stopped when the empirical functional risk increases in the validation set composed by 3000 examples (examples which are not used to minimize the empirical functional risk).
 
 6 A Kalman controller To build the Kalman lter, we consider a simple model of the ATM node (Figure 6). The incoming trac is aggregated. It is divided by the ATM node in two
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 parts: a part of the incoming trac passing through the VP and a blocked and lost part. Under the assumption that all the sourcesPsend at least at their minimum guaranteed rate, we can write x = Ncl x + y + i M GRi. aggregated traffic x
 
 BUFFER
 
 y+ Σ MGRi
 
 Virtual Path
 
 Ncl x congested part
 
 The incoming aggregated trac is divided in two parts. The rst part, y and the sum of the minimum guaranteed rates, passes through the VP and the second part, the congested part Ncl x is blocked and lost. Fig. 6.
 
 LetPV be the part of the V P bandwidth above the sum of the M GR: V = , i M GRi. We assume that the VP bandwidth utilization is high: y  V . Assuming Gaussian and centered noises, the following non-linear model de nes the extended Kalman lter: V Ncl + Ncl = 1 , x+ VP
 
 x
 
 Where the incoming aggregated bandwidth x is the state variable, the excess bandwidth V the control variable, the ratio of congested sources Ncl the measured variable, and Ncl and x are respectively the measurement and the process noises. At each period H , the rate of congested sources Ncl (t) is measured, the noises (x , Ncl ) and the state variable x(t) are estimated by the Kalman lter . P Then, the optimal VP bandwidth is given by: V P  (t + H ) = x ^t (1 , ONcl ) + i M GRi where x^t is the estimated state of the system by the Kalman lter and ONcl the target congestion rate. The initial value of Ncl is set according to the behaviour of Ncl after convergence of the step by step algorithm and the initial value of x is set according to the trac contracts, assuming that the instantaneous rate of each source is drawn independently and uniformly between M GRi and P CRi.
 
 7 Experimental results 7.1 Simulation environment Trac and queue lengths measurements required functionalities which could not be implemented in the current version of the CMS switch and we had to rely on simulations. In order to measure the state variables, we had to simulate all the details of the implementation of the CMS switch as described above (per VC queuing, bandwidth sharing algorithm, ow control algorithm, see Section 2). A software-based simulator could not have allowed the implementation of our
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 training strategy in reasonable time; instead, we have developped a simulator of the CMS switch itself and mapped it on a hardware architecture. With tools currently used in integrated circuit development such as hardware emulators, it is possible to reproduce a reliable image of the CMS switch by saving only useful functions for our implementation. Advantages of the hardware approah are [2] the simulation speed, close to the real switch, and the great number of VC that can be instanciated, leading to realistic trac loads without slowing down simulation. 699 500
 
 699 496
 
 (a) Optimal VP bandwidth according to (b) Ratio of congested sources according to time. time, at the top the VP bandwidth utilization curve. Fig. 7. Results of the neural network controller for ONcl = 0:2. Every minute (20 time units) all the trac contracts and rates of sources are randomly reset. On the last period, the optimal VP bandwidth is lower than the sum of minimum guaranteed rate.
 
 Indeed, with a recon gurable hardware machine, speed is governed by the clock frequency from 1 to 10 MHz and this speed does not depend on the model complexity as for a pure software model. This allowed us to instanciate many sources simulating various VC. This hardware implementation can be achieved using usual tools in CAD design: a VHDL (VHSIC Hardware Description Language) description of the chip is used to describe the system in terms of concurrent processes, then a VHDL synthesiser translates the VHDL description into combinational logic and registers, the basic elements used in electronic systems, and nally, a compiler computes the link to map this hardware description on the sea of gates of the emulator. The use of an emulator is original in this approach. This machine is composed of a sea of gates that can be dynamically linked to reproduce an electronic design. The M500 emulator from Metasystems comprises 500,000 programmable logic gates, connectable to each other, 17 Mbytes of memory, single or double port, an adjustable clock frequency from 1 to 10 MHz. The M500 emulator and the associated software has important features for debugging: it stores signal values of the last 7000 clock cycles, allows
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 the user to start, stop, and run clock step by clock step simulation as desired. Recon gurable hardware machines are therefore very appealing simulation tools for complex systems such as the dynamical coupling between the bandwidth sharing and ow control as implemented in the CMS node. The simulator comprises three main blocks [1]: { Trac sources, most widely used statistical models are implemented: periodic sources with a period modi ed regularly, uniform trac and geometric process, Markov modulated Bernouilli process with on-o sources, which simulated bursty trac. { Switch model: the CMS model can receive up to 64 sources or VC to t in the hardware emulator. { Trac analysis: several quantities (such as cell number, lost cell number, inter-arrival process, queue occupancy, dates when SL and SH marks are reached) can be stored \on the y" to evaluate the state variables. This simulator has been used for the generation of the training and validation sets and for the test experiments presented below. 699 500
 
 699 496
 
 (a) Value of the VP bandwidth according (b) Value of the ratio of congested les acto time. cording to time, at the top the VP bandwidth utilization curve. Fig. 8. Results of the Kalman controller for ONcl = 0:2. Every minute (20 time units) all the trac contracts and rates of sources are randomly reset.
 
 7.2
 
 Discussion
 
 Corresponding to the implementation constraints, the prediction period is 5 seconds the sampling period of the state variables is 1 ms and the target ratio of congested sources is cl = 0 2. To evaluate and to compare the control of the Kalman lter and of the neural network lter, we generated 64 various periodic H
 
 ON
 
 :
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 tracs on a period of one minute. After this minute, we introduced an important non-stationarity by randomly resetting the trac contracts and rates of all the sources. The emission rates and trac contracts of the sources were drawn from Gaussian distributions (with the constraint that the emission rate cannot exceed the declared peak cell rate; note that sources can emit at a lower rate than their minimum guaranteed rate). We introduced a increasing trend of the means of Gaussians on a rst period and a decreasing trend on a second period. The neural network experiment and the Kalman lter experiment were built using the same methods but with slightly dierent values of the mean of Gaussians generating the parameters of sources. The quality and stability of the convergence can be compared on the stationarity period and the speed of convergence on the non-stationarity period. First, the purpose is to maximize the VP bandwidth utilization. In both cases, it is close to 1 (Figure 7b, 8b). The analysis of the curves shows that the control of the Kalman lter (Figure 8a) is slower than the one of neural network (Figure 7a): a stable value of the VP bandwidth is reached on one or two iterations (5 to 10 seconds) in the case of neural network and two or three iterations for the Kalman lter. Moreover, the quality and stability of the neural network controller (Figure 7b) is better than the Kalman controller (Figure 8b): the oscillations of the measured congested rate have lower amplitudes for the neural network controller than for the Kalman controller. It may be argued that the switch model designed for the Kalman lter is grossly simpli ed as it implements almost nothing of the complex queue management, fair service and congestion control described above in Section 2. The problem is that modeling such a complex system in greater details leads very fast to untractable models. This illustrates the dierence between the two kinds of controllers when dealing with complex systems: the \mapping approach" (neural network controller in this work) allows us to describe the system in great details (the hardware simulator implements all the complexities of the CMS switch, so that the state variables describe the behaviour of true switch), to the expense of nding a good mapping between high dimensional spaces by an o-line training, whereas the \modeling approach" (Kalman controller in this work) forces us to use simpli ed models but allows us to adapt the model parameters on-line. Training of the neural network is performed o-line and gives superior performances, but it must be emphasized that the performances will stay good only as long as the examples used for the o- line training will be representative of the behaviour of the system. This implicit stationarity hypothesis is certainly wrong in the long term and appropriate strategies (such as periodic re- training) have to be developped to cope with non-stationarities. The modeling approach has good although slightly inferior performances but these performances will stay good as long as the model is representative of the behaviour of the system and non- stationarities are coped with by the adaptivity of the Kalman lter.
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 Conclusion
 
 We have described, implemented and compared the performances of two controllers of very dierent designs (a Kalman lter and a neural network) so as to adapatively dimension the VP bandwidth between two nodes so as to keep the quality of service close to a target value. Simulations were made possible by the use of a hardware emulator allowing to reproduce faithfully the complex behaviour of the switch. Both controllers showed good performances with a faster and more accurate control by the neural network. We have discussed how this improved performance came at the expense of adaptivity to long-term non-stationarities. Both controllers are currently being implemented in a prototype of the CMS switch so as to test their performances under real workload. References 1. C. Labbe, V. Olive, and J.M. Vincent. Emulation on a versatile architecture for discrete time queuing network : Application to high speed network. In ICT98, International Conference on Telecommunications, 1998. 2. C. Labbe, F. Reblewski, and J.M. Vincent. Performance evaluation of high speed network protocols by emulation on a versatile architecture. Recherche Operationnelle/Operations Research, 32(3), 1998. 3. I. Norros. On the use of fractional brownian motion in the theory of connectionless networks. IEEE Journal on Selected Areas in Communications, 13(6), 1995. 4. V. Paxson and S. Floyd. Wide aera trac: the failure of poisson modelling. In Sigcomm'94, Computer Communication Review, volume 24, pages 257{268, 1994. 5. R. Riedi and Willinger W. Towards an improved understanding of network trac dynamics. In Self-similar Network Trac and Performance Evaluation, Wiley, 1999. 6. D. E. Rumelhart, G. E. Hinton, and R. J. Williams. Learning internal representations by error propagation. In Parallel Distribued Processing: Explorations in the Microstructures of Cognition, volume 1, 1986. 7. C. Shioda, H. Toyoizumi, H. Yokoi, T. Tsuchiya, and H. Saito. Self-sizing network: a new network concept based on autonomous vp bandwidth adjustement. In ITC 15, 1997. 8. S. Shioda. Evaluationg the performance of virtual path bandwidth control in atm networks. IEICE Trans. Commun., E77-B(10):1175{1187, 1994. 9. S. Vaton, E. Moulines, and H. Korezlioglu. Statistical identi cation of lan traf c data. In 5th IFIP Workshop on Performance Modelling Evaluation of ATM Networks, 1997. 10. W. Willinger, V. Paxson, and M.S. Taqqu. "A Practical Guide to Heavy Tails : Statistical Techniques for Analysing Heavy Tailed Distributions. Birkhauser Verlag Boston, 1998.
 
 Fairness and Aggregation: A Primal Decomposition Study * Andre Girard 1 , Catherine Rosenberg2, and Mohammed Khemiri 3 1
 
 INRS-Telecommunications Place Bonaventure, 900 de la Gauchetiere Ouest, Niveau C, C.P. 644, Montreal (Que) Canada H5A 1C6 [email protected] 2 Department of Electrical and Computer Engineering, 1285 Electrical Engineering Building, Purdue University, West Lafayette IN 47907 - 1285 USA cathfiecn.purdue.edu 3 Ecole Polytechnique, Paris, France
 
 Abstract. We examine the fair allocation of capacity to a large population of best-effort connections in a typical multiple access communication system supporting some bandwidth on demand processes. Because of stringent limitations on the signalling overhead and time available to transmit and process information, it is not possible to solve the allocation globally to obtain the optimally fair allocation vector. A two-level procedure is proposed where connections are aggregated within terminals, which send aggregated requests to the controller. The controller then computes the appropriate aggregated allocation per terminal and sends the corresponding allocation vector back to the terminals. Each terminal then computes the allocation vector for its connections. We want to study what aggregated information the terminals should send and what allocation problem should the controller and the terminals solve to produce a near-optimal (in terms of fairness) allocation vector. We propose a primal-based decomposition approach, examine in detail a number of approximations and show that by transmitting its total demand and number of connections, each terminal can achieve a near-optimal and near-fair allocation of capacity.
 
 1
 
 Introduction
 
 The fair allocation of capacity among best-effort users is a subject that is gaining wide interest both in wire-line networks, such as ABR services in ATM [1,2], nonQoS constrained services in IP networks [3] and in wireless and wireline access and satellite systems. In this paper, we focus on systems with multiple access links for which a process is needed to share the available capacity on a demand basis. All these systems are characterized by a set of users, each submitting a request for bandwidth, the sum of which usually exceeds the available total bandwidth. The required bandwidths are not absolutely needed and the users are willing to live with an allocation smaller than what they requested. The * This work was performed while the two last authors were at Nortel Networks, Harlow, UK. G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 667-678, 2000. © Springer-Verlag Berlin Heidelberg 2000
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 problem is then to allocate the total available bandwidth in an optimally fair manner. In all that follows, the measure of optimality always refer to the fairness of the allocation process unless otherwise noted. Although the fair allocation problem is relatively simple to solve to optimality, in practice, there are a number of situations where the actual computation turns out to be difficult. Consider for instance the case of a large population of best-effort connections on a satellite system having typically many thousand terminals, each with potentially several connections. Because the bandwidth of the multiple access uplink is very limited, there is a need to limit the signalling overhead, i.e., the amount of information sent to request bandwidth. Also, the bandwidth allocation process is performed periodically every few tens of milliseconds for geo-stationary satellite systems and the allocation process should be able to run within this time limit. One of the main issues is that the problem of sharing fairly a given capacity among a large number of un-coordinated users competing for this capacity is very time consuming and there will be a scalability issue if we want to design a fast, low-overhead and optimally fair allocation process. These systems, however, have a hierarchical structure where a terminal will manage a number of connections. These terminals will have some processing power and are only able both to request bandwidth from the controller and to reallocate this bandwidth among their connections. With a structure like this, each terminal receiving (or computing) the requests from its own connections could transmit to the controller some aggregated information based on the individual requests. In such a system, two questions naturally come to mind and form the subject of this paper: 1) How should the individual call requests be aggregated by the terminals, i.e., what aggregated information should each terminal send on behalf of its connections? and 2) how good are these approximations with respect to the optimal allocation? The main findings of this work is that if each terminal sends only the sum of the requests of each of its connections, the controller cannot allocate the available capacity in a near optimal fashion. We can get a much better solution if each terminal sends both the sum of the requests of each of its connections and the number of connections. Based on these requests, the controller can solve an optimization problem of lower complexity (as opposed to the one it would have to solve if each connection had sent its own request) and thus is able to perform the computation within the allowed time. We show that this process yields results very close to the optimal solution. The paper is structured as follows. First, we state the model and propose a primal decomposition of the optimal allocation. We solve the sub-problems and state the master problem. Then, we investigate two types of approximations. The first set uses only the sum of the individual requests for each terminal while in the second set, each terminal is allowed to send an aggregated request made up of two terms, one of which being the above sum. Numerical results then show that sending the number of connections as the second term yields a nearly optimal solution and that this is probably the best trade-off that can be done
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 in terms of efficiency and signalling overhead. Conclusions and future extensions to the work follow.
 
 2
 
 Optimal Allocation Model
 
 We want to compute the optimally fair allocation vector x by solving the problem n
 
 max Z = T\xi
 
 0
 C that is, when it is not possible to meet all the requests. In a satellite system, n will be of the order of several thousands and the problem has to be solved once every few tens of milli-seconds. At each period, the available capacity C will change due to the arrivals and releases of calls that are not best-effort (i.e., that are allocated some resource on a reservation or static basis) so that we do not expect the problems to be very similar from one period to the next. Hence proposals based on explicit knowledge of the demand for each connection in the system are not realistic in terms of signalling overhead as well as processing time and power.
 
 3
 
 A Primal Decomposition Method
 
 The basic idea for reducing the complexity of the computation is to use a twolevel allocation procedure. At the terminal level, the controller partitions the total capacity C among the terminals according to some rule, yielding an allocation Cj to terminal i. Once this allocation is made, each terminal allocates its Ci among its connections. An important advantage of a primal decomposition method is that the solutions are always feasible with respect to the total capacity constraint (2). This is in sharp distinction with dual methods where this constraint is not met unless the multiplier has been exactly calculated. In the present case, because there is little time for iterations, it is expected that dual methods would not have time to converge and thus could yield poor solutions and this is why we concentrate on primal techniques.
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 3.1
 
 The Primal Decomposition Model
 
 We now give a precise definition of the primal decomposition model for problem (1-3). Suppose that we have allocated a capacity Cj to terminal i by some yet unspecified method. Once this allocation has been made, assume also that for each terminal i, we allocate Cj optimally among the rij connections of this terminal. Let dij and Xij(Ci) be the demand and the optimal capacity allocated to connection j of terminal i and define the value of the terminal i objective function as
 
 We write Pi(Ci) and Xij(Ci) because once the terminal allocation Ci is known, the allocation to the connections and the value of the objective function are completely defined. The optimal allocation problem can then be written as m
 
 m
 
 max P = Yl Pi(Ci) subject to ^ Q < C and Q < A i=l
 
 (4)
 
 i=l
 
 where m is the total number of terminals and Di = £ \ dij is the sum of the requests for all the connection in terminal i. Each of the Pi{C{) is computed solving the following optimal allocation for terminal i max
 
 TT Xj subject to 2_\xi — ^i
 
 an
 0, ∀j ∈ Ni },
 
 where τl(j,i) is the delay from node j to its next hop on path i. The problem above can be rewritten using the flow variables as before, and the primal problem is given by P fi Maximize s.t. P j∈P Pi j∈Ni
 
 i∈P
 
 fi ≥ 0, ∀i ∈ P, el(i,j) fj ≤ Ei , ∀i ∈ N − {d},
 
 (22)
 
 τl(j,i) fi ≤ Hfi , ∀i ∈ P.
 
 The dual problem of the above is given by P λi Ei Minimize i∈N
 
 s.t.
 
 λi ≥ 0, ∀i ∈ N, ∀i ∈ P, ηi ≥ 0, P P λj el(j,i) + ηi ( τl(j,i) − H) ≥ 1, ∀i ∈ P.
 
 j∈Ni
 
 j∈Ni
 
 We propose an algorithm which applies the same idea as in section 3.1. However, instead of incrementing the flow on the shortest path we use the delay constrained shortest path which is the shortest path of all i ∈ P that satisfies P τl(j,i) − H ≤ 0. In other words, we are enforcing the delay constraints to be j∈Ni
 
 met in each iteration, and setting ηi = 0 for all i would result in a larger feasible region for λi ’s, which in turn will yield a better optimization. The description of the proposed algorithm is exactly the same as before except that the shortest path is replaced by the delay constrained shortest path. The analysis of the performance and the running time is exactly the same as that in section 3.1 without the delay constraint. The one and most important
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 difference is that the problem of finding a delay constrained shortest path is NP-complete. The decision version of the problem is shown to be NP-complete in [1]. If we assume that the delay between any two nodes is fixed, say τ , then the delay constraint becomes the constraint on the number of hops which must be less than or equal to b H τ c. Since the shortest path obtained after x iterations in the Bellman-Ford algorithm provides the shortest path with at most x hops, the delay constrained shortest path problem in this case becomes solvable in polynomial time by limiting the number of iteration in the Bellman-Ford algorithm by that many iterations instead of N − 1 iterations.
 
 5
 
 Conclusion
 
 In this paper, we have proposed fast approximate algorithms for the maximum lifetime routing problem in wireless ad-hoc networks in the single commodity case and in the multicommodity case with the analysis on the performance bound and the running time. In addition, an extended problem where there is an additional delay constraint has been studied. The delay constrained shortest path problem is NP-complete in general. However, the same algorithm can be used in the special case where the delay constraint is given as the maximum number of hops from the origin node to destination node by limiting the number of iterations in the Bellman-Ford algorithm.
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 Abstract. The paper addresses the issue of reserving resources at ATM switches along the path of calls requiring a deterministic bound on end-to-end delay. The switches are assumed to schedule outgoing packets using the Packet-by-Packet Generalized Processor Sharing (PGPS) scheduling discipline. We propose an algorithm for call admission control (CAC), and present the simulation results used to evaluate the performance of the resource division policies used for mapping the end-to-end delay requirement into service rates to be reserved at each switch. The simulation results also show the performance gain when a simple resource-based routing algorithm is used.
 
 1
 
 Introduction
 
 One of the main promises of ATM networks is to provide users with Quality-ofService (QoS) guarantees, such as Cell Transfer Delay (CTD) and Cell Loss Ratio (CLR). Handling the variety in QoS requirements of different applications requires the network to use a mechanism for serving packets from different applications according to their contracted QoS level. Many packet-scheduling disciplines have been proposed in the literature to implement such mechanisms (see [4], [8], [9]). Each scheduling discipline requires algorithms for performing call admission control (CAC) and resource reservation. In this paper, we propose such algorithms for the case of PGPS service discipline and calls requiring a hard (deterministic) bound on end-to-end delay. The paper addresses the following problems: 1. How to map the end-to-end delay requirement of a call into a local resource requirement to be reserved at each switch along the call’s path? 2. How to divide the resource requirement among the schedulers on the call’s path? That is, a simple even division policy would be to reserve the same amount of resources at all schedulers. However, it may be more efficient to use a policy that takes schedulers capacities and/or loading into account. 3. How much gain (if any) would be obtained from applying non-even resource division policies? What are the factors controlling the gain value? The following terms will be used throughout the paper:
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 1. Resource load on a switch: It represents the amount of reserved resources at a switch to satisfy the guaranteed QoS of accepted calls. This value depends on the calls’ traffic characteristics and the QoS level requested by each call. For PGPS, this is expressed in bit rate units (e.g. bps) 2. Call load: It represents the arrival rate and the holding time of incoming calls without regard to their resource load. The call load is measured in Erlangs. The rest of this paper is organized as follows: section 2 gives an overview of the delay formulas associated with PGPS scheduling. Section 3 presents the proposed CAC algorithm, and the associated non-even resource division policies. Section 4 presents the simulation results of applying the proposed algorithms to several network models. Section 5 presents the simulation results showing the performance enhancement resulting from the use of resource-based routing. Section 6 concludes the paper.
 
 2
 
 PGPS Scheduling Discipline
 
 2.1
 
 Delay Formulas
 
 Generalized Processor Sharing (GPS) (see [6]) is an ideal and non-realizable scheduling discipline that serves packets as if they are in separate logical queues, visiting each nonempty queue in turn and serving an infinitesimally small amount of data from each queue. Connections can be associated with service weights, and they receive service in proportion to this weight whenever they have data in the queue. PGPS scheduling (see [8]) closely approximates GPS by serving packets in ascending order of the service tags assigned to them. The service tags are computed as the finish times of those packets had a GPS scheduler having the same capacity and the same input traffic served them. This paper builds on the work done in [1], [5], and [8] where it was shown that if a call (f) traverses a path of Kf PGPS schedulers and has traffic characteristics conforming to a leaky bucket with a maximum burst size of ( σ f ) bits and a long term average rate of ( ρ f ) bps, then an upper bound on the end-to-end delay is guaranteed for each ATM cell from call (f) by reserving a certain service rate at each switch along the call’s path. The upper bound ( D f ) is given by: Df ≤
 
 σ f − L  j = K f j   j = K f L  + ∑ α + ∑   j =1 g j  .  j =1 gf    f 
 
 (1)
 
 where: g jf = The service rate reserved for call (f) at switch (j), g f = min g jf , j∈[1,K f ] j j α j = β + τ j , j +1 , β = L C j , L= Length of the ATM cell (424 bits).
 
 τ j , j +1 =
 
 The propagation delay on the link from switch (j) to switch (j+1) The data rate of the link following switch (j) in bps. We will denote C j as the C switch capacity. j=
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 The above inequality is only valid when the following conditions are met at each switch (j), j∈[1, Kf]. 1-The scheduler stability condition, which requires that: N
 
 ∑ρk ≤ C j .
 
 k =1
 
 (2)
 
 where N is the number of accepted calls at switch (j). The stability condition is necessary for all scheduling disciplines and is not specific to PGPS scheduling. 2-The schedulability condition for PGPS schedulers, which requires that: N
 
 j ∑ gk ≤ C j .
 
 (3)
 
 k =1
 
 where N is the number of accepted calls at switch (j).
 
 2.2
 
 The Condition of Local Stability
 
 A call (f) is said to be locally stable at a switch (j) if g jf ≥ ρ f .
 
 (4) The local stability condition is not required for each call passing by a given switch if all the calls passing by this switch have a leaky-bucket constrained traffic. However, if some call is not, then (4) must hold true for all accepted calls. Therefore, the local stability condition is not necessary if the network operator uses leaky bucket traffic shapers for all the network’s ingress traffic. The implementation of the proposed resource division algorithms depends on whether local stability is imposed or not. For shortness, we will only consider the case in which all traffic is leaky-bucket shaped and, thus, the local stability condition need not be imposed when reserving rates for new calls. The other case where this condition must be applied to all calls requires a modification of the algorithms presented in this paper and has been addressed in [2].
 
 3
 
 CAC Algorithm and Resource Division Policies
 
 3.1
 
 CAC Algorithm
 
 The proposed CAC algorithm uses equations (1)-(3) to determine whether to accept or reject a new call. It operates as follows: The first test compares the value of the end-to-end delay ( D f ) requested by the incoming call with the value of the total transmission and propagation delay along the call’s path. If the value of the required end-to-end delay is smaller, the call is rejected. The next test is to verify that the value of the required end-to-end delay of the incoming call is not less than the minimum end-to-end delay bound that the network can guarantee to the incoming call. This minimum value ( D*f ) is obtained from (1)
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 with each switch along the call’s path reserving a service rate equal to its remaining capacity. We define the remaining capacity of a PGPS scheduler (j) prior to the acceptance of call (f) as: Nf
 
 j R jf = C j − ∑ g k .
 
 (5)
 
 k =1
 
 where Nf is the number of accepted calls prior to the acceptance of call (f). We denote the minimum remaining capacity along the path of call (f) prior to accepting it by Rf. On passing the previous tests successfully, a division policy is used to map the j
 
 required end-to-end delay into a local resource requirement { g f } to be reserved at each switch. Different division policies are discussed in the next section. Finally a test is made to verify that the conditions in (2) and (3) hold true for all schedulers on the call path. If local stability is imposed, then the local stability condition in (4) must also hold true. If all conditions are met, the call is accepted
 
 3.2
 
 Resource Division Policies
 
 Even policy (EVEN). The reserved rates are the same at all schedulers, i.e. g if = g f ∀i ∈ [1, K f ] .
 
 (6) Substituting in (1), after converting it to an equality to reserve the least amount of resources required for meeting the delay bound of call (f), we get: g if = g f =
 
 σ f + ( K f − 1 )L Kf
 
 D f − ∑α
 
 ∀i ∈ [1, K f ]
 
 j
 
 .
 
 (7)
 
 j =1
 
 Capacity proportional policy (CP). The reserved rate at a certain switch is proportional to the switch capacity, i.e. g if = η f C i ∀i ∈ [1, K f ] . (8) where η f = Constant for the path and call (f) parameters. Substituting in (1), after converting it to an equality to reserve the least amount of resources required to meet the delay bound and solving for η f , we get: σf − L Kf + ∑( L C j ) C j =1 i = gf C i ∀i ∈ [1, K f ] . Kf j − D f ∑α
 
 (9)
 
 j =1
 
 where C = min C . j
 
 j
 
 Remaining capacity proportional policy (RCP). The reserved rate at a certain switch is proportional to the remaining capacity of the switch i.e. g if = η f Rif ∀i ∈ [1, K f ] .
 
 (10)
 
 718
 
 A.S. Ayad, K.M.F. Elsayed, and M.T. El-Hadidi
 
 where η f = Constant for the path and call (f) parameters as long as no other calls are accepted at any of the schedulers along the call path’s during call setup phase. Substituting in (1) after converting it to an equality to reserve the least amount of resources required for meeting the delay bound and solving for η f , we get: σf −L g if =
 
 Rf
 
 Kf
 
 + ∑ ( L R jf ) j =1
 
 Kf
 
 D f − ∑α
 
 j
 
 Rif ∀i ∈ [1, K f ] .
 
 (11)
 
 j =1
 
 Note that computing the rate to be reserved at each switch using the above division policies may result in a case in which the rate computed from equations (7) or (9) is greater than the remaining capacity at one or more schedulers, i.e. g nf ≥ R nf for some n ∈ [1, K f ] . We denote such schedulers as resource-limited schedulers.
 
 It can be shown [1] that using the RCP policy in conjunction with the proposed CAC algorithm guarantees the absence of resource-limited schedulers when accepting a new call. Thus, this case is only present with EVEN and CP policies. There are two approaches for handling the existence of resource-limited schedulers on accepting a new call: a. Use an algorithm that reserves all of the remaining capacity (i.e. g if = R if ) at such schedulers and then redistributes the rest of the delay requirement on other schedulers using (7), or (9). b. Reject the incoming call. The first approach seems to be more efficient. However, it requires more state information to be exchanged among the switches and also requires more computations to be made by the CAC algorithm. The presented simulations results are mainly based on the second approach (simply rejecting the new call). Reference [2] presents the simulation results when using the first approach.
 
 4
 
 Simulation Results
 
 We have simulated the operation of the proposed CAC algorithm and the associated resource-division policies on several network models. The simulation consisted of generating a number of calls according to a Poission distribution with an average arrival rate of λ, and a holding time that is exponentially distributed with a mean of 1/µ. The value ρ=λ/µ characterizes the call load offered to the model. The main objective is to compare the blocking probabilities of different division policies. An estimate of the blocking probability is computed as the number of blocked calls divided by the total number of generated calls. We simulated the following configurations of link capacities for each network model: 1-Configuration (A): In this configuration, all links have the same capacity. Therefore, the results for the EVEN and CP policies are always the same.
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 2-Configuration (B): In this configuration, link capacities are chosen in proportion to the expected call load. 3-Configuration (C): In this configuration, link capacities are chosen in inverse proportion to the expected call load. It may be argued that this assignment of capacities is not typical for a properly planned network. However, we argue that there are two reasons leading to the importance of studying such configuration: a. It may be difficult at the time of initial network planning to determine the actual load distribution pattern on the network. Furthermore, as the network evolves in terms of the number of nodes and the number of users, the actual load distribution pattern may deviate largely from the expected one. Hence, this configuration provides a ”worst-case” condition of network planning. b. The network may consist of several sub-networks, which are owned by multiple organizations, and consequently it becomes difficult to put a link capacity configuration for the whole network. For brevity, we only consider the case in which resources are reserved in only one direction of the call (from calling party to called party). This is typical of real-time broadcast applications. The results of the more general case, in which resources are reserved in the two directions of the call has yielded similar results [2]. We start by introducing a relatively simple network model and simple traffic characteristics to allow us to explain the simulation results qualitatively. We then move to a more sophisticated network model in which we offer calls with more realistic traffic characteristics and delay requirements.
 
 4.1
 
 Model 1: Merge-Split Network
 
 In this model (see Fig. 1), calling group 1 and calling group 2 initiate calls to called group 1 and called group 2 respectively. Generated calls are distributed equally between calling group 1 and calling group 2.
 
 The network topology suggests that non-even division policies can introduce an improvement in the blocking probability by putting more resource load on the four branching links (A⇔D, B⇔D, E⇔F, E⇔G) and thus increasing the number of calls that can be served by the bottleneck link D⇔E.
 
 720
 
 A.S. Ayad, K.M.F. Elsayed, and M.T. El-Hadidi
 
 In the absence of local stability, the number of calls that a switch can accept is limited by the minimum of the two bounds given by inequalities (3) and (4). However, only the scheduler stability bound limits the number of accepted calls at a switch when the reserved rates of accepted calls are lower than their average rates. We need to remove the switch stability bound when comparing the performance of different policies because they differ from each other in the reserved rate values. We do this by setting the average rate of incoming calls to zero whenever the reserved rate values for these calls are lower than the average rate used in simulations (32 Kbps). Those cases will be marked by (*) in the simulation results. For a better interpretation of the simulation outcome, the results show the average allocated rate at each switch, which is computed as the sum of rates reserved to all the accepted calls at the switch in a simulation run divided by their number. The call load distribution for a total offered call load of (ρ) is as follows: Call load on link D⇔E= ρ Call load on links A⇔D, E⇔G= call load from calling group 1= ρ/2 Call load on links B⇔D, E⇔F= call load from calling group 2= ρ/2 The results show different values of the blocking probability corresponding to the source traffic burst size in ATM cells. The average allocated rate at each switch is in Kbps units. Simulation parameters are as follows: Generated calls per simulation run = 100000 Source average rate = 32 Kbps Required delay bound = 100msec 1
 
 Access speed = 128 Kbps Call load (ρ)= 100 Erlangs
 
 2
 
 Configuration (A). Here we take, C = C = C= 1.5 Mbps Table 1. Simulation results for configuration (A) of model 1 Burst Size Blocking 1* 5 10 20
 
 0.06872 0.57815 0.75385 0.87078
 
 EVEN/CP Av. allocated rate Blocking 14.8 34.55 59.23 108.58
 
 -5
 
 r for every session j, where Cj is the internal link capacity between the session j leaky bucket and the session j queue, and r is the GPS server capacity. Then, for every session i, the maximum delay Di∗ and the maximum backlog Q∗i are achieved (not necessarily at the same time) when every session is greedy starting at time zero, the beginning of a system busy period2 . Further assuming that for each session i gi ≥ ρi , then Q∗i ≤ σi
 
 and
 
 Di∗ ≤
 
 σi . gi
 
 (2)
 
 The significance of the former result is that for worst-case behavior one ‘only’ has to analyze a greedy system, which makes the analysis more tractable compared to any arbitrary arrival patterns imposed to the system. Therefore, hereafter in the paper without losing generality we only consider greedy GPS systems, where all sessions start greedy at time zero, the beginning of a system busy period. Since the arrival function in the case of infinite capacity links upper bounds the finite capacity link case, throughout our analytical approach we consider only the former scenario. The transformation of the results obtained under the infinite capacity links to the finite one can be done similarly as shown in [5]. A large subclass of GPS-based schedulers is the rate-proportional servers (RPS), in which weights are set according to session bandwidth demands. It introduces coupling between bandwidth and delay, i.e., the worst-case delay bound is inversely proportional to the long term allocated bandwidth (ρ). The drawback with this weighting is that if one wants to decrease the delay bound of a 1 2
 
 a session is said to be backlogged if there are some data in its queue an interval the server is continuously working
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 session then the corresponding bandwidth should be increased in order to maintain rate-proportional bandwidth allocation. Clearly, this results in inflexible resource allocation and may lead to waste of network resources. As an example, assume that one would like to half the worst-case delay for P session i. Since the worst-case delay is σi /gi where gi = φi / j φj , φi should be doubled, which also results in double guaranteed rate of service for that session. In this way, due to the rate-proportional weighting of sessions, the long term sustainable throughput ρi should also be multiplied by two. This concludes that the more delay sensitive a session is the more bandwidth it requires. Nevertheless, there can be sessions like voice over IP (VoIP), which are delay sensitive but do not require high bandwidth compared to other sessions. In this case, bandwidth (server capacity) might be wasted for providing acceptable upper bound for delay. The problem is two-fold. On one hand, the delay bounds for sessions are quite loose, although they are also very simple (see (2)). On the other hand, these bounds are inversely proportional to the minimum guaranteed service rate and also to the long term sustainable rate due to the rate-proportional weighting of sessions. In our approach we propose solutions for both of the above problems. As opposed to the rate-proportional weighting we consider a case when the weight φi is set independently of the parameter ρi . This is referred to as non rateproportional3 weighting of sessions. After characterizing the behaviour of such a system we provide an algorithmic approach to compute tighter upper bounds for delay than those were derived in [5,6]. This algorithm universally applies to any arbitrary weight assignment, but due to the fact that only the rateproportional weighting was studied in [5,6], the tightness of our delay bound cannot be compared in case of arbitrary weighting. The rest of the paper is organized as follows. In the next section we introduce a novel approach to characterize the service rates of an arbitrary weighted GPS server. Next we present an algorithm to calculate useful (tighter) bounds for worst-case delay based on the dynamics of non rate-proportional GPS server. Finally, a numerical example illustrate our theoretical work and the final section draws conclusions.
 
 2
 
 Service Rates of a GPS Server
 
 Now, let us turn on a more formal description of the system behaviour. For simplicity let r = 1, in other words we consider all the quantities normalized to the server rate r. Let L = {L(i)| i = 1, . . . , N } be an ordered set of indices in which L(i) means that the session L(i) backlog is cleared as ith in order. Further, let us denote the time instant by ti when the backlog of session L(i) becomes zero. By definition, let t0 = 0 the start of the system busy period with all greedy sessions. During the interval [0, t1 ) every session is served by its 3
 
 non rate-proportional and arbitrary is used interchangeably through this article, though arbitrary weighting contains rate-proportional weighting as a special case
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 minimum guaranteed service rate, i.e., r1j = gj . Between t1 and t2 session L(1) has no backlog, so it is served by ρL(1) . The service rates of the still backlogged sessions during that period are φj
 
 r2j = gj + PN
 
 i=1
 
 φi − φL(1)
 
 (gL(1) − ρL(1) ), j ∈ {1, . . . , N } \ {L(1)} .
 
 (3)
 
 The second part on the right hand side comes from the fact that after clearing the backlog of session L(1) the remaining bandwidth (gL(1) −ρL(1) ) is distributed among the other sessions in proportion to their weights. Theorem 1. During the time interval [tk−1 ,tk ), k = 1, . . . , N within the system busy period the backlogged session j is served at a rate Pk−1 k−1 [ (1 − l=1 ρL(l) )φj j , j ∈ {1, . . . , N } \ { L(m)} . (4) rk = PN Pk−1 m=1 i=1 φi − l=1 φL(l) Proof. The theorem is proved by induction. First, we check that the statement j is valid for rm when m = 2. From equation (3) φj r2j = PN
 
 i=1
 
 Since
 
 φj PN
 
 φi
 
 i=1
 
 φi
 
 φL(1) φj − PN ρL(1) . PN i=1 φi − φL(1) i=1 φi i=1 φi − φL(1)
 
 (5)
 
 φL(1) φj = PN PN i=1 φi − φL(1) i=1 φi i=1 φi − φL(1)
 
 (6)
 
 φj
 
 + PN
 
 φj
 
 + PN
 
 the following equality holds (1 − ρL(1) )φj . r2j = PN i=1 φi − φL(1)
 
 (7)
 
 Now, let us assume that the statement in the theorem is valid for m = k − 1, which means that Pk−2 k−2 [ (1 − l=1 ρL(l) )φj j rk−1 = PN , j ∈ {1, . . . , N } \ { L(v)} . (8) Pk−2 v=1 i=1 φi − l=1 φL(l) The question is how this rate changes when the session L(k − 1) backlog is L(k−1) cleared at time instant tk−1 . The session L(k − 1) service rates are rk−1 and ρL(k−1) respectively before emptying its backlog and after emptying its backlog. L(k−1)
 
 In this way the remaining capacity rk−1 −ρL(k−1) is distributed among sessions still backlogged in the system in proportion to their weights. So one can write φj L(k−1) (rk−1 − ρL(k−1) ), Pk−1 i=1 φi − l=1 φL(l)
 
 j + PN rkj = rk−1
 
 where j ∈ {1, . . . , N } \ {
 
 k−1 [ v=1
 
 L(v)} .
 
 (9)
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 j Substituting rk−1 from equation (8) it is obtained that Pk−2 (1 − l=1 ρL(l) )φj + rkj = PN Pk−2 i=1 φi − l=1 φL(l) ! Pk−2 (1 − l=1 ρL(l) )φL(k−1) φj + PN − ρL(k−1) . (10) PN Pk−1 Pk−2 i=1 φi − l=1 φL(l) i=1 φi − l=1 φL(l)
 
 After some manipulations one gets Pk−2 (1 − l=1 ρL(l) )φj φj rkj = PN − ρL(k−1) PN , Pk−1 Pk−1 i=1 φi − l=1 φL(l) i=1 φi − l=1 φL(l)
 
 (11)
 
 which yields the statement of Theorem 1 after simplification.
 
 t u
 
 Corollary 1. rkj is an increasing function of k for every backlogged session. Proof. Using the formula of (9) we only have to prove that the increment in the iterative formula is greater than or equal to zero. In this case the first factor of the multiplications is strictly greater than zero. Since L(k − 1) identifies the session that last emptied its backlog, its backlog function can be expressed in a form L(k−1)
 
 QL(k−1) (t) = QL(k−1) (τ ) + ρL(k−1) (t − τ ) − rk−1
 
 (t − τ )
 
 (12)
 
 where: QL(k−1) (ϑ) is the session L(k − 1) backlog (in units of traffic) at time ϑ and τ is the time when session L(k − 2) emptied its backlog. Since at time τ session L(k − 2) emptied its backlog and session L(k − 1) is still backlogged, so QL(k−1) (τ ) > 0. On the other hand, the next session to empty its backlog is L(k − 1), so for some t > τ , QL(k−1) (t) will be zero, thus L(k−1) > ρL(k−1) , which proves our corollary. t u yielding for the inequality rk−1 In order to introduce a theorem defining the maximum backlog of sessions we first declare two lemmas each stating an important attribute of a GPS system. P Lemma 1. For a system busy period in a stable system ( i ρi < r) where all sessions start greedy, at time zero (beginning of a system busy period) there is at least one session that starts its service with higher rate than its arrival rate. PN Proof. This Lemma is proved by contradiction. For a stable system i=1 ρi < r [5] and the initial service rate, i.e., the guaranteed rate for each session is defined r. Now assume there exists no session whose guaranteed service as gi = PNφi i=1
 
 φi
 
 rate is higher than its arrival rate, i.e., gi ≤ ρi , ∀i ∈ {1, . . . , N }. r>
 
 N X i=1
 
 ρi ≥
 
 N X
 
 gi = r
 
 (13)
 
 i=1
 
 which is a contradiction, thus ensuring the existence of at least one session with strictly higher service rate than its arrival rate that proves our Lemma. t u
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 Lemma 2. In a system busy period where all sessions start greedy, at any time t there is at least one backlogged session that is served with higher rate than its arrival rate. Proof. This Lemma is proved by contradiction. At any time t during the system busy period sessions can be divided into two disjoint sets; one corresponding to those already emptied their backlogs F(t) and the other still having backlogs at time t further denoted by B(t). At any time t F(t) ∩ B(t) = ∅ and F(t) ∪ B(t) = PN ρi < r, however {1, . . . , N }. We still have the stable system criterion, P i.e., i=1 P this can be reorganized according to the two sets: i∈F (t) ρi + i∈B(t) ρi < r. Further denote session i service rate at time t by ri (t) in a way that for ∀k ∈ {1, . . . , N } (14) ri (t) = rki , if t ∈ [tk−1 , tk ) . Now assume that there exists a t that ri (t) ≤ ρi ∀i ∈ B(t), while ri (t) = ρi ∀i ∈ F(t). X X X r− ρi > ρi ≥ ri (t) . (15) i∈F (t)
 
 i∈B(t)
 
 i∈B(t)
 
 From Theorem 1 one can write X φi P (r − ρj ) j∈{B(t)∪F (t)} φj − j∈F (t) φj
 
 ri (t) = P
 
 (16)
 
 j∈F (t)
 
 that is summed for all i ∈ B(t) will yield for P X X i∈B(t) φi P P ri (t) = P (r − ρj ) i∈B(t) φi + j∈F (t) φj − j∈F (t) φj i∈B(t) j∈F (t) X ρj ) . = (r −
 
 (17)
 
 j∈F (t)
 
 From (17) the contradiction of (15) immediately follows.
 
 t u
 
 Theorem 2. Each session i experiences its maximal backlog either at time zero or at a time when its rate increases (changing). Proof. From Corollary 1 it follows that there are at most two phases for each session: the first corresponds to the accumulation phase, where the backlog of session j increases and the second that corresponds to backlog emptying phase. Those sessions starting their services with higher service rates than their arrival rates will only take part in the backlog emptying phase. Since after their initial burst is cleared their backlogs will continuously decrease and their maximal backlog is limited to their initial burst size. The other set of sessions, which start with smaller service rates than their arrival rates, will step by step increase their rates by each time a session empties its backlog (result of Corollary 1).
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 From Lemma 2 it further follows that there’s always at least one session clearing its backlog, thus the set of backlogged sessions will decrease ensuring the transition of accumulating sessions to backlog clearing ones. These sessions will experience their maximum backlog at these transition times. t u
 
 3
 
 Computing Backlog Clearing Times
 
 In the previous section we have seen that the time instances when the backlogs are cleared and their orders play a key role in the dynamics of the traffic service. Here we provide an algorithmic approach how to compute the backlog clearing times tk , k = 1, . . . , N and based on these quantities a tighter upper bound for the maximum delay of every session. As the main result of [5] the maximum backlog and delay of sessions occur (not necessarily at the same time) when all sessions are greedy, i.e., they start to send data at the same time and with maximum possible rate. In the first step, we should consider the following N equations, which describe the time-evolution of incoming and outgoing (being served) traffic of sessions. σi + ρi (t − t0 ) = r1i (t − t0 ) , i = 1, . . . , N .
 
 (18)
 
 On the left-hand side the incoming traffic of session i is expressed until time t and on the right-hand side the amount of served traffic is represented until time t provided the service rate is r1i . Assuming the former service rate and the definition of t0 = 0, the time needed for session i to empty its backlog is expressed σi . (19) ti,1 = i r1 − ρi It is clear that among ti ’s there can be negative values in case of those sessions whose backlog is temporarily increasing. Apparently, that session clears its backlog first whose ti takes the smallest positive value. More formally t1 = min{ti,1 | ti,1 > 0; i ∈ {1, . . . , N }}
 
 (20)
 
 and L(1) is the index of session i that satisfies the above minimum. After session L(1) empties its backlog at time t1 , there remain N − 1 backlogged sessions in the server. The service rate of session i backlogged is changed (increased) to r2i . In the next (second) step for determining t2 consider the following N − 1 equations: σi + ρi (t − t0 ) = r1i (t1 − t0 ) + r2i (t − t1 ), i ∈ {1, . . . , N } \ L(1) .
 
 (21)
 
 After decomposing ρi (t − t0 ) and solving the equation for t one gets ti,2 =
 
 σi − r1i t1 + r2i t1 r2i − ρi
 
 (22)
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 as the candidate finishing times of still backlogged sessions. Taking the minimum of positive backlog times through i ∈ {1, . . . , N } \ L(1) will yield for the next finishing time of the system t2 = min{ti,2 | ti,2 > 0; i ∈ {1, . . . , N } \ L(1)},
 
 (23)
 
 where L(2) corresponds to the session index i that satisfies the above minimum. In general, the k th step can be expressed by the equation σi +
 
 k−1 X
 
 ρi (tj − tj−1 ) + ρi (t − tk−1 ) =
 
 j=1
 
 k−1 X
 
 rji (tj − tj−1 ) + rji (t − tk−1 ) . (24)
 
 j=1
 
 Solving the above equation for t yields the k th step candidate finishing times of still backlogged sessions, i.e., ti,k =
 
 σi +
 
 Pk−1 j=1
 
 (ρi − rji )(tj − tj−1 ) + (rki − ρi )tk−1 rki − ρi
 
 .
 
 (25)
 
 Since t0 = 0 by definition, ρi ’s can be eliminated from the numerator yielding for the following result ti,k =
 
 σi +
 
 Pk−1 j=1
 
 rji (tj−1 − tj ) + rki tk−1 rki − ρi
 
 .
 
 (26)
 
 The k th step finishing time is calculated by taking the minimum of (26) over Sk−1 i ∈ {1, . . . , N } \ j=1 L(j), i.e., tk = min{ti,k | ti,k > 0; i ∈ {1, . . . , N } \
 
 k−1 [
 
 L(j)} .
 
 (27)
 
 j=1
 
 However, to reduce the computation complexity of subsequent ti,k ’s, we found the following recursion: Si,k , (28) ti,k = i rk − ρi where Si,k is the numerator of (26) and i i Si,k+1 = Si,k − rki tk + rk+1 tk = Si,k + (rk+1 − rki ) tk .
 
 (29)
 
 The calculation of backlog clearing times is quite simple and can be highly automated using our proposed recursive formula. One only has to maintain the rolling sum of Si,k ’s, then calculating rki in each step using (9) and further taking the minimum of (28) to get the next step finishing time.
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 Calculating Tighter Upper Bounds for Delay
 
 The delay bounds of GPS systems - or its packetized versions - have been widely analyzed under leaky-bucket constrained input traffics. However, the simple delay bound (see (2)) ˆ i = σi , D (30) gi where gi is the guaranteed service rate of session i holds only when gi ≥ ρi for session i [6,7]. These sessions are called locally stable sessions, i.e., they do not have backlog accumulating phase [6]. This very constraint however does not allow to set weights (φ) without restrictions, thus limiting the usable parameter space. To overcome this limitation, we introduce a theorem to calculate the delay of sessions for any arbitrary weighting. Further, we state that the delay bound we calculate is at least as good as that given by (30), provided locally stable weight assignment. Theorem 3 (Delay Bounds). (i) If ri (t) as defined in (14) satisfies
 
 then
 
 ri (τi ) ≥ ρi
 
 (31)
 
 Di = τi ,
 
 (32)
 
 where τi is defined:
 
 Z Wi (0, τi ) =
 
 τi
 
 0
 
 ri (t) dt = σi .
 
 (33)
 
 (ii) If (31) does not hold for session i then it starts with an accumulating phase and denote the order it clears its backlog by I : i = L(I), further there exists a J ∈ {1, . . . , I − 1} such that {∀t < tJ : ri (t) < ρi } ∧ {∀t ≥ tJ : ri (t) ≥ ρi } holds, then D i = tJ −
 
 Wi (0, tJ ) − σi , ρi
 
 (34)
 
 (35)
 
 where Wi (0, t) is the amount of session i traffic served up till time t. Proof. We want to calculate the maximal delay of session i, i.e., Di = max{t − A−1 i (Wi (t))}, t
 
 (36)
 
 where A−1 i (W ) is the inverse of the arrival function. As we consider worst-case maximal delay, we assume a greedy system, where the arrival function and its inverse are (37) Ai (t) = σi + ρi t
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  Ai − σi , 0 . ρi Now the delay of session i can be written as R t  r (τ )dτ − σi 0 i , 0 , ∀t ≥ 0 . Di (t) = t − max ρi A−1 = t(Ai ) = max i
 
 
 
 (38)
 
 (39)
 
 Since (39) is an increasing function for t ∈ [0, τi ] where τi is defined by (33), the smallest t when Di (t) achieves its maximum is τi , so (39) can be rewritten as Rt ri (τ )dτ − σi , ∀t ≥ τi . (40) Di (t) = t − 0 ρi The delay function (Di (t)) is continuous and linear between breaking points determined by the backlog clearing times. Hence, it’s maximum is achieved at a breaking point where its left and right hand size derivate change sign. Thus, taking the left and right hand side derivation of (40) with respect to t, one gets the maximum where the derivate turns from positive to negative. The left hand side derivate is r− (t) − (41) Di0 (t) = 1 − i ρi and the right hand side one is expressed similarly, thus the condition of sign changing can be rewritten as ri− (Ti∗ ) < ρi ,
 
 ri+ (Ti∗ ) > ρi .
 
 (42)
 
 Since ri (t) is an increasing function in t (see Corollary 1), there are two cases: (a) If ri (τi ) ≥ ρi , then (40) is a decreasing function, so the maximal delay is achieved at time τi , which proves (i). (b) If ri (τi ) < ρi , then Ti∗ satisfying (42) is greater than τi . However as ri (t) is a step function (see Theorem 1) we seek for a tJ finishing time that satisfies (34). Further this tJ will also maximize the delay, since the step function of ri (t) t u will cross ρi at tJ , which proves (ii). Now we have to prove that our delay bound is at least as good as (30). Theorem 4. We state that
 
 ˆ i, (43) Di ≤ D ˆ i is defined by (30). where Di is defined by Theorem 3 and D ˆ i holds only if gi ≥ ρi , from Theorem 3 we only have to consider Proof. Since D case (i). From Corollary 1 it follows that ri (t) ≥ gi , ∀t ∈ [0, τi ],
 
 (44)
 
 where τi is defined by (33), thus replacing ri (t) by gi in (33) we get Z τˆi gi dt = gi τˆi = σi .
 
 (45)
 
 0
 
 Now using (44), (45) and Theorem 3, one can write Di = τi ≤ τˆi = that proves our Theorem.
 
 σi gi
 
 ˆ i, =D t u
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 Table 1. Parameters and delays of two sessions Session parameters σ ρ φ1 φ2 φ3 φ4 φ5 φ6 Session 1 (dashed line) 1 .2 2 6 1 12 1 100 Session 2 (cont. line) 3 .6 6 2 12 1 100 1 Delays D1 4 4/3 10 13/12 10 101/100 D2 4 5 13/4 5 303/100 5
 
 5
 
 Numerical Example
 
 In this section we show a numerical example on our approach to calculate delay and backlog bounds for a GPS node. Consider a GPS node serving two greedy sessions. The parameters describing the sessions and the applied weights can be seen in Table 1. Note that the set φ1 corresponds to the traditional case where weights are assigned proportional to the long term sustained rates. Table 1 also shows the calculated delay values using our formula. This gives the base of our comparison. It strikes out immediately that the achievable delays are limited to certain intervals, i.e., D1 ∈ (1, 10] and D2 ∈ (3, 5]. Despite the correlation of the two delays, one can favor any of the sessions to come close to its theoretical minimal delay. To better understand the the behavior of the GPS node, we present results on the arrival and service functions in Fig. 1.a. Note that same sessions are drawn with same line styles and service functions start from zero while arrival functions start with bursts4 . The figure nicely shows how service rate is increasing at backlog emptying time. The fact that one of the sessions sooner or later empties its backlog and further consumes resources (bandwidth) only as much as its sustained rate (ρ) allows the other session to clear its backlog faster, thus reducing its delay. The different settings of weights determine whose backlog is emptied first. Since our primary goal was to introduce tighter delay bound, let us investigate the delay behavior of the sessions. Fig. 1.b shows the maximal and the experienced delays in the function of time. Again, the same line style corresponds to one session’s maximal delay and delay function in time. It is eye-catching that the delay curves for φ1 coincides. However there may be situations when lower rate sessions have real time delay requirements. Now one has to de-couple bandwidth demands from the actual weights and set φ’s according to the delay needs. For example, in setting φ4 the small bandwidth session is favored against the high bandwidth one. In this case one may also consider that the increase in worst-case delay for the high bandwidth traffic (from 4 to 5) may worth the significant decrease of low rate traffic’s delay (from 4 to 13/12). Further, one 4
 
 the characteristics of session 1 and session 2 are denoted by dashed and continuous lines respectively
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 Fig. 1. Session characteristics of an arbitrary weighted GPS node
 
 may carry out a system that is fair in a sense, that smoother traffic gets lower worst-case delay performance than burst ones with indifference of their rates. It is usually said that there are no gains without losses. The price we have to pay for playing with the weights and setting them arbitrarily is the increase of necessary buffer capacity. Since in the bandwidth delay coupled system the guaranteed service rates are greater than the corresponding arrival rates (gi ≥ ρi ) session backlogs are determined by the burst sizes (see Fig. 1.c setting φ1 ). On the other hand when setting weights de-coupled one of the sessions has to suffer higher delay thus requiring bigger buffers (see Fig. 1.c setting φ4 ).
 
 6
 
 Concluding Remarks
 
 In this paper we have analyzed the GPS service discipline with arbitrary weighting of sessions. Although the analysis has been performed for an ideal (fluid) service model the results can be extended to packet-by-packet schedulers in a straightforward manner. We proposed a novel approach to calculate tighter delay bounds under the traditional rate-proportional GPS systems. These bounds are generally tighter than those obtained by Parekh and Gallager in [5], be-
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 cause the actual service rate of sessions is taken into account instead of using the guaranteed rate only. The developed algorithm also works in any arbitrary weighted GPS schedulers. A numerical example was presented to detail the behavior of such schedulers. In addition, we have demonstrated that by using arbitrary weighting of sessions the bandwidth delay coupling can be relaxed and worst-case delay bounds can arbitrarily be set between the theoretical bounds. Besides the tighter delay bound computation under rate-proportional weighting, our work placed emphasis on the assurance of delay bound requirements in such a way that the server capacity is not wasted. This flexibility is achieved by the introduction of non rate-proportional weighting, which also means that the guaranteed fairness may not be valid on all time scale. However, as long as the server is stable, the long term sustainable throughput (ρ) is guaranteed for each session, that is the long term guaranteed fairness is ensured. The significance of bandwidth delay decoupling and tight performance bounds in existing guaranteed QoS networks is evident. Furthermore, in future Internet services efficient schedulers with predictable performance will also play a key role. Our results can be an important contributions to service models proposed for QoS Internet, too. Acknowledgement This work has been performed in the joint-cooperation between Ericsson - Applied Research Switch Lab and High-Speed Networks Laboratory, Department of Telecommunications and Telematics, Technical University of Budapest. The continuous support of Ericsson is highly appreciated.
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 Abstract. In this paper, we focus on the determination of end-to-end delay bounds for FIFO accumulation networks with leaky bucket constrained sources, including IP and ATM network cases. We determine an upper bound for the overall end-to-end delay and prove its accuracy to approximate the exact maximum end-to-end delay for accumulation networks of any size. This is achieved through an original trajectory analysis approach. Numerical studies further illustrate this point. This extends our previous results for the two-server and proves that this bound may be used as an accurate criterion for a CAC algorithm providing a deterministic QoS guaranteed service.
 
 1
 
 Introduction
 
 The design and operation of multi-service networks providing Quality of Service (QoS) is a challenge in which Call Admission Control (CAC) algorithms are the key issue for non-adaptive traffic sources. Invoking the CAC procedure consists mainly in two basic procedures : determining a bound (on loss rate or delay for instance) on the path of the new source and checking the non-violation of the QoS of already established connections. In this paper, we focus on the determination of deterministic end-to-end delay bounds in a FIFO accumulation network. Note that by doing so, we do not address the entire CAC problem, as the latter may not be reduced to the determination of some bounds. Most of the studies avoid this problem because they model the network through a single server (refer to the algorithms presented in [9,8]) whereas CAC is an end-to-end issue. An accumulation or concentration network is a tree network where sources may enter at any node but exit at the root node only. Though not the case in general, this topology is not only of theoretical interest. For instance, a Multipoint-to-Point Tree (MPT) is considered in [1] for the routing problem of IP over ATM networks. We assume a fluid flow model and leaky bucket constrained sources. This model perfectly fits ATM networks (for VBR sources)due to the small cell size compared to the servers’ rates. The results we obtain in the present work may also be applied to IP networks (for sources declared via a TSpec [4]) with some more G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 740–751, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 caution due to the variable size of the packets (see for instance [7] for the translation between a fluid and a packet model). The remainder of this paper is organized as follows. In Sect. 2, we review the related work in the field of deterministic analysis. In this context, Network Calculus [5,2] provides a useful approach, based on service curves, to obtain deterministic bounds. We evaluate this technique for the present problem in Sect. 3. In Sect. 4, we present and discuss an upper bound on the end-to-end delay. The related additive property is studied in Sect. 5. In Sect. 6 and 7, we generalize the results of [10] obtained in the two-server case. In Sect. 8, we further generalize these results to cover the case of general accumulation networks. Conclusion and hints for future works are eventually given in Sect. 9.
 
 2
 
 Related Work
 
 The FIFO discipline is not able to offer a differentiated service. This is why deterministic studies have focused mainly on the design and evaluation of new service disciplines such as Packet Generalized Processor Sharing [6] which provides end-to-end delay bounds for leaky bucket sources. Cruz [5] provides results concerning the burstiness characterization of flows inside a FIFO network. However, the bounds derived are not tight enough since they are obtained through summation of local worst-cases. The service curve and network service curve paradigms (see Sect. 3) enable us to obtain tighter bounds. A recent and major work in the field of FIFO networks is [3]. The authors show that if the peak rates of sources in a general FIFO network are constrained by a certain value (related to the number of flows that the source meets on its path), then the network is stable and bounds on end-to-end delays and backlogs are obtained. This is a major result since it applies to FIFO networks with a general topology, but with strictly deterministic sources. By contrast, we focus, in this work, on variable bit rate sources but for the more restrictive class of accumulation networks.
 
 3
 
 A Service Curve Approach
 
 Network Calculus provides a straightforward way to model sources and network elements, through an arrival and a service curve respectively. It formulates theorems to derive bounds on backlog and delays. The arrival curve of a source represents, intuitively, an upper bound on the amount of traffic the source can send on any time interval. The service curve represents a lower bound on the service the source may expect. A given flow crossing n network elements offering (βi )i∈{1,n} as service curves, may consider the network as a unique element with a (network) service curve which is the convolution of the individual service curves. The interest of the network service curve is that it provides a tighter bound on the end-to-end delay than summing the local bound that may be obtained at each server. To apply
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 this technique in the case of FIFO networks, a first step is to derive the service curve received by a given flow sharing a FIFO server with another flow, as illustrated next. 3.1
 
 Service Curve in a FIFO Environment
 
 Consider 2 sources, S1 and S2 (constrained by α1 and α2 ) and one FIFO server of capacity C. Let λC be the function such that : ∀t ≥ 0, λC (t) = Ct, and Ri (resp. Ri∗ ) the cumulative rate function of Si at the input ( resp. output) of the server. For a given time t, let us denote s0 the last time there was no backlog (s0 ≤ t). Thus, R1∗ (s0 ) = R1 (s0 ) and R2∗ (s0 ) = R2 (s0 ). Since the server is work conserving, this yields : R1∗ (t) − R1∗ (s0 ) + R2∗ (t) − R2∗ (s0 ) = C(t − s0 ) . Causality also implies that ∀t,
 
 R2∗ (t)
 
 (1)
 
 ≤ R2 (t). Thus :
 
 R2∗ (t) − R2∗ (s0 ) ≤ R2 (t) − R2 (s0 ) .
 
 (2)
 
 Now, since S2 is constrained by α2 and the server rate, we obtain : R2∗ (t) − R2∗ (s0 ) ≤ min(C(t − s0 ), α2 (t − s0 )) .
 
 (3)
 
 Mixing equation (1) and (3), we obtain : R1∗ (t) − R1 (s0 ) ≥ C(t − s0 ) − min(C(t − s0 ), α2 (t − s0 )) . Let us define (x) α2 )+ . 3.2
 
 +
 
 (4)
 
 as max(0, x). A service curve for S1 is thus β1 = (λC −
 
 Discussion
 
 The service curve obtained is thus conservative. Indeed, if S2 were preemptive over S1 , the service curve would be the same since, in this case, S1 receives only the remaining capacity unused by S2 . Besides, assume that S1 and S2 transit in a second server where they mix with a third source. To derive a service curve for S1 in the second server, an arrival curve for S2 at the input of the second server is required. Network Calculus provides a way to derive this arrival curve from the arrival curve of S2 at the input of server 1 and its service curve in server 1. But since the service curve for S2 at server 1 is pessimistic, the arrival curve for S2 at the second server will also be pessimistic. Thus, the conservative aspect of the result increases with the size of the network. This approach leads inevitably to pessimistic results. For instance, consider a single server and assume S1 and S2 have the same traffic descriptor, namely (p, R, M ), where p is the peak rate of the source, R the leak rate of the bucket and M its depth. Then, the following relation exists between the bound on delay DSC obtained with the service curve approach and the exact value of the maximum delay Dmax : Dmax = C−R C DSC . Thus, when R → C2 (stability requires that C > 2R), DSC → 2Dmax .
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 The drawbacks of this method lead us to envisage a new approach presented in the next section. Note, however, that we have not proved that it was not possible to find a better service curve. It remains an open problem.
 
 4
 
 The Additive Bound
 
 Consider first a tandem accumulation network with p servers and n sources. A superposition of leaky bucket constrained sources may be seen as a single multi-leaky bucket constrained source with arrival curve being the sum of the individual arrival curves. We can thus group the sources entering the network at a given node and consider a network with p servers and p sources. In [10], we show that if the input of a server is leaky bucket constrained, so is the output. When applied to node j of the considered accumulation networks, we obtain that the source seen at the input of this node is multi-leaky bucket constrained. Application of Network Calculus gives that the worst-case source at node j (which generates the maximum local delay) is obtained when the multileaky bucket source is greedy (a leaky bucket constrained source is greedy when it emits its bits as soon as possible : it thus first emits its maximum burst size at it peak rate p and then emits at its mean rate R). A recursion from server j to server 1 proves that if all the sources crossing node j are greedy and synchronous, i.e. they begin their emission at the same time, then the aggregated source at the input of node j is the worst-case source. We thus obtain the local maximum delay at node k ∈ [1, j] is achieved when all the sources entering the network before at node k ∈ [1, j] are greedy and synchronous. The sum of these maximum local delays provides an upper-bound on the maximum end-to-end delay in the system. We call it the Additive Bound. We have only considered tandem networks so far but the results also hold for a tree network : the maximum local delays are obtained when all the sources entering the network are greedy and synchronous. Since the aggregated source seen at the output of a subtree of the accumulation network is multi-leaky bicket constrained, we only have to test the accuracy of the Additive Bound for tandem accumulation networks.
 
 5 5.1
 
 Additivity Property and Networks Classification Definition
 
 We term Additivity the following property : “There exists a trajectory of the system such that a bit experiences an end-to-end delay equal to the Additive Bound”. By extension, we say that a network is additive if it exhibits the Additivity property. It is non-additive otherwise. 5.2
 
 Intrinsic Parameters (tmax , dmax ):
 
 Let us denote greedy trajectory, the trajectory of the system where all the sources are greedy and synchronous. This yields the maximum delay on each node (see
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 Sect. 4). For this greedy trajectory and for each node j, we use the following parameters : dj max , the maximum local delay and tj max , the time where the bit experiencing dj max arrives at node j (see Fig. 1).
 
 Cj α j d j max
 
 t
 
 j max
 
 Fig. 1. Intrinsic Parameters
 
 5.3
 
 Networks Typology
 
 In [10], we proved that a two-stage network is additive if and only if t2 max ≤ t1max + d1max . This condition can be verified easily with the greedy trajectory of the system. We also characterize the “additive trajectory” : S1 and S2 greedy respectively from times θ1 = 0 and θ2 = t1 max + d1 max − t2 max . By extension, any general tandem accumulation network can be partitioned in a set of subnetworks for which the following property either holds or not : Property 1. For all adjacent servers j and j +1, t(j+1)
 
 6
 
 max
 
 ≤ tj
 
 max +dj max
 
 .
 
 Additive Networks
 
 We generalize here the result obtained for the two-server case. Consider an accumulation network with p servers for which Prop. 1 holds. Let us define (θj )j∈{1,p} as follow : 1. θ1 = 0 2. θj+1 = θj + (tj
 
 max
 
 + dj
 
 max
 
 − t(j+1)
 
 max ),
 
 j ∈ [1, p − 1]
 
 If Sj is greedy from t = θj , (note that θj+1 ≥ θj ), the bit experiencing d1 max in the first server experiences Pp dj max at node j for all j ∈ {1, p}. Thus its end-toend delay is : Dmax = j=1 dj max . An accumulation network for which Prop. 1 is thus additive. Besides, since the only way for a bit to experience Pholds p d j=1 j max is to experience dj max at server j, for all j ∈ {1, p}, it follows that a network that does not fulfill Property 1 is not additive.
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 Non-additive Networks
 
 In this section, we generalize the lower bound building method developed for a two-server network to accumulation networks of any size and use it to test the accuracy of the Additive Bound in the case of non-additive networks. A direct generalization would hide the difficulty of the construction of the trajectory. We thus first present the three-server case. 7.1
 
 Three-Server Case
 
 Lower Bound. Consider a two-stage network. If it is non-additive, this means intuitively that the burst necessary to obtain d1 max is not sufficient to obtain d2 max in the second server(considering the greedy trajectory of the system), since when all the bits of this burst have reached the second server, the delay that can be obtained is less than d2 max . The idea is then to postpone the emission of this burst so as to synchronize the local maximum delays, knowing that the delay on the second server will necessarily be less than the delay in the greedy synchronous case. Consider now a network with three servers and three sources (Si )i∈{1,...3} (Si entering at node i). The trajectories of the sources are built so as to maximize the amount of bits in buffer j when the reference bit, i.e. the one experiencing d1 max in the first server, arrives. Trajectory of Sources. Consider the greedy trajectory of S1 , as given in Fig. 2. It can be divided into three parts. The first part corresponds to the part of the trajectory necessary to achieve the local maximum delay d1 max . The second part corresponds to the time necessary for the last bucket of the sources composing S1 to empty. In the last part, all the sources composing S1 have reached their mean rate. Now consider the trajectory of S1 given in Fig. 3. S1 is an aggregation of n1 sources, with each source controlled by a single leaky bucket with parameters (pk , Rk , Mk ) for k ∈ {1, . . . n1 }. With the greedy trajectory of the system, the k source with index k emits at its peak rate pk during [0, M pk ] and then emits at its mean rate Rk . Let us define : M  k S1 TM . (5) = max p pk k∈{1,...nS1 } S1 TM corresponds to the beginning of the third part defined in Fig. 2. The modified p
 
 trajectory is built by changing the beginning of emission of the sources composing S1 as follows : k 1. if M pk ≤ t1 max then the source : S1 − t1 (a) emits at its mean rate during [0, T M
 
 S1
 
 (b) becomes greedy for t ≥ T M − t1 still full at this time.
 
 p
 
 p
 
 max ;
 
 max ],
 
 this is possible since its bucket is
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 α
 
 First Part
 
 1 max
 
 ΣR
 
 Third Part
 
 Second Part
 
 t
 
 S1
 
 T
 
 S T 1 - t 1 max
 
 S1
 
 M/p
 
 M/p
 
 Fig. 2. S1 initial trajectory
 
 S T 1 M/p
 
 Fig. 3. S1 modified trajectory
 
 k 2. if M pk ≥ t1 max , then the source : S1 − (a) emits at its mean rate during [0, T M
 
 S1 (b) becomes greedy for t ≥ T M − p
 
 Mk pk .
 
 p
 
 Mk pk ],
 
 The modified trajectory has two parts (see Fig. 3) : 1. the first part where some sources emit at their peak rate whereas others emit at their mean rate. This part corresponds to the second part of the initial greedy trajectory with a slight modification : if a source emits at its peak rate during τ1 and then at its mean rate during τ2 in the initial trajectory, then, in the modified trajectory, it first emits at its mean rate during τ2 and then at its peak rate during τ1 . Due to this inversion between τ1 and τ2 , we call inverted part this part of modified trajectory. 2. the second part is strictly equivalent to the first part of the initial trajectory. S1 . Note that, as with the initial trajectory, the last bucket empties at time t = T M p
 
 A modified trajectory for S2 and S3 is built using the same method. We now fix the synchronization parameters.
 
 Synchronization of Sources. With the modified trajectory given above for S1 , the last bit of the burst (reference bit) experiences a delay d1 max . S2 is synchronized in such a way that the end of its burst corresponds to the arrival of the reference bit. This bit will then experience d2 ≤ d2 max in the second S1 S2 6= T M , using the previous synchronization method server. Since, a priori, T M p
 
 p
 
 leads one of the sources to start emitting before the other. Assume S2 starts its emission before S1 . To maximize the number of bits backlogged in server 2 at the time where the reference bit arrives, it is possible to modify the trajectory
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 of S1 such that it emits at its mean rate before the beginning of the modified S2 S1 − TM . This trajectory of S1 is valid with trajectory, in an interval of length T M p
 
 p
 
 respect to its leaky bucket constraint. The same method is applied to synchronize S3 , as shown in Fig. 4. d 1 max
 
 S1 d
 
 1 max
 
 d 1 max t
 
 d
 
 d2 2 max
 
 S
 
 2
 
 t
 
 1 max
 
 3 max
 
 t
 
 d
 
 2 max S
 
 3
 
 3
 
 t 3 max
 
 d 2 t 3 max
 
 Fig. 4. Sources synchronization
 
 Result for Delay. The lower bound on the maximum end-to-end delay is obtained as the end-to-end delay of the reference bit in the modified trajectory. Since all the sources are leaky bucket constrained, the initial and modified trajectories described above correspond to piece-wise linear curves. Computation of the intrinsic parameters as well as the delay of the reference bit is thus straightforward from the algorithmic point of view. 7.2
 
 Numerical Results
 
 Our aim is to estimate the accuracy of the Additive Bound in a non-additive network with the lower bound presented above. Accuracy means here the relative difference between the Additive Bound and this lower bound. A key problem is the choice of the non-additive networks. Networks Building Method. We consider accumulation networks with p = {4, 5, 8, 10} servers. For each server, we draw the number of sources entering at this stage in a uniform fashion in the interval [1, 5]). Then, we draw the characteristics of the sources in Table 7.2. We now have to choose the capacities of the servers. A necessary condition
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 for a network to be additive is that the rate of the servers increases. Conversely, if capacities decrease, the network is non-additive (sufficient but not necessary). We choose to give every server the same rate which is the sum of the mean rate of all the sources times γ = 1.01 (γ is used to ensure stability). This sum represents the minimum capacity of the last server in the case of accumulation networks . Doing so, the most important part of the end-to-end delay is concentrated at the end of the network. To obtain some significant results, we choose to calculate the relative range, which is the difference between the lower bound and the Additive Bound divided by the Additive Bound, for this initial system, i.e. a particular random generation of the sources descriptors and capacities of servers. We next modify the network by enforcing some of the sources to modify their entering node. This is achieved through the following algorithm : 1. Step 1 : one computes the relative range for the initial network. 2. Step 2-9 : each source is removed from node j to node j − 1 with probability 0.1. Applying this algorithm, the accumulation network heuristically “worsens” and thus the relative range should increase. Results. The results, presented in Fig. 5, are obtained for 10000 successive random generations of networks. The x-axis is indexed following the steps of the algorithm. For each step and for the different network sizes, we compute the mean relative range. Discussion. For non-additive accumulation networks, we have an upper bound on the end-to-end delay, the Additive Bound, and a heuristically obtained lower bound. The maximum, exact, end-to-end delay over all possible trajectories of the system is thus between these two bounds and gives full meaning for considering the relative range as a performance parameter. The results obtained confirm the good accuracy of the lower bound. The mean relative ranges remain reasonable even for large size of networks. The maximum error, not presented here is no more than 67%. It thus remains within the same order of magnitude. We now address the case of general accumulation networks which are neither strictly additive nor strictly non-additive.
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 Fig. 5. Results with network of different sizes
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 General Accumulation Networks
 
 Our expectation is that the Additive Bound always represents an accurate upper bound on the maximum end-to-end delay for accumulation networks. Proving such a statement requires an exhaustive study, which is not possible. We restrict our study to a specific class of accumulation networks, that we term well-formed accumulation networks. A well-formed accumulation network is an accumulation network where the following rule applies : capacities of the servers follow an increasing fashion from the leaves to the root of the tree. We extend here the previous results for well-formed tandem accumulation networks using the same lower bound as in the non-additive case. Indeed, the method used to build the trajectory leading to the lower bound is based solely on the set of intrinsic parameters (tj max , dj max ) and do not rely on any assumption concerning the additivity of the network. It may thus be applied in the case of well-formed accumulation networks. 8.1
 
 Networks Building Method
 
 The method used to generate a well-formed network is the following : 1. for each server, the number of sources (between 1 and 5) entering at this node and their characteristics are drawn (see Table 7.2). 2. the rate of each server is then computed as the sum of the mean rate of the sources crossing this node times a coefficient α. α can take one of the three following values {1.1, 1.5, 2.0} which, for each set of sources, leads to three different networks.
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 Results
 
 We present hereafter the numerical results obtained for networks of various sizes (from 3 to 20 servers). For each network size, 10000 networks are drawn. The performance parameter computed for each network is the relative range between the lower bound and the Additive Bound. The average relative ranges are presented in Table 8.2. Table 2. Average relative ranges (in %) with networks of different sizes α = 1.1 α = 1.5 α = 2.0
 
 8.3
 
 Size=3 Size=5 Size=10 Size=15 Size=20 0.72 1.29 2.03 2.89 3.87 1.97 3.36 5.67 8.42 11.23 1.96 3.13 5.06 7.64 10.18
 
 Discussion
 
 The results shown in Table 8.2 strongly confirm our claim : the Additive Bound represents a good criterion for a deterministic CAC (a CAC based on a deterministic delay bound). They are also interesting since the way well-formed accumulation networks are built here is close to a real dimensioning process. Indeed, α−1 , which is the rate of the server divided by the sum of the average rates of the sources it serves, represents the average activity rate of the servers and tuning activity rates of servers at a given rate is a common procedure for networks dimensioning. Compared to the results obtained in the previous section, the relative ranges obtained here are significantly smaller : for instance, for a network with 10 servers, the relative range was close to 50% whereas here it is close to 5%. This is due to the method the server rates are assigned in each case. In the previous section, all the servers had the same capacity which lead to a strictly non-additive network, whereas here, the rates increase from one server to another, which is a necessary (though not sufficient) condition to obtain additive networks.
 
 9
 
 Conclusion
 
 In this paper, we focused on the problem of determining an end-to-end delay bound in an accumulation network. We first evaluate the direct service curve approach provided by the Network Calculus theory and stress the overconservatism of the obtained results. We then propose a new approach, based on a trajectory analysis and the Additivity property introduced for a two-server case in [10]. We show that the Additive Bound (sum of the local maximum delays) represents a good approximation for the maximum end-to-end delay.
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 Future work will address the problem of designing a CAC procedure based on the Additive Bound. Preliminary results underline the problem of checking the non-violation of the QoS of the already established connections in a network environment. It seems that a heavy updating procedure needs to be performed after each new source acceptance. Extension of the network topologies is also an important point to consider. Up to now, we have addressed accumulation networks. We now wish to investigate the case of general networks topologies. However, the Additive Bound may be less accurate due to the fact that sources mixing with the reference source may leave this source before its exiting node. Preliminary results indicate that the computation of the local maximum delay is a very difficult task in a general FIFO network with leaky bucket constrained sources.
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 Abstract. To cope with exponential growth of traffic on the Internet, IP networks require routers capable of much higher performance capabilities. This has led to interest in combining speed of layer-2 switching with scalability of layer-3 routing, leading to the generation of layer3 switches. Various technologies like IP, tag and Multi-Protocol Label Switching are being developed to provide these features by performing IP routing over ATM. In this paper we perform several experiments to analyze and compare the performance of IP switching and tag switching on networks comprising traditional IP routers running over an ATM backbone. Using network traces we compare the performance gains of IP switching to the gains obtained from tag switching. Our findings indicate that performance of IP switching is dependent on flow classification parameters and router speed. Also we find that there are higher performance gains with tag switching at the cost of moderately higher resource usage.
 
 1. Introduction The remarkable growth of the Internet has created a wealth of technical challenges. To meet the growing demand of bandwidth, Internet service providers (ISPs) need higher performance routing products. ATM has received much attention because of its high capacity, bandwidth scalability and its ability to support multi-service traffic. Thus, the need to evolve the routing functionality of the Internet and IP networks and the fact that ATM switches have the potential to provide great performance improvements over earlier network technologies have led to the desire to integrate IP and ATM. Several organizations have come up with different solutions for integrating IP network protocols into an ATM model. However, because of its connection oriented paradigm, the overlay model proposed by The ATM Forum for mapping 1
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 connectionless IP onto ATM has led to complex and inefficient implementations. The Internet Engineering Task Force (IETF) has advocated an alternative peer model. Several companies have published Request For Comments (RFC) describing various approaches to the technique known as IP label switching. Label switching technology enables IP control protocols to run directly on ATM hardware. ATM switches still use label-swapping mechanisms to forward cells but employ IP control protocols to set up forwarding of packets and allocate resources. This approach has the advantage of requiring only standard IP routing protocols and not any new signaling or address resolution protocols. In 1996, Ipsilon published their label switching technology, which they called IP switching and claimed large performance improvements over traditional router [1]. Concurrent with Ipsilon’s work on IP switching, engineers from Toshiba described their cell switch router [7], Cisco Systems announced tag switching and IBM published drafts on Aggregate Route-based IP Switching (ARIS). In 1997, the Internet Engineering Task Force (IETF) decided to create a standardized label switching technique from the incompatible offerings of the different vendors. MultiProtocol Label Switching (MPLS) has been adopted as the standard name for layer3 switching technique [8]. This paper analyzes and compares the performance of the label switching techniques of IP and tag. Sections 2.1 and 2.2 give some background on the two techniques. Section 3 introduces the event driven simulator, which we developed to perform the analysis and comparisons for label switching techniques. In Section 4 we examine our simulations of the two techniques and compare important statistics. Finally, in Section 5, we present our conclusions about IP and tag switching.
 
 2. Background 2.1 IP Switching Ipsilon designed IP switching based on the belief that the peer model for mapping IP onto ATM was too complex as two address spaces, two topologies, and two routing protocols must be managed. Ipsilon also wanted IP switching to preserve the connectionless and stateless behavior of IP networks [2]. All IP switches contain two control protocols to manage the stream of IP flows: the Ipsilon Flow Management Protocol (IFMP) and the General Switch Management Protocol (GSMP). IP switches also contain an inherent flow classifier. This component identifies flows and decides whether they should be bound to ATM virtual channels for possible switching. Two types of flows are defined [2]: 1. Flow Type 1: a flow of IP datagrams between two applications, identified by the source and destination IP addresses along with the source and destination ports in the IP packet header. 2. Flow Type 2: a flow of IP datagrams between two hosts, identified by the source and destination IP addresses in the IP header.
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 Fig. 1. IP Switch Changeover from Routing to Switching
 
 Fig. 1 illustrates the redirection of IP packets from routing to switching. Initially, all IP datagrams are sent across the default virtual channel 1/1 between two IP switches. At each IP switch, the packets are routed by traditional IP routing mechanisms. When IP switch B decides to create a switched path for a flow, it sends its upstream neighbor switch A an IFMP Redirect message asking to assign a specific vpi/vci value 5/7 for the flow. Now A can set up a switched connection to B for this flow. At this point, all packets belonged to the selected flow are switched across the newly established connection instead of routed over that hop [3]. Similarly B’s downstream neighbor C for this flow also sends a Redirect to B assigning a label 3/8 to the flow. Thus now a switched path is created for the flow from B to C. IFMP is a soft state protocol and the installed state at a switch needs to be updated periodically. GSMP is a simple, generic switch management and control protocol designed to manage resource allocation within an IP switch. It is solely used internally within an IP switch to communicate switching commands to the controller for the ATM switch fabric. GSMP messages provide connection management, port management, statistics, configuration, and event notification functions [7]. 2.2 Tag Switching The major difference of Cisco’s tag switching from IP switching is that while IP is a data driven approach, tag switching is control-driven [7]. A router that supports tag switching is called a Tag Switching Router (TSR). Tag switching consists of two components: forwarding and control. The forwarding component uses tag information carried by packets to perform forwarding. Every tag switch has a Tag Information Base (TIB). Each entry in the TIB contains the incoming tag and one or more subentries of the form outgoing tag, next hop, and outgoing interface [4]. When a packet with a tag is received by a TSR, the switch uses the tag as an index in its TIB. If it finds an entry with the incoming tag equal to the tag carried in the packet, then it replaces the tag in the packet with the outgoing tag. It also replaces the link level information in the packet such as a MAC address with the outgoing link level information, and forwards the packet over the outgoing interface. [4] The control component is responsible for creating tag bindings, and then distributing that information among the tag switches in the network. Distribution of the tags may be carried out by piggybacking binding information on existing routing
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 protocols or by using a separate Tag Distribution Protocol (TDP). There are three methods for tag allocation and TIB management: 1. Downstream tag allocation: the tag carried in a packet is generated and bound to a routing prefix by the tag switch at the downstream end of the link with respect to the direction of data flow. 2. Downstream tag allocation on demand: tags are only allocated and distributed by the downstream tag switch when it is requested to do so by the upstream tag switch. 3. Upstream tag allocation: a tag switch creates tag bindings for outgoing tags and receives bindings for incoming tags from its neighbors. 2.3 Multi-protocol Label Switching (MPLS) MPLS was proposed by IETF as the standard for label switching technology. Since it combines layer three routing with layer two switching it is said to lie at layer two-andhalf in the network stack. The MPLS label distribution protocol (LDP) operates in two modes- downstream on-demand distribution and downstream unsolicited distribution. Even though it resembles tag switching closely, MPLS has today evolved as one of the most powerful traffic engineering tools for next generation networks. LDP can also be extended to perform constraint-based routing (CR-LDP), where constraints may be an explicit route or a policy based route. Thus MPLS promises to have a distinct role in providing quality of service across the Internet.
 
 3. Label Switching Simulator The simulator that we designed and implemented for the analysis of label switching techniques using ATM is an extension of the NIST ATM/HFC Network Simulator [12]. Our discrete event simulator models an IP label switching network using existing components such as B-TEs, ATM switches, and high speed links. We have designed label switching specific components like IP switches, tag edge routers, and tag switch routers. The IP switch component models the operation of the IFMP protocol. It does not implement the GSMP protocol as that protocol operates entirely within the IP switch. Both type1 and type2 flows may be recognized by the switch. The flow classification algorithm, which we have implemented, uses a static X/Y classifier [1]. For our simulations, we have used values of 5 packets for X and 10 seconds for Y with a 30-second timeout. The tag edge router component for the simulator is the router at the edge of the tag switched network. It receives untagged packets from the traffic generator and tags them with labels from its TIB. It also participates in TDP by sending out BIND_REQUESTS to its neighbors for each route entry in its FIB. When it receives BIND_INFO messages from other TSRs, it makes an entry in its TIB for that route. Since our simulator is based upon an ATM network, the tag edge router also performs the added function of segmentation and reassembly of IP packets into ATM cells using AAL5.
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 4. Performance of Label Switching Techniques In order to test the performance of our simulated label switches, we obtained IP trace files from the Association of Computing Machinery’s Internet Traffic Archive. These files were collected from real traffic flowing into and out of the Lawrence Berkeley Laboratory in 1994 and Digital Equipment Corporation in 1995. [1] Indicates that the ‘DEC1’ and ‘DEC2’ files contain 2,983,221 and 3,467,733 packets respectively with an average of over 800 packets per second. ‘DEC1’ has 75,438 Ipsilon type 1 flows and 45,560 type 2 flows. The ‘DEC2’ file has 75,739 type 1 flows and 37,252 type 2 flows. sw /r 2
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 Fig. 2 and 3 illustrate the label switched networks that we used in our simulations. The ‘send’ component is the traffic generator for the simulations. It is responsible for injecting the packets from the trace file into the network at the appropriate time based upon a timestamp attached to each packet. The ‘bteS’ and ‘bteR’ components are artifacts of the design of the simulator and not relevant to the performance of this simulation. The ‘SW/R’ components are the label switch routers. They are either IP switches or a combination of tag edge routers and tag switch routers depending upon the label switching technique being simulated. The ‘recv’ component receives packets sent through the network. 4.1 Single Switch Performance In the first experiment we verified the IP switching results as presented in [1]. Since these results were obtained for a single switch, we also used the network configuration of Fig. 3 where cells were switched only at a switch1. The trace files used in this experiment had also been used in [1]. Fig.s 4.1a-b shows the percentage of datagrams switched for both type1 and type2 flows using all the corporate traces. The results show that about 80-85% of datagrams is switched for all the traces. Fig. 4.1c shows how larger flow creation delays decrease percentage of switched datagrams. Fig. 4.1d indicates that a flow deletion delay of 5060secs achieve a switching percentage of 75-80% for both type1 and type2 flows. All these results were found to be similar to results observed in [1].
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 4.2 Effect of Router Speed on Switching Performance In this experiment we investigate the effects on routing speed on IP and Tag switching respectively. The network configuration of Fig. 2 is used for this experiment. Only type1 flows are considered. Router processing time is the time taken by a router to process each incoming datagram. This mainly includes delay due to re-assembly of ATM AAL5 cells into an IP datagram, layer 3 routing lookup based on destination address in the IP header as well as flow classification decisions, if necessary and fragmentation of IP datagram back into ATM AAL5 cells. The input and output buffer delays are not considered as part of the router processing delay. For data-driven switching approaches, the percentage of switched datagrams is largely dependent on flow classification routines, and hence on the second factor in the delay component. We used two values of routing delay for this experiment: 100 ms and ms. Fig. 4.2a and Fig. 4.2c show the percent of packets that are switched instead of routed at the edge switch and a representative interior switch respectively. The performance of the interior IP switch drops dramatically from over 80% packets switched to fewer than 20% while the performance of the tag switch remains constant. Fig. 4.2b and Fig. 4.2d show the performance of the same label switches using values of 1 millisecond for the routing delay and 10 microseconds for the switching delay at each of the label switches. In this case, the operation of the interior IP switch remains above 80% packets switched while again the tag switches maintain constant 100%
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 packets switched. The results showed that while for tag switching the percentage of switched datagrams remained the same, for IP the performance gain obtained from the percentage of switched datagrams reduced considerably with the large routing delay. This is due to the fact that IP being a data-driven approach, flow classification is done as and when data comes in. Since a large routing delay, implies a slow flowclassification module, hence most of the datagrams are already sent to route-buffers before a switching decision can be taken. Once the packets reach route buffers they have to be routed, and hence the switched percentage drops. However in a control driven approach like Tag, once the tags are set up, all cells may be switched and there is no need for any routing decisions. Hence the tag switching performance remains largely independent of the large router processing delay.
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 4.3 Type1 vs. Type2 Classification In this experiment we investigated the performance of two different types of flow classification for IP switching using the DEC-PKT1 trace file. The configuration of Fig. 2 is used for this experiment. From the graphs 4.3a-e we see that flow type 2 achieves a higher switching percentage, a lower VC usage and a marginally lower average packet delay, when compared to flow type 1. The drawback though is that with flow type 2, due to larger number of datagrams being sent on the same circuit, delays due to network congestion may offset some of the benefits of having a type2 classification.
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 4.4 IP Switching vs. Tag Switching In this experiment we compared the performance gains obtained from tag switching versus those obtained from IP switching. All the runs in this experiment were for trace files DEC-1and DEC-2. The network configuration of Fig. 2 is used for this experiment. Only type1 flows are considered. The comparison was based on the percentage of cells and packets switched VC space usage, message overhead and average packet delay. Switch 4
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 Fig. 4.4a, b graphs the performance of the ingress (switch 1) and a representative interior switch (switch 4) in our simulated network for the two DEC trace files. Similar results were noted for the other interior switches and for other trace files. The traces on each graph show how each label switching technique performed against the three IP trace files that we used. Only the DEC-1 trace is drawn for the tag switching method as all of the trace files performed identically. The IP switching technique performed differently for each file since the number and length of flows changed from one trace file to another. The graphs show that the tag switching technique performs consistently against any type of traffic patterns, as it is a control driven labelswitching technique. All switched paths are pre-established based upon the routes in the forwarding databases of the switches. Since the IP switching technique is data driven, it is more sensitive to variances in the data flows. The ingress and egress switches achieve approximately 80% packet switching while the interior switches only manage from 40% to 70% switching of packets. The tag switching technique maintains a very high amount of VC space utilization as shown in 4.4c, d. One virtual channel is allocated for every route path through the switch. The VC space used remains constant since our route tables are static. For the IP switching technique, the VC space utilized begins at zero and grows as the number of switched flows increases. However, since a VC is released as the traffic in the flow diminishes, the total number of VCs in use at any point remains much lower than with the tag switching method. Fig.4.4e, f represents the message overhead incurred to establish and maintain switched traffic throughout the network. The amount of overhead traffic is shown to directly relate to the amount of VC space utilized by the label switching technique. Since the tag switching mechanism uses more virtual channels, its message overhead is also correspondingly higher. Fig.4.4g shows the average packet delay across the network. This parameter measures the average end to end delay encountered by a packet and is measured at sample intervals spaced 1 sec apart. From the measurements taken during our simulations in experiment4, we conclude that the tag switching technique results in higher performance across the network. For a five to ten-fold increase in the number of virtual channels used, we gain a 20% to 40% performance increase. With today’s ATM switching equipment, an increased VC utilization translates into higher memory requirements for the switch table and VC control storage. The switch table lookup hardware must also be able to handle searching through larger tables. However, we believe that this approach is much more feasible than trying to increase the route processing hardware. Trying to improve either software based routing system or hardware based routing mechanism is more complicated and difficult to achieve than improving the switching components.
 
 5. Conclusions In this section, we present our conclusions based on the results obtained from our simulations of two label switching techniques. First we have succeeded in validating results of [1] which mentions an overall 80% switching in IP switches. We have also
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 shown that switching performance of a data driven approach depends largely on the routing capacity of the layer 3 switches. A slow router with a processing time in the order of 100ms can to a large degree offset the advantages obtained form label switching. In the third experiment we have seen that if quality of service is not so much of a concern, then IP switching with type 2 classification achieves high level of switched datagrams with a lower channel usage. Finally, we compared the performance of Cisco Systems’ tag switching and Ipsilon’s IP switching methods. The tag switching technique delivers higher performance in percent of packets switched at a higher cost of more virtual channels used and increased message overhead. We believe that the higher performance gained with the tag switching system are worth the associated costs. As future work, our IP Switching and Tag Switching studies can be extended to Multi-protocol Label Switching (MPLS) which is being proposed as an IETF standard for the Internet. The issues to be investigated are: network throughput, latencies due to Label Distribution Protocol (LDP) and its implications, mapping MPLS onto ATM Quality of Services, traffic engineering using MPLS labels, support for multicast with MPLS and security in MPLS networks.
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 Abstract. This paper proposes the MUV (Misbehaving User Vanguard) algorithm for identification and discrimination of non TCP-friendly best-effort flows. The operational principle of MUV is to detect non TCP-friendly flows at the ingress router by comparing arrival rates to equivalent TCP-friendly rates, i.e. the arrival rate of a TCP flow having the same round-trip time and packet-loss probability. If a flow is identified as non TCP-friendly, its packets are marked as “unfriendly”. Core routers discriminate packets marked as unfriendly with RED-based drop-preference mechanisms. In order to measure the round-trip time and the packet-loss probability for the computation of a flow’s TCP-friendly rate, ingress router and egress router communicate via a simple protocol. The MUV algorithm fits into the Differentiated Services Architecture of the Internet and can be considered scalable as it only requires per-flow state at ingress- and egress routers. We show by simulation that MUV is able to reliably identify and discriminate unresponsive flows and investigate its performance bounds regarding the identification of flows using non TCP-friendly congestion control algorithms.
 
 1
 
 Introduction
 
 With the emergence of multimedia- and real-time applications today’s Internet traffic is no longer solely TCP but a mix of various applications and transport protocols utilizing heterogeneous congestion control algorithms. This heterogeneity of congestion control causes considerable fairness problems in the Internet. In particular, so-called “unfriendly flows” reducing their transmission rates less conservatively in response to congestion indications from the net (i.e. packet loss) than “friendly flows” tend to grab an unfairlyhigh share of bandwidth and bufferspace. As a result, Internet users have an incentive to be misbehaving, to utilize non-conservative congestion control mechanisms and thereby generate flows having a low level of friendliness1 [1][2]. “Unresponsive flows” have no end-to-end congestion control implemented at all hence they do not back off in response to packet loss. Simulations in [2] show extreme unfairness among a friendly TCP and an unresponsive CBR flow2 sharing a link. The throughput of the TCP flow converges to zero while the throughput of the CBR flow converges to the link bandwidth if the CBR arrival rate approaches the link bandwidth. Fur1
 
 A flow is defined by IP-address pair and port numbers, respectively flow-id. Note that a flow’s friendliness is a relative notion, dependent on the conservatism of the flow’s congestion control mechanism compared to its competitors for the network resources. 2 A CBR flow transmits with a constant bit rate into the net. CBR is not related to the ATM service. * This work is partly sponsored by TA and FFF Austria G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 763-775, 2000  Springer-Verlag Berlin Heidelberg 2000
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 thermore, unresponsive flows cause congestion collapse in scenarios where a congested link, transmitting only packets of unresponsive flows, is followed by a lower bandwidth successor link. In these scenarios packets of unresponsive flows, having consumed the total bandwidth at the first link and thereby shut out friendly flows, are dropped at the router output port served by the second lower-bandwidth link. As a consequence, the overall throughput is limited by the capacity of the low-bandwidth link. More information about kinds of unfriendly flows and congestion collapse can be found in [2]. We are aware of three different approaches to solve the problem of unfriendly flows: • Resource pricing [3] enforces the user to pay a small charge for each congestion indication received from the net. Unfriendly flows have higher transmission rates in times of congestion than friendly flows hence they receive more congestion indications, causing higher accounts. Having to pay fines for unfair resource usage is clearly a strong incentive for users to behave well. • The allocation approach isolates flows from each other by ensuring a fair allocation of resources to each flow. Thus an unfriendly flow, trying to consume more than the fair share merely increases its own packet-loss rate but does not harm other flows. An example for the allocation approach, distributing link capacity according to the maxmin fairness criterion [6], would be a network of routers having per flow fair-queueing schedulers [4] or one of its derivatives (e.g. [5]) implemented. Note that merely restricting flows to their fair share does not give users a strong incentive to behave well and to generate friendly flows but avoids unfairness in case they are misbehaving. Additionally, as shown by simulation in [2], the problem of bandwidth wastage due to unresponsive flows persists in a max-min fair allocated network having a higher bandwidth link with a lower bandwidth successor link utilized by many unresponsive flows. Due to their large number, the unresponsive flows grab the major portion of the bandwidth at the first, high-bandwidth link and experience vast packet losses at the second, lower-bandwidth link. • As opposed to allocation, the identification approach attempts to explicitly identify unfriendly flows by some remarkable behavior. Such a behavior could for instance be an extraordinary high demand compared to other flows in times of congestion or an improper reaction to packet loss relative to a flow behavior considered as friendly [2]. Flows identified as unfriendly can be restricted to their fair share, to some small portion of the bottleneck-link capacity or, in the extreme case, are completely shut out at congested links. The stronger the discrimination, the stronger the incentive for users to behave well. Note that the identification approach is inherently more lightweighted than the allocation approach as it does not necessitate knowledge of the instantaneous load situation in the net for the computation of a fair resource allocation. As obtaining this knowledge is left to the user, identification mechanisms implemented in routers may determine the degree of friendliness of a flow in low-priority background tasks having rather long time scales [2]. On the other hand, identification requires a roughly homogeneous behavior of end-to-end congestion control mechanisms in order to provide fairness as the network only identifies and discriminates unfriendly flows, but does not explicitly allocate resources to friendly flows. For the Internet with its huge base of installed TCP agents this implies that congestion control mechanisms have to be TCP-friendly, at least in the short term. The paper is organized as follows: section 2 summarizes related work, section 3
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 explains and discusses the operational principles of the MUV algorithm and outlines possible modifications. In section 4 MUV’s ability to identify and discriminate unfriendly flows is investigated by simulation and section 5 concludes this paper.
 
 2
 
 Related Work
 
 The Random Early Detection (RED) algorithm [7] employs the parameter set {minth, maxth, maxp} in order to probabilistically drop packets arriving at a router output-port. If the average queue-size (avg) is smaller than minth no packet is dropped. If minth < avg < maxth, RED’s packet-drop-probability varies between zero and maxp. If avg > maxth, each arriving packet is dropped. WRED [8] and RIO [9], both enhancements of RED intended for service differentiation in the Internet [10], relate arriving packets to the parameter set {minthin, maxthin, maxpin}, respectively {minthout, maxthout, maxpout} if the packet has been marked as “in-profile”, respectively “out-of-profile” according to its flow’s service profile at a network boundary. Marking a packet means writing a welldefined number (a diff-serv codepoint) into its IP-header’s Type-of-Service field. Assuming minthin ≥ maxthout, in-profile packets are accommodated with a high probability while all out-of-profile packets are dropped if avg>maxthout. Hence out-of-profile packets are discriminated against in-profile packets. As opposed to WRED, which uses one average queue size for all packets in the queue, RIO computes an extra average queuesize only for in-profile packets. Numerous authors [14][15][16][17] have investigated a simple stationary model of TCP congestion avoidance [12][13] deriving the rate of a TCP-flow (RTCP) as a function of the packet-drop probability (p), the maximum segment size (MSS) and the round-trip time (RTT): c MSS R TCP = ---------------------(1) RTT p The constant c “varies” between 0.93 and 1.31 depending on the loss model and whether the delayed-ACK option [18] is turned on or off. The number of packets a TCP data sender has to transmit until equilibrium is achieved and equation (1) becomes valid equals 1/p ld(1/c p ) [17]. However, the model does not consider the influence of TCP retransmission timeouts followed by Slowstart [12] hence (1) only holds as an upper bound for TCP performance in realistic environments [17]. A more rigorous model, taking retransmission timeouts into account has been presented in [19]. In [2] routers execute a low-priority background task in periodic time intervals. Among others, the “TCP-friendly test” is applied to incoming traffic in order to identify unfriendly flows. A flow is considered as non TCP-friendly if its arrival rate is greater than its equivalent TCP-friendly rate, i.e. the arrival rate of a TCP flow having the same RTT, MSS and p. A flow’s arrival rate (A) is estimated from the RED packet-drop history [20]. The TCP-friendly rate is calculated via equation (1) by the background task in periodic intervals of time. As routers generally do not have knowledge of a flow’s end-to-end round-trip-time the TCP-friendly test in [2] sets the RTT value for computation of the TCP-friendly rate at twice the outgoing link’s delay, which may heavily underestimate the end-to-end RTT. Therefore the TCP-friendly rate is overestimated and unfriendly flows are unlikely to be detected in scenarios where the outgoing link’s delay is not the dominant portion of the end-to-end delay [5].
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 Other approaches for identification and discrimination of unfriendly flows, requiring restricted amount of per flow state and a flow lookup in core routers have been proposed in [5][21][22] and [23].
 
 3
 
 MUV Algorithm
 
 3.1 Network Model and operational Principle of MUV We define the ingress router (IR) as the first router of an ISP traversed by packets of a unidirectional flow on their way to the destination. In analogy, the egress router (ER) is defined as the last router. IR and ER can be considered as edge routers, located at the boundary of ISPs to a private domain. All other routers along a flow’s path between IR and ER are called core routers (CR). Hosts (H) are attached to IR and ER by subscriber lines or private LANs. MUV identifies unfriendly flows by comparing per-flow arrival rates with TCPfriendly rates as proposed in [2] and outlined in section 2. However, contrary to [2], the TCP-friendly test is only performed at the IR, measuring the flow’s packet-drop probability (p) and round-trip-time (RTT) between IR and ER via a light-weight protocol with the ER. The measurements of p and RTT are used as approximations of the flow’s end-to-end round-trip-time and drop probability for computation of the TCP-friendly rate. If a flow’s arrival rate is greater than its TCP-friendly rate the flow is considered as unfriendly and its packets are marked at the IR3. Core routers discriminate packets marked as unfriendly with drop-preference algorithms like WRED or RIO. The principle of MUV is illustrated in figure 1: Protocol H
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 H CR
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 IR: detect unfriendly flows and mark their packets CR: preferentially drop packets marked as unfriendly Fig. 1. Network model and operation of MUV
 
 The operational principle of MUV shows its compliance to the Differentiated Services Architecture [10] of the Internet. Per flow state is only required at the edge of the network; core routers do not have to store per-flow information or perform a flow lookup. The level of punishment flows detected as unfriendly should experience can be determined by adjusting the parameters of the drop-preference algorithms in the core routers. Our position is that unfriendly flows should be completely shut out in order to give users 3
 
 Packet marking can be done as explained in section 2 for RIO or WRED.
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 a strong incentive to behave well and to avoid congestion collapse due to unresponsive flows getting some residual throughput on congested links (see section 1). 3.2 MUV Algorithm The MUV algorithm assumes a background task at IR and ER that periodically scans a hash table with stored per-flow information, changes per-flow states and sends signalling messages. The period length of the background task (i.e. the time interval between subsequent passes of the background task at a given index of the hash table where per-flow information is stored) is assumed to be in the range of several round-trip-times of flows. Figure 2 and the subsequent paragraphs explain the MUV algorithm by examining its sample operation for an unfriendly high-demand flow on a congested network. Although this “explanation by example” is admittedly incomplete we believe that it facilitates the understanding of the algorithm. The vertical axis in figure 2 represents time. The short evenly spaced horizontal lines crossing the vertical time lines indicate the background task performing some actions on the flow. IR Allocate flow-state; set state to new Set state to low-demand
 
 1st packet
 
 ER Allocate flow-state
 
 High-demand test applies; set state to high-demand
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 Nothing arrived for n periods; deallocate flow-state time
 
 time
 
 Fig. 2. MUV Algorithm
 
 When the flow transmits its first IP packet, per-flow information (IP-Addresses, Portnumbers and several quantities required by MUV) is allocated in hash tables at IR and ER. Starting with the flow’s first packet, the IR measures the flow’s demand (D) and the ER measures the flow’s throughput (T) simply by incrementing a counter at each packet arrival by the packet size. At the IR the flow is set to state new. At the subsequent pass of the background task the flow is set to state low-demand. When the background task passes a flow in state low-demand (this happens one period later) the “high-demand test” is performed. The high-demand test compares the flow’s arrival rate (A) with the “highdemand threshold”. The arrival rate is computed as the flow’s demand in bytes divided by the current time minus the time the flow’s first packet has been received at the IR. As our flow is assumed to have high demand its arrival rate is greater than the high-demand threshold, hence the flow’s state is changed to high-demand.
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 For flows in state high-demand the MUV Protocol is executed between IR and ER. Each period, the IR sends a request message including a sequence number to the ER4 and the ER answers with a reply message. Request and reply messages are short ICMP packets, filtered out by the edge routers after their evaluation. The reply message includes the flow’s throughput T since its first packet arrival at the ER and the sequence number of the request message. When the IR receives the reply message it checks if the sequence number of the last-sent request message and the reply message are identical. This happens to be true in our example, hence the IR may measure the flow’s packet-drop-probability p as follows: p=(D-T)/D. Now the IR may determine whether the flow is in steady state. As mentioned in section 2, a TCP flow is in steady state when 1/p ld(1/c p ) packets have been sent. The IR then checks if D > 1/p ld(1/c p ) and changes the flow’s state to steady as we assume this condition to be fulfilled. The instantaneous values of D,T and the current time are stored in order to allow computation of As and ps, denoting arrival rate and drop probability since the point in time the flow is assumed to be in steady state. Now, that the MUV agent at the IR knows that this flow would be in steady state if it was a TCP flow, the “TCP-friendly test” may be performed by comparing the flow’s steady state arrival rate with its equivalent TCP-friendly rate. On the receipt of the next reply message the IR updates As and ps and computes the TCP-friendly rate Rf, where Rf = c MSS / (RTTIR-ER p s ) (see equation (1), section 2). As we assume our flow to be unfriendly, MUV detects that As ≥ nice Rf and sets the flow’s state to unfriendly. The constant parameter nice ≥ 1, determines MUV’s tolerance against non TCP-friendly flows. If nice equals one in the most intolerant case, flows having an arrival rate higher than the TCP-friendly rate will be determined as unfriendly. The flow’s end-to-end RTT is approximated by the mean RTT between IR and ER (RTTIR-ER) which can be measured by subtracting the departure time of the request message from the arrival time of the corresponding reply message. As our flow has been detected as non TCP-friendly, the IR marks its packets from now on. Core routers have a drop-preference mechanism like WRED or RIO implemented. For best-effort packets marked as unfriendly the parameter set {minthuf, maxthuf, maxpuf}, for all other best-effort packets the parameter set {minthf, maxthf, maxpf} is valid. The network is assumed to be congested therefore the average queue size converges between minthf and maxthf at congested routers along the flow’s path. As minthf is assumed to be greater than maxthuf the packet-drop-probability for our flow’s packets equals one. In other words, the flow is completely shut out. On the arrival of the next and all subsequent reply messages the IR again updates As, s p , RTTIR-ER and performs the TCP-friendly test in order to reset the flow’s state to steady in case the flow has been falsely detected as unfriendly due to some short-term bursty behavior. However, our flow is unfriendly by assumption hence it does not change state and its packets are continued to be dropped at congested core routers until the flow terminates. In order to avoid keeping per-flow information forever when the flow has terminated, the background task at IR and ER deallocates the flow’s state in case no packet has arrived for more than n periods, where n is a constant parameter.
 
 4
 
 Strictly speaking, the IR sends the request message to the destination of the flow as it does not know the IP Address of the ER.
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 3.3 Discussion of the MUV Algorithm [24] provides a detailed analysis of MUV properties like time scales of control, MUV and ECN, why preferential packet dropping and not preferential packet scheduling has to be used in core routers, how MUV can be faked, deployment issues and how flow state is deallocated in edge routers. Additionally, modifications of MUV minimizing signalling overhead between edge routers are discussed. Due to its limited size, however, we are only able to give an overview on MUV properties and modifications in this paper. We illustrate the significance of the state new by assuming the high-demand test was already performed at the first time the background task passes a flow. As the allocation of flow state in the hash table appears to be asynchronously to the execution of the background task it might happen that the high-demand test is performed on a flow which was allocated just some milliseconds ago. As a consequence, the high-demand test would be performed on the basis of a measurement over an interval of time too short to be relevant. Setting flows into state new at the storage of flow state and thereby waiting at least for one period length until the high-demand test is executed avoids considering low-demand flows having only a short burst at their start as high-demand. The task of the high-demand test is to distinguish among high- and low-demand flows and thereby minimize the signalling overhead caused by the request/reply messages. The majority of Internet flows are short and have low demand. Hence it is desirable to police only those flows which may potentially harm the network and to avoid unnecessary signalling for flows having low demand or only a few packets to send. Setting the highdemand threshold is a trade-off between high signalling overhead and the risk of congestion collapse due to unresponsive flows which persists as long as unresponsive best-effort flows may send into the network. The friendliness of a flow’s congestion control algorithm does not change over time compared to others competing for the bandwidth. From this simple observation follows that the quantities needed for the computation of the TCP-friendly rate (As,ps, RTTIR-ER) may be averaged over the maximum possible time interval - the total time a flow has been in steady state. As MUV merely identifies unfriendly flows, there is no need to be aware of the instantaneous load situation in the net. Hence MUV may operate in time scales of several seconds rather than one RTT like congestion control mechanisms. Due to its long time scales the MUV algorithm is stable against oscillations and may perform measurements with a rather low frequency, keeping signalling overhead low. A second consequence of our observation is that mean averaging over the total time a flow has been in steady state should be used for computation of As,ps and RTTIR-ER and not averages giving recent occurrences more weight (e.g. exponentially weighted moving averages). The MUV algorithm is based on two assumptions in order to work properly. First, the packet-loss probability between hosts and edge routers is assumed negligible compared to the packet drop-probability between IR and ER. Although this assumption is likely to hold as the WAN and not the LAN is the bottleneck in most scenarios, it may fail. IR and ER have no means to detect these packet drops. Second, the delay between hosts and edge routers is assumed negligible compared to the delay between the edge routers. In case the delay between IR and ER is not the dominant part of the end-to-end delay, the measured RTT between IR and ER significantly underestimates the end-to-end RTT. If the end-to-end packet-drop rate and/or RTT is underestimated, the TCP-friendly rate (Rf) overestimates the rate of a TCP flow (RTCP) as predicted by equation (1) and unfriendly flows could eventually not be detected. Underestimation of the end-to-end RTT can be
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 avoided by a simple enhancement. Operators of ingress- and egress routers are assumed to have a rough idea of the average delay to attached hosts and local area networks. Hence the RTT between source and IR (RTTsource-IR) and the RTT between ER and sink (RTTER-sink) could be stored as constant parameters at IR and ER. The ER could communicate RTTER-sink to the IR in reply messages and the IR could estimate the end-to-end RTT as the sum of RTTsource-IR, RTTIR-ER and RTTER-sink. The choice of the period length means balancing a trade-off between slower detection of unfriendly flows and less accurate measurements of the quantities required for computation of the TCP-friendly rate and more signalling overhead due to a higher measurement frequency. [2] recommends a lower bound of several round-trip-times for the period length in order to guarantee sufficiently long time intervals between measurements. Like [2], we set the period length to 5 seconds. As shown in [17] the upper bound provided by equation (1) is rather reliable but the TCP rate is overestimated in case of frequent retransmission timeouts. For the TCPfriendliness test, these properties of the model imply that TCP flows are unlikely to be falsely detected as unfriendly. However, unfriendly but responsive flows, being somewhat more aggressive than TCP, may not be detected in case of severe congestion and frequent retransmission timeouts. MUV is aware of approximations of a flow’s RTT, throughput and drop-probability. Thus arbitrary criteria could be used for identification of unfriendly flows in addition to the TCP-friendliness criterion. For instance, a flow could be considered as unfriendly in case it does not pass the TCP-friendliness or the unresponsiveness test proposed in [2]. The MUV algorithm as proposed above requires two ICMP messages for signalling per period and per flow having an arrival rate greater than the high-demand threshold. There are possibilities to improve the scalability of the algorithm and to make it work with flow aggregates (typically the traffic coming from a LAN or a subscriber-line user). For instance, a predefined number of highest bandwidth flows could be filtered out of a flow aggregate at the IR and MUV could be performed only for these filtered flows. If flows are identified as unfriendly the total aggregate, or only the identified flows could be discriminated. To further reduce signalling overhead a flow could be defined by IPaddress pair or network-address pair instead of IP-address pair and port numbers. Additionally, there is no explicit need to use packets for the signalling of request messages. This could be done “in-band” using header fields or a new kind of IPv6 extension header.
 
 4
 
 Simulations
 
 We have implemented the MUV algorithm into the ns simulator [26]. Simulations in [24] investigate MUV’s behavior in scenarios with multiple congested gateways, varying number of flows, varying link capacities and delays, various traffic patterns aggregating CBR, ON/OFF flows, aggressive TCP flows, TCP-Reno and SACK-TCP flows with and without ECN. Queue-size over time graphs show why packets marked as unfriendly are shut out at congested output ports of core routers by WRED. Due to space limitations, however, it is only possible to integrate a subset of these simulations into this paper. Simulations are performed on a network topology as illustrated in figure 3. The following traffic pattern is used for all simulations in this paper. Host H1 sends background traffic consisting of 10 TCP flows (flow-IDs 4-13) to host H2. The TCP flows start between zero and 30 seconds of simulation time and last for the entire simulation. Host
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 H3 generates cross traffic in forward direction consisting of 10 TCP flows (flow-IDs 100109) with varying life-times to host H4. Host H5 sends 10 reverse traffic TCP flows (again with varying lifetimes) to H6. Background traffic, reverse- and cross-traffic TCP flows are a mix of TCP-Reno and SACK flows and have different packet sizes and sendwindow sizes [18]. The demand of reverse- and cross-traffic has a maximum between 30 and 55 seconds (causing congestion at the link CR3 to CR2) and approaches zero until approximately 80 seconds of simulation time. Permanent queueing happens at the congested output port of CR1 served by the bottleneck link in direction CR2. H6 5 Mbps 5ms
 
 H1
 
 H5 5 Mbps 5ms
 
 5 Mbps CR1 1.5Mbps CR2 1.5Mbps CR3 5 Mbps ER 5 Mbps 5 Mbps IR H2 5ms WRED 10ms WRED 10ms WRED 10ms WRED 10ms WRED 5ms 5 Mbps 5ms
 
 H3
 
 5 Mbps 5ms
 
 H4 Fig. 3. Simulated network
 
 As shown in [27], RED’s aggressiveness regarding packet dropping has to be adjusted dynamically to the number of flows traversing the output port of a congested router in order to avoid convergence of the average queue-size to the minimum or maximum queue-size threshold. RED’s aggressiveness can be adjusted by increasing the maxp parameter if avg becomes smaller than minth and decreasing maxp in case avg becomes greater than maxth. For simulations in this paper a modified version of WRED with adoption of maxpf has been implemented. Similar to [27], we have set the decrease/ increase factor for maxpf to 2. Other WRED parameters are set as follows: byte-mode is activated, wq = 0.002, minthuf = 5000 bytes, maxthuf = 9000 bytes, maxpuf = 1, minthf = 10000 bytes, maxthf = 17500 bytes, maxpf = 1/50, mean-pktsize = 500 bytes, total buffer size = 25000 bytes. We refer to [7] for an explanation of the RED parameters wq and mean-pktsize. In order to be able to evaluate MUV’s behavior in the presence of non TCP-friendly but responsive flows, we have modified the simulator’s TCP-Reno code to a version of TCP we call “TCP-nasty”. On the contrary to TCP-Reno [13], TCP-nasty does not halve the congestion window in response to one packet drop per window but multiplies the window by a constant α, where 0.5 ≤ α < 1. Additionally, TCP-nasty does not increase the congestion window by one MSS per RTT in case no drop happens (as TCP-Reno does), but by β MSS (where β ≥ 1). In analogy to [17] and equation (1) in section 2, we have derived a stationary performance model for the rate of a TCP-nasty flow (Rnasty), substituting the window-decrease of 0.5 with α, and the window-increase with β MSS. Let the unfriendliness-factor (φ) of a TCP-nasty flow be defined as φ = Rnasty/RTCP. Hence an unfriendliness-factor of n means that a TCP-nasty flow has a rate of n times the rate of a conforming TCP-Reno flow, as predicted by the model. It has been shown in [24] that φ is related to α and β as follows: 2β ( 1 – α 2 ) (3) φ = -------------------------------( 1 – α )2c
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 We have implemented the modification of computing the RTT estimation as RTTsource-IR + RTTIR-ER + RTTER-sink (see section 3.3) in the ns simulator. MUV parameters for all simulations, except otherwise noted, are set as follows: nice = 1.5, high-demandthreshold = 2000 bytes, RTTsource-IR = 4 ms, RTTER-sink = 4 ms, period length 5s. 4.1 MUV with CBR and TCP-nasty Flows
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 Fig. 4. Per flow throughput at the bottleneck link as a percentage of bottleneck capacity
 
 Figure 4a shows a simulation with MUV and unresponsive CBR flows. CBR flows 1,2,3 are sent from H1 to H2, start at 0 seconds of simulation time, never terminate, have a packet size of 500 bytes and send at rates of 800,400,200 kbps, respectively. According to their arrival rates, the CBR flows grab the major part of the bottleneck capacity during the first seconds. At approximately 11 seconds of simulation time flows 1 and 3 are identified as non-TCP friendly, their packets are marked as unfriendly and they are shut out at the congested router (CR1). Flow 2 is identified one period later as one of MUV’s signalling packets for flow 2 gets lost. Background, cross- and reverse TCP flows frequently perform Slowstart or quit sending due to their short lifetime between 45 and 55 seconds of simulation time, causing considerable oscillations of the queue size at the bottleneck. As a consequence the average queue size is frequently decreased below maxthuf and the CBR flows, although still in state unfriendly, receive marginal throughput. Figure 4b shows a simulation with MUV and responsive but unfriendly flows. TCPnasty flows 1,2 start sending at 0 seconds of simulation time, have packet sizes of 500 bytes, send windows of 100 packets and an unfriendliness factor of 3 and 6, respectively. Flow 2 is detected as unfriendly at approximately 11 seconds of simulation time. From now on, all its packets are discarded. As a consequence, the TCP-nasty source decreases its congestion window and thereby its transmission rate into the net. At approximately 80 seconds, MUV detects that the average arrival rate of flow2 is below its TCP-friendly rate and sets the flow into state steady. Hence flow2’s packets are no longer dropped at the core router, its congestion window is increased again and the flow receives a portion of
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 the link capacity according to its unfriendliness-factor (between 85 and 255 seconds of simulation time). When flow2’s average arrival rate exceeds its TCP-friendly rate again (this happens at 255 seconds), the flow is set to state unfriendly again and its packets are marked and dropped by WRED at the bottleneck router. This shows that MUV periodically shuts out and subsequently accommodates unfriendly but responsive flows. The longer the flow exists, the longer the period lengths, as MUV computes its quantities for the TCP-friendly test over a longer time interval. Comparing flows 1 and 2 in figure 4b shows that the length of the accommodation period is inversely proportional to the unfriendliness factor of a flow. If a flow with higher φ is reset into state steady again, its accommodation period is shorter as the flow increases its transmission rate more aggressively. For instance, in figure 6 the first accommodation period of flow 2 lasts from 85 to 255 seconds whereas the first accommodation period of flow 1 lasts from 110 to 485 seconds of simulation time. 4.2 Unfriendly Flows and TCP Flows identified as a Function of nice Parameter Additional traffic sent from host H1 to host H2: • figure 5a: 10 CBR flows 1,2,..,10 with rates of 40, 80, 120, ...., 400 kbps. • figure 5b: 10 TCP-nasty flows 1,2,..10 with unfriendliness-factor φ = 1.5, 2, 2.5, ..., 6. 6
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 Fig. 5. Number of conforming TCP flows detected, number of unfriendly flows not detected as a function of the nice parameter
 
 Figure 5 can be interpreted as follows: n unfriendly flows (CBR in figure 5a, TCP-nasty in figure 5b) not detected means flows 1,2,..,n have not been detected (as they have the lowest arrival rates, respectively unfriendliness factors) and flows n+1,n+2,..,10 have been detected as unfriendly. Values are computed over the total duration of the simulation (100 seconds); n is computed as a mean over 5 simulations. No flow terminates prior to the simulation. All flows start at 0 seconds of simulation time In addition to the unfriendly flows, background traffic consisting of 10 TCP flows traverses the IR and the ER. These flows might be falsely identified as unfriendly as the TCP model (see section 2, equation (1)) used for the computation of the TCP-friendly rate may fail in realistic scenarios. In case MUV sets a TCP flow to state unfriendly, the flow experiences high packet loss, backs off and is reset to state steady a few periods
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 later. Dimensioning the nice parameter means balancing a trade-off between falsely identifying conforming TCP flows as unfriendly and not detecting unfriendly flows. As nice is increased fewer conforming TCP flows are falsely identified as unfriendly, but at the same time fewer unfriendly flows are detected. Figure 5a shows that MUV reliably identifies unresponsive CBR flows even with moderate arrival rates close to the fair share. For instance, if nice equals 3 the average number of CBR flows not detected equals 2, i.e. on the average only the 40 kbps and the 80kbps CBR flows are not identified as unfriendly. Figure 5b: although less conservatively than TCP-Reno, TCP-nasty flows back off in case of congestion hence their identification by MUV exhibits higher sensitivity to the setting of nice than the identification of CBR flows. With nice equal two, 7.8 TCP-nasty flows (i.e. flows with φ < 5) are not detected on the average. This shows that we can only expect to identify flows having significantly less conservative congestion-control algorithms implemented than TCP. Regarding false identification of conforming TCP flows, MUV’s behavior is similar in figure 5a and figure 5b. We conclude from figure 5 that setting nice between 1.5 and 2 should minimize the caveats of false identification of TCP-friendly and non-identification of unfriendly flows.
 
 5
 
 Conclusions
 
 As shown in this paper, it is feasible to implement mechanisms in the Internet that are able to identify and discriminate non TCP-friendly flows in most scenarios. Hence, identification of non TCP-friendly flows can be considered as an interesting alternative to its competitor approaches resource allocation and resource pricing in order to give Internet users an incentive to be well-behaving instead of misbehaving. We have outlined how MUV identifies and discriminates non TCP-friendly flows. Simulations indicate that MUV reliably detects and punishes unresponsive flows even if their arrival rates are only marginally higher than the fair share. Hence MUV solves the problems of unfairness and congestion collapse due to unresponsive best-effort flows. Additionally, MUV identifies and restricts flows using congestion control algorithms significantly less conservative than TCP congestion control. The costs for these features seem to be acceptable. MUV only stores per-flow state at the edge of the network. It can therefore be considered as scalable regarding per-flow state and complexity in the data-forwarding path of core routers. Due to its design, MUV fits into the Differentiated Services Architecture of the Internet. The non-optimized version of MUV proposed in this paper requires two messages for signalling per highdemand flow every 5 seconds. As outlined in section 3.3, simple modifications to the MUV algorithm should significantly reduce this signalling overhead without significant loss of performance.
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 Abstract. To cope with the increasing demand of mobile and personal
 
 communications, two-tier cellular systems are likely to be deployed in major city center. Reservation schemes are consequently to be adapted to such a context: forced call terminations due to hando call blocking are generally more objectionable than new call blocking. In order to maintain an acceptable call dropping probability rate, we propose, below, a new adaptive guard channel scheme : Hierarchical Predictive Reservation Policy (HPRP). In this scheme, the number of reserved channels depends on the actual number of calls in progress in the neighboring cells. In micro/macrocells systems, users are assigned to a given level of the hierarchy according to their speed. In this paper, three schemes are proposed and compared by discrete event simulations. The eciency of the proposed methods is emphasized on a complex con guration.
 
 1
 
 Introduction
 
 Personal Communication Networks (PCN) have emerged as an important eld of activity in telecommunications [9]. Among all the encountered problems, the implementation of broadband features on the wireless medium is one of the most dicult to handle: a large bandwidth is required to oer such services with a quality of service similar to those of wired networks. Future PCNs will employ micro-cells and pico-cells to support a higher capacity, and thus increasing the frequency of hando calls and dramatizing the eects of non-uniform trac conditions due to mobility patterns in the covered regions (roads, dead-ends, .. .). Hierarchical microcell/macrocell architectures have been proposed for future personal communication systems. These architectures provide capacity relief to a macrocell system and oer many advantages over a pure microcell system [11]. Furthermore, the fast hando requirement in a pure microcell system can be relieved in the overlaying architecture by temporarily connecting the call to a macrocell Base Station (BS). In a two-tier system (of microcells overlaid with umbrella macrocells), low mobility users (e.g. pedestrians) should be assigned to microcells and undergo handos when crossing microcell boundaries, while high mobility users (e.g. cars) should be assigned to macrocells and undergo handos when crossing macrocells boundaries. In this paper, dierent admission strategies are considered. G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 776-785, 2000  Springer-Verlag Berlin Heidelberg 2000
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 To support network-wide handos, new and hando calls will compete for requesting resources. Hando calls require a higher congestion-related performance, i.e. blocking probability, with regard to new calls in order to minimize subscriber dissatisfaction. Dierent methods for accesing resources were proposed [14] [1]. In mobile networks, one common bandwidth resource access priority scheme is the guard channel scheme [5] [3] [4] [12]. In this paper, we propose a new dynamic guard channel scheme: Hierarchical Predictive Reservation Policy (HPRP). In this scheme, the number of guarded channels depends on the actual trac parameters in order to achieve the Quality of Service requirements for both new call blocking and hando blocking probabilities. A multi-period trac representation has been considered. The values of the HPRP parameters have to be optimized for each time period. In HPRP, the number of reserved channels depends on the number of ongoing calls in neighboring cells (i.e. micro/macro cells) and on the routing probabilities of mobiles. Discrete event simulations of these schemes were run. We demonstrate the effectiveness of our reservation method thanks to a complex and realistic multicell con guration, and we present performance evaluation under dierent trac loads. This paper is organized as follows. Section 2 describes the adaptive guard schemes. In section 3, the simulation model is presented and the performance results of the proposed guard algorithm and of the dierent admission strategies are analyzed. We conclude the paper in section 4.
 
 2 Models for adaptive guard bandwidth schemes and admission strategies 2.1
 
 Introduction
 
 The xed guard bandwidth scheme is a prioritized resource access scheme which allows new calls and hando calls to share the capacity, by giving a resource access priority to hando calls. Since a larger resource capacity limit is given to hando calls, the guard channel is de ned as the dierence between the two capacity limits. In this paper, we only consider congestion control based on the blocked-calls-dropped discipline. The resource access priority for hando calls may be further increased by employing the blocked-calls-queued discipline [12]. The problem discussed in this paper is the following: since the trac patterns are not uniform, how many channels may be reserved to hando calls in the dierent cells? We de ne (i) as the set of the microcell i neighbours. plij (resp. phij ) denotes the probability for a given low speed mobile (resp. high speed mobile) to move from a microcell number i to a neighbouring microcell number j . In the dierent examples, only the case plij = phij has been considered. In fact, those probabilities might be estimated as a function of the speed of the user. The reservation policies may also depend on those parameters. It should lead to more complex policies ; the optimization of the dierent thresholds would be much more
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 complicated. Furthermore, in this paper, only micro/microcell transition probabilities are considered; other reservation schemes may have been designed. Our purpose was mainly to show the in uence of reservation schemes based on trac parameters on the performance of hierarchical cellular networks.
 
 2.2 The HPRP Algorithm
 
 In a microcell i, calls may be connected to the microcell Base Station ( BS (i)) or the corresponding macrocell Base Station (M BS (i)). Ci and CiM are the number of channels in  BS (i) and in M BS (i). Let Ni (t) and NiM (t) denote the number of users in microcell i connected at time t respectively to  BS (i) and to M BS (i). When the number of occupied channels Ni (t) = Ni (t) + NiM (t) in a given microcell reaches a threshold k or a multiple of k (see Fig. 1), resources are reserved in the neighbours for which the probability of transition is high. We suppose that the number of mobiles in a given micro-cell is managed by a controller of a cluster of cells. k is a HPRP parameter, it has to be optimized in order to improve the performance of the system. In fact, reservations are made in the corresponding macrocell. No reservation scheme has been considered at the microcell level. This is due to the fact that in the dierent schemes, the users that may not be accepted at the microcell level may be connected to the corresponding macrocell and that microcell channels are mostly occupied by pedestrian users for which hando rate is quite low. If M BS (i) has free channels, the reservation takes place immediately. Otherwise, the HPRP algorithm waits for a free channel. A reserved channel corresponds to the potential arrival of a communication. Two intervals are considered: if the transition probability is lower than a given value p, no reservation are made, else the reservation threshold is k. The blocked channels can only be used for handos. In case of overload (or a state close to the overload), the system does not accept incoming calls but only processes calls in progress. Macrocells
 
 Microcells
 
 Fig. 1.
 
 Principle of HPRP reservation
 
 Ex: k = 10 and p = 0 Ni (t) = 10 ! 1st reservation (or request for a reservation) in the neighbours of i. Ni (t) = 20 ! 2nd reservation (or request for a reservation) in the neighbours of i. Reservations are cancelled when the number of occupied channels becomes lower
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 than a threshold. When Ni (t) goes down from 20 to 19 the 2nd reservation (or request for a reservation) is cancelled.
 
 2.3 Call and Hando Admission Strategies
 
 Once the frequencies are allocated on micro and macro layers, terminals may be served by the two layers. The question that rises is to know which policy provides the best eciency. Many strategies were proposed in the literature [13] [10] [6] [2] [7]. Two mobility behaviours are usually considered : pedestrians are quasi- xed while cars move quickly. In order to maximize the system eciciency, low-speed users are mostly connected to the lower layer while upper layer is used by high-speed users and act as over ow for low layer. In non-reversible systems, a call is never taken back by the lower layer. In reversible systems, the call may be taken back by the microcell layer when a resource is available. In the present paper, three solutions were studied.
 
 First Scheme (P1). In the rst scheme, when a mobile gets into a new microcell areas, the system tries to connect it to the microcell level. When there is no resource left in the microcell base station, it can be temporarily connected to the macrocell level if there is a free channel (cf. Figure 2). Macrocells HandOff Microcells HandOff
 
 HandOff High and Low-speed users Fig. 2.
 
 Admission Policy - First Scheme (P1)
 
 Second Scheme (P2). In the second scheme, the previous algorithm is applied
 
 to low-speed users. High-speed users try rst to access the microcell layer and then over ows to the macrocell if there is no available channel. Once there are connected to the macrocell level they will only experience macro/macro cell hando and can only be connected to macrocell base stations (see Figure 3.).
 
 Third Scheme (P3). The second scheme algorithm is applied to high-speed
 
 users. In order to minimize the number of handos for low-speed users, when a pedestrian has to be connected to a macrocell base station, it will stay at this level whenever it stays in the same macrocell area. When it enters a new macrocell, it will again access the low-layer level, if there is enough resource (cf. Figure 4.).
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 HandOff Low-speed users High-speed users Fig. 3.
 
 Admission Policy - Second Scheme (P2) Macrocells
 
 HandOff Microcells HandOff
 
 HandOff Low-speed users High-speed users Fig. 4.
 
 Admission Policy - Third Scheme (P3)
 
 3 Simulation model and results 3.1 Simulation Model and Performance Criteria
 
 We simulated the operations of the proposed dynamic guard bandwidth scheme in a mobile wireless system with radio cells having dierent trac characteristics. A 36-cell con guration has been chosen. In the rst example -General Casedierent new call arrival rates and non-uniform transition probabilities are considered. In the second one -Realistic Case- roads, cross-roads, dead-ends, : : : are simulated. The routing probabilities are chosen as a function of the topology (cf. Figure 5). For instance, p7 8 and p7 12 are high (main street), p7 1 is nearly zero (one-way street), and new call arrival rates are particularly high is a residential area (cell 13). Discrete event simulations were run in order to estimate the performance criteria (new call and hando blocking probabilities and the Grade of Service). In this paper, classical assumptions are made. We assume that for each time period the trac is characterized by the arrival of new calls in each microcell and by the transition probabilities of micro/micro hando calls. The arrival process of new calls is assumed to be Poisson for both low speed (index l) and high speed users (index h) with respective rates  and  which depend on the microcell i. The call duration and the sojourn time of a mobile within a given cell are supposed to have a negative exponential distribution with the parameters  and ;
 
 ;
 
 ;
 
 l i
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 h c
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 b) Realistic Case
 
 Description of the simulation model
 
 hs for the high speed users and lc and ls for the low speed users. In this paper, we shall assume that lc = hc .
 
 A useful performance criteria is the Grade of Service (GoS) which can can be de ned as follows for class k trac : k GoS k = Pnc + Phok :
 
 (1)
 
 where Pnck and Phok denote respectively the new call and the hando blocking probabilities for class k users. In order to comply with the QoS constraints of k should be lower than 10,2 and P k the cellular networks,  is set to 10 (e.g. Pnc ho , 3 lower than 10 ). 3.2
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 Let us rst present the simulation results in the General Case. In Figures 6, 7 and 8, we represented the GoS as a function of the trac load (expressed in Erlang). Results - General Case.
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 The number of channels in the microcell level is i = 4 and the number of channels in the macrocell level is iM = 80. The best performance results were obtained with = 12 and = 0 35. In this general scheme, we wanted to show the in uence of the reservation mechanism. In fact, since the number of channels in the lowest level is equal to 4, the dierent assignment algorithms nearly lead to the same performance results (same order of magnitude). In the three schemes, HPRP really improves the performance of the system. The improvement increases with the trac rate; for a load of 11.5 Erlangs, it is between 20 % and 40 %. Consequently, it is shown that the reservation principles described below are ecient and may be applied to a more realistic trac case [1]. C
 
 C
 
 k
 
 p
 
 :
 
 New Handoff Strategies in Microcell/Macrocell Overlaying Systems
 
 783
 
 In Figures 9, 10 and 11, we represented the GoS as a function of the trac load (expressed in Erlang). In order to compare the dierent assignement schemes, the number of channels in the microcell level is Ci = 8 and the number of channels in the macrocell level is CiM = 64. Results - Realistic Case.
 
 0.018 Cars_WithP1 Cars_WithoutP1 Peds_WithP1 Peds_WithoutP1
 
 0.016
 
 0.014
 
 0.012
 
 0.01
 
 0.008
 
 0.006
 
 0.004
 
 0.002
 
 0 9
 
 9.5
 
 10
 
 10.5
 
 11
 
 11.5
 
 12
 
 Grade of Service as a function of the trac load (expressed in Erlang) - First Scheme - Realistic Case Fig. 9.
 
 In the rst scheme, since the assignement algorithms are the same for both pedestrians and cars, performance results are nearly the same. 0.03 Cars_WithP2 Cars_WithoutP2 Peds_WithP2 Peds_WithoutP2 0.025
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 Grade of Service as a function of the trac load (expressed in Erlang) - Second Scheme - Realistic Case Fig. 10.
 
 In the second scheme, the number of handos of the cars decreases. But, since cars are mostly connected to the macrocell level, they may be blocked even if there is free channels in the microcell level. Consequently, this scheme leads to an underutilization of the bandwidth. In this scheme, pedestrians try to stay at the lowest level as long as possible. So, they may free a macrocell level channel when they get into a new microcell and then they may be blocked during the next hando even in the same macrocell. It nally leads to a great dierence
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 between the GoS for the two kinds of trac. 0.02 Cars_WithP3 Cars_WithoutP3 Peds_WithP3 Peds_WithoutP3
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 Grade of Service as a function of the trac load (expressed in Erlang) - Third Scheme - Realistic Case Fig. 11.
 
 In the last case, the bandwidth utilization is worse than in the previous case because pedestrians stay longer at the highest level. The GoS is nearly the same for both low-speed and high-speed users. The rst scheme leads to the best performance results but introduces many handos, especially for high-speed users. The last two policies reduce the number of handos but the channels of the microcell layer are underloaded and consequently lead to bad performance results. The last policy is easy to implement in a realistic system but the number of microcell channels has to be low. The best performance results of HPRP are obtained with the same threshold values. In this case, HPRP strongly improves the GoS in the dierent assignment algorithms. For a GoS near 0.01, the improvement is about 30% in the three cases. It is shown that the relative improvement depends on the admission policy and on the local topology. But, in all the dierent cases, the use of HPRP reveals itself ecient. 4
 
 Conclusion
 
 In this paper, a new guard channel algorithm has been proposed: HPRP. The required guard bandwidth can be calculated o line and loaded into lookup tables to facilitate the dynamic allocation. This mechanism has been implemented in a hierarchical architecture of micro/macrocells. Three call and hando strategies were proposed for both low-speed and high-speed users. Two con gurations were simulated : in the rst one -general case- non-uniform trac conditions were considered, in the second one -realistic case- a given topology of roads, dead-ends ... has been chosen. In all the considered examples, HPRP leads to an improvement of nearly 30% of the grade of service. It is shown that if some cell to cell hando probabilities are known (even approximately), it is possible to use them in order to manage the bandwidth eciently.
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 Adaptive reservation schemes prove to be ecient, especially when the trac is unbalanced, which seems to be a realistic assumption.
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 Abstract. In Wireless LANs (WLANs) the medium access control (MAC) protocol is the main element that determines the efficiency of sharing the limited communication bandwidth of the wireless channel. Previous papers have shown that an appropriate tuning of the backoff algorithm can drive the IEEE 802.11 protocol close to its theoretical limits. In this work we analytically study the performance of the IEEE 802.11 protocol with a dynamically tuned backoff. Specifically, we investigate the sensitiveness of the dynamically tuned backoff algorithm to some network configuration and traffic parameters. Our results indicate that, under stationary traffic conditions, the capacity of the enhanced protocol approaches the theoretical upper bound value in all the configurations analyzed. Furthermore, we also show that the algorithm quickly re-tunes the backoff window size when the network traffic conditions change thus guaranteeing, even with non-stationary traffic conditions, a capacity that is very close to the optimal value. Robustness of the protocol to error conditions is also evaluated. In the paper it is shown the protocol correctly reacts to error conditions.
 
 1 Introduction For decades Ethernet has been the predominant network technology for supporting distributed computing. In recent years the proliferation of portable and laptop computers has led to LAN technology being required to support wireless connectivity ([6], [9]). In addition to providing for computer mobility, Wireless LANs (WLANs) are easier to install and save the cost of cabling. The success of WLANs is connected to the development of networking products that can provide wireless network access at a competitive price. A major factor in achieving this goal is the availability of appropriate networking standards. In this paper we focus on the IEEE 802.11 standard for WLANs [8]. The design of wireless LANs has to concentrate more on bandwidth consumption than wired networks. This is because wireless networks deliver much lower Work carried out under the financial support of CNR, in the framework of the project “Sistemi radiomobili multimediali nell’evoluzione verso UMTS”. G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp.786-798, 2000 © Springer-Verlag Berlin Heidelberg 2000
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 bandwidths than wired networks, e.g. 1-2 Mbps vs. 10-150 Mbps [11]. Since a WLAN relies on a common transmission medium, the transmissions of the network stations must be coordinated by the Medium Access Control (MAC) protocol. The fraction of channel bandwidth used by successfully transmitted messages gives a good indication of the overheads required by the MAC protocol to perform its coordination task among stations. This fraction is known as the utilization of the channel, and the maximum value it can attain is known as the capacity of the MAC protocol ([10], [5]). Previous works have shown that an appropriate tuning of the IEEE 802.11 backoff algorithm can significantly increase the protocol capacity ([1], [2], [1314]). In [1] the authors propose to tune the backoff window size on the number of active stations, this number being estimated by observing the channel status. Weinmiller et al. [13] outlined a way to modify the backoff distribution to uniformly spread the channel access in a contention window and thus decrease the collision probability. Both studies use simulative analyses to show that significant improvements in protocol capacity can be achieved by modifying the backoff algorithm. In [2] the theoretical upper limit for the IEEE 802.11 protocol capacity was derived. Furthermore, it was shown that with an appropriate tuning of the IEEE 802.11 backoff window size, the protocol capacity can approach the theoretical capacity bound. The results indicate that the optimal backoff window size very much depends on the traffic conditions. Hence the optimal protocol capacity can only be achieved if the backoff window is dynamically tuned at run-time following the evolution of the network configuration (i.e. number of active stations) and load traffic conditions (i.e. average length of transmitted messages). In a previous work we have proposed and analyzed a distributed algorithm to dynamically tune the backoff window-size of the IEEE 802.11 MAC protocol to take into consideration the (dynamically changing) load traffic conditions [Cal 99]. As far as the network configuration is concerned, a fixed network configuration (number M of active stations) is assumed. A performance analysis indicated that, when the number of active stations is not very far from the assumed M value (i.e. in the range between half and the double of the assumed M value) the efficiency of the protocol remains very close to its theoretical bounds. However, by further increasing the distance between M and the real number of active stations the efficiency of the dynamic IEEE 802.11 protocol further degrades thus making it necessary to introduce mechanisms for a dynamic estimation of the M value (see for example [1], [2]). In this work, by exploiting some ideas presented in [2] we extend (and evaluate) the distributed algorithm to dynamically tune the backoff window-size of the IEEE 802.11 MAC protocol to cope also with a dynamically changing number of active stations. Specifically, the proposed algorithm is executed independently by each station that by observing the channel status derives an estimate of both the network and load configurations. Then, by exploiting this information, a station computes the optimal backoff window size for the current configuration. In the following we named Dynamic IEEE 802.11 the IEEE 802.11 MAC protocol extended with such an estimation-based backoff algorithm. By developing a Markovian model of the Dynamic IEEE 802.11 protocol we extensively analyze the properties of the enhanced protocol. Specifically, we study the algorithm’s behavior both under steady-state and transient conditions. Furthermore, we analyze the robustness of the
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 protocol, that is the protocol ability to cope with errors in the estimations of the network and load configurations. Errors can be induced by the unreliable wireless medium. The paper is organized as follows. Section 2 presents the IEEE 802.11 MAC protocol and the dynamically tuned backoff algorithm. In Sections 3 and 4 we study the protocol behavior in steady-state and in transient conditions, respectively. Finally in Section 5 we study the protocol robustness.
 
 2 IEEE 802.11 MAC Protocol The IEEE 802.11 MAC layer protocol provides asynchronous, time-bounded, and contention free access control on a variety of physical layers. The basic access method in the IEEE 802.11 MAC protocol is the Distributed Coordination Function (DCF) which is a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) MAC protocol [8]. The model used in this paper to evaluate the protocol performance figures does not depend on the technology adopted at the physical layer (e.g. infrared and spread spectrum). However, the physical layer technology determines some network parameter values, e.g. SIFS, DIFS, and backoff slot time. Whenever necessary, we choose the values of these technology-dependent parameters by referring to the frequency-hopping-spread-spectrum technology at a 2 Mbps transmission rate. 2.1 Theoretical Capacity Limits of the IEEE 802.11 Protocol In [2] the efficiency of the IEEE 802.11 standard for wireless LANs was investigated in depth. Specifically, by deriving an analytical formula for the protocol capacity: i) the theoretical upper bound of the IEEE 802.11 protocol capacity was identified, and ii) it was shown that, depending on the network configuration, the standard may operate very far from the theoretical limits. A summary of these results is reported in Figure 1 that compares, for several network configurations, the IEEE 802.11 capacity with the analytical bounds. These results have been obtained with the configuration parameter values reported in Table 1. Table 1. WLAN configuration
 
 Parameter SIFS DIFS backoff slot time bit rate propagation delay stations CWmin CWmax
 
 value 28 µsec 128 µsec 50 µsec 2 Mbps 1 µsec 10, 50, 100 8 256
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 The results show that for almost all configurations the IEEE 802.11 capacity can be improved significantly. As highlighted by the figure, the distance between the IEEE 802.11 and the analytical bound increases with the number, M, of active stations. The figure also shows an additional curve tagged as optimal window size. This curve represents the capacity of an IEEE 802.11 protocol but with a single contention window whose size is equal to the optimal value (for that network and traffic configuration) that is computed from the formulas developed for the theoretical upper bound of the capacity [2].
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 Fig. 1. Analytical bounds vs. IEEE 802.11 capacity
 
 2.2 Dynamic IEEE 802.11 The results presented in the previous section indicate that the IEEE 802.11 protocol often operates very far from its theoretical limits and that the theoretical capacity limits can be achieved with an adequate tuning of the backoff window size. Based on these observations, in this paper we investigate the Dynamic IEEE 802.11 protocol, i.e. the IEEE 802.11 protocol with an algorithm for the dynamic tuning of the backoff parameters. The results presented in [2] indicate that, given a network and traffic configuration, there exists an optimal value for the average backoff interval E[B] . This optimal value can be easily mapped on the value of the parameter p of a geometric distribution with an average E[B] . Hereafter pmin will indicate the p value corresponding to the optimal backoff interval. The advantage of using a geometrically distributed backoff with respect to the uniformly distributed backoff of the IEEE 802.11 is that by simply changing the p parameter value we can immediately adapt the backoff window size to a change in the network or traffic conditions. The Dynamic IEEE 802.11 protocol is similar to a p-persistent protocol [11]: at the beginning of an empty slot a station transmits (in that slot) with a probability p. The differs With a probability 1-p the transmission is deferred. This procedure is repeated whenever an empty slot is detected on the channel. The main differences between and a classical p-persistent protocol are:
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 -
 
 in a classical p-persistent protocol the value of the p-parameter is constant while in the Dynamic IEEE 802.11 protocol the p value changes depending on the network configuration and load conditions; - in a classical p-persistent protocol the length of the backoff interval is independent of the status of the channel during the backoff itself, while in the Dynamic IEEE 802.11 protocol, as in the standard IEEE 802.11 protocol, the backoff decreases only when the channel is idle. The main element of the Dynamic IEEE 802.11 protocol, with respect to the standard one is the algorithm that is in charge to dynamically adjust the p-value to the network and load conditions. In [3] it was proposed and evaluated an algorithm that maximizes the protocol capacity by dynamically adapting the p-value to the load configuration. However, the p-estimation algorithm proposed in [3] assumed that each station knew the number M of the active stations in the network a priori. This is a strong assumption as, in the real network, the number of active stations varies considerably. Here, we propose and analyze a dynamic backoff algorithm that does not require any a priori knowledge on the network and load conditions. Specifically the algorithm, by observing the channel status, estimates at run-time both the number of active stations in the network and the load configuration. By exploiting this information the algorithm updates the p-value. The updates of the p-value occur at the end of very virtual transmission time, where a virtual transmission time is the time interval between two consecutive transmission attempts. Before presenting the procedure used by the Dynamic IEEE 802.11 protocol to estimate the load and network configurations, it is useful to better identify the information required by the protocol to compute the optimal p-value. Optimal p-value. In this section we define a criteria to compute the p-value to guarantee that the Dynamic IEEE 802.11 protocol achieves the theoretical protocol capacity, i.e. the maximum throughput in the current load and network configuration. In [2], by exploiting the geometric backoff assumption, it has been shown that the protocol capacity can be expressed as:
 
 ρ max =
 
 m E[tsuccess ]
 
 where E[t success ] is the average temporal distance between two consecutive successful transmissions, and m is the average message length. Furthermore, for a given network and load configuration, E[t success ] is a function of the p-value only. Hence, the value of p that minimizes E[t success ], say pmin , guarantees the maximum protocol capacity. Since the exact
 
 pmin derivation is expensive from a
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 computational standpoint, in [2], it was proposed to approximate pmin with the p value that satisfies the following relationship:1
 
 E[Coll] Collision ⋅ E[Nc ] = (E[N c ] + 1)⋅ E[Idle_ p] ⋅tslot
 
 (1)
 
 where E[Coll] |Collision is the average collision length, E[N c ] is the average number
 
 of collisions between two consecutive successful transmissions, and E[Idle_ p] is the average number of consecutive idle slots. By noting that E[Nc ] E[N c ] +1 is the probability that a collision occurs given a
 
 (
 
 )
 
 transmission attempt, Equation (1) can be written as: E [Idle_ p]⋅ t slot ⇒ E[Coll ] = E[Idle_ p]⋅ t E[Coll] collision = slot p
 
 (2)
 
 collision
 
 (
 
 )
 
 where pcollision = E[Nc ] E [N c ] + 1 , and Coll is the time the channel is busy due to a collision given that a transmission attempt occurs, also referred to as collision cost. Obviously, Coll is equal to zero if the transmission attempt is successful, otherwise it is equal to the collision length. Analytical formulas for the quantities of Equation (2) are defined in LEMMA 1 whose proof can be found in [2]. LEMMA 1. Assuming that for each station i) the backoff interval is sampled from a geometric distribution with parameter p, and ii) packet lengths are i.i.d. sampled from a geometric distribution with parameter q: M 1 − (1 − p) E[N c ] = M−1 − 1 Mp (1 − p ) tslot E[Coll] collision = M M −1 ⋅ 1 − (1 − p) + Mp(1 − p)
 
 [
 
 E[Idle_ p] =
 
 { [(
 
 ∞ h ∑ h ⋅ 1 − pq  h=1
 
 (1 − p)M M 1 − (1 − p )
 
 ]
 
 ) ( M
 
 − 1 − pq h−1
 
 )
 
 M
 
 ]}
 
 Mp (1 − p) − 1 −q
 
 M−1
 
   
 
 .
 
 As it clearly, appears, from LEMMA 1, the quantities of Equation (2) can be expressed as a function of p. Hence, Equation (2) provides the criteria to identify the p-value that maximizes the protocol capacity. Specifically, by observing the channel status, a station after each transmission attempts updates its estimate of the average collision cost, E[Coll] . Hence, if the station has an estimate of the number of active stations, M, by exploiting the formula (1 − p)M , E[Idle_ p] = M 1 − (1 − p ) 1
 
 A similar approximation of the optimal point was proposed in [7] for an Aloha CSMA protocol.
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 it can compute the value of p that satisfies the optimal criteria defined by Equation (2). To summarize, a station to implement the dynamic backoff algorithm needs the knowledge of M or at least of an estimate of it, say Me, E[Coll] and E[Idle_ p] . In the next section we show how a station can obtain these information by manipulating the information related to the channel status. Run-time estimates. As stated in the previous section a station modifies the p value that it uses for the backoff algorithm at the end of each virtual transmission interval (i.e. after each transmission attempt). To better clarify the operations performed by a station let us refer to Figure 2. Specifically, the figure represents a station behavior during the (n + 1) th virtual transmission interval by assuming that at the beginning of that interval, i.e. the end of the n-th virtual transmission interval, it has the following information: pn is the optimal value of p ; Men is the estimated number of active stations; E[Idle_ p]n is the average number of consecutive empty slots; -
 
 -
 
 E[Coll]n is the average collision cost.
 
 end of (n+1)-th virtual transmission interval updating point n+1
 
 end of n-th virtual transmission interval updating point n pn Men E[ Idle_p]n E[ Coll]n
 
 pn+1 Men+1 E[ Idle_p]n+1 E[ Coll]n+1 (n+1)-th idle period
 
 E[ Idle_p] updating
 
 (n+1)-th transmission
 
 E[ Coll] updating
 
 Fig. 2. Estimates updating
 
 Each station by using the carrier sensing mechanism can observe the channel status2 and measure the length of both the last idle period and the last transmission attempt.
 
 2
 
 In a CSMA protocol a station observes all the channel busy periods. A busy period is assumed to be a collision if an ACK does not immediately follow.
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 From this two values, the algorithm, by exploiting a moving averaging window, approximates the average idle period length and the average collision length: E[Idle_ p]n+1 = α ⋅ E[Idle _ p ]n + (1 − α )⋅ Id n+1 α ⋅ E[Coll ]n + (1 − α ) ⋅ Tan +1 α ⋅ E[Coll ]n
 
 if collision occurs
 
 E[Coll ]n+1 = 
 
 (3)
 
 if success occurs
 
 where E[Idle_ p]n+1 and E[Coll]n+1 are the approximations of E[Idle_p] and E[Coll] respectively at the end of the (n+1)th transmission attempt, Idn+1 is the length of the (n+1)th idle period, Tan+1 is the length of the (n + 1) th transmission attempt and α is a smoothing factor . The use of a smoothing factor, α , is widespread in the networking environment to obtain reliable estimates from the network estimates by avoiding harmful fluctuations e.g., RTT estimation in TCP [12]. It is worth noting that E[Idle_ p]n+1 is estimated by observing the channel status, hence its value is function of the p-value used by the stations and the real number M of active stations. Hence, from the knowledge of E[Idle_ p]n+1 and the p-value a station can derive an estimate of the number of active stations, Men +1 . Specifically, at the end of the (n + 1) th virtual transmission interval each station computes an estimate of M, say Mcomp , by exploiting E[Idle_ p]n+1 and the formula defined in Lemma 1 that expresses E[Idle_ p] as a function of p and M:
 
 Mcomp
 
  E[Idle _ p ]  n+1 ln   E[Idle_ p] + t  n+1  slot  = ln(1 − pn )
 
 (4)
 
 Finally, from (4), the new estimate of the number of active station Men +1 is computed by: (5) Men +1 = α ⋅ Mcomp + (1− α ) ⋅ Men The updated estimate of the number of active stations Men+1 is then used together with E[Coll]n+1 (see (3)) to compute the value of p that is optimal (i.e. maximizes the protocol capacity) for the new network and load conditions. Specifically, according to Equation (2), the optimal p-value should guarantee a balance between the average collision cost and the average idle-period length. Each station, by exploiting Lemma 1, expresses the average idle-period length as a function of p and of the number of active stations (note that a station does not have the knowledge of this number but has an estimate of it, Men +1 ). Then, by using its estimate of E[Coll]n+1 computes the new optimal value of p, pn+ 1 , from the following formula: p
 
 n + 1
 
 = 1 − Me(n+1)
 
 E[Coll]n +1 E[Coll] n+1 + t
 
 . slot
 
 (6)
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 The feasible range of p values has 1 as its upper bound (a station can use all the channel bandwidth when it is alone). The lower bound is set to the optimal p value for the maximum number of station allowed in the network (e.g. 100 or 500). In [2] it was shown that, in a IEEE 802.11 WLAN, if each station tunes its backoff algorithm to the optimal p-value for the current network and load configuration, the MAC protocol capacity is very close to its theoretical bound. In this work we have presented an algorithm which first estimates the current network and load configuration and then from this knowledge it tunes its backoff algorithm. Hence, in this case the knowledge a station has about the network and load configuration is not exact but depends on an estimation process. In the next sections, by exploiting the Markovian model developed in [4] we study the behavior of the dynamic backofftuning algorithm. Specifically, we investigate the protocol performance both in steady-state and transient conditions. In addition, we investigate the robustness of the protocol to possible errors during the estimation process. These errors can occur as the estimation process is based on the carrier sensing of the channel, and it is well known that wireless channels are unreliable.
 
 3 Dynamic IEEE 802.11: Protocol Behavior in Steady State Conditions Table 2 compares, for two network (M=10, 20) and traffic (q=0.5, 0.99) configurations, the protocol capacity values obtained with our analytical model with the theoretical upper bounds derived in [2].3 Furthermore, we analyze the impact of the α smoothing value (α = 0 .5, 0. 90, 0. 99) on the steady-state behavior of the Dynamic IEEE 802.11 protocol.
 
 Table 2. Dynamic IEEE 802.11 Protocol capacity (M=10)
 
 α =0.50 α =0.90 α =0.99 IEEE 802.11 ideal values
 
 3
 
 m = 100 slots (q = 0.99 ) 13.09 0.00831 0.8018 10.33 0.01058 0.8220 9.78 0.01192 0.8237 0.7135 10
 
 0.01150
 
 0.8257
 
 m =2 13.36 9.17 10.16
 
 10
 
 slots (q = 0.50 ) 0.0427 0.2004 0.0685 0.2009 0.0559 0.2081 0.1818 0.0525
 
 The analytical results were obtained with α=0.9, and 20 states in the set I.
 
 0.2088
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 Table 3. Dynamic IEEE 802.11 Protocol capacity (M=20)
 
 α =0.50 α =0.90 α =0.99 IEEE 802.11 ideal values
 
 m = 100 slots (q = 0.99 ) 27.14 0.00388 0.7972 18.57 0.00517 0.8126 19.00 0.00603 0.8214
 
 m =2 27.41 17.58 19.98
 
 slots (q = 0.50 ) 0.0210 0.1990 0.0282 0.1985 0.0279 0.2057
 
 0.6113 20
 
 0.00572
 
 0.8223
 
 0.1789 20
 
 0.0279
 
 0.2060
 
 The results show that the dynamic tuning algorithm is very effective for the network and traffic configuration analyzed. As shown by the analytical results presented in Tables 2 and 3, the capacity of a WLAN implementing the dynamic-backoff tuning algorithm is always very close to the theoretical capacity upper bound (see the idealvalue line in the two tables). Furthermore, the tables show, as expected, the impact of the α smoothing value. As we are investigating the protocol behavior in stationary conditions, with the increase of the α values the statistical fluctuations of the quantities estimated by observing the status of the channel becomes less relevant and thus the idle-period and collision-cost estimates are always very close to their steadystate average values. Our results indicate that α =0.50 is not appropriate and α =0.99 is the best choice for a system operating in stationary conditions. However, α =0.90 provides statistics that are quite close to the ideal values as well, and we can expect that α =0.90 is more appropriate when the load and/or network conditions changes because it potentially reduces the length of transient phases.
 
 4 Dynamic IEEE 802.11: Protocol Behavior in Transient Conditions In this section we analyze the protocol promptness to re-tuning the backoff parameters when the network state sharply changes. Results presented in Table 4 are obtained as follows: the network is assumed to be in steady state with 2 active nodes (20 active nodes). This means that at time 0 we assume that the estimated M is 2 (20) and the p value used for the backoff algorithm is the theoretically-optimal p value for M=2 (M=20). At time 0+ the number of active nodes becomes 10. Exploiting our analytical model we evaluate the average first passage time to the new steady state, i.e., the time to update the M estimate to 10. This is done through the standard procedure for the computation of the first-passage-time distribution in a Markov chain. At the step 0 of the procedure, the system is with probability one in the optimal state for M=2.
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 F. Calì, M. Conti, and E. Gregori Table 4. Average first-passage time to the new steady state
 
 starting state α=0.5 α=0.9 α=0.95 α=0.99
 
 M=2, popt(2) 9.2 sec. 40 sec. 231 sec. 4000 sec.
 
 M=20, popt(20) 6.8 sec. 12 sec. 84 sec. 2090 sec.
 
 P{t first passage
 
 =x }
 
 Table 4 presents the average first passage time for various α values. These first passage times remain quite short for smoothing factor α up to 0.9. Increasing further the α value makes the transient phase significantly longer. The minimum transient is obviously obtained with α =.5, but as shown in the steady-state analysis (see Section 4), α =.5 makes our dynamic algorithm too tied to the fluctuations of the network estimates, thus reducing the protocol capacity. Results presented in Table 4 and in Section 4 indicate that α =.9 is a good compromise between precision and promptness. The difference between the average first-passage time from M=2 to M=10, and from M=20 to M=10 can be explained by noting that in the former case the estimated M has to increase five times, while in the latter case it is reduced to its half.
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 5 Dynamic IEEE 802.11: Protocol Robustness to Estimation Errors In this subsection we discuss the robustness of the protocol. We assume that due to some errors in the estimation phase or biasing induced by the hidden-station phenomenon all the M active stations assume Me=1 and thus p=1. Thus a collision will immediately occur and, as a result of the collision, the p parameter value used in the next backoff is much smaller (0.0853). From this time onward the evolution is probabilistic. Figure 4 plots the average Me estimate. This estimate is computed using standard transient-analysis method for markovian systems. The Markov chain used for this analysis corresponds to a 10 active stations scenario, i.e. (M=10). The figure indicates that the system correctly reacts to the wrong estimate and, in few seconds, the estimates for M and then for p become the optimal ones. On the other hand, wrongly assuming a highly-congested network (M=20 and p=minimum value) when M=10 is less critical . The evolution of the Me is probabilistic and thus its study requires a transient Markov chain analysis. The average Me plotted in Figure 4 indicates that the system correctly reacts to the wrong estimate in this case too and after a few seconds the correct Me value is reached.
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 TCP/IP over the Bluetooth Wireless Ad-hoc Network Niklas Johansson, Maria Kihl and Ulf Korner Department of Communication Systems, Lund University, Sweden (niklasj, maria, ulfk)@telecom.lth.se Abstract. Bluetooth is a wireless ad-hoc network concept that was presented in February 1998 by its five original promoters Ericsson, Nokia, IBM, Toshiba and Intel. With Bluetooth, mobile terminals within range of each other can set up adhoc connections for both synchronous traffic, e.g. voice, and asynchronous traffic, e.g. IP-based data traffic. In this paper we analyse how well Bluetooth can carry TCP/IP traffic and in particular we show that though the radio channel is very disturbed the TCP Vegas protocol with its flow control mechanism can be carried very well. With ARQ handled at the Bluetooth level, retransmissions are made immediately after a packet error and thus the delays, normally introduced are kept acceptably short. In our model important mechanisms in TCP Vegas as well as Bluetooth mechanisms are modelled in detail and we show that TCP throughput is quite high and delays are kept short for packet error probabilities up to 50% and moderate loads.
 
 1. Introduction Bluetooth is a wireless ad-hoc network concept that was presented in February 1998. With Bluetooth, mobile terminals within range of each other can set up ad-hoc connections. It is designed for both synchronous traffic, e.g. voice, and asynchronous traffic, e.g. IP-based data traffic. The Bluetooth Special Interest Group (SIG), led by a ninecompany Promoter group including 3Com, Ericsson, IBM, Intel, Lucent Technologies, Microsoft, Motorola, Nokia and Toshiba, is driving development of the technology and bringing it to market. For more information, see [4]. Wireless ad-hoc networks have been examined in some papers. The research has mostly been focused on routing (see, for example, Johnson [21]). Perkins [22] examined how mobile-IP could be used in ad-hoc networks. Davies et al. [23] suggested that token passing should be used in the MAC protocols for wireless LANs. However, only a few papers have examined Bluetooth. Haartsen [5] gives a good introduction to the technology used in Bluetooth (see also the Bluetooth Specification ver. 1.0 [6]). Johansson et al. [1][2][3] presents and examines a number of different network usage cases for Bluetooth. In order to achieve good network performance, ad-hoc networks must ensure reliable data transfer for the applications. Therefore, the data packets in Bluetooth are protected by an ARQ scheme on the link layer. However, it is also necessary to have good end-to-end congestion control. The obvious solution is to use the Transmission Control Protocol (TCP), that guarantees reliable, in-sequence delivery of packets (see, for example, Stevens [10]). The congestion control in TCP uses a dynamic sliding window to control the rate at which packets are transmitted. The congestion control scheme in TCP was first developed by Jacobson [9]. The most used version right now is called TCP Reno (see, for G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 799-810, 2000. © Springer-Verlag Berlin Heidelberg 2000
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 example, Allman et al. [8]). Brakmo and Peterson [7] suggested a new congestion control for TCP, called TCP Vegas. Further, they showed that with TCP Vegas, the performance becomes better than with TCP Reno. This was also shown by Ait-Hellal and Altman [20] and Mo et al. [19]. Therefore, we will use TCP Vegas as the congestion control scheme in this paper. One problem that is obvious when TCP is used in wireless networks is that TCP was originally designed for networks with low packet error rate. Wireless networks usually show high rate of packet losses and these losses may trigger the congestion control in TCP even though there is no congestion. Numerous papers have examined the performance of TCP over wireless links. Auge and Aspas [14], Lakshman and Madhow [18] and Gerla et al. [16] found that TCP does not work well in wireless environments. However, these papers assumed that there were no link layer retransmission schemes. Chaskar et al. [15] showed that a suitable link level error recovery mechanism may improve the TCP performance in wireless networks. Ludwig and Rathonyi [13] developed a link layer enhancement for GSM. Chandran et al. [17] suggested a feedback scheme for ad-hoc networks. Both Wong and Leung [11] and Chockalingam et al. [12] examined ARQ schemes for the link layer in wireless networks. However, until now there has been no published papers on the performance of TCP over Bluetooth. In this paper, we present a detailed simulation model of TCP/IP over Bluetooth. We use this model to examine the maximum throughput and packet delays for TCP/IP traffic under various conditions. We find that Bluetooth is well suited to carry TCP/IP traffic and that both high throughput and low delays can be achieved also when the radio channel has a high packet error probability.
 
 2. Bluetooth Bluetooth is a short-range radio link which originally was developed to eliminate the cables between portable and/or fixed electronic devices. Today, Bluetooth is a true adhoc wireless network intended for both synchronous traffic and asynchronous traffic. Bluetooth consists of a number of protocols, all residing in the two lowest layers in the OSI-model, i.e. the physical and the data link layer. For a more detailed description of the system, the reader is referred to [6].
 
 2.1 Baseband Protocol In Bluetooth all units are peer units with identical hard and software interfaces. Two or more units sharing the same channel form a piconet, where one unit acts as a master (any unit may become a master), controlling traffic on the piconet, and the other units act as slaves. The Bluetooth radio uses a fast frequency hopping scheme and short data packets to combat interference and fading. Furthermore, Bluetooth uses a slotted Time-Division Duplex (TDD) scheme for full duplex transmission, where each slot is 0.625 ms long. The Bluetooth baseband protocol is a combination of circuit- and packet switching, hence, time slots may be reserved for both synchronous information (Synchronous Connection Oriented, SCO link) or dynamically allocated for asynchronous informa-
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 tion (Asynchronous ConnectionLess, ACL link). An SCO link will always be symmetrical, i.e. a down-link slot is followed by one uplink slot. An ACL link, however, may convey packets that covers several, continuous slots, either symmetric or asymmetric. In fact, there are two different ACL link packets, one denoted DMx for which the payload is FEC encoded and one denoted DHx for which the payload is unprotected (the packet header is always FEC encoded). The subscript x stand for the number of slots that is required to transmit the packet. For ACL traffic, an unnumbered ARQ scheme is applied in which data transmitted in one slot is directly acknowledged by the recipient in the next slot. If the packet is not acknowledged a retransmission takes place immediately, and thus, delay due to errors is just one slot in duration. The system offers a gross bitrate of 1 Mbps per piconet. Based on the TDD structure, Bluetooth supports an asymmetric ACL link of maximum 721 kbps in one direction while permitting 57.6 kbps in the other direction, or a symmetric ACL link of maximum 432.6 kbps. Several piconets may be linked together, thus forming a scatternet in which each piconet is identified by a unique hopping sequence, and as long as not too many, each provides a capacity of almost IMbps. Thus a scatternet consisting of say ten piconets, geographically on top of each other, may provide 10 Mbps.
 
 2.2 Link Manager Protocol (LMP) and Logical Link Control and Adaptation Protocol (L2CAP) LMP and L2CAP are layered above the Baseband Protocol and they reside in the data link layer. The LMP is used for link set-up and control and is not further considered in this paper. The L2CAP provides connection-oriented and connectionless data services to upper layer protocols with protocol multiplexing capability, packet segmentation and reassemble, and the conveying of quality of service information.
 
 3. TCP Vegas In this section we shortly describe the TCP congestion control scheme used in the investigations, the so called TCP Vegas. We describe the main parts of TCP Vegas. For more information about the scheme, please refer to Brakmo and Peterson [7]. We assume that a TCP connection has been set up between two nodes. Data segments are generated by an application. All segments are of the same size, called Data Segment Size (DSS). TCP transmits the segments unchanged, i.e. no segmentation is performed on the TCP layer.
 
 3.1 Round Trip Time Measurements It is important that the control scheme has good estimates of the round trip time, RTT, for a segment, that is, the time from a segment is submitted until an acknowledgement, ACK, for the segment is received. When an ACK is received for a segment, that has not been retransmitted, the RTT for this segment is measured. A smoothed round trip time, SRTT, is then calculated as SRTT = SRTT+ 0.125 • (RTT-SRTT) .
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 This smoothed round trip time is used in the calculations of the retransmission timeout value, RTO, that determines when a segment should be retransmitted. The RTO is calculated as RTO = SRTT+4D where D is the smoothed mean deviation of SRTT, given by D = D + 0.25- (\RTT-SRTT\-D) .
 
 3.2 Estimation of Expected and Actual Rates The Expected and Actual rates of a connection are used in the window adjustment algorithms below. The expected rate is the estimated transmission rate for a non-congested connection, whereas the actual rate is the estimated current transmission rate. These rates are estimated once every R7T, by using the RTT for a marked segment. During the RTT for this marked segment, the number of transmitted segments, TransSeg, are measured. The Expected rate is given by Expected = cwnd/BaseRTT where BaseRTT is the minimum RTT for all transmitted segments, cwnd is the current congestion window, which is used as an estimate of the number of segments in transit. The Actual rate is given by Actual = TransSeg/RTT.
 
 3.3 Window Adjustments The congestion control is basically a sliding window flow control. The control scheme is self-clocking, that uses ACKs from the receiver to submit new segments into the network. The sender adjusts the congestion window, cwnd, differently depending on the phase. When there are no ACKs to receive, as in the beginning of a transmission, the scheme is in the slowstart phase. When the transmission is running smoothly, the scheme changes to the congestion avoidance phase. After a segment loss, the scheme either enters a fast retransmit and fast recovery phase or returns to the slowstart phase. Each time the window has been updated, the scheme checks if it is possible to transmit one or more segments. This is determined from the value of cwnd and the value of the advertised window in the receiver, rwnd. If the number of segments in transit is less than the minimum of cwnd and rwnd, new segments may be submitted. Slowstart. The objective of the slowstart phase is to gradually increase the number of data in transit. Since there are no ACKs coming from the receiver, the scheme must be clocked in another way. First, the cwnd is set to one segment. The window is then increased by doubling the value of cwnd every other SRTT. The scheme switches to the congestion avoidance phase when (Expected-Actual) < 1/BaseRTT. Congestion Avoidance. The objective of the congestion avoidance phase is to find a window size that allows a maximum throughput without causing congestion. Each time an ACK is received, the following is performed. If (Expected-Actual) < 1/BaseRTT then cwnd is increased by 1/cwnd, else if (Expected-Actual) >3/BaseRTT then cwnd is decreased by 1/cwnd. Otherwise, cwnd is unchanged. The scheme is in the congestion avoidance phase until a segment loss occurs. A loss is detected either by a retransmission timeout or by the arrival of a so called duplicated ACK. The receiver sends a duplicated ACK each time it receives a segment that is out
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 of order. When a loss is detected, the sender retransmits the lost segment and then changes to one of the other phases. If there is a retransmission timeout, the scheme switches to the slowstart phase. If the sender receives three duplicated ACKs for the same segment, it switches to the fast retransmit and fast recovery phase. Fast Retransmit and Fast Recovery. This phase uses a parameter sstresh that is set to cwnd/2. The lost segment is retransmitted and then cwnd is set to sstresh+3. If the sender receives any more duplicated ACK for the retransmitted packet, cwnd is incremented by one for each ACK. When the first ACK arrives that acknowledges new data, cwnd is set to sstresh. After this the scheme switches to the congestion avoidance phase.
 
 4. Simulation Model We have developed a detailed simulation model containing both Bluetooth and TCP/ IP. The network that is modelled is a piconet in Bluetooth with two nodes. The two nodes can for example be a laptop and a server.
 
 4.1 Transmission Procedures The layers in the protocol stack are shown in Figure 1. The sender's application layer generates data segments according to some arrival process. The segments are directly transmitted to the TCP layer. The segments are put in the TCP sender buffer, where they are delayed at least DTCP seconds. This delay models the processing needed to add a TCP header. When the window allows it, TCP sends the segments to the IP layer. At the IP layer, the segments are put in the IP sender buffer. At regular intervals of length Djp seconds, the IP removes a segment from the buffer and sends it to L2CAP. The segments are put in the L2CAP sender buffer. L2CAP removes segments at regular intervals of length D^CAP seconds, divides the segment into Bluetooth packets and sends them to the Bluetooth Baseband sender buffer where they are delayed at least DBase seconds. The Baseband transmits the packets according to the Bluetooth transmission scheme described earlier. Transmitted Baseband packets may be lost due to bit errors. The errors are modelled with a constant loss probability, in the following called Packet Error Probability (PEP). When the receiver's Baseband layer receives a correct packet it is delayed DBase seconds and sent to the L2CAP receiver buffer where it is delayed another D^CAP sec ~ onds. L2CAP reassembles the Bluetooth packets into TCP/IP segments and sends them to the IP receiver buffer. At regular intervals of length Djp seconds, the IP layer removes a segment from the buffer and sends it to the TCP layer, where it is put in the TCP receiver buffer. When TCP sends an ACK for a segment, the segment is removed from the buffer and is sent to the application layer. The ACKs are piggy-backed on TCP segments going in the opposite direction. According to TCP, the ACKs are only sent separately if these are delayed too much or if two or more TCP segments are waiting to be acknowledged. We find it advisable to use long, uncoded packet types for data transmission since they have the largest ideal throughput. In [1], [2] and [3] the importance of multislot
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 Figure 1. Protocol layers and buffers in the simulation model packets to increase throughput and keeping the delays low have been addressed. Uncoded packet types, i.e. DHx packets, have on average a 55% larger payload size than coded packet types, i.e. DMx packets. This means that 1.55 DMx packets are needed to be able to pass the same amount of information as can be passed in a single DHx packet. For a Packet Error Probability (PEP) of around 36% for DHx packets we obtain the same goodput as when using DMx packets not effected by errors. Further, the DMx packets can also become corrupted which means that even more DMx packets have to be sent. Therefore, we have decided to only use DHx packets in the simulations.
 
 4.2 Data Packet Formats A packet that arrives at the Bluetooth layer consists of three parts: A TCP header, an IP header and payload. L2CAP adds 4 bytes as channel identification and packet length. We have decided to use a total packet size that is as close to 1500 bytes (i.e the Ethernet packet size) as possible with the constraint that it should fit into a number of Bluetooth packets. The TCP header is 32 bytes instead of the normal 20 bytes. The extra 12 bytes are necessary for the RTT calculations. The IP header is 20 bytes. With a payload of 1429 bytes, that is a total packet size of 1485 bytes, the packet fits into 55 Bluetooth packets of type DHL Normally, the ACKs are piggy-backed on TCP segments going in the opposite direction. When a separate ACK is sent this packet only consists of the headers, which means that it is 56 bytes long. A separate ACK is divided into 3 DH1 packets.
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 4.3 Model Parameters The model parameters are shown in Table 1. The data segment size (DSS) is the one described above. The maximum receiver window is set as in [7]. The lower and upper bounds in the window adjustment algorithm (a and P) are set as in [7]. The other parameters are set to what we believe are realistic values for this system. Table 1. Model parameters Parameter
 
 Value
 
 Data segment size (DSS)
 
 1429 bytes
 
 Maximum receiver window (Max rwnd)
 
 12 segments, i.e 17.148 kbytes
 
 Total buffer size on Bluetooth layer
 
 15 kbytes
 
 Segment delay on TCP layer (DTCP)
 
 His
 
 Segment delay on IP layer (Dip)
 
 1(U
 
 Segment delay on L2CAP layer (DL2CAP)
 
 1 ms
 
 Segment delay on Baseband layer (D Base )
 
 1 ms
 
 Lower bound in TCP Vegas window adjustment (a)
 
 1
 
 Upper bound in TCP Vegas window adjustment (P)
 
 3
 
 5. Investigations The objective of the investigations is to examine the combination of TCP/IP and Bluetooth.
 
 5.1 Arrival Process The arrival process determines how the application layer delivers data to the TCP layer. We use two different arrival processes. In the first case, we want to find the maximum throughput for the system, which means that the TCP layer must always have data to send. Therefore, the arrival rate of application data is always high enough in order for the queues on the TCP layer to be filled. In the second case, we assume a more bursty application process. This process is modelled by an Interrupted Bernoulli Process (IBP), i.e. for a geometrically distributed period (active state) arrivals occur according to a Bernoulli process. This period is followed by another period (idle state) during which no arrivals occur, also this geometrically distributed. Given that we are in the active state, the process will stay in this state with probability 1-p or it will go to the idle state with probability p. If the process is in the idle state it will stay there with probability 1-q or go to the active state with probability q. When in active state, a slot contains a packet with probability X=l. The time slots for the traffic generators are aligned with the time slots for the modelled piconet. The squared coefficient of variation, C2, for the packet arrival times are used as a measure of burstiness in the simulations.
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 5.2 Simulations Two types of simulations were performed. First, we examined the maximum throughput for a number of packet error probabilities (PEPs) under varying conditions. Second, we examined the delays, i.e. the time from a data segment is generated until it has been correctly received and the receiver has sent an ACK, for predetermined packet error probabilities. As mentioned earlier Bluetooth supports an asymmetric link of maximum 721 kbps in one direction while permitting 57.6 kbps in the return direction, or a 432.6 kbps symmetric duplex link. In order to find the maximum throughput (goodput) over a disturbed Bluetooth channel, we generate data segments so that there is a segment to be sent whenever the window mechanism in TCP so allows. The goodput figures obtained are used in the delay investigations as the VXTCP channel capacity" which of course varies with different values of PEP. That means that when we in the delay investigations refer to a load on the channel this load is normalized to the TCP channel capacity at a certain PEP. If we generate data segments with a certain rate the load value will be different for different values of PEP. In the delay investigations we generate data segments according to the IBP described above. We have chosen two different values of the squared coefficient of variation, C 2 , set to 1 and 50 respectively.
 
 6. Results and Discussion The two curves in Figure 2 show the goodput as a function of the packet error probability (PEP). The upper curve corresponds to an asymmetric case and the lower to a symmetric. We find the maximum goodput for PEP=0 to be slightly less than 721 kbps and 432.6 kbps respectively. The difference is due to headers and the TCP flow control mechanism. We see that the throughput decreases dramatically when the packet error probability grows. It is notable that the Bluetooth access scheme, based on polling, used for asynchronous traffic, can handle traffic also under very high loads. This is not the case for many other ad-hoc networks relying on contention based MAC principles. In Figure 3 the delay when C=1 is presented as a function of the normalized load. The three curves correspond to PEP equal to 0.1, 0.3 and 0.5 respectively. As we can see for low loads the delays decrease with load. This is due to that when the load is low the acknowledgment can just seldom be piggy-backed, and TCP then waits until there is a new vvtick", which comes regularly every 500 ms, before it sends an acknowledgment. When the load increases, more and more acknowledgments are piggy-backed on TCP packets in the return direction. However, when the load is further increased the delay increases as packets are frequently queued up in different buffers along the path. The squared coefficient of variation for the delays are shown in Figure 4. As load here is normalized it does not make sense to compare the three curves but more to see that C is quite low. We will be back to the shape of the curves when we discuss. Figure 6 also presents C 2 as function of load but where we use another mechanism for sending non-piggy-backed acknowledgments.
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 Figure 6. Squared coefficient of variation when C2=l.
 
 7. Conclusions Carrying TCP over wireless networks often leads to severe degradation in throughput and increased delays as the flow control mechanism in TCP reacts on delays introduced by retransmitting erroneous packets as if the network was congested. In this paper we have clearly demonstrated that the Bluetooth wireless ad-hoc network can handle TCP/IP traffic very well also under high packet error probabilities. Throughput is kept high and end to end delays are within reasonable limits also for quite high loads.
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 Abstract. A number of distributed applications require communication services with Quality of Service (QoS) guarantees. The QoS provisioning issue in the Internet has been addressed by the IETF with the definition of the Integrated Services (IntServ) and Differentiated Services (Diffserv) frameworks. Resource reservation mechanisms on which these models are based are totally timeunaware. Yet, we believe that, in some cases, associating a time interval to network resource reservations could be useful for both users and network providers. In this paper we present a distributed scheme for time-dependent reservations in QoS-enabled IP networks. We also show how the standard signalling protocol RSVP may support this new reservation style, with only a few minor modifications. Finally, we present a first prototype implementation of the major component of the proposed architecture and we provide some hints on future applicability scenarios of the advance reservation paradigm and its impact on related topics such as policing and charging techniques in QoSenabled IP networks.
 
 1
 
 Introduction
 
 Existing communications systems are rapidly converging into an ubiquitous information infrastructure that does not distinguish between computing and communications, but rather provides a set of distributed services to users [1]. In this scenario the ability of the network to provide the applications with end-to-end Quality of Service (QoS) becomes a crucial issue. The best candidate infrastructure to support these new distributed services is the Internet, due to the enormous number of hosts already connected world-wide. Unfortunately, the communication service provided by current Internet does not offer QoS guarantees to applications. Having recognized the necessity of extending the basic best-effort service, the Internet Engineering Task Force has defined two architectures: Integrated Services [2] and Differentiated Services [3]. In particular, the former architecture enables applications to demand perflow end-to-end guarantees from the network. To provide applications with the required QoS, all network routers along the path between sender and receiver must be kept informed about the characteristics of the flows, so to reserve the necessary ♦
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 resources. A resource reservation protocol is thus needed to distribute this information over the network. For this purpose, the IETF has defined an appropriate signalling protocol, RSVP (Resource reSerVation Protocol) [4], whose role is to install a perflow state in network routers, so to maintain a per-flow resource reservation along the communication path. To keep the connectionless approach of the Internet Protocol, RSVP mechanisms have been designed to continuously refresh resource reservations (soft state). A major limitation of the IETF model is that it is totally time-unaware, i.e. reservations take place immediately and last for an unspecified duration. Many authors have already discussed the usefulness of an Advance Reservation Service [5, 6, 7, 8, 9]. In [6], for instance, Reinhardt focuses on the importance of this new kind of service for modern video conferencing and Video on Demand applications, whereas in [7] Wolf and Steinmetz also indicate manufacturing control systems and remote surgery as possible scenarios. In our opinion, the importance of timedependent reservations in a QoS-capable Internet is of extreme importance because it allows a more efficient resource management in the network and can have a strong impact on pricing policies. In this paper we compare some of the proposals that have emerged so far to support advance reservations in QoS-capable networks, and we present a new approach for Advance Reservations management, which is totally compatible with the Integrated Services Architecture. We also illustrate an implementation framework for our scheme, which relies on only a few minor changes to the RSVP protocol. The rest of the paper is organized as follows. In Section 2 we discuss issues arising when time-dependent resource reservations are introduced in a QoS network. In Section 3 we present a scheme for distributed advance reservation in IP networks. In Section 4 the inner structure of the main component of our architecture is illustrated. Section 5 is devoted to the presentation of a prototype implementation of this component. Finally, Section 6 provides conclusions and discussion of future work.
 
 2
 
 Issues Related to Time-Dependent Reservations
 
 A number of architectures have been already proposed to introduce Advance Reservation Services in a QoS network. A thorough description of them is presented in [7]. Some common architectural elements can be found in most of the proposed models. Both [8] and [9] propose a model relying upon a centralized approach. More precisely, they may be defined server-based as well as routing-domain-based since, for each Internet Autonomous System, they designate a host, named Advance Reservation Server (ARS) in [9] and Advance Reservation Agent in [8], whose purpose is to receive and manage all advance reservation requests. These works focus on the problems associated to the implementation of a Reservation Management System. When adopting a server-based solution, an application may ask the ARS to set up an advance reservation and, after receiving a confirmation message, may terminate without any need to be active for the entire duration of the bookahead period. In this scenario, all state information relating to the advance reservation may be stored into a
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 stable memory (hard-state), thus eliminating all the problems associated with the existence of long-lived soft-state inside the routers. A centralized solution has the advantage of relieving the routers from the burden of performing all the actions related to Admission Control. In fact, the introduction of an appropriate server relegates the routers to their normal forwarding and scheduling tasks. Nevertheless, the resulting architecture also shows the typical disadvantages of centralized systems: the creation of a performance and reliability bottleneck, poor scalability, and the need to keep in the centralized reservation server a consistent and up-to-date view of the present and future resource allocations throughout the network [5]. Furthermore, most of the signalling traffic associated to reservations would be concentrated on server nodes, causing them to become possible bottlenecks inside the network. A distributed solution, on the other side, shows a high degree of robustness with respect to crashes and uniformly allots control traffic across network nodes. The major drawback of such a solution remains in the augmented complexity of the routers. All the proposed models for Advance Reservation Services rely upon a signalling protocol. For this purpose, an extension to RSVP seems both natural and simple to achieve. One could think of defining a new object used to specify Time as an additional QoS parameter. Such an object would be transferred across the network into RESV messages [10]. However, a number of issues arise, due to the specific mechanisms upon which the protocol relies. In particular, the main limitations deal with the receiver-oriented nature of RSVP and the soft-state paradigm that it adopts [6]. In the following we describe a distributed approach for management of timedependent resource reservations which aims at introducing only a few modifications to the IETF Integrated Services Architecture. Our approach relies upon an augmented version of RSVP.
 
 3
 
 A Distributed Advance Reservation Scheme
 
 Scope of this paper is to present a distributed solution for the implementation of a Reservation Management System [7], where the role played by RSVP is of crucial importance. It is our firm belief, in fact, that the advantages of such a solution largely overwhelm the minor drawbacks associated to router complexity. In the architecture we propose, network elements (routers and hosts) assume the structure showed in Figure 1. The basic idea is to provide a Reservation Manager that takes up the responsibility of processing advance reservation requests during the negotiation phase, while relying on the well-known mechanisms of RSVP during the usage phase. Its main purpose is to perform admission control, i.e. to check whether enough bandwidth is available for the whole duration of the reservation interval. State associated to each accepted reservation is stored in a Reservation-DB, which also holds the information concerning bandwidth availability for each time slot. In this model, we cope with both immediate and advance reservations in a fashion that proves to be as less intrusive as possible with respect to existing RSVP-based QoS frameworks. Immediate reservations, in fact, are handled according to the standard IntServ model, with the only difference residing in the admission control module,
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 which is now in charge of taking into account the resources allocated both to immediate and advance reservations. However, the negotiation phase for an advance reservation is under the responsibility of Reservation Managers, which make use of both standard and ad hoc defined signalling messages.
 
 Application
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 Fig. 1. Hosts and routers structure
 
 Figure 2 depicts the steps associated with the negotiation of an advance reservation. 1. The receiving application sends the local Reservation Manager its reservation request. 2. To characterize the path between itself and the sender, the Reservation Manager of the receiving host executes a rapi_session() call [11] to the local RSVP daemon. In order to tell its counterpart on the sending side to start sending path characterization messages, a new message is defined, called PATH_REQUEST, which flows on the upstream direction from receiver to sender. 3. To appropriately trace the route between sender and receiver, the Reservation Manager on the sender side makes use of a PATH_TRACE message containing an object similar to the standard RSVP_HOP object. As it travels downstream, the PATH_TRACE message is used to install path information in intermediate routers’ Reservation Managers, needed to forward advance reservation messages in a further step. 4. Sender’s Reservation Manager, based on the information contained into the PATH_REQUEST message it received, executes both a rapi_session() and a rapi_sender() call, thus triggering the standard RSVP PATH sending phase. PATH messages flowing in the downstream direction are intercepted also by the Reservation Managers of intermediate nodes, which use them to build messages associated with advance reservations (ADV_RESV messages).
 
 Time-Dependent Resource Reservation in QoS-Enabled IP Networks
 
 815
 
 5. Receiver’s Reservation Manager notifies the receiving application of the arrival of PATH messages from the sender, thus allowing the application to make all the computations required to determine the parameters related to the desired QoS. The application then executes an appropriate advance_reserve() call which triggers the creation and forwarding of an ADV_RESV message from the receiver’s Reservation Manager to the first router upstream. 6. Upon reception of the ADV_RESV message, the router’s Reservation Manager performs an admission test by calling an appropriate function (Add_New_Adv_Resv()); if this test is passed, the ADV_RESV message is further forwarded to the next upstream router, eventually reaching the sending host. 7. In case of positive response from all admission tests along the path, the receiver’s Reservation Manager is notified with an ADV_RESV_CONF message, whose purpose is to confirm reservation acceptance; this in turn provides the application with a specific reservation identifier that will be used in the following phase associated with resource usage.
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 Fig. 2. The negotiation of an Advance Reservation
 
 After the negotiation phase for an advance reservation, there is no need for the application that made the request to stay active even during the intermediate phase.
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 At the beginning of the usage phase, Reservation Managers automatically label the required resources as allotted to a pending reservation: data structures necessary to carry on classification and scheduling tasks are actually instantiated only when an explicit usage request from the involved application arrives. For this purpose, the receiving application uses a slightly modified version of the standard rapi_reserve() call, containing a new parameter related to the identification of an already accepted and registered advance reservation. As a consequence, usage requests for advance reservations are easily handled as immediate reservations for which admission control tests consist in just verifying the existence, in the Reservation-DB, of an advance reservation with the same identifier as the one provided by the rapi_reserve() call. Our model is thus able to cope with both the major problems associated with the use of RSVP in an advance reservation framework, i.e soft state and receiver-oriented approach. The issue related to the possible absence of the sender is, in fact, accommodated by the introduction of the Reservation Manager entity, whereas all problems concerning the soft state are eliminated thanks to the Reservation and Resource databases, which guarantee that, for the entire duration of the intermediate phase, no soft state has to be managed by network nodes.
 
 4
 
 Reservation Manager Mechanisms
 
 The goal of the Reservation Manager is to cope with the absence, in RSVP, of a set of suitable mechanisms to handle reservations in advance. In the following we analyze in more detail some of the relevant characteristics of the overall framework. 4.1
 
 Negotiation Handshaking
 
 The main function of Reservation Managers is to process advance reservation requests. To accomplish this task, they exchange a number of messages needed to decide whether or not a specified request must be accepted and register state information inside the routers involved in the reservation process. Messages exchanged during this phase are: PATH_REQUEST, PATH, PATH_TRACE and ADV_RESV, as showed in Figure 3. It is worth noting the introduction of a PATH_REQUEST message, to deal with the possible absence of the sender at the time when an advance reservation request is made from a potential receiving application. With this new message the receiving application may solicit the Reservation Manager at the sender side to start sending PATH messages, thus acting as if the actual sender were present. These PATH messages, however, are only needed to gather all the information related to the path from sender to receiver (contained, for example, in the ADSPEC object). The specific format of this and other new messages introduced is detailed in [12]. Faults, as well as re-routings, occurring during the intermediate phase between negotiation and usage should be taken into account by the Reservation Managers with the help of Resource Managers; nevertheless, these issues are beyond the scope of a trial implementation and we left it for further development of the overall framework.
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 Fig. 3. Typical handshaking for the negotiation phase of an Advance Reservation
 
 4.2
 
 Confirmation of Reservation Acceptance
 
 Each node, upon reception of an ADV_RESV message, has to submit the request to the Admission Control module. If the test is passed successfully, a local reservation identifier is returned and a RMS_Resv_State object is built with the purpose of storing all the information related to the advance reservation. This object is inserted into the reservation database only when admission control has been successful on each and every node along the path. This requires the introduction of a new message, especially tailored to accomplish this task. This new message, called ADV_RESV_CONF, is showed in the lower part of Figure 4. 4.3
 
 Flowspecs Merging
 
 Flowspecs merging in the case of advance reservations introduces a new dimension with respect to immediate reservations. No merging is possible if the time intervals of two different reservations do not intersect. Things change when at least a partial overlapping exists, as depicted in Figure 5. A simple analysis of Figure 5 shows that merging is allowed if and only if the new request arriving at a node is “fully included” into a reservation already in place, i.e. if its flowspec turns out to be “less than or equal to” [4] the already existing one and the reservation interval for the latter request is included into the time interval of the former. The admission test for a new request, however, must always check whether the interested flow had already been assigned a portion of resources, even in a subinterval of the one conveyed inside the request. For instance, when RESV3 arrives (Figure 5), the bandwidth considered for admission test must be B, instead of 6B, since the flow has already been assigned a bandwidth of 5B with RESV1.
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 Fig. 5. Flowspec merging in the case of advance reservation
 
 4.4
 
 Reservation Cancellation
 
 An advance reservation may be cancelled from the requesting application via the delete_adv_resv() function, which causes all the state information stored into the receiver’s database to be deleted. To achieve the same goal on all the nodes along the path, the Reservation Manager at the receiving side sends upstream a DEL_ADV_RESV message that triggers the cancellation process on each intermediate element while crossing the network. The cancellation process becomes a little tricky in the presence of merged reservations. A thorough discussion of the issues involved in this case may be found in [12]. Furthermore, it should be
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 considered the case of a lost DEL_ADV_RESV, resulting in persistance of state information associated to a deleted reservation into some of the intermediate nodes’ databases. To solve this problem, an acknowledgement message, called DEL_ADV_RESV_ACK, has been introduced, with the purpose of confirming the cancellation of a specified reservation. The reservation cancellation process is showed in Figure 6. Future Sender Host
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 Fig. 6. Reservation cancellation
 
 4.5
 
 Error Handling
 
 An advance reservation request which fails the admission control test on a node, causes an error message, called ADV_RESV_ERR, to be generated and sent downstream towards the receiving host. Each intermediate node that gets this message deletes all state information concerning the request, whereas the receiving host also uses an upcall routine to inform the receiving application about the error. The same technique is used to deal with other errors, such as those relating to the absence of a suitable RMS_Path State object for a session, as well as to the presence of an unknown or conflicting reservation style. 4.6
 
 QoS Enforcement Phase
 
 QoS enforcement for advance reservation does not differ from the setup of an immediate reservation. As already mentioned, this new kind of reservations may be seen, during this phase, as usual immediate reservations for which the admission control test simply consists in a check into the Reservation-DB aiming at verifying the existence of a RMS_Resv State object matching the parameters contained in the usage request. This object includes information concerning the time interval for which the reservation is being requested and a handle for reservation authentication inside the node database. These new parameters must thus be included in the usage request too. This is accomplished by exploiting the RSVP standard interface by means of the reserve() function, slightly modified to the purpose. The execution of such primitive
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 causes modified (i.e. including time interval and reservation handle) RESV messages to be generated at the receiving application’s side. Upon reception of this modified RESV message, each node is able to realize whether the request is for an immediate or an advance reservation and may consistently choose the right admission control algorithm to be performed.
 
 5
 
 A Prototype Reservation Manager
 
 The Reservation Manager is responsible for the management of time-dependent reservations in the overall system. Its main role is admission control. State associated to each accepted reservation is stored in a Reservation-DB, which also holds the information concerning bandwidth availability for each time slot. The system is also responsible for monitoring reservation state changes, with special regard to transitions from established to pending states, and from pending to expired state [7]. The main components of the Reservation Manager are showed in Figure 7.
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 Fig. 7. Structure of the Reservation Manager
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 A time-dependent reservation may be required via the user interface provided by module. Following a reservation request, the rms_main the admission_ctrl module is activated to perform the admission test for that flow. To the purpose, it interacts with the Reservation-DB, both to retrieve information concerning bandwidth availability in the specified time interval and to store data structures associated to new reservations. The last module showed in the figure relates to timer management. It manages a sorted time slots list. An appropriate timer is set so to expire as soon as the time slot on top of the list starts, thus triggering the activation of a handler. This function is in charge of doing all the actions associated to the transitions from established to pending states (for reservations waiting to be activated) and from pending to expired (for reservations which were supposed to be activated during the previous slot). A prototype of a Reservation Manager compliant with the model presented in Figure 7 has been implemented for the FreeBSD operating system. This module interacts with a traffic control module based on a WFQ packet scheduler [13].
 
 6
 
 Conclusions and Future Work
 
 In this paper we have presented a scheme for distributed advance reservation in QoSenabled IP networks. Our original contribution consists in the design of a distributed solution both efficient and simple to implement. As for applicability is concerned, we went into the details of a solution especially suited to extend the IETF Integrated Services model. Since we are firmly convinced that, while taking into account user expectations and needs, it is compulsory to consider Quality of Service as an end-toend issue, we assumed the IntServ model as a starting point. In our framework, we are now finished with the development of a prototype Reservation Manager and work is currently in full swing to integrate this new model inside current RSVP protocol implementations. Work is in progress to design a model for Virtual Private Networks comprising both IntServ and Diffserv components and aiming at the definition of a general environment, exploiting advanced policing and charging mechanisms to provide QoS at different levels of granularity. More specifically, we envision the use of our signalling protocol both at a microflow level, as discussed in this paper, and at a higher hierarchical level, as a means for implementing the handshaking required between Bandwidth Brokers [14] for dynamic negotiation of Service Level Agreements. In this scenario the network is considered as an entity which is able to provide a service general enough to include both immediate and advance reservations while leveraging on charging to enforce differentiation according to specific service parameters.
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 Abstract. This paper focuses on routing strategies for elastic ows
 
 within a ow-based routing architecture. In contrast to other elastic ow routing studies, we assume that elastic ows have a minimum guaranteed rate and are, therefore, subject to admission control. Our ultimate goal is to devise an adaptive algorithm that maximizes the throughput of elastic ows at light load and that preserves network eciency under overload conditions. To this end, we examine in this paper the impact of trunk reservation on elastic ow quality of service. Trunk reservation is a technique commonly used in circuit-switched networks to prevent performance degradation under overload conditions. Two algorithms integrating a form of trunk reservation are proposed and their performance compared by means of simulation to the performance achieved by an alternative algorithm that we proposed and evaluated in an earlier study [1]. Our results highlight interesting features of trunk reservation when used for elastic ow routing.
 
 1
 
 Introduction
 
 Several studies in the past have considered the problem of routing ows with bandwidth or delay guarantees [2{4]. Recently, there has been a growing interest in addressing issues related to the routing of best eort ows in multiservice networks [1,5{9]. This paper considers a micro ow-based routing architecture for Internet-like networks. More precisely, we assume routing is performed for individual transactions, each transaction being represented as a continuous ow of packets. In practice such a ow might be identi ed by the ve tuple ( source address, destination address, source port number, destination port number, protocol identi er ) together with the fact that successive packets are not separated by more than a certain time interval. We do not consider here the feasibility of routing objects de ned at such a ne granularity which is clearly an important issue. We seek rather to evaluate the potential advantage of ow sensitive routing algorithms with respect to quality of service and network trac handling eciency. The service model we consider in our routing architecture was proposed in [10] and distinguishes two classes of ow, elastic ows and stream ows. Elastic ows result from the transfer of a digital object (text, image, video) from one place G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 823-834, 2000  Springer-Verlag Berlin Heidelberg 2000
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 to another. They are characterized by a volume (in bytes) and their transfer rate adjusts to the amount of available bandwidth as a result of being controlled by a mechanism such as TCP. Their transfer time depends on the throughput they achieve which thus constitutes their main QoS parameter. Note also that the faster elastic ows complete, the sooner resources are released for ongoing and future ows. Consequently, enhancing elastic ow throughput positively impacts both elastic ow QoS and network resource utilization. Stream ows, on the other hand, mainly result from audio and video applications. Unlike elastic
 
 ows, stream ows have an intrinsic rate (possibly variable) and an intrinsic duration and generally correspond to delay sensitive applications. We assume here that elastic ows are guaranteed a minimum rate by means of admission control. In other words, new ows will not be admitted if the rate of ongoing elastic ows would consequently be reduced below a certain limit. This additional feature impacts the design of elastic ow routing algorithms. The guarantee of a minimum rate to elastic trac is largely motivated in [5,6]. The detailed admission control procedure envisaged for a multiservice network integrating elastic and stream trac, as well as the underlying resource sharing model, are described in [1]. The present study focuses on routing strategies for elastic ows. Our objective is to devise a routing algorithm that enhances as much as possible the throughput of elastic ows under light trac conditions, while eciently handling trac at overload. Initial results obtained in [7] suggest that, in order to maximize the throughput of best eort ows, least loaded paths should be preferred to minimum-hop paths under light load conditions, and that shortest paths should, on the contrary, be privileged under heavy load conditions. Ideally, the path selection algorithm does this automatically without requiring a manually speci ed threshold that distinguishes between heavy load and light load. In this perspective, we proposed and evaluated in earlier work a novel routing algorithm, called Maximum Utility Path, which proved to be particularly robust with respect to topology con gurations and trac conditions [1,11]. In this paper, we investigate for the rst time the bene t for elastic ow routing of the technique widely used in circuit-switched networks to prevent performance degradation under overload conditions known as trunk reservation. More precisely, we evaluate the performance of two algorithms that integrate the trunk reservation technique. The latter algorithms derive from two well known algorithms, Widest-Shortest Path and Shortest-Widest Path. The performance of the proposed algorithms, called Widest-Shortest Path with Trunk Reservation and Shortest-Widest Path with Trunk Reservation, are compared to that obtained with the Maximum Utility Path algorithm, under various load conditions and on dierent network topologies. In all our simulation scenarios, only elastic trac is oered to the network. The next section discusses the bene t of trunk reservation for enhancing elastic ow QoS under heavy trac conditions. In Section 3, we describe our routing framework: we present the link metrics we consider, discuss admission control issues and describe the routing algorithms to be evaluated. The following
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 section presents our simulation model and in Section 5 simulation results are analyzed. We conclude the paper by a summary of our main simulation results. 2
 
 Trunk Reservation for Elastic Flows
 
 Trunk reservation is an easily implemented control mechanism that is used in circuit-switched networks to protect the network against instability due to the excessive use of alternative paths during overload conditions. An incoming call that is rejected by its direct path is admitted on an alternative path, with two or more hops, only if the number of free circuits on all the links of the path is more than a certain threshold. The implementation of trunk reservation in telephone networks ensures that direct calls are given priority over less ecient over ow calls. One potential concern with the trunk reservation scheme is how to choose the threshold value. Instead of an absolute threshold we use the notion of Trunk Reservation Level (TRL) which represents the proportion of capacity that is reserved to priority ows. Several studies [12{14] have attempted to identify optimal values for the TRL which typically represents a small proportion of accessible trunks. In this paper, we focus on networks carrying elastic ows with a guaranteed minimum rate. In this context, by trunk reservation we mean the reservation of a certain proportion of bandwidth for minimum-hop path routed trac. The amount of bandwidth that should be reserved is one object of our investigation. Note that in the context of elastic ow routing, the throughput of ows constitutes an additional performance metric to be taken into consideration. In the remainder of this paper directly-routed trac refers to ows routed on their minimum-hop path(s) (not neccessarily direct paths) and over ow trac refers to ows rejected by their minimum-hop path(s). At this point we investigate the bene t of trunk reservation for elastic ows at the level of a single link. Consider a router outgoing link of capacity C simultaneously used by N elastic ows belonging to two dierent classes : directly-routed trac (class 1) and over ow trac (class 2). The dierence resides in the access priority. Flows of the second class have a more restricted access than those of the rst class. The link is modeled by a Processor Sharing queue with two thresholds S1 and S2 with S1  S2 . This implies that when N ows are in progress, each receives a throughput equal to NC , idealizing the fair sharing objectives of TCP congestion avoidance algorithms. A ow of class i is admitted only if the number of ongoing ows is smaller that Si , i = 1; 2. We take C = 100 and set the minimum rate for all ows to 1% of C, so that S1 = 100. The relation between S1 , S2 and the TRL value is given by: S2 = S1  (1 , T RL). We further assume a Poisson arrival process of intensity i for ows in classes i, i = 1; 2. The size of ows in both classes has a general distribution with mean C . Let B denote the blocking probability for class i. B = P [N = S ] and i 1 1  B2 = P [N  S2 ]. Note that the mean sojourn time is the same for both classes, because, once in the system, all ows get equal link bandwidth shares. B1 and B2 are given by the following expressions:
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 B1 = S2  S1 1 ,S2  P [N = 0] S2  (1 , S1 1 ,S2 +1 )  P [N = 0] B2 = 1 , 1
 
 with P [N
 
 = 0] = 1 +
 
   (1 , S2 ) 1  S2  (1 , S1 1 ,S2 ) 1, + 1 , 1
 
 !,1
 
 (1) (2)  + 2  ; 1 = 1 ;  = 1  
 
 For oered loads less than 1, both B1 and B2 are very small for any reasonable choice of S2 (e.g. S2  40). Dierentiation is signi cant mainly in overload conditions ( > 1). Figures 1 and 2 plot the blocking probability of each class of
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 We observe that oering a limited access to over ow trac on a link eectively protects ows for which this link composes their minimum-hop path. For a load of 1.2, only over ow trac is blocked and when the load is high enough to cause blocking to class 1 ows, virtually all class 2 ows are blocked. We also note that this protection is eective for a wide range of threshold values S2 . Blocking probabilities of both classes converge when S2 approaches the value of S1 . The use of trunk reservation on any single link of a network has rami cations which may extend to the rest the network. Our objective in the remainder of the paper is to examine the impact of trunk reservation on elastic ow performance at the level of a network. To this end, we consider two algorithms incorporating trunk reservation and compare their performance to that provided by the algorithms from which they derive.
 
 3 Routing Framework
 
 In this section, we describe the link metrics we consider, specify the condition for admitting a new ow and present the routing algorithms to be evaluated.
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 3.1 Link Metrics and Admission Conditions In our routing architecture, elastic ows are assured a common minimum rate. The imposition of this minimum rate is intended to avoid the negative impact of very low rates occurring notably in situations of overload and should not be viewed as a customizable service guarantee. Users need not know about it at all. All the elastic ow routing algorithms described in the following section use the oered rate as a link metric. The oered rate represents an equal fair share of the link bandwidth available to elastic ows. In the present study, the link capacity C is entirely dedicated to elastic trac and the oered rate is given by: r = C=(Ne +1). Assuming a fair bandwidth sharing ow control mechanism, the fair share rate oered by a given link is tightly correlated to elastic ow QoS. The oered rate on a link actually represents a lower bound on what ows can actually attain due to the rate limitations aecting competing ows on other links. Of course, the new ow will not realize this rate if its bottleneck link is elsewhere. The path oered rate is equal to the smallest oered rate of all the links constituting the path. A path is said to be feasible for an elastic ow if its oered rate is at least equal to the minimum rate. Note that maintaining a count of ongoing elastic ows assumes that nodes are able to detect a new ow and determine if a ow is still active or has expired. Besides, in a link state approach the metric current elastic ow count would need to be advertised using a certain update mechanism. The potential inaccuracy induced by the update mechanism and its impact on routing performance are not considered in this paper. In addition to this dynamic metric, a static route metric representing the number of hops along a route is used to allow resource usage control.
 
 3.2 Description of the Routing Algorithms We evaluate two novel routing algorithms that integrate a form of trunk reservation: Widest-Shortest Path with Trunk Reservation (WS/TR) and ShortestWidest Path with Trunk Reservation (SW/TR). Both algorithms are meant to enhance the performance of the algorithms Widest-Shortest Path (WS) and Shortest-Widest Path (SW), respectively. An alternative algorithm, called Maximum Utility Path (MU) introduced in [1], is also presented with the objective of comparing its performance to that achieved by the two new algorithms. A number of studies [1,7,11] have evaluated the performance of WS and SW for elastic ows. WS selects the feasible path with the largest oered rate among those with the smallest number of hops. This algorithm privileges \cheap" paths to more resource consuming paths with higher oered rates, and performs therefore better at high load than at light load. One concern with this algorithm is its sensitivity to topology con gurations which may exacerbate its poor performance under light load conditions by limiting its ability to perform load balancing (due to the absence of several paths which are equivalent in terms of number of hops). SW, on the contrary, selects the path oering the highest
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 rate with the number of hops deciding ties. Results obtained in [1,7] show that SW yields high per- ow throughput at light load, but its performance rapidly deteriorates as the load increases due to excessive resource consumption. A possible enhancement to WS and SW is to use \trunk reservation" to prevent the use of long paths when the network is congested. WS/TR (resp. SW/TR) performs like WS (resp. SW) except that non minimum-hop paths are feasible only if a certain proportion of bandwidth remains available on their bottleneck link to \directly-routed" ows. MU, on the other hand, evaluates the utility of routing a ow on each path and choses the path with maximum utility. The following utility function is de ned: U (P; B) = log(r) , B  h (3) where r represents the oered rate along path P , h represents the dierence in the number of hops between path P and the shortest feasible path, and B is a constant (set to 1 in this study). The utility of a route increases with r and decreases linearly with the number of extra hops h. An interesting property of this algorithm is its over ow condition, i.e., the condition for selecting a route longer than the shortest feasible one. Consider two feasible candidate paths P0 and P1 with h0 and h1 hops, respectively. Assume P0 is the shortest feasible route. Let r0 and r1 denote the respective bottleneck rate for each route. The algorithm will select P1 instead of P0 if: rr01 > eB(h1 ,h0 ) . From this condition, it appears that the probability of selecting a path longer than the shortest feasible path decreases exponentially with the number of extra hops on that path. Note that by varying B from 0 to 1, we cover the spectrum between the Widest Path algorithm (with B = 0), and the Minimum-Hop Path algorithm (with B = 1). Another interesting property of this algorithm is that it automatically places more emphasis on resource conservation as load increases due to the strict concavity of the log function.
 
 4 Simulation Model Our evaluation is based on the use of an event-driven simulation that performs path selection, admission control and bandwidth reservation operations at the
 
 ow level. In the simulations, an elastic ow has an instantaneous throughput equal to the bottleneck oered rate of its route. This choice is less ecient than max-min fair bandwidth sharing but preserves its essential properties while reducing simulation complexity. Figure 3 illustrates the network topologies considered in this study. The Europe and US topologies are derived from actual commercial backbone networks. The topologies considered exhibit dierent characteristics with regard to size, the degree of connectivity (the US topology is loosely meshed, the Europe topology is rather tightly meshed and the four-node topology is completely meshed) and symmetry. The trac model considers elastic trac only. We assume a Poisson arrival process for elastic ows with random selection of the source-destination pair
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 US topology
 
 Network topologies considered
 
 according to equal probabilities (uniform trac distribution). Elastic ows are characterized by a minimum rate equal to 1 BU, and an access rate which may limit their throughput. We further assume that elastic ow size follows a Pareto distribution with parameter  = 1:5. With the Pareto parameters we consider, the resulting average size of ows is 0.66 BU second, and 90% of elastic ows have a size less than or equal to 1 BU second. Elastic trac performance is measured jointly by the average per- ow throughput and the blocking probability. We present results below in terms of the fractional average throughput : the ratio of the average per- ow throughput to the link capacity (100 BUs).
 
 5 Simulation Results We rst present results when ows have no rate limitation outside the considered networks. We next study the impact of a limited access rate on the performance of the routing algorithms. In the remainder of the paper, alternative paths for a given ow correspond to the subset of candidate paths with at least one hop more than the minimum-hop path(s).
 
 5.1 Comparative Study with no Access Rate Limitation Figure 4 plots the fractional average throughput as a function of the load, as achieved by WS, MU, SW, WS/TR with a TRL of 0.05 and SW/TR with a TRL of 0.99. Other values of TRL were considered for SW/TR (0.9, 0.5 and 0.1); Figure 6 shows the resulting fractional average throughput for every TRL tested. We also considered two other values of TRL for WS/TR (0.1 and 0.25). We do not show the corresponding throughput results, because hardly any dierence was noticed compared to WS/TR(0.05). Table 1 gives the blocking rates produced by all the algorithms. We rst observe that SW/TR(0.99) performs best in terms of blocking and throughput under all load conditions. Note that a TRL of 0.99 in our simulations means that the over ow trac on a given alternative path is limited to
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 a single ow. This appears very restrictive and yet yields good performance. The reason is that, SW/TR(0.99) adopts, as the load increases, virtually the same behavior as the Minimum-Hop Path algorithm which, on fully-connected uniformly loaded networks, yields the best possible performance at high load. Figure 6 and Table 1 further show that the performance of SW/TR vary significantly with the TRL value. We also noticed that trunk reservation, even with small TRL values, eectively reduces blocking rates compared to that obtained with SW (e.g. 1.78% for a TRL=0.1 at a rate of 530 ows/s). The throughput, however, is only enhanced for high TRL values (e.g. 0.9 and 0.99). MU, on the other hand, performs as well as SW/TR(0.99) at light load, and moves close to WS as the load increases. As far as WS/TR is concerned, gures in Table 1 show that trunk reservation signi cantly decreases blocking while having very little eect on throughput (same as WS). At low load, trunk reservation is not activated and WS/TR yields the same performance as WS. At overload, both algorithms cannot oer better rates than the minimum rate, however more ows are admitted with trunk reservation. Results relative to the Europe topology (Figures 7 and 8 for throughput, Table 2 for blocking) highlight a dierent eect of trunk reservation compared to that obtained on the full-mesh topology. Regarding the performance of SW/TR, we observe that high TRL values (e.g. 0.99 and 0.9) result in a much higher throughput than the other algorithms, but at the cost of higher blocking rates.
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 For WS/TR, slightly higher blocking rates are obtained with trunk reservation than without (WS), together with higher throughput. In particular, WS/TR(0.25) yields at overload, twice as much throughput as WS and slightly higher blocking rates. As expected, for lower TRL values the performance of WS/TR (resp. SW/TR) moves closer to that of WS (resp. SW). We conclude that, on the Europe topology, high values of TRL, by limiting the possibility of alternative routing, limit both the number of simultaneous active ows on alternative paths (higher throughput) and the total number of admitted ows (higher blocking). As with the previous topology, we observe that the performance of SW varies widely as a function of the TRL, while the performance of WS/TR is relatively stable. We also notice that MU adapts well to the Europe topology. MU yields high throughput under light and moderate load conditions, and low blocking under heavy load. Results relative to the US topology (Figure 9) are fairly consistent with previous observations, though the performance dierence between the algorithms is the smallest observed so far. Compared to the previous topologies, the US topology is more loosely meshed. Shortest paths are, therefore, not much more economical in terms of resources than alternative routes and presumably get rapidly saturated as load increases. The use of alternative routes at a relatively early stage explains the convergence in the performance of WS, MU and SW at moderate and high load. Trunk reservation provides WS/TR with a more effective control over network resources at high load. WS/TR(0.05), for instance, yields the lowest blocking rates (14.0% at a rate of 318 ow/sec against 16.0% for WS and 15.5% for MU) and similar throughput. The US topology highlights another eect of trunk reservation when applied to SW. It appears that SW/TR can potentially yield worse results than SW in terms of both blocking and throughput for very high TRL values (e.g. 0.99). Lower TRL values (e.g. 0.9) yield comparable throughput to the other algorithms, but higher blocking persists. This is due to the fact that trunk reservation is triggered earlier on longer routes and causes most ows to be routed on shortest paths only.
 
 5.2 Impact of a Limited Access Rate Previous results (without no access rate limitation) show that WS and WS/TR perform consistently well at high load, but yield poorer throughput than the other algorithms at light load. This dierence in performance is likely to disappear if the throughput of elastic ows is limited by their access rate1 . We evaluate the performance of the ve algorithms considering a relatively high access rate r+ equal to 10 BUs (representing 10% of the link capacity considered in our simulations). Figure 5 plots the fractional average throughput as a function of the load, achieved by WS, MU, SW, WS/TR with a TRL of 0.05 and SW/TR with TRL values 0.99 and 0.9, on the full-mesh topology. Table 3 gives the corresponding 1
 
 or by another bottleneck link outside the considered network, or indeed by the server providing the transferred document.
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 Blocking rates, r+ = 10BUs, Full-mesh topology
 
 Arrival rate MU WS WS/TR(.05) SW/TR(.99) SW/TR(.9) SW 530 ows/s 0% 0% 0% 0% 0% 9.3% 606 ows/s 6.8% 6.7% 2.7% 2.3 % 2.3 % 19.5% 681 ows/s 17.7% 17.7% 10.2 % 9.5 % 9.4 % 27.2%
 
 blocking rates. We observe that, apart from SW, all other algorithms now yield the same throughput under all load conditions. On the other hand, WS/TR(0.25) continues to give the lowest blocking rates. Throughput and blocking results also show that MU and WS now yield equivalent performance. Furthermore, we observe that a limited access rate has little incidence on the performance of WS/TR and WS at high load. Its impact is all the more important as the algorithm puts more emphasis on load balancing (For instance, SW/TR(0.99) and SW/TR(0.9) now yield the same throughput). Results on the Europe and US topologies (not presented here) con rm that WS and WS/TR perform as well as MU at light load, while WS/TR maintains its performance advantage over WS under overload. 6
 
 Conclusion
 
 The main intent of this paper is to evaluate the impact of trunk reservation when used for elastic ow routing. From the algorithms Widest-Shortest Path and Shortest-Widest Path, whose performance advantages and disadvantages are well known, we derived two novel algorithms that integrate a form of trunk reservation. The latter algorithms were compared to the Maximum Utility Path algorithm which uses a load dependent utility function for path selection. Simulation results show that the performance of SW/TR strongly depends on the TRL value and the topological characteristics. Although SW/TR is potentially capable of eciently handling trac at low and high load, the choice of the appropriate trunk reservation level remains a serious concern. WS/TR, in contrast to SW/TR, exhibits relatively stable performance. The TRL values tested in the range of 0.05 to 0.25 yield comparable performance. Although the eect of trunk reservation on elastic ow QoS may depend on topological characteristics, WS/TR generally yields higher overall performance than WS at overload. It seems that the choice of the TRL for WS/TR is less critical than in circuit-switched networks where a TRL which is set too high causes higher blocking. In networks carrying elastic trac, if ows are unnecessarily blocked, this still bene ts ongoing ows. Simulation results show that the poor performance of WS/TR is no longer an issue when elastic ows have a limited access rate, making WS/TR rather attractive. Furthermore, algorithms like WS/TR that select minimum-hop routes in the rst place, and that activate trunk reservation at overload generally yield good performance for stream-like
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 ows. Thus, in a multiservice context, the same WS/TR algorithm could be used for routing both elastic ows and stream ows. MU, on the other hand, generally adapts well to any network con guration, but its behavior at overload seems perfectible. Under heavy trac conditions, MU generally yields higher blocking than WS/TR. MU does not always provide the same level of protection against performance degradation in overload as trunk reservation. Trunk reservation with a xed trunk reservation level is not an adaptive mechanism. In our future studies we will continue the exploration of adaptive routing schemes whose parameter(s) can be automatically adjusted to account for dierent network topologies and changing trac conditions.
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 Abstract. With conventional dynamic routing algorithms, many query messages are required in a distributed environment for efficient multicast routing of any traffic volume. We have developed a dynamic routing algorithm that uses a predetermined path search in which an appropriate multicast path is dynamically constructed by searching only a few nodes. This algorithm can construct an efficient multicast tree for any traffic volume. Simulation has shown that the proposed algorithm is advantageous compared with conventional dynamic routing algorithms when nodes are added to or removed from the multicast group during steady-state simulation.
 
 1
 
 Introduction
 
 Future computer-network applications such as teleconferencing or remote collaboration will rely on the ability of networks to provide multicast services. Multicasting is expected to become widely used [1,2,3], and is well suited to these services because it uses network resources efficiently. In multicasting, a pointto-multipoint (multicast) connection is used to copy packets only at branching nodes, which ensures network efficiency. Naturally, the smallest possible amount of network resources should be used to set up the multicast connection. Multicast routing problems are either static or dynamic. In static routing problems, the members of the multicast group remain unchanged during the lifetime of the multicast connection. In dynamic routing problems, members can join or leave the group during the lifetime of the connection. Dynamic multicast routing is important for actual multicast applications and is supported by protocols in ATM network [3] and Internet protocols [4,5,6]. Here, we focus on a dynamic multicast routing algorithm that can satisfy the following requirements. (1) Minimized average multicast tree cost. Every link has a cost (or a metric), and the tree cost is the sum of the costs for all links included in the multicast G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 835–846, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 tree. Minimizing the tree cost ensures efficient use of bandwidth. This is called the dynamic Steiner problem. (2) Scalability in a distributed environment. A central server should not be used to control joining nodes because a large-scale network could overload the server, thus degrading performance. Moreover, minimizing the overhead of nodes is important from the viewpoint of algorithm scalability even if there is no central server does. (3) Robustness against the number of joining nodes. The number of joining nodes strongly affects the performance of conventional algorithms. The performance should be independent of the number of joining nodes. (4) Minimized worst-case cost of the multicast tree. The worst-case cost produced by the algorithm should be theoretically bounded as small as possible. Many dynamic multicast routing algorithms have been proposed [4,5,6,7,8,9] [10,11,12,13,14]. However, none of there algorithms can satisfy all of the above requirements. The greedy algorithm [8,9] selects the shortest path to an existing multicast tree when a node is added. It can construct a near-optimal multicast tree, but requires many query/reply messages between nodes when implemented in a distributed environment [13,14]. Thus , the algorithm is not scalable in a distributed environment. The pruned shortest-path tree algorithm [4,5,6,7] finds the shortest path from the source node (or the center node) to the nodes in the multicast group when a node is added to the multicast tree. This algorithm cannot construct an appropriate multicast tree, though, from the viewpoint of tree cost. The virtual trunk dynamic multicast (VTDM) routing algorithm [10] constructs multicast trees based on the virtual trunk, which is the tree of the underlying graph. However, the “trunk number” for constructing the virtual trunk must be determined according to the estimated number of nodes that will join and it is not flexible. We have developed a dynamic routing algorithm that can satisfy all four of the about requirements. It uses a predetermined path search where only a few nodes are searched to determine to which existing node a newly added node should be connected. In this algorithm, the searched nodes are on predetermined paths: the paths from new added nodes to the source node on the minimumspanning tree and the shortest-path tree. The node and network overheads are small because only a few nodes are searched. The performance is similar to the greedy algorithm but does not depend on the number of joining nodes. Our simulation has shown that our algorithm is advantageous when nodes are added to or removed from the multicast group in the steady state. We discuss the competitive ratio of our algorithm, and show its advantage over the greedy algorithm.
 
 2
 
 Problem Definition
 
 To define the dynamic multicast routing problem formally from the viewpoint of minimizing multicast tree cost, we use the terminology of graph theory for
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 the models. In the model used for the conventional dynamic multicast routing problem, the network is modeled as a graph whose edges have costs. If nodes can be added or removed during the lifetime of the multicast connection, this problem becomes the dynamic multicast routing problem, i.e., the dynamic Steiner tree problem. Let R = {r1 , r2 , ..., rK } be a sequence of requests, where ri is either adding or removing a destination node to or from the multicast group. Let Si be the set of nodes in the multicast group after request ri has been made. In response to request ri , multicast tree Ti is constructed using a dynamic multicast routing algorithm. The dynamic multicast routing problem can thus be formally defined as follows. Given graph G = (V, E), a nonnegative weight for each e ∈ E, and Z ⊆ V , and a sequence R of requests, find a sequence of multicast trees {T1 , T2 , ..., TK } in which Ti spans Zi and has minimum cost. The dynamic multicast routing problem considered in this paper does not allow re-routing of existing connections when additional requests are received. One node is the source for a multicast communication, and this node cannot be removed from the multicast group during the life of the multicast connection. In this paper, vertices that are included in a multicast tree are called existing nodes, and the source node is an existing node. Vertices that do not participate in a multicast group but that are included in the multicast tree are called intermediate nodes. Moreover, vertices that are neither an existing nor an intermediate node are called non-existing nodes.
 
 3
 
 Conventional Algorithms
 
 Several dynamic multicast routing algorithms have been reported [8,9,10,11,12]. As mentioned earlier, the greedy algorithm [8,9] selects the shortest path to an existing multicast tree when adding a node. The shortest path between a pair of nodes can be calculated using Dijkstra’s algorithm before routing. In the greedy algorithm, selecting a new path is the best way to add a node. However, when greedy algorithm is implemented in a distributed environment, a newly addednode must flood the entire network with query messages [13]. That is, a newly added node sends a query message to all its neighbors on the shortestpath tree rooted at the node, and this continues until the query message reaches either an existing node or a leaf node of the shortest-path tree. Consequently, there is a large processing overhead for the query message in each node. The network overhead becomes particularly large when there are many non-existing nodes. As another approach [15], a manager router is introduced to control the addition and removal of nodes. However, the processing overhead of the manager router is high when there are many nodes in the network, and a failure of the manager router would cause a fatal error in the construction of the multicast tree. As mentioned above, the pruned shortest-path tree algorithm (pruned SPT) [4,5,6,7] finds the shortest path from a source node [7] (a “core” in CBT [4]
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 or a “rendezvous point” in PIM-SM [5]) to the nodes in the multicast group when a node is added to the multicast tree. The pruned SPT algorithm has been implemented as an actual routing protocol [4,5,6] because it is easier to implement than the greedy approach. The shortes t-path tree is spanned from a source node (or a core or rendezvous point) to every node in the multicast group. Moreover, the multicast tree is obtained by deleting nonessential edges. The cost of a multicast tree made using this approach is higher [16] than for one made using the greedy approach. The virtual trunk dynamic multicast (VTDM) routing algorithm [10] constructs multicast trees based on the virtual trunk, which is the tree of the underlying graph. The virtual trunk and the multicast tree that uses it are constructed as follows: Step 1: Find the shortest paths for all pairs of nodes. Count the number of shortest paths passing through each node. Step 2: Define a set F as vertices having the top dθN e largest numbers; these vertices are called virtual-trunk nodes. Step 3: Construct a complete graph for F by replacing the shortest paths between pairs of vertices in G with distances between pairs of vertices. Find the minimum-spanning tree for the complete graph. Step 4: Convert edges in the minimum-spanning tree back to the corresponding shortest paths in the graph G. Run the minimum-spanning tree algorithm and remove any unnecessary nodes or links. The obtained tree is called the virtual trunk. Step 5: Connect nodes not in the virtual trunk to the nearest node in the virtual trunk. N is the number of nodes in graph G, and parameter θ (0 ≤ θ ≤ 1) determines the number of trunk nodes. When θ = 0, the VTDM algorithm is the same as the pruned SPT because only the source node is selected as a trunk node. Similarly, when θ = 1, the VTDM algorithm is the same as the pruned minimumspanning tree (pruned MST), where the MST is used instead of the SPT as in the pruned SPT. In this algorithm, θ must be determined according to the estimated number of nodes that will be join. However, actual traffic estimation is difficult, and setting θ is a complicated task for network management. The other conventional dynamic multicast routing algorithms take different approaches. For example, some allow re-routing of multicast connections [11,12,17].
 
 4
 
 Dynamic Multicast Routing Algorithm Using Predetermined Path Search
 
 Our algorithm is based on the greedy algorithm and is intended to have the same performance. It uses query and reply messages to obtain membership information, as does the greedy algorithm. Thus, this approach does not require
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 a manager server for multicast routing. Furthermore, our dynamic multicast algorithm searches only a few nodes to determine which existing node should be connected. A newly added node connects to this existing node using the shortest path. The node and network overheads are small because the number of searched nodes is restricted. An appropriate path is selected based on the current multicast tree. Thus, our algorithm is suitable for a distributed environment. In this algorithm, two kinds of spanning trees are prepared for the predetermined paths: a minimum-spanning tree and a shortest-path tree having a source node as a root. Figure 1 shows examples of the MST and SPT. The minimumspanning tree can be calculated using either Kruskal’s or Prim’s algorithm with computational complexity O(m log n), and the shortest-path tree can be calculated using Dijkstra’s algorithm with computational complexity O(m + n log n). Our algorithm works as follows. Step 1: A newly added node sends query messages to nodes on two predetermined paths toward the source. Step 2: If a queried node is an existing node, it sends a reply message to the new added node and the query message is not transmitted to the next node. Otherwise, the query message is transmitted to the next node on the predetermined path. Step 3: After the added node receives reply messages from existing nodes on each predetermined path, it connects to the closest node among the nodes that sent reply messages. An example of how this procedure works is shown in Fig. 2. The newly added node #6 sends query messages to nodes on two predetermined paths toward the source. First, we describe the case of using the MST as a predetermined path. In Fig. 2, only node #1 is an existing node. The predetermined path sfor a newly added node is h#6 → #4 → #2 → #1 → sourcei. When a new node requests to join, a query message is transmitted to node #6. Since node #6 is not an existing node, the query message is retransmitted to the next node. This retransmission continues until node #1 receives the query message. Node #1 is an existing node, so it sends a reply message to the newly added node. Next, we describe
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 Fig. 2. Dynamic multicast routing algorithm using predetermined path search.
 
 the case of using the SPT as a predetermined path. The predetermined path for a newly added node is h#6 → #4 → #3 → sourcei. The algorithm works similar to the case of MST and the newly added node receives a reply message from the source. Thus, the newly added node #6 receives two reply messages from node #1 and from the source node. Node #1 is closer to the newly added node than the source, so the newly added node is connected to node #1 using the shortest path between them. In this algorithm, the added node should be connected to the source node using the path that is nearly the shortest path when there are few existing nodes. On the other hand, when there are many existing nodes, the added node should be connected to the existing node using nearly the minimum spanning. Moreover, the node and network overheads are lower than with the greedy algorithm. This is because only nodes on predetermined paths are searched and only these nodes receive query messages. In the example in Fig. 2, the proposed algorithm needs six query messages. These messages are h#6 → #4i, h#4 → #2i, h#2 → #1i, h#6 → #4i, h#4 → #3i and h#3 → sourcei. The greedy algorithm, on the other hands, needs seven. These are h#6 → #4i, h#4 → #2i, h#2 → #1i, h#4 → #3i, h#3 → sourcei, h#6 → #7i, h#7 → #5i. Similary, if node #4 instead of node #6 is newly added to the multicast group, the proposed algorithm needs four and the greedy algorithm needs seven. As the network size increases, the advantage of the proposed algorithm increases because the greedy algorithm broadcasts query messages. Another version of this algorithm uses only the MST as the predetermined path, rather than both the MST and SPT. This does not require reply messages from the existing nodes because a connection set-up message can be used instead. Since the newly added node need not determine which existing node is nearer. However, the tree cost may be higher than in the previous case. There is a trade-off relationship between processing overhead and cost performance.
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 Table 1. Parameters used for simulations. Parameter N α β γ
 
 5
 
 Value 50 0.25 0.20 0.20
 
 Parameter Value e¯ 3 k 25 µ 0.9
 
 Simulation Model
 
 We evaluated the performance of our algorithm through simulation, using the same model and parameters that were used by Lin and Lai [10]. A network is modeled as a random graph possessing some of the characteristics of an actual network [7]. The vertices representing nodes are randomly distributed on a rectangular coordinate grid, and each vertex has integer coordinates. For a pair of vertices, say u (0 ≤ u ≤ 1) and v (0 ≤ v ≤ 1), an edge is added according to the following probability: Pe (u, v) =
 
 −d(u, v) k¯ e β exp , N Lα
 
 (1)
 
 where N is the number of vertices in the graph, e¯ is the mean number of degrees of a vertex, k is a scale factor related to the mean distance between two vertices, d(u, v) is the Euclidean distance between vertices u and v, L is the maximum distance between any two vertices in the graph, and α and β are parameters (real numbers between 0 and 1). The edge density is increased by increasing the value of β. The edge density of shorter edges relative to that of longer one s is decreased by decreasing the value of α. Setting the values of α and β to 0.25 and 0.20, respectively, generates a graph that roughly resembles a geographical map of the major nodes in the Internet [7]. Once the vertices and edges have been generated, we can be sure that the graph is composed of only one component. In the simulations, requests to add or remove a node to/from the multicast group are periodically generated. We used a probability model to generate the sequence of requests, i.e., to determine whether each request was to add or remove. The probability for adding a node was determined by Pc (q) =
 
 γ(N − q) , γ(N − q) + (1 − γ)q
 
 (2)
 
 where q is the current number of nodes in the multicast group and γ (0 ≤ γ ≤ 1) is a parameter (a real number). That determines the size of the multicast group in equilibrium. Each node had a different rate for joining the multicast, i.e., a different probability that the ith node would be selected to join. We defined A as a set of non-joining nodes and the joining rate of the ith node was given by  (1 − µ)µi−1 /F0 , for i ∈ A (3) Pjoin (i) = 0, for i ∈ /A
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 P i−1 where F0 = i∈A and a parameter µ (0 ≤ µ ≤ 1) determined the / (1 − µ)µ bias of the joining rate. In simulations, if a joining event is generated with Pc (q), a node that will join is determined with Pjoin (i). If a removal event is generated with Pc (q), a node that will be removed is randomly determined. We compared our algorithm with four conventional algorithms: the greedy algorithm, the pruned SPT, the VTDM algorithm, and the pruned MST. For the VTDM algorithm, parameter θ was set to 0, 0.2, 0.4, or 1. The VTDM algorithm with θ = 0 corresponded to the pruned SPT, and with θ = 1 it corresponded to the pruned MST. In the simulations, the average multicast tree cost was used as a measure of performance. We generated ten different networks and calculated the average tree cost. Each multicast connection consisted of a sequence of 20,000 requests to add or remove nodes. The costs for the first 2,000 requests were not used in calculating the average costs to eliminate the effect of the initial conditions in the simulation. Table 1 shows the default values of the simulation parameters.
 
 6
 
 Simulation Results
 
 Basic cases The relationship between the tree cost and the average multicast group size is shown in Fig. 3 for 20 and 50 nodes, where the multicast tree costs are normalized by the costs with the greedy algorithm. In both cases, the cost with the proposed algorithm was close to that with the greedy algorithm. The reason is as follows. In the proposed algorithm, the selected node on the tree and the newly added node are connected using the shortest path. Thus, the proposed algorithm works like the greedy algorithm. Moreover, the proposed algorithm can find an appropriate existing node on predetermined paths. When the multicast group is large, an existing node on the MST is likely to be selected as the node to be connected for the newly added node. On the other hand, when the multicast group is small, an existing node on the SPT is likely to be selected as the node to be connected for the newly added node. Thus, the number of wasteful searches is small. Furthermore, the proposed algorithm is slightly superior to the greedy algorithm when the group size is small. In these cases, the greedy algorithm may cause the construction of roundabout routes since many nodes are removed. The SPT as the predetermined path can prevent the construction of these routes because nodes nearby the source are selected as nodes to be connected. The other algorithms, however, could not match the performance achieved with the greedy algorithm for any multicast group size. These algorithms were especially poor for extremely small group sizes, and require that the algorithm or parameters be selected according to the group size. In comparison, our algorithm worked well for any multicast group size without requiring a parameter for control, and was not greatly influenced by the number of nodes.
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 Fig. 3. Cost of average multicast tree with the conventional and proposed algorithms.
 
 Traffic bias The relationship between the tree cost and the average multicast group size is shown in Fig. 4 when the joining rate of each node was varied. The traffic bias was small when parameter µ for the joining rate was large, and each node had the same rate when µ = 1. The tree cost of all the algorithms became worse than that with the greedy algorithm, but the proposed algorithm was slightly more robust for traffic bias than the other algorithms. This is because the proposed algorithm - just like the greedy algorithm - can construct multicast trees depending on existing nodes.
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 Fig. 4. Comparison of average multicast tree cost at different traffic biases.
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 Fig. 5. Number of query messages with the proposed and greedy algorithms.
 
 Number of query messages The number of query messages with the proposed and greedy algorithms [13] is compared in Fig. 5. In this figure, the number of query messages is the total number of query messages received by all nodes when a node is newly added to the multicast group. When the multicast group size is small, more messages were needed with the greedy algorithm (Fig. 5(a)). This is because the greedy algorithm requires query message transmission until the query message reaches either an existing node or a leaf node of the shortest-path tree. When the number of nodes was increased, the number of query messages increased with both algorithms (Fig. 5(b)). However, the increase was smaller with the proposed algorithm than with the greedy algorithm. Thus, the loads offered to nodes and the network should always be smaller with the proposed algorithm than with the greedy algorithm.
 
 7
 
 Competitiveness Analysis
 
 Here, we discuss the competitive ratio of the proposed algorithm, defined as the maximum ratio of the cost of the algorithm over the optimal one. The competitive ratios of conventional algorithms and the proposed algorithm are shown in Table 2. In the static case, the members of the multicast group remain unchanged during the lifetime of the multicast connection. In the join-only case, the members of the multicast group do not quit a session. In the join-remove case, the members of the multicast group join and quit a session during the lifetime of the multicast connection. We denote the number of participant nodes as M in the static case, and the maximum number of participant nodes in the lifetime of a multicast connection in the join-only and join-remove cases. The competitive ratios of conventional algorithms are described in [18,19]. The competitive ratio of the greedy algorithm had not been derived in the joinremove case, but the lower bound of the competitive ratio had been derived. For the proposed algorithm, the competitive ratio is max(N − M, M ) since the worst case is always bounded by either the pruned MST or the pruned SPT.
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 Table 2. Competitive ratios.
 
 Pruned MST Pruned SPT Greedy algorithm Proposed algorithm
 
 Static Join-only Join-remove N −M N −M N −M M M M 2 − 2/M logM 2M (∗) max(N − M, M ) max(N − M, M ) max(N − M, M ) (∗)lower bound
 
 Table 2 shows that the greedy algorithm has an advantage over the other algorithms in the static and join-only cases. On the other hand, the greedy algorithm fails dramatically in the join-remove problem, while the other algorithms do not become any worse than in the static and join-only cases. Although our algorithm does not have an advantage over the pruned MST and the pruned SPT in all cases, it has a large advantage over the greedy algorithm.
 
 8
 
 Conclusion
 
 We proposed a dynamic routing algorithm that uses a predetermined path search, in which an appropriate multicast path is dynamically constructed by searching only a few nodes. Simulation showed that the performance of this is close to that of the greedy algorithm and that it is superior when nodes are added to or removed from the multicast group during steady-state simulation. The node overhead is lower than with the greedy algorithm since it requires only a few query messages, so our algorithm is suitable for a distributed environment. Moreover, it can construct an efficient multicast tree that is independent of the multicast group size. We also showed that the competitive ratio of our algorithm is superior to that of the greedy algorithm. Some research problems remain concerning multicasting using this method. One is the performance of multicasting under diverse practical traffic patterns and network topologies. The development of a multicast routing protocol scheme also deserves attention.
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 Abstract. Quality of Service (QoS) based routing provides QoS guarantees to multimedia applications and an efficient utilization of the network resources. Nevertheless, QoS routing is likely to be a costly process that does not scale when the number of nodes increases. Thus, the routing algorithm must be simple and a class-of-service routing is an alternative to provide QoS guarantees instead of per-flow routing. This paper proposes and analyzes the performance of a distance-vector QoS routing algorithm that takes into account three metrics: propagation delay, available bandwidth, and loss probability. Classes of service and metriccombination are used to turn the algorithm scalable and as complex as a two-metric one. The processing requirements of the proposed algorithm and those of an optimal approach are compared and the results show an improvement up to 50%.
 
 1
 
 Introduction
 
 To facilitate the use of multimedia applications in the Internet, new characteristics and services must be added. New classes of service should be offered to provide better guarantees of Quality of Service (QoS). An important issue for that purpose is the definition of a routing architecture that considers the QoS requirements of applications. In traditional routing, packets are delivered using a route based on their source and destination addresses while in QoS-based routing the traffic requirements are also taken into account by the routing algorithm. In classical routing, the number of hops is the metric used to make route decisions. QoS-based routing is more complex because the routing decisions are based on n metrics. Scalability is a main issue of QoS-based routing [1,2]. The routing algorithm must be simple. Some authors consider the use of precomputed paths to minimize the setup overhead [2,3]. Scalability also relates to the size of routing tables, important even in traditional routing. The uncertainty of QoS ?
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 parameters may also affect QoS routing, e.g., in a link-state protocol the network topology database may be out of date [4,5]. The routing algorithm may take into account these uncertainties. Setting the period of update messages is a tradeoff between the accuracy of QoS parameters and the protocol overhead [2,6]. QoS routing is likely to be an expensive process [2] – it should not keep per-flow state in routers, as this approach is unscalable [7,8]. A more suitable solution is to use per-flow state only for special flows (flows that have stringent QoS requirements which demand a value-added service). Less demanding flows can be satisfied with a connectionless service, where routing is done per class of service and not per flow. In this work a class of service is defined by specific limits on a set of QoS requirements, e.g., end-to-end delay and available bandwidth. The application chooses the class of service that fits the best its requirements. This paper discusses the approaches found in the literature and proposes an algorithm for unicast route computation based on distance-vectors. The algorithm is based on the SMM approach first presented in [9], where the source routing version was proposed. This paper presents the distance-vector algorithm (SMM-DV) and results obtained from simulation. SMM-DV was implemented as an additional module to NS-2 (Network Simulator) [10]. The performance analysis compares SMM-DV with an optimal algorithm for three-metric route computation. The objective is to evaluate the processing requirements of the proposed algorithm. The results show an improvement up to 50% for SMM-DV. The rest of the paper is organized as follows. Sections 2 and 3 discuss the main issues related to QoS routing. Section 4 presents our SMM-DV proposal. The proposed approach was implemented and tested, as shown in Section 5. Section 6 presents some final considerations.
 
 2
 
 Routing Model
 
 Several routing protocols were developed for packet switched networks [11]. They are classified in distance-vector based (DV) and link-state based (LS), and they use variants of the Bellman-Ford and of the Dijkstra algorithm. There are two approaches for packet forwarding: source routing and hop-by-hop routing. In the first one, the packet header has a list of routers that must be traversed from the source to the destination (the source chooses the route). In hop-by-hop routing, each router chooses the next hop that a packet will follow. The routing model impacts QoS-based routing, as discussed in the next two sections. 2.1
 
 Source Routing Versus Hop-by-Hop Routing
 
 Since QoS requirements are diverse, it is difficult to specify a set of requirements that applies to most applications. Therefore source routing, which computes forwarding paths on-demand on a per-flow basis, fits well. QoS-based source routing can be thought as a way to implement QoS paths for specific applications in enterprise networks. The source-routing concept is present in explicit routing [12], which provides fixed paths to applications.
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 On the other hand, hop-by-hop routing allows distributed computation, produces smaller overhead, and reduces setup delays. It is currently the most common forwarding paradigm whereas source routing is only used for specific applications. This is due also to security issues, since to setup a route at the source one must know the entire topology. In general this information is not available, as many organizations may not want to divulge their internal topology. 2.2
 
 Dv versus LS Routing
 
 In DV routing each node knows its direct neighbors and keeps a database with the distance (hop count) to reach destinations in the network. Each node constructs distance-vectors and sends it to his neighbors. Routes are calculated by examining the vectors received and choosing the shortest path. DV protocols have problems such as slow convergence and creation of temporary forwarding loops. Several improvements were proposed to solve these problems [11]. RIP (Routing Information Protocol) [13] is nowadays the most used protocol in the Internet for intra-domain routing despite the growth of OSPF (Open ShortestPath First) [14], a LS protocol. In the LS model each router maintains a database with the complete network topology where each link is associated with a state. Link-state information is exchanged between routers. Since each node knows the entire topology, loops are easily avoided, the routing convergence is faster than with DV protocols, and source routing is easily implemented. However, LS protocols are inadequate for inter-domain routing because of the scalability and security issues involved. For inter-domain routing, protocols are currently being deployed based on variations of the DV algorithm, such as the path-vector approach [15]. Since in the LS model routers know the topology, it is easy to do per-flow routing [16]. On the other hand, for DV protocols the class-of-service approach is better suited.
 
 3
 
 Multi-constrained Routing
 
 Route computation constrained by multiple QoS restrictions is complex [17,18]. The algorithms may treat the metrics in different ways. The first difference is related to the metric correlation. End-to-end transmission delay depends on the link capacity, the reserved bandwidth, the propagation delay, the link loss probability, and the traffic model employed. Ma and Steenkiste [17] proposed some algorithms based on dependent metrics but defining the metric relationship is a major problem. Another way is to use metrics that are independent from each other. For instance, propagation delay is independent from the available bandwidth. In this case, the computational complexity of the algorithm is the main problem. Wang and Crowcroft [18] showed that for certain combinations of QoS requirements the problem is NP-complete. This work considers independent metrics. The proposals found in the literature treat the metrics in one of three ways: individually, as an overall cost, or by means of heuristics. The next sections discuss these approaches.
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 Multiple Metrics
 
 The complexity of the algorithm is function of the number of metrics treated and of their composition rules. The most usual requirements are delay, jitter, cost, packet loss probability, and bandwidth consumption. These metrics have different composition rules. If the metric of a path is the minimum value between all link metrics, the composition rule is concave. The additive and multiplicative cases are straightforward. Available bandwidth is concave. Delay, jitter, and cost are additive. The composition rule of loss probability is more complex. Let p be a path, lp(p) the path metric, and lp(i, j) the metric associated with the link between node i and node j. The composition rule for loss probability is given by lp(p) = 1 − ((1 − lp(i, j)) × (1 − lp(j, k)) × ... × (1 − lp(q, r))).
 
 (1)
 
 However, if the transmission-success probability is used instead of the loss probability, the composition rule turns multiplicative. Wang and Crowcroft [18] proved that finding a path subject to constraints on n additive and m multiplicative metrics is NP-complete if n + m >= 2. Since bandwidth is concave, pruning infeasible links may treat it. Therefore, algorithms of reasonable complexity can only handle bandwidth and another metric. 3.2
 
 Single Mixed Metric
 
 Since algorithms based on a single metric are well known, a direct approach is to map the user’s QoS requirements into a single measure and use it as metric. Given a path p, a mathematical function proportional to the bandwidth (B(p)) and inversely proportional to the delay (D(p)) and to the loss probability (L(p)) can be defined (Equation 2). The path with the greater f (p) is the best route. f (p) =
 
 B(p) . D(p) × L(p)
 
 (2)
 
 The single mixed metric has two problems. First, maximizing f (p) does not guarantee each of the QoS requirements. Second, the composition rule of this function is hard to define since the composition rules of its parameters are different. Nevertheless, the single mixed metric is used in many proposals [16,19]. This approach does not guarantee each QoS requirement individually, but adjusting the metric weights in the overall cost may increase the importance of a particular requirement. 3.3
 
 Heuristics
 
 There are different heuristic proposals for QoS routing [15,20,21]. The algorithm in [19,20] uses one metric to find a path, and then it tests if this path respects the other QoS requirements. If not, it uses another metric as the routing decision factor, and so on. When a feasible path is found the algorithm stops. In general, these approaches may be based on two hypotheses. First, they may suppose centralized routing, i.e., the router knows the entire topology [19,20]. This is true for LS routing but not for DV routing. Second, some approaches
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 try to find a feasible path: this may lead to problems in hop-by-hop routing as route decisions made by all routers must be coherent at the risk of not being able to avoid loops. The use of feasible paths supposes some kind of connectionoriented behavior or source routing [15,21]. These hypotheses are not valid for hop-by-hop packet forwarding and DV routing. This paper proposes a routing algorithm adapted to hop-by-hop routing based on distance-vectors.
 
 4
 
 The SMM-DV Algorithm
 
 In a companion paper, we proposed the Single Mixed Metric (SMM) routing [9]. This proposal is a simple source-routing algorithm that finds routes subject to three constraints: bandwidth, delay, and loss probability. The key idea is to execute a search in the network graph to eliminate all arcs that do not meet the bandwidth restriction and then to run a modified version of Dijkstra’s algorithm. In this scheme, the source knows the network topology. In this paper we propose and analyze the performance of the Single Mixed Metric - Distance Vector (SMM-DV) algorithm for hop-by-hop routing. SMMDV uses a single mixed metric that combines delay and loss probability. Instead of loss probability, the algorithm uses the logarithm of transmission-success probability function (slog) to avoid complex composition rules. Furthermore, we assume that routes can not have more than 90% of loss probability, that is, 0 < |slog| < 1. As ms unit is likely to be appropriate [22] to represent delay, we assume that delay is an integer. As a consequence, we have a simple single-metric representation of delay and loss, where the integer part is delay and the decimal part represents loss. The usual approach in current hop-by-hop routing algorithms is to compute the best path to every destination. With a single metric, the best path is easily defined. With multiple metrics, however, the best path with optimal values for all parameters may not exist at all. Actually, the objective of QoS routing is not to find the optimal path, but a feasible path. Nevertheless finding a feasible path is inadequate for distributed route computation based on distance-vectors. Permanent loops may be formed since routers do not know the entire topology. To avoid this, we adopted the approach of [18]. The shortest-widest path is loopless [18]. In fact, the “shortest” property avoids loops. This design decision guarantees the absence of loops at the expense of not finding some feasible paths.1 In the algorithm that follows, the bandwidth precedes the delay metric. This centralized version of the algorithm is based on the Bellman-Ford’s algorithm for distance-vector route computation. Let G = (N, A) be a network with N nodes and A arcs. Each arc (i, j) is assigned two real numbers: bij is the available bandwidth and ui,j = slogi,j +di,j is the single mixed metric, where slogi,j is the logarithmic transmission-success probability and di,j is the propagation delay. 1
 
 E.g., the shortest-widest route may not meet the delay constraint, while another route with less bandwidth (although still enough) meets the delay requirement.
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 When arc (i, j) is inexistent bij = 0 and uij = ∞. Given a path p = (i, j, k, ..., q, r), the path width, w(p), is min[bij , bjk , ..., bqr ] and its length is l(p) = uij + ujk + ... + uqr . Given three constants, B the minimum bandwidth, D the maximum delay, and P the maximum logarithmic transmission-success probability (U = D + P is the maximum single mixed metric), the problem is to find a path, p, between i and r such that w(p) ≥ B and l(p) ≤ U: in our case, the shortest-widest path with three constraints. Suppose node 1 is the source and h the number of arcs away from this node. (h) (h) Let Bi and Ui be the width and the length of the shortest-widest path from (h) (h) node 1 to node i within h hops. By convention, B1 = ∞ and U1 = 0 for all h. Adding a length checking, when multiple widest paths are found, produces the shortest-widest path algorithms. The SMM-DV algorithm is as follows: (0)
 
 Step 1: ∀i 6= 1 : h = 0 and Bi = 0 Step 2: ∀i 6= 1, find (h) K = {k | w(1, ..., k, i) = max1≤j≤N [min[Bj , bji]] ∧ w(1, ..., k, i) ≥ B}. Step 3: ∀i 6= 1, if #K > 1, find k ∈ K | (h) l(1, ..., k, i) = min1≤j≤N [Uj +uji ]∧l(1, ..., k, i) ≤ U∧slog(1, ..., k, i) ≤ P. (h+1)
 
 (h+1)
 
 = w(1, ..., k, i) and Ui = l(1, ..., k, i). Step 4: Bi Step 5: If h ≥ A, the algorithm stops. If not, h = h + 1 and go to step 2.
 
 Step 2 finds the maximum-bandwidth paths from node 1 to node i within h hops (and tests if the bandwidth is enough). When multiple widest paths are found, the minimum-length path is chosen (step 3). Step 3 also checks if the chosen path has a slog value smaller than P, where slogij is the decimal part of uij . Thus the loss probability is guaranteed without any additional search. Step 4 updates width and length of the path from node 1 to node i. The optimal approach takes into account the metrics separately. This leads to a similar algorithm, where step 2 chooses the widest path, step 3 chooses the shortest path (minimum delay) and an additional step chooses the path with minimum loss probability. This additional search turns the approach unscalable. (h) The optimal algorithm has two path lengths instead of one, so Ui is replaced (h) (h) by Di and Slogi . The optimal algorithm is as follows: (0)
 
 Step 1: ∀i 6= 1 : h = 0 and Bi = 0 Step 2: ∀i 6= 1, find (h) K = {k | w(1, ..., k, i) = max1≤j≤N [min[Bj , bji]] ∧ w(1, ..., k, i) ≥ B}. Step 3: ∀i 6= 1, if #K > 1, find (h) Y = {y ∈ K | d(1, ..., y, i) = min1≤j≤N [Dj + dji ] ∧ d(1, ..., y, i) ≤ D}. Step 4: ∀i 6= 1, if #Y > 1, find y ∈ Y | (h) slog(1, ..., y, i) = min1≤j≤N [Slogj + slogji ] ∧ slog(1, ..., y, i) ≤ P. (h+1)
 
 (h+1)
 
 (h+1)
 
 = w(1, ..., y, i), Di = d(1, ..., y, i) and Slogi = slog(1, ..., y, i). Step 6: If h ≥ A, the algorithm stops. If not, h = h + 1 and go to step 2. Step 5: Bi
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 The distributed version of these algorithms is simple. Each router periodically receives distance-vectors from its neighbors and chooses the best route among the possible options. SMM-DV takes advantage of the proposed single metric to find the route consuming fewer steps.
 
 5
 
 SMM-DV Simulation
 
 We implemented the SMM-DV algorithm in NS-2[10]. NS-2 has a dynamic implementation of the Bellman-Ford routing algorithm that is the base of our work. Our implementation consists of two new routing modules and a modified link interface that admits three metrics: propagation delay, available bandwidth, and packet loss probability. The packet classifier takes into account the packet type and maps it onto three classes of service.
 
 CoS 0 1 2
 
 Table 1. Classes of Service. QoS guarantees Delay Bandwidth Loss probability 10 ms 1 M bps 0.04 40 ms 5 M bps 0.04 40 ms 1 M bps 0.01
 
 Each class of service (CoS) is characterized by QoS guarantees on bandwidth, delay, and loss probability. Within a specific class of service one requirement is more important than the others.2 Table 1 presents the classes of service used in our implementation. The QoS values are not based on real applications but chosen to differentiate the classes of service. Each service has one strong guarantee: delay (CoS 0), bandwidth (CoS 1), or loss probability (CoS 2). The optimal algorithm for CoS 1 is exactly the one presented in Section 4. Bandwidth is optimized, then delay and loss probability are minimized. The optimal algorithm for CoS 0 is obtained by inverting the order of steps 2 and 3 (so delay is first minimized); for CoS 2 step 4 precedes step 2 (so loss probability is first optimized). The SMM-DV algorithm for CoS 1 is the one presented in Section 4, where bandwidth is first optimized, then the single mixed metric is minimized. CoS 0’s algorithm first finds the paths that minimize the single mixed metric (they also minimize delay) and among these paths it chooses the one with maximum bandwidth. SMM-DV for CoS 2 finds the paths with minimum loss probability (the rational part of the single mixed metric) and afterwards the widest path among these. Delay is not minimized but the path is delay-constrained. 2
 
 For example, an application may have a strong requirement on the end-to-end delay but low bandwidth consumption (e.g., voice traffic). We can also imagine that for some applications the most important is to have high bandwidth available (e.g., video transmission), and real-time applications that demand high reliability (e.g., telemedicine) for which the loss probability must be minimized.
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 Our proposal was evaluated through the implementation of two protocols. The first one (3M) uses the optimal algorithm that searches the route using the metrics one by one. The second protocol uses the SMM-DV algorithm. SMM-DV does not find the route with optimal values for all three metrics, as does 3M, but finds a route constrained by the QoS requirements defined for each class of service. Therefore the routes may be different for some source-destination pairs. The performance metric is the time complexity [23] expressed in steps: when a node receives routing update messages it recomputes its routes. A meter counts the number of loops needed by the routing algorithm to compute routes. This measure reflects the processing requirements of the algorithm. In the experiments link failures produced routing updates. 5.1
 
 Topologies
 
 Several topologies were produced by the GT-ITM topology generator [24]. The flat model was used. Nodes are placed on a plane with a grid: with a probability p a link is put between a pair of nodes; link delay is proportional to the distance between the nodes in this grid. The generator was modified to produce values for link delay, bandwidth, and loss probability. These values are used just for route computation. Physically, all links have the same bandwidth, delay, and loss probability. The objective is to measure the algorithm complexity. We generated topologies with 10, 15, 20, 25, 30, and 35 nodes. The parameter p was decreased for the 35 node topology due to limitations in NS. 10 17
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 Fig. 1. Two of the test topologies.
 
 The model used does not represent well the Internet structure since it is purely random. Nevertheless it can model one routing domain: it is the approach used in [24], where Internet topology generation is studied. The model can give some clues on the issues involved in the deployment of inter-domain QoS routing. Despite its limitations, this model was useful in analyzing the complexity of the algorithm regarding routing dynamics. 5.2
 
 Experiments
 
 The objective of our experiments is to measure the processing requirements of QoS routing. This is done through the analysis of the trace files produced by the
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 meter mentioned before. Each simulation lasts for 2.5 seconds. During the first moments, all routers exchange messages that enable them to compute routes for every destination in the network. Then, at t = 1.0s, one link goes down, it goes up at t = 2.0s. The experiment is repeated for each link in the topology. The Bellman-Ford algorithm has a problem of convergence: counting to infinity [11]. Protocol configuration limits “infinity” to a finite number (16 is usual with RIP [13]). For metrics other than the hop-count (integer) the definition of infinity is not so evident. Our first experiments presented problems due to too large values of “infinity”. With slow convergence, the nodes exchange a huge number of messages, this leads to congestion which causes routing messages losses, slower convergence and the production of more routing messages; this leads to more congestion and so on. The choices of the infinity value and of the metric granularity define the convergence speed. Therefore infinity was empirically chosen: 50 for delay, 0 for bandwidth and 0.05 for loss probability. With this approach it was possible to obtain simulations with topologies up to 25 nodes without routing-packet losses. With 30 nodes, there were some losses; with 35 nodes, as “infinity” became short, some source-destination pairs became unreachable. An option to setting various infinity values is to add the hop-count metric just for counting to infinity. Metric granularity influences also link-state QoS routing since it affects the amount of update messages produced [2,6]. Link failure: 0 - 1
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 5.3
 
 Analysis
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 Fig. 3. Global processing requirements.
 
 Figure 2 shows experiments made for the ten and fifteen-node topologies presented in Figure 1. Each graph corresponds to a specific link failure. Nodes that have more neighbors experience a higher processing charge. Intuitively, these nodes have more options in choosing the next hop to a destination (and receive more routing messages than nodes with just one neighbor). This is the case of nodes 8, 1, and 9 in the 10-node topology and of nodes 6, 7, and 12 in the 15-node topology. On the other hand, nodes that have just one neighbor have the lightest load: 0 and 3 in Figure 1 and 5, 10, 13, and 14, as well as 1 (that has two neighbors, but one of them is 14) in Figure 1. The failure of link 0 1 produces a higher processing charge than that of link 6 7 in the 10-node topology (the graphs in Figure 2(a) have different scales). In the first case the network is disconnected: node 0 becomes unreachable forcing the other nodes to count to infinity.
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 Figure 3 has one graph per topology, each one present the average processing load (on all nodes in the topology) versus the link failure.The effect of different link failures is observed. The higher processing requirements are observed: – when the topology is disconnected (links 0 and 5 in the 10-node topology, and links 3 and 17 in the 15-node topology); – when the link failure adds to the graph diameter, slowing the routing convergence (links 7 and 9 in the 10-node topology and links 1, 7, and 12 in the 15-node topology). SMM-DV may perform worse than 3M - see, e.g., when link 5 in the 10-node topology fails. Although SMM-DV discovers routes more quickly, it may present a slower convergence if 3M uses the delay metric for counting to infinity and SMM-DV uses the single mixed metric which has a finer granularity. Nevertheless, this is not likely to happen as our experiments showed. The global processing requirements increase with the topology size. The advantage of SMM-DV over 3M, the optimal algorithm, is as large as 50%.
 
 6
 
 Conclusion
 
 QoS routing provides better QoS guarantees to applications and improve the network resource utilization. Nevertheless QoS routing is a costly mechanism. Improved scalability can be achieved by class-of-service based routing. Scalability and security issues arise in the use of link-state protocols for QoS routing. Storing the complete network topology does not scale and knowing the entire topology is not always the case. Therefore a distance-vector like protocol is more adapted for QoS routing in some cases. SMM-DV is an algorithm for distance-vector QoS routing that computes routes per class of service taking into account three metrics. SMM-DV is as complex as the two-metric algorithm proposed in [18]. This paper compared the processing requirements of SMM-DV with that of an optimal algorithm, 3M. Simulations used randomly generated topologies. The average performance gain of SMM-DV is as large as 50%. We also observed that the network topology influences the processing requirements of DV QoS routing. Nodes that have more neighbors experience bigger processing charge. On the other hand, the link failure is more critical when the network is disconnected and when the network diameter is increased. Therefore DV QoS routing takes advantage of highly connected networks.
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 Abstract. In this paper we introduce a new class of shortest path problems, where the contribution of a link to the path length computation depends not only on the weight of that link but also on the weights of the links already traversed. This class of problems may be viewed as “nonMarkovian”. We consider a specific problem that belong to this class, which is encountered in the multimedia data transmission domain. We consider this problem under different conditions and develop algorithms. The shortest path problem in multimedia data transmission environment can be solved in O(n2 ) or O(n3 ) computational time.
 
 1
 
 Introduction
 
 Path problems have been extensively studied by many researchers of Computer Science and Operations Research because of its applications in many problems in these domains. In most of these problems, one or more weights are associated with a link representing, among other things, the cost, delay or the reliability of that link. The objective most often is to find a least weighted path between a specified source-destination pair. In almost all the path problems studied so far (and discussed in the literature), the contribution of a link to the path length computation depends only on the weight of that link and is independent of the weights of the links already traversed. This condition is similar to a Markov chain where the next state is dependent only on the current state and is independent of the past states. In this paper, we introduce a new variant of the path problem. In this variant, the contribution of a link to the path length computation depends not only on the weight of that link but also on the weights of the links already traversed. This class of problems may be viewed as “non-Markovian” as the contribution of a link towards the path length depends on the current link as well as the links traversed in the past on the path from the source to the destination. G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 859–870, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 As an example, we consider a specific problem that belongs to this class. This problem is encountered in the multimedia data transmission domain. We consider this problems under different conditions and develop appropriate algorithms. The shortest path problem in multimedia data transmission environment can be solved in O(n2 ) or O(n3 ) computational time. We also provide mathematical programming solutions for this problem.
 
 2
 
 Prior Work
 
 Shortest path problems are among the most widely studied problems in Computer Science and Operations Research. Because of its wide applications in many diverse domains, these problems have been studied for at least the last forty years [1,4,5]. In the earliest version of the shortest path problem [1,4,5], a weight is associated with each link of the network and the path length is computed by summing up the weights of the links belonging to the path. In a generalization of this version of the problem, multiple weights are associated with each link of the network. If there are m different weights associated with each link of the network, there are m different path lengths associated with each path. The i-th path length, (1 ≤ i ≤ m), is obtained by summing up the i-th weights of the links belonging to the path. This version of the shortest path problem is known as multicriteria shortest path problem or constrained shortest path problem and is fairly extensively studied in [6,8,12]. In view of the attention that the Quality of Service issues have received in the networking community in recent years, study of this version of the shortest path problem has become increasingly important [14]. Another version of the shortest path problem that has received considerable attention is the one where the weights associated with the links of the network are allowed to change with time. Both centralized as well as distributed algorithms for the shortest path in this scenario have been developed under various waiting constraints in [9,10]. In yet another version of the problem, each link, e, of the network has two weights, transit time b(e, u) and cost c(e, u), where u is the departure time at the starting node of the link. In this version, the problem is to find the least cost path such that the total traversal time is below some prespecified threshold value T . A dynamic programming algorithm for the shortest path problem with time windows and additional linear costs on node service start times is presented in [7]. In [11] the authors consider a version of the problem termed as the quickest path problem, where the objective is to transfer a specified amount of data from the source to the destination with minimum transmission time. The transmission time in this problem is dependent on both the capacities and the traversal times of the links in the network. The shortest path problem in multimedia data transmission environment is discussed in [3].
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 Problem Formulation
 
 In the classical path problem, each edge ei ∈ E of the graph G = (V, E) has a weight wi associated with it and if there is a path P from the node v0 to vk w
 
 w
 
 w
 
 w
 
 v0 →1 v1 →2 v2 →3 . . . →k vk then the path length or the distance between the nodes v0 and vk is given by P L(v0 , vk ) = w1 + w2 + · · · + wk This model is valid as long as the weights on the links represents the cost or the delay associated with the link. However, if the weight represents the reliability or the bandwidth associated with the link, then addition of the link weights on the path is not meaningful. In case, the weights represent the reliability, the calculation once again becomes meaningful if the addition operator is replaced by a multiplication operator. In case, the weight represents the bandwidth, the calculation becomes meaningful if a minimum operator replaces the addition operator. Thus a generalization of the path length will be P L(v0 , vk ) = w1 ⊕ w2 ⊕ w3 ⊕ · · · ⊕ wk where ⊕ is a suitable operator for the particular application. In [14], the authors consider three diferent types of operators and call them additive, multiplicative, and concave metrics respectively. At the next level of generalization, the path length computation is based on not the link weight itself but a function of the link weight. In this case the path length is given by P L(v0 , vk ) = f (w1 ) ⊕ f (w2 ) ⊕ f (w3 ) ⊕ · · · ⊕ f (wk ) where f (wi ) can be any function of the link weight wi , appropriate for the particular application. At the next higher level of generalization each link has multiple weights associated with it. This model realistically captures the data transmission environment where the Quality of Service (QoS) issues are of paramount importance. The various weights associated with a link may represent among other things, the delay, the cost, the jitter, the cell loss rate etc. In this case the path length computation is carried out in one of the following two ways: Case I: In this case each path has multiple path lengths associated with it. If (wi,1 , wi,2 , . . . , wi,m ) are m different link weights associated with the link ei , then there are m different path lengths, [P L1 (v0 , vk ), . . . , P Lm (v0 , vk )], associated with a path between a given source node v0 and a given destination node vk , where P Li (v0 , vk ) = f (w1,i ) ⊕ f (w2,i ) ⊕ · · · ⊕ f (wk,i )
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 This class of problems is known as the multicriteria optimization problems and is studied in [6,8,12,14]. Case II: In this case each path has a single path length associated with it: P L(v0 , vk ) = f (w1,1 , . . . , w1,m ) ⊕ f (w2,1 , . . . , w2,m ) ⊕ · · · ⊕ f (wk,1 , . . . , wk,m ) It may be noted that this formulation gives rise to a single criterion optimization problem as opposed to the multiple criteria optimization problem in Case I. Both Case I and Case II of the previous level can be further generalized at the next higher level. As in the previous case, each link has multiple weights associated with them. In this level of generalization, the contribution of a link in the path length computation depends not only on the weights associated with that link but also on the weights of the links already traversed. In this case the path length, [P L1 (v0 , vk ), . . . , P Lm (v0 , vk )], for Case I is such that P Li (v0 , vk ) = f (w1,i ) ⊕ · · · ⊕ f (w1,i , · · · , wk,i ). At this level of generalization, the path length for Case II is P L(v0 , vk ) = f (w1,1 , . . . , w1,m ) ⊕ f (w1,1 , . . . , w1,m , w2,1 , . . . , w2,m ) ⊕ · · · ⊕ f (w1,1 , . . . , w1,m , . . . , wk,1 , . . . , wk,m ).
 
 We say that the edges in this category have “non-Markovian” link contributions.
 
 4
 
 Path Problem in Multimedia Data Transmission
 
 The example path problem discussed in this paper belongs to this last category. This problem is based on a multimedia data transmission model we recently presented in [3]. The model allows an active network to perform certain operations to the data at the network nodes. These operations, such as format conversions for distributed multimedia collaborations and lossy/lossless compressions may change the sizes and qualities of multimedia object being transmitted. In this paper, we use a subset of this model, where the quality is not taken into account for path selection. In the variant of the path problem for the multimedia data transmission, each edge ei has two weights, δi and si associated with it, δi ≥ 0 and si ≥ 0. These two weights are referred to as (i) the per unit delay factor and (ii) the size factor respectively. If P is a path from the node v0 to vk , δ1 ,s1
 
 δ2 ,s2
 
 δ3 ,s3
 
 δk ,sk
 
 v0 → v1 → v2 → . . . → vk . then the path length or the total delay between the nodes v0 and vk denoted P L(v0 , vk ) is given by P L(v0 , vk ) = δ1 + s1 δ2 + s1 s2 δ3 + . . . + s1 . . . sk−1 δk =
 
 k X i=1
 
 δi
 
 i−1 Y j=1
 
 sj with
 
 0 Y j=1
 
 sj = 1.
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 It is clear that the path length in this case fits into the most general case discussed in the previous paragraph with m = 2, wi,1 = δi , wi,2 = si and f (w1,1 , w1,2 , w2,1 , w2,2 , . . . , wi,1 , wi,2 ) = s1 s2 . . . si−1 δi , for all i, 1 ≤ i ≤ k, and s0 = 1. The physical significance of the parameters δi and si are as follows: The transmission delay is clearly proportional to the size of the multimedia data file being transmitted. Therefore we consider the per unit delay factor δi and to compute the total delay, we multiply δi with the size of the file being transmitted. As a multimedia data file travels through different nodes in a network on its journey from the source to the destination, it passes through some transformation algorithms. As a result, the size of the multimedia data file may change. The size factor si captures this aspect of multimedia data transmission. We remark, however, that the total delay remains proportional to the amount of data transmitted along the path. Therefore, the expression for the path length (or total delay) stated above is given for transmitting one unit of data from the source to the destination. 4.1
 
 Why Is This Problem Different?
 
 The length of a path P (v0 , vk ) : v0 →v1 →v2 → . . . →vk , in the multimedia data transmission problem, is given by P L(v0 , vk ) = δ1 + s1 δ2 + s1 s2 δ3 + . . . + s1 . . . sk−1 δk . The traditional shortest path algorithms such as the Dijkstra’s algorithm make the observation that “subpaths of shortest paths are shortest paths” and exploits it to develop the shortest path algorithm. In other words, to get to the destination from the source using the shortest path, the intermediate nodes must be visited using the shortest path from the source to the intermediate nodes. This is true because, the path length in this case is computed as the sum of weights on the links that make up the path. In case of multimedia data transmission problem, where the path length is not computed as the sum of the links weights, this is no longer true. This is demonstrated with an example shown in Figure 1. The δi and si values associated with the links of this graph is also given in Figure 1. With this data set the length of the path, S → C → X → D → T , is δS,C + sS,C δC,X + sS,C sC,X δX,D + sS,C sC,X sX,D δD,T = 1 + 3.1 + 3.1.1 + 3.1.1.1 = 1 + 3 + 3 + 3 = 10 whereas the length of the path S → A → B → X → D → T is δS,A + sS,A δA,B + sS,A sA,B δB,X + sS,A sA,B sB,X δX,D + sS,A sA,B sB,X sX,D δD,T = 1 + 1.1 + 1.1.1 + 1.1.4.1 + 1.1.4.1.1 = 1 + 1 + 1 + 4 + 4 = 11. Thus the path S → C → X → D → T is shorter than the path S → A → B → X → D → T in the example. However, in this example the length of the path S → C → X is 1 +3.1 = 4, which is greater than the length of the path S → A → B → X, 1 + 1.1 + 1.1.1 = 3. On the other hand, the path length function in the multimedia data transmission problem has an interesting property and this property is utilized to establish the following lemma. Lemma 1. Given a weighted directed graph G = (V, E) with weight functions (δi , si ), associated with each link ei , (ei ∈ E, 1 ≤ i ≤ |E|), and the length of a
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 (S,A) (S,C) (A,B) (B,X) (C,X) (X,D) (D,T) Delay factor (δ) 1 1 1 1 1 1 1 Size factor (s) 1 3 1 4 1 1 1 Fig. 1. An Example Graph for MMD Transmission and the Associated Delay and Size Factors
 
 path P (v0 , vk ) : v0 →v1 → . . . →vk is computed as P L(v0 , vk ) = δ1 +s1 δ2 +s1 s2 δ3 + . . .+s1 . . . sk−1 δk . Let P (v0 , vk ) : v0 →v1 → . . . →vk be a shortest path from vertex v0 to vertex vk and for any i, 1 ≤ i ≤ k − 1, let P (vi , vk ) : vi →vi+1 → . . . →vk be a subpath of P from vertex vi to vertex vk . Then P (vi , vk ) is a shortest path from vi to vk , 1 ≤ i ≤ k. The proof of the lemmas and theorems in this paper are omitted for space considerations. The proofs may be found in [13]. 4.2
 
 Path Problem in Multimedia Data Transmission with No Reduction in Size
 
 In this subsection, we consider a special case where the size factor, si , associated with a link ei is greater than or equal to unity for all the links. This implies that the data size will never reduce from its original size while passing through a link. The more general case where the size factor, si , does not have any such restriction (i.e., si is allowed to be less than unity) will be considered in the next subsection. Beacuse of lemma 3 and the fact si ≥ 1, δi ≥ 0, we can apply a modified version of Dijkstra’s algorithm to solve the shortest path problem in the multimedia data transmission environment. The traditional version of the algorithm starts from the source node and computes the shortest path to other nodes until it finds the shortest path to the destination. In this modified version, we start from the destination node and compute the shortest path from other nodes to the destination nodes until it finds the shortest path from the source to the destination node. The algorithm is given in Figure 2. Theorem 1. If ∀i, j the delay factor δ(i, j) ≥ 0 and the size factor s(i, j) ≥ 1 then the above algorithm correctly computes the shortest path from any node i, 1 ≤ i ≤ n − 1 to the destination node n. Theorem 2. The complexity of the algorithm is O(n2 ).
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 Shortest Path Algorithm for Multimedia Data Transmission Environment Input: The directed graph G = (V, E), (V = {1, 2, . . . , n}), two n × n matrices δ and s, the (i, j)-th entry of the matrices stores the delay factor δ and the size factor s of the link from the node i to node j. If there is no link from the node i to j, both δi,j and si,j is taken to be ∞. Without any loss of generality, we assume that the node 1 is the source node and node n is the destination node. Output: Array D(1, . . . , n), that stores the shortest path length from node i to the destination node n for all i, 1 ≤ i ≤ n. Comments: The algorithm starts from the destination node and in each iteration finds the shortest path from a node i in the graph to the destination node n, 1≤i≤n−1 . begin C := {1, 2, . . . , n − 1}; for i := n − 1 downto 1 do D[i] := δ[i, n] repeat n − 2 times begin v := i ∈ C such that D[i] has the minimum value; C := C \ {v}; for each w ∈ C do D[w] := min(D[w], δ[w, v] + s[w, v]D[v]); end end
 
 Fig. 2. Shortest Path Algorithm for Multimedia Data Transmission Environment
 
 An example graph and the corrsonding result of the execution of the algorithm on the graph is shown in Figure 3 (the source node is 1 and the destination is 6). The shortest path length from the node 1 to node 6 is 5 and the path is v1 → v3 → v4 → v6 . It is well known that if the path length is measured as the sum of the weights on the links, Dijkstra’s algorithm fails to compute the shortest path betwen the source-destination nodes, in case some of the link weights are negative. For exactly the same reason, our modified version of the Dijkstra’s algorithm fails to compute the shortest path if si,j < 1. An example of the case where the above algorithm fails to compute the shortest path is shown in Figure 4. The δi and si values associated with the links of this graph is also given in Figure 4 (a). The result of the execution of the modified Dijkstra algorithm on this graph is shown in Figure 4. At the termination of the algorithm, the shortest path length between the source node S and the destination node T is given as 6 and the path is S → A → X → D → T (δS,A + sS,A δA,X + sS,A sA,X δX,D + sS,A sA,X sX,D δD,T = 1 + 1.2 + 1.1.2 + 1.1.1.1 = 6). However, this result is incorrect because the length of the path S → A → X → B → C → T is δS,A + sS,A δA,X + sS,A sA,X δX,B +
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 Fig. 4. (a) An Example Graph for MMD Transmission and (b) the Corresponding Shortest Path Computation
 
 sS,A sA,X sX,B δB,C + sS,A sA,X sX,B sB,C δC,T = 1 + 1.2 + 1.1.1 + 1.1.(0.25).2 + 1.1.(0.25).1.2 = 5. In this case, the algorithm computes the shortest path length incorrectly, because one of the size factors, sX,B < 1 (sX,B = 0.25). 4.3
 
 Path Problem in Multimedia Data Transmission with Reduction in Size
 
 It was mentioned in the previous section that in this path problem if some size factor si < 1, it has the same effect as a negative weighted link in a traditional shortest path problem. The example given earlier, shows that our version of the Dijktra’s algorithm fails to correctly compute the shortest path from the source to the destination in this situation. In the traditional shortest path problem, where the path length is computed as the sum of the weights on the links of a path, there is a notion of a negative weighted cycle. A cycle is referred to as a negative weighted cycle if the sum of the weights on the links making up the cycle is a negative number. The multimedia data transmission problem that is
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 Delay Factor δ Size Factor s δ1,2 = d1 s1,2 = 1 δ2,3 =  s2,3 = 1/p δ3,2 =  s3,2 = 1/p δ3,4 = d2 s3,4 = 1
 
 Fig. 5. An Example Graph with Negative Weighted Cycle and the Associated Delay and Size Factors
 
 presently under consideration, both the weights (the delay factor δi and size factor si ) associated with a link ei , are non-negative. However, in this problem path length is computed in a different way. In this problem also we have a notion of a negative weighted cycle. The implication of such a negative weighted cycle is that the data size decreases every time it goes around such a cycle in such a way that the total delay is also reduced every time the data goes around such a cycle. An example of such a phenomenon is given next. Consider the graph in Figure 5 with the nodes 1 and 4 being the source and the destination respectively. The nodes 2 and 3 form a loop, as shown in the figure. Now, consider the path 1 → 2 → 3 → 4. This is a no loop path between the nodes 1 and 4. The path length of this path is d1 +1.+1.(1/p).d2 = d1 ++d2 /p. The length of the path from 1 to 4, if it passes through the loop 1, 2, . . . , k times is d1 + (1 + 1/p + . . . + 1/p2k ) + d2 /p2k+1 . Thus the path length increases by ((p + 1)/p2k+2 ) and decreases by ((p2 − 1)/p2k+3 )d2 if the number of times the path goes through the loop increases from k to k + 1. If d2 is much larger than , then the total decrease is much larger than the total increase and as a result if the path goes through the loop one more time, the path length decreases. The situation is similar to the negative weighted cycle problem in the traditional shortest path length. In the path problem for multimedia data transmission environment, we can compute the shortest path between a specified source-destination pair, even with “negative” weights (i.e., with size factor si < 1) on the links, as long as there is no negative weighted cycles in the graph. We use a modified version of the Bellman-Ford algorithm for this purpose. Just like the traditional Bellman-Ford algorithm, we find the shortest path lengths subject to the constraint that paths contain at most one link, then relax the condition on the length of the path and find the shortest path length subject to the constraint that paths contain at most two links and so on. Using the same terminology and notations as in [2] we call the shortest path that uses at most h links as the shortest (≤ h) path. Suppose that Dh i denotes the shortest (≤ h) path length from node i to the destination node n, (1 ≤ i ≤ n − 1). Dh n = 0 for all h. The algorithm is given in Figure 6.
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 Shortest Path Algorithm for Multimedia Data Transmission Environment Input: The directed graph G = (V, E), (V = {1, 2, . . . , n}), two n × n matrices δ and s, the (i, j)-th entry of the matices stores the delay factor δ and the size factor s of the link from the node i to node j. If there is no link from the node i to j, both δi,j and si,j is taken to be ∞. Without any loss of generality, we assume that the node 1 is the source node and node n is the destination node. Output: The shortest path length from every node in the graph to the destination node n. Comments: The algorithm starts from the destination node and in each iteration finds the shortest (≤ h) path from a node i in the graph to the destination node n, 1 ≤ i, h ≤ n − 1 . begin for i := 1 to n-1 do D0 i := ∞; for i := 1 to n-1 do D1 i := δ(i, n); for h := 1 to n-2 do for i := 1 to n-1 do Dh+1 i := min1≤j≤n−1 [s(i, j)Dh j + δ(i, j)]; end
 
 Fig. 6. Shortest Path Algorithm for Multimedia Data Transmission Environment
 
 Theorem 3. If the graph G = (V, E) does not contain any negative weighted cycle, then the above algorithm correctly computes the shortest path length from any node i, 1 ≤ i ≤ n − 1 to the destination node n, even when some of the size factors si associated with a link ei is less than 1. Theorem 4. The complexity of the algorithm is O(n3 ). An example of the result of the execution of the algorithm on the graph in Figure 4 is shown in Table 1. 4.4
 
 Mathematical Programming Solution to the Path Problem in Multimedia Data Transmission
 
 In this subsection we show that the shortest path problem for the multimedia data transmission problem can also be solved using mathematical programming techniques. Given a graph G = (V, E) with weights δi and si associated with each link ei ∈ E and two specified vertices s and t, the problem is to find a shortest (or the least weighted) path from s to t. In the mathematical programming formulation of the problem, we associate a binary indicator variable xi,j with each link i, j of the directed graph G = (V, E).
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 Table 1. Shortest Path Computation for the Graph in Figure 4 using modified Bellman-Ford Algorithm Iteration Number 1 2 3 4 5 6
 
 Nodes of the Graph S ∞ ∞ ∞ ∞ 5 5
 
 A ∞ ∞ ∞ 4 4 4
 
 X ∞ 3 2 2 2 2
 
 B ∞ 4 4 4 4 4
 
 C 2 2 2 2 2 2
 
 D 1 1 1 1 1 1
 
 T 0 0 0 0 0 0
 
 By assigning a zero or a one to the variable xi,j the solution indicates whether or not the link i, j is a part of the shortest path from the source to the destination. We also introduce two other variables yi,j and zi,j , (1 ≤ i, j ≤ |V |). By assigning a value to the variable yi,j (resp. zi,j ), the solution indicates how much data is entering (resp. P leaving) the link (i, j). Minimize (i,j)∈E δi,j yi,j subject to the following constraints: P P 1. {j|(i,j)∈E} xi,j − {j|(j,i)∈E} xj,i = ri , ∀i ∈ V ri = 1 if i is the source node, ri = −1 if i is the destination node and ri = 0 if i is any other node. 2. P ys,j = xs,j ∀j ∈ V −P{s} and (s, j) ∈ E, (s is the source node) 3. {j|(i,j)∈E} yi,j − {j|(j,i)∈E} zj,i = 0, ∀i ∈ V − {s, t} 4. zi,j = si,j yi,j , ∀(i, j) ∈ E 5. zi,j ≤ Kxi,j , ∀(i, j) ∈ E where K is a large constant. The first constraint establishes a path from the source to the destination. As data passes through a link (i, j), its size changes by a factor si,j . This is ensured by the constraint (iv). The delay keeps accumulating as the data file passes through various links on its journey from the source to the destination. This aspect is captured by the constraint (iii). The purpose of constraint (v) is to ensure that the variable zi,j does not have a non-zero value when xi,j = 0, i.e., when the the link (i, j) is not a part of the path from the source to the destination. The contribution of the delay factor δi,j associated with the link (i, j) is taken into account in the objective function of the formulation.
 
 5
 
 Conclusion
 
 In this paper we introduced a new class of the shortest path problems. In this class of path problems, the contribution of a link towards the path length depends not only on the weight of the link itself but also on the weights of all the links traversed before traversing the link under consideration. We considered a specific path problem that belong to this new class. This problem is encountered in multimedia data transmission domain. Exploiting an interesting property of the multimedia transmission path problem, we could develop low order polynomial
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 time algorithms for this problem. Additionally, we could solve this problem using mathematical programming techniques. Other path problems that belong to this class are currently under investigation.
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 Abstract. In an adaptive multimedia environment, each of the multimedia substreams (i.e. video, audio and data) has its own distinct quality of service (QoS) requirements (e.g. cell loss rate, delay, jitter, etc.). These requirements constitute a certain QoS level. In contrast to the static approach, each substream declares a preset range of acceptable QoS levels (e.g., high, medium, low) instead of just a single one. This range of QoS levels is defined in a user-defined profile (UDP). In this paper, we suggest a channel borrowing algorithm based on an adaptive QoS platform. In a channel borrowing algorithm, an acceptor cell that has used all its nominal channels can borrow free channels from its neighboring cells (candidate donors) to accommodate new calls. In our suggested algorithm, an acceptor cell can borrow from any neighboring (donor) cell as long as this donor cell has some channels available after satisfying a minimum QoS (minQ) level defined in the UDP. A donor cell assigning QoS levels (to calls under its coverage) higher than the minQ levels defined in the UDP will declare those channels as available for borrowing by other acceptor cells. When a channel is borrowed, several other cells are prohibited from using it due to channel locking. The proposed channel borrowing algorithm differs in the way a free channel is selected from a donor cell to be borrowed by an acceptor cell. The criteria for choosing the free channel include not only the number of free channels but also the QoS levels in the donor cell. The criteria is also extended to include the effect of channel locking on the number of free channels and the QoS levels on the locked cells.
 
 1 Introduction In wireless multimedia networks, admission control is required to reserve resources in advance for calls requiring guaranteed services. In the case of a multimedia call, each of its substreams (i.e. video, audio and data) has its own distinct quality of service (QoS) requirements (e.g. cell loss rate, delay, jitter, etc.). The network attempts to deliver the required QoS by allocating an appropriate amount of resources (e.g., bandwidth, buffers). The negotiated QoS requirements constitute a certain QoS level G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 871-882, 2000 © Springer-Verlag Berlin Heidelberg 2000
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 that remains fixed during the call (static allocation approach). Accordingly, the corresponding allocated resources also remain unchanged. In a previous paper [1], we presented and analyzed an adaptive allocation of resources algorithm based on genetic algorithms. In such an adaptive networking environment, calls can be admitted to the system even if the available bandwidth is not sufficient to satisfy their highest QoS guarantees. To accomplish this, the proposed algorithm will try to degrade the QoS levels of the existing calls in order to free some bandwidth. Each call is considered to have a pre-defined minimum QoS level (minQ) and a maximum QoS level (maxQ) that are defined in a user-defined profile (UDP). The (minQ) level corresponds to the minimum set of QoS requirements that the application is willing to tolerate. On the other hand, the (maxQ) level corresponds to the best QoS requirements a call can obtain whenever the bandwidth is available. In the case of a multimedia call, each of its substreams (i.e. video, audio and data) will have its own QoS level ranging from high to medium to low. For example, one user might be willing to tolerate a low video quality, but requires high audio quality and high speed data service. Such user will be granted an amount of bandwidth that corresponds to its declared minQ level. Whenever there is available bandwidth, the user might obtain an extra amount of bandwidth up to its declared maxQ level. It should be noted that the UDP approach also defines different “grades of service” at different costs that the users can subscribe to. For example, a network provider may choose to offer two grades of services with different cost structures. A subscriber to a premium service will pay high dollar for the call but will be allocated a UDP with the uppermost range of quality levels, whereas a subscriber to an economy service will have a UDP range of qualities that is significantly lower than the premium one. In fig.1 it is shown that when a call is being admitted to the network, it presents its traffic parameters and its declared UDP to the admission controller/scheduler. The admission controller/scheduler will then calculate the required bandwidth according to the traffic parameters presented to it. The calculated bandwidth and the declared UDP are then saved in a database in order to be used by the proposed optimization algorithm. Fig.2 shows an example of the UDP where a call (i) is presenting both the maxQ and the minQ levels to the admission controller/scheduler. All QoS levels between the declared maxQ and minQ are allowed to be assigned to call i. In this example, the maxQ level corresponds to the highest video quality, the highest audio quality and the highest speed for data service. The minQ level corresponds to medium video quality, low audio quality and low speed for data service. Any QoS level between these declared levels are allowed to be allocated to this call i. In this paper, we suggest a channel borrowing algorithm based on the adaptive allocation of resources algorithm described in [1]. In a channel borrowing algorithm, an acceptor cell that has used all its nominal channels can borrow free channels from its neighboring cells (candidate donors) to accommodate new calls. In our suggested algorithm, an acceptor cell can borrow from any neighboring (donor) cell as long as this donor cell has some channels available after satisfying the minimum QoS (minQ) level defined in the (UDP). A donor cell assigning QoS levels (to calls under its coverage) higher than the minQ levels defined in the UDP will declare those channels as available for borrowing by other acceptor cells. A channel can be borrowed by a cell if
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 the borrowed channel does not interfere with existing calls. Furthermore, when a channel is borrowed, several other cells are prohibited from using it. This is called channel locking. The number of such cells depends on the cell layout and the type of initial allocation of channels to cells. In contrast to static borrowing, channel borrowing strategies deal with short-term allocation of borrowed channels to cells. Once a call is completed, the borrowed channels are returned to its nominal cell. The proposed channel borrowing algorithm differs in the way a free channel is selected from a donor cell to be borrowed by an acceptor cell. In our suggested algorithm, the criteria for choosing the free channel include not only the number of free channels but also the QoS levels in the donor cell. The criteria is also extended to include the effect of channel locking on the number of free channels and the QoS levels on the locked cells. Throughout the description of the suggested channel borrowing algorithm, we are going to consider the hexagonal planar layout of the cells. A cell cluster is a group of identical cells in which all of the available channels (frequencies) are evenly distributed. The most widely used plan is the N=7 cell cluster [2]-[4] where the number of available channels are distributed evenly among 7 cells, which then repeats itself over and over according to Fig. 3. We are going to consider N=7 throughout the discussion in this paper. retrieved by the Traffic calculated proposed Parameters of B.W. algorithm Call i B.W. Admission controller/ Scheduler
 
 UDP of Call i
 
 UDP
 
 information + UDP database
 
 Fig. 1. Database used by the algorithm
 
 maxQ
 
 minQ
 
 Video Audio Data High High High High High Medium High High Low …. …. …. …. …. …. Medium Medium Low Medium Low Low
 
 Fig. 2. Example of a User-Defined Profile (UDP)
 
 2 Suggested Channel Borrowing Algorithm As opposed to the Borrow from the richest [5] algorithm, the suggested algorithm takes into account the effect of channel locking when choosing a candidate channel for
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 borrowing. Furthermore, the suggested algorithm takes into account not only the number of available channels but also the average QoS level of each candidate cell. This allows the algorithm to try to maximize the average QoS level of the calls existing in the system in addition to minimizing the call blocking probability.
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 Fig. 3. A seven-cell reuse plan
 
 Fig. 4 shows the block diagram of the adaptive allocation of resources algorithm when the channel borrowing algorithm is added. As shown, the algorithm consists of three main modules: genetic algorithm modules I and II in addition to the channel borrowing module III. The reason to use modules I and II is to divide the problem into smaller easier to handle sub-tasks since the search space is too large for a single GA. Module I assigns fair bandwidth allocations to the existing calls; whereas module II maximizes the capacity utilization by assigning any available bandwidth (left over from module I allocations) to the existing calls. Eventually, the system will not force a call to drop unless there is not enough bandwidth to satisfy its minQ level. Module III is added as an important enhancement layer to allow for channel borrowing to take place in such an adaptive QoS environment.
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 Cell Capacity no. of calls (N) (B.W.)
 
 QoS levels from the previous step
 
 B.W. information + UDP database
 
 Genetic Algorithm Module I (N) Fair allocated B.W and the corresponding QoS levels
 
 -1
 
 -1
 
 Module Chooser
 
 Z
 
 Channel Borrowing Module
 
 Z
 
 Genetic Algorithm Module II
 
 (N) Optimum allocated B.W and the corresponding QoS levels (after channel
 
 (N) Optimum allocated B.W and the corresponding
 
 Fig. 4. Block Diagram of the Proposed Adaptive QoS Platform
 
 Module I is triggered whenever a call arrival or departure takes place. The inputs to module I include: (1) the capacity of the system (physical cell capacity), (2) the number of calls (N) after the arrival/departure and (3) the bandwidth information for these calls and their preset UDPs (which are fetched from the database). Furthermore, QoS levels from the previous allocation are also fed back to module I. Module I searches for the QoS levels that correspond to the bandwidth allocation closest to the "fair" bandwidth. The evaluation of the optimization function is based upon the following rules:
 
 Bfair =
 
 Ctot N
 
 (1)
 
 Where Bfair is the fair bandwidth Allocation, and Ctot is the total physical cell capacity. In Eq.2, the calculation of the fair bandwidth is applicable to calls of similar classes (i.e., having the same type of multimedia substreams)
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 For each of the existing call, the following equations are applied: BmodI(i) ∈ Bi(Qi)
 
 (2)
 
 BmodI(i) = minimum(absolute(Bfair - Bi(Qi)))
 
 (3)
 
 BmodI(i) ≤ Bfair
 
 (4)
 
 Where i is the call number, BmodI(i) is the bandwidth requirement corresponding to the output QoS level from module I, Bi(Qi) is the bandwidth requirement corresponding to the QoS level QI, and Bfair is the fair bandwidth. Once the fair allocations are determined by module I, if any of the assigned QoS levels in module I is less than the corresponding minimum QoS level minQ, then this minQ level is assigned to the corresponding call. Then this data is sent to the module chooser for further processing. Fig. 5 shows the module chooser. It starts by calculating the total bandwidth needed by all existing calls if granted the QoS levels assigned by module I. If the total bandwidth exceeds the cell capacity, then module III is triggered to try to borrow some bandwidth from the neighboring cell. Otherwise, module II is triggered to try to take advantage of any bandwidth left over from module I. Module II, on the other hand, is designed to take advantage of any available bandwidth left over from module I. It tries to maximize the link capacity utilization and thus maximizing the QoS levels for the calls In the following section, we are going to describe module III (channel borrowing algorithm) in more details. 2.1 Module III Throughout the description of module III, we are going to consider the cell layout shown in Fig. 6. The cell layout shown is a seven-cell cluster surrounded by a second tier of 11 cells. The total number of cells in this two-tier layout is 19 cells. The cell reuse plan is N=7. Each color in Fig. 6 represents a distinctive set of channel frequencies. The reason for choosing this specific layout is that module III is going to consider the first two tiers of the neighboring cells only. Cell A is the acceptor cell. It is surrounded by two tiers of cells. Cell A can borrow from any of its first tier neighbors (cell 1, cell 2, …, cell 6). Furthermore, it can borrow channels from one and only one neighbor (no multiple donor cells are allowed). Borrowing any number of channels from any of these 6 cells will cause these channels to be locked in another two cells. To illustrate the concept of channel locking, let us assume that cell A is going to choose to borrow a number of free channels from cell 2. This will cause these borrowed channels to be locked in both cells 14 and 17. For this cell layout (N=7), the number of cells affected by channel locking is always 2 cells. We are going to denote
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 these 2 cells as affected_cell1 and affected_cell2. In the suggested channel borrowing algorithm, each cell is required to keep track of the following parameters: (1) The number of available free channels if the existing calls are assigned their minQ levels, (2) the number of available free channels in affected_cell1 if the existing calls are assigned their minQ levels and (3) the number of available free channels in affected_cell2 if the existing calls are assigned their minQ levels. The information regarding the available number of channels in the affected_cell can be collected either periodically or on a need basis (a message sent from the cell to the affected_cell requesting immediate information regarding the number of available free channels).
 
 Start Decision Module
 
 Calculate total B.W. needed by all existing calls in this cell if all are granted the QoS levels assigned in Module I
 
 If calculated B.W. > link ca-
 
 no
 
 Go to Module II (still some bandwidth available
 
 yes Go to Module III (channel borrowing)
 
 End Decision Module Fig. 5. Module Chooser Assuming that Cell A (the acceptor cell) needs Nb number of channels to borrow. The number of channels needed (Nb) should be calculated from the following equation:
 
 Nb = (Btot - Ctot)/Chsize
 
 (5)
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 Where Btot is the total bandwidth needed by existing calls if assigned their minQ level, Ctot is the total physical cell capacity and Chsize is the size of each channel.
 
 Cell 7 Cell 18 Cell 17
 
 Cell 8 Cell 9
 
 Cell 1 Cell 6
 
 Cell 16
 
 Cell 2 Cell A Cell 3
 
 Cell 5 Cell 15
 
 Cell 10
 
 Cell 4 Cell 14
 
 Cell 11 Cell 12
 
 Cell 13
 
 Fig. 6. System Under Study
 
 Cell A will then send a borrow_request message to each of its first tier neighbor cells. Each of the neighboring cells receiving the borrow_request message will calculate the number of available channels (Nav) if its calls are granted their minQ level and compare it to the requested number of channels (Nb). If Nav > Nb , then the cell will send back a negative acknowledge (NACK) message informing the acceptor of the denial of its request. This is shown in Fig. 7 (a). Otherwise, it will send a message to each of the affected cells (due to channel locking) requesting information regarding the number of available channels (Nav(affected_cell)). The information regarding the available channels does not have to be gathered when the borrow_request message is received. As mentioned before, this information can be gathered periodically and kept ready for any borrow_request message. If the returned values Nav(affected_cell) > Nb
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 then this means that the requested number of channels is available for borrowing and that the locked channels (in the affected_cells) are also available. An acknowledgement (ACK) message is then sent back to the acceptor cell. Otherwise, a NACK message is sent back to the acceptor cell denoting that the locked channels will cause some calls to be dropped in the affected_cell. The following routine can be executed by the neighboring cells upon the receipt of a borrow_request message. acceptor
 
 candidate
 
 Borrow_request
 
 acceptor
 
 candidate
 
 Affected_cell
 
 Borrow request
 
 Check_no_channel
 
 NACK
 
 ACK/NACK ACK/NAC
 
 Average_qos,Nav
 
 Average_qos[],Nav[]
 
 (a)
 
 (b)
 
 Fig. 7. Flow of messages between acceptor, candidate and affected cells (a) NavNb
 
 Fig. 7 (b) shows the flow of the messages if there are enough available channels in the neighboring (candidate) cell (Nav > Nb). If the affected cells return an ACK message, this implies that the locked channels due to the borrowing process will not cause any calls to be dropped in these cells. This is due to the fact that when the candidate cell sends a check_no_channel message to any of the affected cells, it will calculate the number of available channels after assigning the minQ levels to the calls existing in this cell. Therefore, immediately afterwards, the candidate cell send an ACK message to the acceptor cell informing it that it can fulfill the borrow_request message. The candidate cell will then wait for each of the affected cells to send a message carrying information regarding the average QoS (average_qos) levels of the existing calls and the number of channels that would be available if the borrowing process is executed (Nav). The average_qos is calculated assuming the borrowing process has been executed. This will give an indication of how the borrowing process affects the QoS levels of the existing calls. In the meantime, the candidate cell will calculate the average QoS levels of its existing calls based on the same criteria. Notice that the candidate cell can calculate the average QoS level while the other affected cells are doing the same thing in parallel. Once all the information is available for the candidate cell, it will send it in a message to the acceptor cell. Once all messages from all the neighboring (candidate) cells are received, the acceptor cell will start processing the information searching for the best candidate cell to become the donor. First, all cells sending back NACK messages are removed from the
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 candidate list. The information of each of the remaining cells in the candidate list include: (1) a vector of average QoS levels of the candidate cell, affected cell 1 and affected cell 2 (average_qos[]), and (2) a vector of available number of channels (Nav). The acceptor cell will use the following equation to calculate the cost of borrowing the requested number of channels from each cell. The cost value of each cell in the current candidate list is denoted by borrow_cost.
 
 borrow _ cos t = (
 
 min( Nav ) max_ channels
 
 −
 
 min( average _ qos )
 
 (6)
 
 )
 
 64
 
 Where max_channels is the maximum number of channels in each of the cells. Note that the value of average_qos ranges from 1 to 64 (1 being the best QoS level, and 64 being the least). Therefore, the value of borrow_cost ranges from -1 to 1. The higher the borrow_cost value, the better is the candidate cell. Therefore, the acceptor cell will choose the one with the highest borrow_cost value.
 
 3 Simulation Results The system under study is shown in Fig. 6. The system consists of an acceptor cell (cell A) surrounded by two tiers of cells. The cell layout is a seven-cell cluster system (N=7). Each cell has a physical capacity of 60,000 ATM cells(packets)/sec. This is equivalent to 25 Mbps. For a 30 Kbps channels, each cell is assigned 848 channels (max_no_channels=848). The dotted line represents a street with high call traffic load. Along the street are cells 15, 5, A, 2 and 9. In our simulation, the traffic load in these cells is characterized by a high traffic load. As shown in the cell layout, each of the following 6 sets represent a group of cells assigned the same set of channel frequencies: (1) cells {1,12,15}, (2) cells {2,14,17}, (3) cells {3,7,16}, (4) cells {4,9,18}, (5) cells {5,8,11}and (6) cells {6,10,13}. Therefore, the no_of_affected_cells=2 (i.e. when one cell is a donor cell, 2 other cells are affected due to channel locking). The traffic load is multimedia traffic. In our simulation, the video component of the multimedia call was obtained using the MPEG-1 coded movie Star Wars as an example of high activity video traffic. Voice and Data substreams were generated according to an exponential distribution. The MPEG-1 coded movie generates a frame sequence of I B B P B B P B B P B B. There are 24 frames per second [6]. This set of data is described in [7]. Each call has an average duration of 5 minutes of movie time. Therefore the movie was actually divided into 24 different calls. To generate three QoS levels for the video substream, we adopted the algorithm described in chapter 2 where the B frames are dropped to obtain a lesser QoS level, then both the B and P frames are dropped to obtain the least video quality. Whereas, the high, medium and low QoS levels for audio were generated by varying the average bit rate of the audio source from 32 to 16 to 8 Kbps, respectively. Similarly, QoS levels for data were generated by varying the data rate from 64 to 32 to 16 Kbps.
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 call blocking versus offered load 12
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 Fig. 8. . Call Blocking versus offerred load Fig. 8 shows the percentage call blocking rate of the system under study versus the percentage offered load. Using the suggested channel borrowing algorithm reduced the call blocking rate of the system. This takes place under an offered load between 40% to 80%. Below 40%, there is no need for using the channel borrowing algorithm as there are enough channel in the system to satisfy at least the minQ levels of the existing calls.
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 Fig. 9. QoS enhancement versus offered load
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 Fig. 9 shows the enhancement in the QoS offered versus the offered load. This curve shows another contribution of the suggested algorithm. Due to the adaptive QoS platform of the suggested system, the suggested channel borrowing algorithm is also able to enhance the QoS level of existing calls. The enhancement starts when the offered load is at 40%. It reaches a peak value of 7.8% at 45% offered load. It then starts to decrease reaching 0% at 78% offered load.
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 Abstract. Interoperability is a most challenging issue in today’s network infrastructures. Especially ATM and IP have to be ever more adaptive and integrative with each other. Additionally, the issue of QoS has not been adequately addressed in today’s available heterogeneous platforms. This paper will be discussing the interoperability of different technologies such as the Internet Protocol (IP) and the Asynchronous Transfer Mode (ATM) in a heterogeneous environment, because they are considered the most important protocols in the near future. Furthermore, this paper will be discussing Classical IP (CLIP), LAN Emulation (LANE) and Multiprotocol-over-ATM (MPOA) solutions concerning the adaptation and integration of IP and ATM and their performance. As a manufacturer-independent company, the WWL Internet AG (WWL) tested different already available solutions of different manufactures and compared the results. WWL regularly evaluates new technologies for ones own better understanding and in order to build up special knowledge to support qualified customers. Following there will be, furthermore, discussed the effectiveness of the integration of IP and ATM and this will be accompanied by test results.
 
 1
 
 Introduction
 
 In the Internet and in other networks, Quality-of-Service (QoS) is the idea that transmission rates, error rates, and other characteristics can be measured, improved, and, to some extent, guaranteed in advance. QoS is of particular concern for the continuous transmission of high-bandwidth video and multimedia information. Transmitting this kind of content dependably is difficult in public networks using ordinary best-effort protocols. QoS refers to the performance guarantees that a network can offer to its users, which in turn determines what the network can be used for. QoS is essential to the current and future markets for telecommunications. Some examples that represent the most rudimentary attempts to provide QoS control can be found in the Internet’s Resource Reservation Setup Protocol (RSVP) and in the ATM world. In the RSVP environment packets passing through a gateway host
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 can be expedited based on policy and reservation criteria arranged in advance. In an ATM network provision is made such that a company or user pre-selects a level of quality in terms of service. QoS can be measured and guaranteed in terms of the average delay at a gateway, the variation in delay in a group of cells, cell losses, and the transmission error rate. Latency, i.e. delay, is one of the basic parameters that determines a network’s QoS. The main question to ask is then how latency and performance affects the Internet protocols? Especially the performance has been tested in this article.
 
 2
 
 Comparison of LANE and MPOA
 
 For the adaptation or integration of IP into ATM, there are different methods existing developed by the ATM-Forum (LANE and MPOA) and IETF (CLIP and Multiprotocol Label Switching). For this paper, LANE and MPOA have been tested compared with CLIP, because they are based on each other, they are in ATM products currently available and support legacy LANs such as Ethernet and Token Ring. LAN Emulation (LANE) is after CLIP the second solution for IP-over-ATM and can be best characterized as a service developed by the ATM Forum that will enable existing LAN applications to be run over an ATM network. In order to do so, this service has to amalgamated the characteristics and behaviors of traditional Ethernet, Token Ring and FDDI networks. Moreover, it has to support a connectionless service as current LAN stations send data without establishing a connection before the operation takes place. Therefore, LANE must support broadcast and multicast traffic such as the kind of traffic allowed over shared media LANs. It has to allow the interconnection of traditional LANs with the amalgamated LAN and at the same time to maintain the MAC address identity associated with each individual device that is attached to a LAN. Finally, it has to protect the vast installed basis of existing LAN applications and enable them to work in the same way as before over an ATM network. This may be put into practise over the OSI layer 2, whereas the LANE technology can be understood as a bridging technology. MPOA clients established VCCs with the MPOA server components in order to forward data packets or to request information. Using these components, the client is able to establish a more direct path. MPOA supports various kinds of routable protocols (IP, IPX, AppleTalk, etc.), integrates existing internetworking protocols (RFC1577, RFC-1483, NHRP, MARS, RSVP) and the IETF and ATM Forum solutions (LANE, P-NNI) into a virtual router environment. Yet actually, MPOA supports only IP and based on LANE, RFC-1483, and NHRP. MPOA is a service with layer 3 internetworking support for hosts attached to ELANs, ATM networks and legacy LANs. Thus, the real premise behind MPOA is to provide and deliver the functionality of a router and to take as much advantage of the underlying ATM network as possible. MPOA works as a virtual router on the OSI layer 3. [1]
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 2.1 TCP/IP-Over-ATM IP is an important protocol used to achieve interoperability in a heterogeneous network. In contrast, the effectiveness of IP in high speed networks is not widely known. There is much doubt about the TCP performance, in particular, as the acknowledgement mechanisms, overhead size and parameter setting are considered to be obstacles. UDP is more appropriate for real-time data streams, but does not have any security mechanisms. The TCP/IP protocol stacks were not designed for high speed performance networks in the first place. Several extensions of TCP protocols have been suggested in order to achieve higher performance over these networks and to improve the performance of connections with a high bandwidth delay. New bandwidth-intensive applications such as multimedia conferencing systems and characteristics of high speed networks have triggered research on advanced transport protocols. Therefore, the discovery of additional error sources is not surprising. Following, the reader will find factors identified by WWL that are responsible for inefficiencies of TCP protocols over ATM: [3] - Send and receive socket buffer size - Network: Maximum Transport Unit (MTU) - Protocol: Maximum Segment Size (MSS) - Transmitter: use of Nagle’s algorithm - Round Trip Time (RTT) - Receiver: delayed acknowledgement mechanisms - Transmitter: Silly Window Syndrome (SWS) - Copy strategy at the socket interface - Network congestion and lost notice 2.2 Scenarios for LANE and MPOA The following ATM devices were used during the tests in order to measure the performance of MPOA and LANE: 1. ATM-Switch Centillion 100 (Bay Networks) with ATM module ATMSpeed MDA MCP, software C100 SpeedView 2.2/3.0.1 2. ATM-Switch Centillion 1600 (Bay Networks) with ATM OC-3 module 155MSMFS, software C1000 7.0(1).2 3. ATM-Switch CS3000 (Newbridge Networks) with ATM155 module (OC-3), VIVID software version 3.0 and system manager 4. VIVID Route Server (Newbridge Networks) with SC Connector and ATM MMF OC-3 155 module, Routing Protocols RIP, OSPF, NHRP and support of IP, IPX, etc. 5. VIVID Orange Ridge (Newbridge Networks) with Ethernet interface 10BASE-T Orange Ridge MMF, and ATM uplink interface.
 
 886
 
 6.
 
 7.
 
 K.-O. Detken
 
 ATM NIC from ForeRunnerLE series with throughput of 155 Mbps, bus architecture PCI 2.0/2.1, 32-Bit, 33 MHz PCI Bus and Windows95/NT 3.51/4.0, NDIS 4.0 und NDIS 5.0 ATM NIC from Olicom Rapid Fire OC-6162: 155 Mbps over MMF (SC Connector), NDIS 3.0 NIC driver
 
 In the first step, the measurement scenarios were defined. In doing so, WWL distinguished between LANE and MPOA tests. LANE was tested without any router as there has been just one Emulated LAN (ELAN) used. This can be considered an optimal way of using LANE, because there is no performance bottleneck. The MPOA scenario was different to LANE, because Logical IP Subnets (LIS) were needed in order to use the forwarding and routing functionality of MPOA. Nonetheless, a direct comparison regarding the effectiveness and the performance was possible, yet it has to be stressed that LANE did not use a router in the test scenario. In order to prevent a falsification of the measurement functionality, switches like Spanning Tree and dynamical routing were not tested. On the other hand, measurements with various packet sizes were carried out to make sure that performance and latency were represented correctly. Fragmentation, a process carried out by bigger packet sizes, influenced the measurements considerably. Typical packet sizes of IP are 576 Byte (Internet), 1500 Byte (Ethernet), and 9180 Byte (CLIP). Centillion 1600
 
 IP: 194.123.150.120 R x T x
 
 OC-3 155 MBit/s
 
 Centillion 100 (LES)
 
 IP: 194.123.150.100
 
 ATM Tx-Rx
 
 Ethernet OC-3 155 MBit/s Tx-Rx R x T x
 
 IP: 194.123.150.130
 
 ATM Ethernet
 
 OC-3 155 MBit/s
 
 Centillion 100 (LEC)
 
 Tx Rx
 
 Tx Rx
 
 InterWatch 95000
 
 Ethernet 10Base-T, 10MBit/s
 
 Ethernet 10Base-T
 
 Fig. 1. LANE test scenario with components of Bay Networks: The BUS allows only unknown addresses to get through and these addresses were used for the measurements. The ARPRequest was not used because terminal equipment was missing at the time the tests were carried out. A problem of the benchmark tests was the sending of a ping. Finally, it was send as continuous broadcast.
 
 LANE was tested by a pure Bay Networks scenario. The Centillion 100 has been configured as LAN Emulation Server (LES), whilst the second Centillion 100 has been configured as LAN Emulation Client (LEC). The Centillion 1600 was used as a backbone switch. In doing so, the Centillion 1600 worked in this scenario as a native ATM switch. LANE functionality is generally only to achieve by using an additional module, yet was not required for the tests.
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 The test device InterWatch 95000 with its ATM OC-3 interfaces was connected to the two Centillion 100 switches. As of the configuration of LES and LEC, the communication between the two has to be directly connected with the switch Centillion 1600 and the InterWatch 95000. The test device was, moreover, connected to the switches of Centillion 100 via Ethernet interfaces in order to produce data traffic and to measure the performance of the Ethernet. Using this scenario, the following tests were carried out: -
 
 Performance Ethernet to Ethernet Performance ATM to ATM BUS performance
 
 The measurement results differed at the very beginning, because the MAC addresses were not known right from the start of the test. A reply message was sent regularly every few minutes in order to briefly inform about the missing address solved this problem. In doing so, the performance of one link can exactly found out. Since none permanent broadcast has been sent, the results showed a better exploitation of the connection and, furthermore, only the real traffic was measured. The author would like to stress that this is a frequent mistake of benchmark tests. VIVID Route Server
 
 OC-3 155 MBit/s VIVID CS3000
 
 VIVID CS3000
 
 ATM SUN Solaris, System Manager
 
 ATM ATM
 
 OC-3 155 MBit/s
 
 OC-3 155 MBit/s
 
 ATM Ethernet VIVID Orange Ridge
 
 VIVID Orange Ridge
 
 10-BaseT, 10 MBit/s
 
 10-BaseT, 10 MBit/s
 
 InterWatch 95000
 
 Fig. 2. MPOA test scenario with components of Newbridge Networks: The MPOA measurements differ to the tests with the Bay Networks equipment and LANE. The Newbridge Networks equipment was used with the VIVID series. Two ATM switches CS3000 were used for the backbone. The Newbridge Orange Ridge edge devices which convert Ethernet frames into ATM cells and the other way around have been used for the MPOA functionality. Furthermore, P-NNI was configured in a way to automatically establish dynamical routing. Newbridge devices work only with LANE version 1.0. Therefore, this software was the only one available in order to establish a heterogeneous network with Newbridge components.
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 During the tests, MPOA operated with its specific parameters. The InterWatch 95000 was similar to the LANE configuration connected via the Ethernet ports to the edge devices VIVID Orange Ridge. Additionally, the test device was connected between the two ATM switches in order to measure the ATM performance. Summarizing, the following measurements have been carried out in performance test Ethernet-toEthernet and ATM-to-ATM. Using this configuration, it was possible to conduct research under the same conditions on the Route Server performance similar to the LANE BUS performance. The test procedure was repeated to gain test results which could be compared for the different methods of LANE and MPOA. [2] 2.3 TCP/IP-Over-ATM Scenario The tests were carried out over a 155 Mbps connection between two separate Pentium -II/350MHz and Pentium-II/266MHz workstations with operating systems Windows98 and Windows NT 4.0. Both clients had an ATM Network Interface Card (NIC) from Fore Systems (ForeRunnerLE155) and also the RapidFire6162 ATM 155 PCI Adapter from Olicom. The central ATM switch was Cabletron’s SmartSwitch2000 with a single ATM module and four OC-3 interfaces. AAL-5 was used for all measurements to encapsulated IP packets. The sender buffer varied between 16-64 kbyte, whilst the receiver buffer was always of the same value. Classical IP (CLIP) was used for the scenario without any routing. Therefore, it was a point-topoint connection between both workstations under optimal conditions. Netperf, developed by Hewlett Packard, was the software used for test-purposes on both clients. It is a benchmark program that to measure the performance of networks. Measurement opportunities for burst traffic and request/response performance are the main tasks of the program. Optional extensions of the software are available. In contrast to the full Netperf version that is only available for Unix operation systems, the used test-version was especially designed for Windows end systems. 2.4 LANE Measurement Results The switch Centillion 100 was started immediately afterwards in order to reactivate LANE. It comes to an interruption of the signalling packets at full load. Therefore, the switch went down, which is not a good feature in real network environment. Yet, in a real situation this will hardly happen as the BUS normally has to forward just the unknown and broadcast packets. After the establishment of the connection, the link is directly existing between LEC to LEC. Therefore, the BUS does not need to have such a performance and is able to work with short bursts. Figure 4 shows the short measurements which increase to 53.000 cells per second and go down again after a few minutes. In the next step, the exploitation was to set at 50% in order to allow a longer operation of the BUS and to measure the unknown packets. Moreover, it was considered a more real environment for a BUS operation. The measurements were stopped after a short residence time.
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 Fig. 3. In order to measure the performance of the Ethernet side, a PING was sent in both directions. In doing so, the measurements could be limited to one port. Furthermore, an exploitation of 100% was adjusted. Figure 3 clearly shows that the throughput of the Frames after a very short time climbs up to 13.500 frames/sec and remains at that level. This figures demonstrate an effective exploitation of 99,4%. Yet, the payload is included and that means you have to add some collisions (27) and the overhead. BUS Performance Measurement 60000
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 Fig. 4. In a next step, the BUS performance on the ATM side was tested. The maximum BUS throughput is approx. 53.000 cells per second. This represents a data rate of 22,4 Mbps. Full duplex was chosen as the full possible data rate plus overhead had been reached. This result has got independence from the data rate and can be hold only approx. one minute.
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 Fig. 5. This figure shows the unknown packet throughput that was responsible for the allocation of the addresses. The unknown packets did not load the BUS as figure 5 illustrates. The BUS sent only 5-6 frames with 0-1 frames overhead.
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 2.5 MPOA Measurement Results The MPOA measurements could not be configured directly together with the InterWatch 95000, because MPOA had not been not implemented at that time. Therefore, the first tests were repeated as they were also valid for MPOA. That means, the encapsulation of the data traffic and the operation was similarly to LANE.
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 Fig. 6. Ethernet-to-Ethernet performance: The measurements showed the same result as the aforementioned with LANE. Changes of the packet sizes from 100 byte to 1000 byte and 64 kbyte did not influence the test results. The explanation to that is the 10 Mbps data rate. The exploitation was 99,4% with 1.100 collisions.
 
 This test has been conducted with more than two subnets in order to force the router to route and to forward the packets. With MPOA the route server established a shortcut connection to directly pass the data traffic from one switch to the other. 27.000 cells as the maximum throughput was measured. This equals a data rate of 11,45 Mbps. The reason for this data rate was the unidirectional connection that was measured. Otherwise the performance was identical with LANE without router integration. In case of a network with different LIS, MPOA this may be very useful.
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 Fig. 7. ATM-to-ATM performance: The second measurement has been conducted with 100% exploitation. After a defined period of time, the route server also had to be restarted, similarly to the BUS at LANE.
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 2.6 TCP/IP-Over-ATM Performance The measurement of TCP/IP-over-ATM was carried out by using various packet sizes in order to represent the effectiveness of IP-over-ATM. The throughput alone was not really interesting, because of the different bottlenecks that were already mentioned before. The fluctuations and throughput breaks were more important. Classical IP (CLIP) has been used for this measurements point-to-point, because of the highest effectiveness. The test phase had a time duration of 60 seconds for each measurement via Netperf.
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 Fig. 8. IP-over-ATM, 576 byte: This figure shows the TCP/IP measurements with a packet size of 576 byte via CLIP. The buffer varies from 15-64 kbyte. The packet size of 576 byte represents a normal datagram in the Internet environment. Figure 8 demonstrates the effectiveness of the achieved throughput during a normal point-to-point session with minimal overhead. By the less datagram size the effectiveness went down to approx. 35 Mbps.
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 Fig. 9. IP-over-ATM, 1500 byte: Additional breaks and interruptions happened with small and big packet sizes. The MTU of 1.500 byte required a fragmentation of the packets and this has to be considered the reason for it. If the fragmentation was increased the performance went down. Figure 9 shows a differing result. In this case, the packet size was 1.500 byte which allows higher data rates then before. The results are only limited to approx. 60 Mbps. The measurements show some fluctuations, because of the different buffer sizes, which was used.
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 Fig. 10. Fluctuations happened, especially at a buffer size of 55 kbyte. The best results were achieved at 40 and 65 kbyte. A fundamentally improved performance was achieved with a packet size of 9.180 byte. The throughput increased up to 80 Mbps. Fluctuations happened, again (especially on less buffer sizes), like during the other measurements. The small fragmentation of the packets has to be considered the reason as the MTU size was 9.180 byte.
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 Fig. 11. IP-over-ATM, 65 kbyte: IP-over-ATM, 9180 byte: For the last measurement a packet size of 65 kbyte was chosen. It triggered several fluctuations as figure 11 shows. At first the throughput went down to approx. 5 Mbps. This performance has to be considered poor and was not efficient enough to be used in practice. Otherwise this results show the best data rates till 100 Mbps. Concluding, the big packets are useful for data networks with big buffer sizes and the maximum transport unit (MTU) is responsible for an effective data throughput.
 
 The NIC RapidFire6162 from Olicom together with the LE155 from Fore Systems have been an efficient throughput and high Switched Virtual Circuit (SVC) performance. The LE155 has been also an active processor for direct traffic support without influence the CPU of the workstation. Both NICs need 128 Mbyte for a efficient operating. Additionally, both cards support in MPOA mode different service classes as Constant Bit Rate (CBR), Variable Bit Rate (VBR), and Unspecified Bit Rate (UBR). Available Bit Rate (ABR) was only available at the RapidFire6162. But, for the support of ABR you need this service inside the ATM switch, which was not integrated in every component yet.
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 Conclusions
 
 There are basically three fundamental elements needed for a successful QoS implementation. At first, QoS within a single network element (for example, queuing, scheduling, and traffic shaping tools). Second, QoS signalling techniques for coordinating QoS from end-to-end between network elements. And third, QoS policy, management, and accounting functions to control and administer end-to-end traffic across a network. Three basic levels of end-to-end QoS can be provided today: a)
 
 Best-effort service – also known as lack of QoS, best-effort service is basic connectivity with no guarantees. b) Differentiated service (statistical QoS) – some traffic is treated better than the rest. This is a statistical preference, not a hard and fast guarantee. c) Guaranteed service (guaranteed QoS) – an absolute reservation of network resources for specific traffic. The type of service that is needed depends on the application or problem the user is trying to overcome. There are applications where a best-effort service may be sufficient. There are also problems such as real-time control over a network where the guaranteed service is absolutely necessary. It may also happen that a best-effort customer will migrate to differentiated service and then to guaranteed service. In many applications there may exist an upgrade path from the technology needed to provide differentiated services to that needed to provide guaranteed services. Network performance is influence e.g. by traffic offered and thus network performace should be taken as a random variable and has been analysed from this point of view in this article. LANE is a very stable standard and simply to configure. The components of Bay Networks showed a reliable and efficient performance. If there was no router bottleneck, LANE had the same performance as MPOA, because of the direct connections between the two LECs provided the BUS found the correct addresses. If there was a router in the LAN, MPOA was necessary. As LANE version 1.0 supports only Unspecified Bit Rates (UBR) no Quality-of-Service parameter could be used. MPOA will solve this problem, because the version 1.1 will support service classes. The missing standard conformity in software 3.0 of the VIVID components limited the possibility of using all defined functionality of MPOA. Only the Next-Hop Resolution Protocol (NHRP) and LANEv1.0 were supported. Additionally the edge device Orange Ridge had only one ATM uplink that did not allow redundant connections. The management software was not easy to install and only available for Solaris 2.5.0. Newer Solaris-versions were not supported. Furthermore, the series of VIVID used a propriety protocol for the management with the name Control Packet Switching System (CPSS). Other components and devices by other manufactures were not supported and could not even be recognized by the management software. Summarizing, the VIVID components were highly reliable and showed a good performance. TCP has been extended and further developed for better and more efficient mechanisms in high-speed networks. Yet in practice, TCP quite often does not have the op-
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 timal throughput. Several parameters, devices and mechanisms were responsible for this effect. This caused fluctuations and delays during the transmission of data traffic. Mainly TCP’s own mechanisms were responsible for the small throughput such as acknowledgements, small window sizes and sequence number overloads. Additionally, the performance of the ATM boards and the end stations were important. The adapter boards from Fore Systems and Olicom showed only a maximum throughput of approx. 100 Mbps, if you use CLIP. Earlier measurements conducted in some European projects (e.g. European Information Exchange Services – EIES) got values of 117 Mbps at LANE and 134 Mbps at CLIP with high buffers and two Sun Solaris workstations. Therefore, there are three main issues regarding latency in Internet protocols, which are able to improve the performance: 1.
 
 The default “window size” in many TCP/IP protocol implementations acts as a bottleneck on communications over high-latency links. On many implementations, the standard window prevents sending enough data to fill a high-latency connection.
 
 2.
 
 TCP includes two essential congestion control mechanisms called “slow start” and “congestion avoidance”. These mean that all Internet connections (such as viewing web pages and sending e-mail) start out at lower bandwidth and then throttle up to higher speed if no congestion is encountered. The problem is that each cycle of speed increase requires a full round-trip communication between sender and receiver, and dozens of such round-trips can be necessary to reach the full potential of a link.
 
 3.
 
 There are research efforts to look at increasing the performance of TCP by tricking the connection on the other side into believing it is communicating over a low-latency link. Unfortunately, these schemes fundamentally alter the semantics of TCP communications, introducing the possibility of data corruption. Moreover, they are incompatible with the IP security protocols (IPsec), which promise to bring an unprecedented and badly needed degree of security to the Internet
 
 In order to implement IP-over-ATM effectively, it is necessary to assign enough time to the configuration of the participating devices and software. ATM is a new technology which considerably extents the usable bandwidth with regard to QoS parameters. Nowadays, workstations are designed for work in traditional networks such as Ethernet or Token Ring. These deadlocks must be compensated in order to use efficiently IP-over-ATM.
 
 References 1. Detken, K.-O.: Interworking in heterogeneous environment: Multiprotocol over ATM (MPOA); European conference Interworking98; Ottawa 1998 2. Detken, K.-O.: ATM Handbook; publishing house Hüthig; Heidelberg 1999 3. Detken, K.-O.: ATM in TCP/IP environment: adaptations and effectiveness; European conference ATM Traffic Symposium; Mykonos 1997
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 Introduction
 
 ATM and MPEG2 are key technologies for the deployment of high-quality networked video services in the present multimedia communications scenario. The use of MPEG2 allows economies in transmission bandwidth while providing a high-quality service. The video compression algorithm reduces the number of bits necessary to represent the video sequences by exploiting spatial and temporal redundancy. However, because redundancy of sequences is variable, constant quality is only obtained if this number of bits is not restricted to a given value. Transmission of constant quality compressed video streams and therefore variable bit rate streams, is possible in broadband networks using the Asynchronous Transfer Mode. Traditional transmission channels offer only constant bit rate connections which either leads to an inefficient bandwidth utilisation or to varying picture quality. For the compression of video sequences, high-activity scenes will require more bits to achieve the same quality level as low-activity scenes. Also, within the same scene, some pictures will present more motion than others. Although more frequent, these fast-rate intra-scene variations present smaller fluctuations compared to the less frequent inter-scene variations. These time-varying requirements allied to the objective of efficient network usage calls upon the use of VBR channels. However, the use of VBR connections is not by itself an assurance that the requirements of the bit stream will be satisfied for the whole duration of the call together with an efficient usage of network bandwidth. Traffic parameters chosen at connection setup to closely match the initial characteristics of the video, may no longer be suitable after a scene change. A dynamic UPC with adjustable renegotiable parameters is able to contribute to a more efficient use of bandwidth while meeting the requirements imposed by the low-frequency bit rate variations. Because the renegotiation process imposes a rather significant overhead to the network and because there is a latency in the response from the network, the renegotiation frequency should be kept as small as possible. It should only be triggered if the currently available bandwidth is not sufficient to guarantee the minimum target quality for all sources. Also, It should only be allowed at specified regular intervals. On the other hand, it should be controlled through the use of network feedback information. In this paper we propose to implement this control by using the explicit rate and congestion indication mechanisms specified in the ATM ABR service class. To deal with the intra-scene variations we use the statistical multiplexer which aggregates a collection of VBR video sources and dynamically assigns bandwidth, in order to satisfy as fair as possible the level of quality indicated by each source. The objective is to obtain increased overall statistical gain while improving the quality of service for an aggregation of video sources.
 
 2
 
 Motivation and Applicability
 
 Statistical multiplexing algorithms have been extensively studied and used to allow savings in overall transmission bandwidth in packet networks. Literature
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 in this field is quite representative of the work already developed [2] . . . [7]. More recently, researchers have started to study the potential gain, both in effective bandwidth and quality improvement, in the transmission of video signals over packet networks using adjustable UPC and traffic parameters renegotiation [8] . . . [13]. However the effects of using the two techniques combined have not yet been sufficiently explored. In [14], [15] and [16], the authors present approaches and results which demonstrate the benefits of multiplexing a set of video sources together with renegotiation of the traffic parameters of a single network connection for the aggregate stream. In our work we try to jointly explore the benefits of performing statistical multiplexing at the user level and dynamic adjustable UPC based on the following premises: 1. independent video sources are highly uncorrelated; 2. constant quality of compressed video is only possible with VBR; 3. constant quality compressed video presents two types of rate variability: lowamplitude/high-frequency intra-scene variations and high-amplitude/low-frequency inter-scene variations (respectively short-term and long-term in [2]); 4. renegotiation of traffic parameters provides a way of matching more closely the application requirements, but it imposes significant overhead to the network and consequent latency in the response of the network to those requests; 5. the same user can combine in a single ATM connection one or more video channels and share at his will the overall requested bandwidth while having to control one single network access unit; 6. a reduction in the number of renegotiation requests reduces the blocking probability of the network (or improves the network performance). Of great importance is the existence of aplications which may actually benefit from the use of the proposed approaches. We believe there are areas of potential application for the combined use of statistical multiplexing and dynamic renegotiation of traffic parameters, such as: – in TV broadcasting, a supplier of TV programmes may use an ATM network as the backbone between a National Studio Centre and National terrestrial transmitters. It may hire a single channel and send through it 2 or more
 
 Fig. 1. Example of an application scenario
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 TV programmes. The bandwidth it negotiates for with the network is dynamically shared among those programmes according to the user allocation bandwidth algorithm. The TV supplier has thus the freedom to choose and change at his own will the combination and number of simultaneous programmes and the distribution of bandwidth. Some work in this field was already developed in the ACTS project ATLANTIC [3]; – in TV studio production: journalists, editing producers, archivists siting at workstations interconnected by a local ATM network, access a/v material stored in networked distributed servers. Each user requests a single VBR connection and has a single connection manager runing locally in his machine. That single VBR channel is then shared dynamically by different video and audio sources. For example, a journalist when preparing the skeleton of his article will most certainly have to access a great number of different video and audio sources in a non-linear, non-sequential way. His local connection manager, comprising a statistical multiplexer and dynamic UPC manager will ensure that the required bandwidth to perform the desired operations will be available (if granted by the network) and shared in the best possible way. TV studio operations similar to these ones have already been experimentally implemented in the ACTS project ATLANTIC and in the framework of a Portuguese funded research project VIDION [4]; – in infotainment applications where users combine and interact with distinct video sources and other types of media, in a completely unstructured way; – a supplier of VoD services, using an ATM backbone to interconnect remote islands of users to the central server where films are stored and accessed.
 
 3 3.1
 
 Description of the Experiments Overview
 
 The generic system concept is depicted in figure 2. All modules in our system implement closed-loop control algorithms, in the sense that they all react to information they receive from other modules. The statistical multiplexer implements a dual closed-loop bandwith allocation algorithm which reacts to requests from the sources and to feedback information from the global dynamic UPC. Likewise, the UPC managers use a dual closed-loop parameters adjustment algorithm. The elementary UPC interacts with the real-time VBR video encoder and with the statistical multiplexer. The global UPC manager interacts with the network, receiving feedback information regarding network resources availability and with the statistical multiplexer. Real-time VBR video encoders also use a closed-loop rate control mechanism to increase or decrease the rate of generation of bits. The rate adaptation is performed by modifying accordingly the values of the quantisation step sizes. Each real-time video source is VBR encoded and can be either an on-line (encoded on-line as it is being transmitted) or off-line (pre-encoded and stored material) video source. Our experiments have been restricted to the off-line case.
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 Fig. 2. Conceptual architecture of the system
 
 Applications connect themselves to the system via their application manager, by suplying quality of service parameters from the user prespective: target picture quality (TPQ), minimum picture quality (MPQ) and service type (ST). With these parameters and a sample analysis of the bitstream to extract associated peak and mean bit rates, the application manager conveniently selects the parameters of the elementary UPC and passes the bit rate information and the user MPQ, TPQ and ST parameters to the statistical multiplexer. This entity estimates necessary values of peak and mean bit rates to allow the transmission of the aggregate traffic from all active sources. It passes this information to the user-to-network interface module, which then calculates the appropriate parameters of a global UPC capable of monitoring the aggregate traffic. It also specifies the ATM QoS and traffic parameters to request an ATM channel adequate to support the transmission of the multiplexed stream. 3.2
 
 Elementary Application Managers
 
 The application manager of off-line video sources extracts from the stored data, information concerning bit rates and service type. This information is directly used to select the parameters that better match the characteristics of the source. For on-line sources, there can be two alternative methods to obtain the same information: manually, through the intervention of a human, who supplies the desired user QoS parameters and bit rate information; automatically, with the application manager analysing a sample number of frames of the video source and using a parameterised set of values for the objective picture quality. Once the desired user QoS and bit rates are specified, the parameters for a flow rate monitoring mechanism are calculated by the application manager. This momitoring is performed by an elementary dual Leaky Bucket mechanism the way as proposed by the ATM FORUM [1]. It comprises two LB, each one implemented through a finite-capacity buffer, the token buffer, with defined sizes and drain rates, B and R, according to the desired peak and sustainable rates, length of bursts and spacing between bursts. One of the LBs monitors the peak
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 rate with parameters Rp and Bp and, the other monitors the sustainable rate with parameters Rs and Bs . The values of the LBs parameters are related with the traffic parameters in the following way: Rp = P CR Rs = SCR M BS = Rp /T
 
 Bp = 1 Bs = Rp ∗ T − bh i 1 −Ts ,ts ) M BS = 1 + int min(T Ts −T
 
 b: number of tokens drained from the token buffer Bs in a frame period T; T1 : minimum spacing that bursts of size equal to MBS must observe to be in conformance; ts : burst tolerance. The dual LB constraints the source such that its maximum and average bit rates do not exceed the negotiated PCR and SCR and that the length of bursts (number of consecutive cells transmitted with the minimum inter-cell spacing Tp = 1/Rp ) does not exceed M BS = (Rp × Bs )/(Rp − Rs ) . The token buffers, initially set to their capacity Bp or Bs , are continuously drained at a constant rate Rp or Rs and filled at the rate of submission of cells to the network. A cell may only be submitted to the network if it is able to add a token into the token buffer. If the buffer is full, the cell is not in conformance with the UPC and therefore should not be transmitted. The traffic parameters PCR, SCR and MBS are continuously evaluated for each GOP and their values set to: P CR = bit rate of the largest picture in GOP SCR = (1 − k) × Ravg + k × P CR with 0 < k < 1 Ravg = weighted sum of bit rates of all but the largest f rame in the GOP If significant changes are detected, the application manager requests a modification in the allocation of bandwidth to the statistical multiplexer. We have performed experiments for stored video using accompanying metadata files with the following information: average and peak bit rates for each scene, initial and ending times of each scene (or the period during which the previous values are valid), frame period GOP structure and target picture quality. If this metadata is not available, the application manager must calculate them throughout the session lifetime or completely at connection set up. 3.3
 
 Statistical Multiplexer
 
 Statistical multiplexing, the ability of dynamically allocating bandwidth among sources according to picture activity and target quality, is based on the theory that independent video sources are likely to exhibit the same amount of activity simultaneously and therefore, the need for the same amount of bits. Statistical multiplexing aims at providing better channel utilisation and better picture quality accross a number of video sources. The way it proposes to
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 achieve this goal is to dynamically distribute the overall channel bandwidth, assigning variable amounts of bit rates to each source according to their present activity (complexity and motion). Statistical multiplexing has been traditionally applied to the use of a fixed-bandwidth channel by a group of VBR sources [17] and [18] and inside ATM networks to efficiently support a number of different connections (VCs) simultaneously [19] and [20]. To devise a methodology for the estimation of values for aggregate statistical bandwidth and UPC+traffic parameters, we have used traces of MPEG encoded video sequences. Compression video algorithms, such as those described in MPEG standards [21,22], operate on a frame basis and use 3 different picture types: I (Intra), P (Predicted) and B (Bi-directional). Encoded pictures, belonging to one of the 3 possible types, succeed repeatedly in a structured way, the GOP structure. The amount of bits generated at the output of the encoder reflects this structure. Typically, within this GOP structure, I frames require more bits while B frames are those which require less bits. The traces we have used are publicly available by Oliver Rose from the University of Wuerzburg ( ftp-info3.informatik.uni-wuerzburg.de/pub/MPEG). Each encoded sequence presents the following characteristics: 40 000 frames at 25 Hz (T = 40ms) ; 384 × 288 spatial resolution; GOP structure with N=12, M=3 ; VBR encoded, fixed quantisation step sizes of 10, 14 and 18 respectively for I, P and B frames. Different transmission scenarios have been considered: sources transmitted separately both with a fixed set of UPC parameters for the whole stream and using renegotiation; the same, but using a GOP buffer to smooth the elementary bit rate prior to submit the stream to the network; association of different number of sources, considering both GOP-aligned and not-GOP-aligned and using a fixed set of UPC parameters; the same but using renegotiation of UPC parameters. Table 1 presents the elementary sources behaviour in terms of mean and peak bit rates and degree of variablity in those bit rates. Statistics performed at the GOP level assume that each application manager has a buffer of sufficient capacity to be able to send all but the largest picture in the GOP at the SCR. The picture with the highest bit rate observed in the GOP is sent at that maximum rate, the PCR. In table 1, the average bit rate in GOP is calculated using the bit rates of all but the largest picture in the GOP, while the max bit rate in GOP is set to the bit rate of the largest picture. Table 2 characterises the behaviour of aggregate traffics in the same terms as for individual sources. It presents measures for combinations of different number of sources and assuming alignment or not at the GOP level. It also compares the bit rates required by those multiplexed bit streams with the bit rates required by the sum of corresponding individual sources, thus allowing the identification of statistical gain. It can be seen that using the same amount of rate variability as the threshold for initiating a renegotiation of the traffic parameters, the number of requests significantly decreases when 4 or more sources are multiplexed before accesing the network. When sources are not aligned at the GOP level, which we
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 Table 1. Statistics of elementary sources bit rate values (Mbps) frame basis GOP basis sources asterix dino simpsons lambs movie bond starwars termin mTV-2 mTV-1 race ATP-tour soccer sbowl
 
 avg 0.559 0.327 0.588 0.183 0.357 0.608 0.233 0.273 0.615 0.495 0.769 0.547 0.678 0.588
 
 max 3.68 2.00 3.52 3.53 4.31 6.12 3.12 1.99 5.73 6.29 5.06 4.77 4.68 3.52
 
 avg 0.448 0.232 0.487 0.113 0.259 0.474 0.154 0.935 0.512 0.400 0.659 0.425 0.560 0.487
 
 number of variations in bit rate frame basis GOP basis in avg rate in max rate avg of max 25% 50% 25% 50% 25% 50% 1.78 27042 18954 1049 380 338 104 1.38 25886 18496 770 244 179 42 1.70 27185 21238 683 219 275 69 0.95 26058 18360 1050 411 179 47 1.44 28407 26970 1460 729 612 253 2.08 26980 26618 439 126 212 46 1.10 26591 19930 1331 594 219 50 1.99 28663 23322 1321 466 463 92 1.75 28195 26429 1213 505 653 204 1.54 27207 20124 1198 504 596 213 1.98 25335 16256 511 119 272 61 1.89 26827 19433 659 217 263 99 1.98 27269 26752 427 126 273 86 1.70 27185 21238 683 219 275 69
 
 Table 2. Statistics of combined sources on a GOP period basis Average rate Maximum bit Combination bit rate variations avg of max of of sources value 25% 50% peak rate peak rate all Sum 5.42 12794 4858 22.40 57.44 mux A 5.24 22 1 22.87 30.97 NA 6.56 8 1 8.35 14.35 12 Sum 5.06 10142 3799 20.17 54.03 mux A 5.06 31 1 20.17 27.99 NA 5.95 20 1 7.641 13.66 8 Sum 2.82 7838 3116 12.81 37.25 mux A 2.82 247 17 12.81 19.252 NA 3.54 86 3 5.345 11.104 6 Sum 1.95 1846 2500 9.522 25.234 mux A 1.95 247 24 9.522 14.747 NA 2.469 92 7 3.813 8.307 4 Sum 1.587 3938 1570 7.130 1756 mux A 1.587 279 28 7.130 11.287 NA 1.927 145 15 3.295 6.934 2 Sum 0.537 1819 624 3.863 9.8 mux A 0.537 538 98 3.863 8.386 NA 1.038 427 60 2.579 6.549
 
 rate variations 25% 50% 5001 1434 0 0 29 3 4127 1293 3 1 108 7 3032 1008 23 1 144 29 1846 614 40 1 218 32 1392 1518 62 3 165 20 517 146 154 15 173 21
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 understand as being the more frequent situation, larger gains in bandwidth are obtained. However, variability in peak rate is more pronounced when sources are aligned at the GOP level. Rate variability is the % of change relative to the values in use. It can be noted that the inclusion of extra sources in the multiplex contributes on average with a reduction of 5% in the number of renegotiation requests. The values of rate variability (in %) used to trigger the renegotiation are 25 and 50 %. The estimation of bandwidth required for the multiplexed stream uses a simple algorithm that assumes sources are not aligned at the GOP level and that a reduction from 10% to 5% of the sum of bit rates is achieved for each new source joining the multiplex (see table 3). These values were obtained in the measures performed with the MPEG traces. The statistical multiplexer continuously performs the bit rate calculations. If significant changes occur and on a n-GOP basis (i. e., every n * 12 picture periods), it requests the dynamic UPC manager to alter the global UPC parameters. In that situation, the UPC manager may initiate with the network, negotiations for a new traffic contract (see subsection 3.4). After receiving a confirmation of the acceptance or rejection of the new traffic parameters, the UPC manager notifies the statistical multiplexer and adjusts its own policing parameters. If the new values were accepted, the statistical multiplexer distributes the bandwidth as requested. Otherwise it re-distributes the available bandwidth based on a fairness criteria, regarding values of bit rate requested and target quality level. If the bandwidth granted is not enough to completely satisfy all requests, the allocation algorithm starts by assuring that the minimum picture quality is maintained in all sources and then distributes the remaining bit rate according to a ratio between bandwidth requested and target picture quality. Fairness allocation bandwidth algorithm. The statistical multiplexer uses a fairness allocation bandwidth algorithm based on the following definitions, measures and operations: X maxi (1) × (1 − k) LBrequested = LBnetwork → bandwidth actually granted by the network maxi (1) → maximum bit rate requested by source i to achieve the target picture quality level QoS(1) maxi (2) → maximum bit rate requested by source i to achieve the minimum picture quality level QoS(2) k → defines the multiplexing gain and depends on the the number of sources in the multiplex. Values for this parameter, obtained experimentally using the mentioned traces are given in table 3 Pseudo code /* assign bandwidth as requested if (LBnetwork >= LBrequested ) for(i = 1; i < numberOf Sources; i++ )
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 maxi assigned = maxi (1); /* applies reduction factor if (LBnetwork < LBrequested ) { reduction1 = (LBnetwork − LBrequested )/LBrequested ; for(i = 1; i < numberOf Sources; i++ ) { /* assign to guarantee QoS(2) if((1−reduction1 )×maxi (1) < maxi (2)) maxi assigned = maxi (2) ; else maxi assigned = (1 − reduction1 ) × maxi (1) ; } P maxi assigned = 0 ; ++ for(i P = 1; i < numberOf Sources; i ) maxi assigned P + = maxi assigned ; while((1 − k) × maxi assigned > LBnetwork ) { P if((1 − k) × maxi assigned > 1.5 × LBnetwork ) ! requestsPrenegotiation to UPC ! maxi assigned − LBnetwork ) / LBnetwork ; reduction2 = ( for(i = 1; i < numberOf Sources; i++ ) { if (maxi assigned > maxi (2)) { if ((1 − reduction2 ) × maxi assigned < maxi (2)) maxi assigned = maxi (2) ; /* assign to guarantee QoS(2) else maxi assigned = (1 − reduction2 ) × maxi assigned ; } } P maxi assigned = 0 ; fP or(i = 1; i < N umberOf Sources; i++ ) maxi assigned + = maxi assigned ; } } The set of calculations and operations are indicated for the distribution of the peak bit rate of the aggregate connection. The case we are considering, assumes that each elementary source, if transmitted isolated, would pass through a GOPbuffer before accessing the network and would have a peak rate set to the bit rate of the largest frame in the GOP. 3.4
 
 Dynamic Renegotiable UPC
 
 In ATM networks, the establishment of a new connection must be preceeded by the negotiation of a service contract between the new application and the network. The contract must identify the ATM service attributes requested from the network, through specification of traffic parameters (PCR, CDVT, SCR and MBS) and QoS parameters (peak-to-peak CDV, max CTD and CLR).
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 Table 3. Experimental values for multiplexing gain Number of sources
 
 k
 
 2 4 6 8 12
 
 0.30 0.50 0.60 0.70 0.75
 
 Once the connection is accepted, the network will provide the requested QoS for those cells that conform to the negotiated traffic values. If the user violates this traffic contract, the network no longer has the responsibility of maintaining the agreed QoS. It is therefore the interest of the user, to ensure that all cells submitted to the network do not exceed the negotiated values. Conformance of the flow submitted to the network is monitored by an UPC mechanism implemented through a dual Leaky Bucket algorithm (see section 3.2). The global UPC manager sets its parameters according to the request sent by the statistical multiplexer. At connection set up, it negotiates with the network a traffic contract specifying the ATM traffic parameters PCR, SCR and MBS for the aggregate stream and selecting the specified QoS class 2. This specified QoS class supports a QoS that meets the performance requirements of the ATM service class suitable for real-time VBR video and audio applications [1]. Formulas for calculating the traffic parameters have already been presented in section 3.2. For each GOP period, consisting of 12 frame periods, the PCR is used during a frame period and the SCR during the rest of the GOP. This way there is a constant spacing of 11 frame periods between bursts. The values of the UPC are therefore calculated in order to match the requirements of the multiplexed stream as indicated by the statistical multiplexer. When a request for altering those parameters is received, the dynamic UPC before actually updating them, interrogates the network about the availability of resources. Our approach to implement the interaction between the dynamic UPC and the ATM network is to use RM cells in a similar way as specified for the ABR service category [1]. The network access interface of the multiplexed source sends to the network RM cells with the indication of target bit rates. There are no values specified for the transmission frequency of those cells but typically, reported implementations send one RM cell for each group of 32 or 48 service cells. In response, the network sends feedback information in backward RM cells. This feedback consists of information about network bandwidth availability and state of congestion and can be explicitly stated in the fields Explicit Rate, Congestion Indication and No Increase of backward RM cells. The ER field of forward RM cells is used by the source to specify the target bit rate (the PCR). This value may be reduced by any network element while the cell is travelling from source to destination and again back to the source. Its final value when reaching the source dictates the highest rate that may be used by the source. RM cells can be
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 of two types: in-rate or out-of-rate cells. The first type is included in the bit rate allocated to the connection, while the later is not. Out-of-rate forward RM cells are not taken into account to compute the source rate, but they may not be sent at a rate greater than 10 cells/s (the TCR, Tagged Cell Rate). As we propose to restrict the renegotiation frequency to once every n× GOP this rate of RM cells may prove to be acceptable. It is not possible however to report results in this field, namely of performance and feasibility of the proposed method and network blocking probability to renegotiation requests, because experiments have not yet been performed. It is however the intention of the authors to proceed the work in this direction.
 
 4
 
 Results and Further Work
 
 We have evaluated our experimental system using traces of pre-encoded MPEG sequences. We have thus only implemented and off-line experiment of our proposed methodology, where the entire bitstreams to be submitted to the network were known in advance. Although having an argueably restricted field of application, this experience has revealed itself very important: - it provided a way of evaluating the effectiveness of the proposed system: - it provided valuable information to infere the methodology to use with on-line cases, where video sequences are being real-time encoded as they are being submitted to the ATM network. We are developing an API in Java to provide applications the kind of functionality we have described for the elementary application managers combined with the dynamic renegotiation of UPC parameters. Presently, this API provides only basic functionality for native ATM applications to request an ATM connection and specify ATM QoS and traffic parameters. In our premises at INESC, we have installed a 155 Mbit/s private ATM network with two FORE switches and a number of end stations equipped with 25 and 155 Mbit/s Fore ATM NICs. Using this infrastructure, we have set up a platform to test several TV studio applications developed within the framework of already mentioned research projects [3] and [4]. The platform allows the experimentation of the application scenario TV studio pre and post-production, described in section 2. This scenario involves both pre-encoded material, thus the off-line case, as well as on-line real-time encoded sources. Our work will evolve towards the experimentation of the on-line case. For that matter we will use, once finalised, the full-featured API for native-ATM QoS-aware applications within the TV studio applications scenario. We will also produce experiments to further investigate the feasibility of using VBR/CBR service class combined with RM cells. The results we have obtained so far can be extracted from tables 1 and 2. They show us that it is possible to obtain statistical gain ranging from nearly 75% to 15% for the same picture quality objectives, depending on the number of sources being multiplexed. Also, that the frequency of renegotiation, initiated by
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 the occurrence of the same amount of bit rate variation, is significantly smaller when sources access the network in a multiplex rather than individually.
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 Abstract. CDMA has been proven to be one of the promising mainstream multiaccessing techniques in the third-generation mobile system. In this paper, we fully investigated the performance of a CDMA system which supports the data users. In the proposed algorithm[1][2], data user’s burst admission is permitted based on the load situation of the system. Performance measures obtained included the system capacity, ISR limitation and the constraint set between the load of the system and the allowed maximum data rate. Based on the numerical results, we see the feasibility of integrated services supported in the CDMA system, where the burst admission is available, and what kinds of data services can be supported over the coverage area.
 
 1
 
 Introduction
 
 Code Division Multiple Access (CDMA) has been a mainstream access technique in the third-generation mobile cellular system,[1][2]. The CDMA techniques have been reported to offer attractions such as high link capacity, more efficient spectral utilization, soft capacity and anti-multipath shadow fading[3][4]. In the future CDMA systems, a good variety of narrow-band and wide-band applications is expected to be supported in the same system with sharing the same spreading spectrum. In this paper, we use the “equivalent load” to address the issues about providing data transmission in the CDMA cellular system shown in Fig.1. When the system wants to support the data rate services, the challenge is to design an admission control mechanism and estimate the impact of shadow fading on the data transmission in order to achieve efficient reuse of bandwidth and allow more users to obtain high data services without affecting the Eb /N0 for the other different services. Based on the algorithm, where the burst admission is allowed in the coverage area, we investigate how to control the data rate and give the complete and detailed numerical results, especially provide the numerical results about the forward link and its optimization of the distance-based power control scheme. At first, we summarize the analysis of the CDMA system as follows. In a CDMA system, the quality of transmission is susceptible to the wellknown near-far issue. Power control is exercised to reduce such effects. The work G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 908–919, 2000. c Springer-Verlag Berlin Heidelberg 2000 
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 Fig. 1. A typical example of the reverse and the forward links in standard cellular layout
 
 in this paper is to be done under the assumption of perfect power control[8] in the reverse link and the distance-based power control scheme supported in Refs.[5] and [6] for the forward link. On the forward link, we consider the cellular system model in Fig.1 and the distance-based power control scheme as  τ f or qR ≤ ri ≤ R Pt rRi (1) P (ri ) = Pt q τ f or 0 ≤ ri < qR where ri is the distance from the reference mobile station (MS) to its base station (BS). Pt is the forward link power required to reach those MS’s located at the cell boundary. q is the power control parameter so that any users located at a distance less than qR is assured of receiving a minimum amount of transmitted power. Based on the interference analysis[1][8][9] for the CDMA cellular system, we can easily obtain the mean of the total interference to the desired signal ratio It /S defined with ISR. ISR and variance of it, which is composed of intracellular and intercellular are given by[7] ISR = E[It /S] = E[Iintra /S] + E[Iinter /S] = E[Iintra /S] +
 
 K X
 
 E[I(k, rs )/S]
 
 (2)
 
 k=1
 
 V [It /S] = V [Iinter /S] =
 
 K X k=1
 
 V [I(k, rs )/S]
 
 (3)
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 0
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 0.4
 
 0.6
 
 0.8
 
 1
 
 ri / R
 
 Fig. 2. ISR/N versus distance ri /R with the distance-based power control scheme[9] (τ = 3, σ = 8dB)
 
 where, E[
 
 I(k, rs ) ]=α S
 
 I(k, rs ) ]= V[ S
 
 ZZ
 
 ZZ
 
 rsµ F1 (rs )ρdA
 
 rs2µ (αH1 (rs ) − α2 F1 (rs ))ρdA
 
 h  1 µ √ in  10 ln10 o · log − 2σ 2 F1 (rs ) = exp (σln10/10)2 1 − Q √ rs 10 2σ 2 in  10 h  1 µ √ ln10 o H1 (rs ) = exp (σln10/5)2 1 − Q √ · log − 2σ 2 rs 5 2σ 2 R ∞ y2 where Q(x) = √12π x e− 2 dy, and ρ is the density function of users distributed in the cell. rs = ri /r0 for the reverse link and rs = ri /r2 for the forward link shown in Fig.1. µ is the path loss exponent. σ is the standard deviation of shadow fading. α is the voice activity factor. Power control strategy is not only used for decreasing interference to the other systems, but also for achieving the balance of the forward link user capacity. In the power control strategy used in this paper, it is important issue to choose the power control parameter for the highest possible user capacity and make ISR versus ri /R curves shown in Fig.2 as flat as possible, that means[2][6][9] n o max ISR min (4) 0≤q≤1
 
 0≤ri ≤1
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 Fig. 3. The system capacity, N and the ISR limitation, χ versus shadow fading, σ (W = 1.25M Hz, Rb = 8kbps, µ = 4, α = 3/8)
 
 We must minimize the maximun of Eq.(4), i.e., it is the optimal issue of the forward link power control scheme. Eq.(4) was evaluated numerically for the forward link. The worst case is termed as ’hole’ (Q) shown in Fig.2[6][9] in the presence of shadow fading which is assumed as the Gaussian random variable[1][7]. Outage probability Pout for the reference MS in the analysis of the forward link or Pout for the reference BS in the analysis of the reverese link is defined as the probability that the bit error ratio, BER exceeds the certain level, such as 10−3 for the voice user. Adequate performance (BER ≤ 10−3 ) is achievable on the reverse link with the required (Eb /N0 )v =7 dB and the forward link, 5 dB[3][4]. Gilhousen[8] and Ref.[9] proposed models for estimating the reverse link and forward link capacity, respectively. Pout is given by  N −1 n o  κ − ψk − E[I  X N −1 x inter /S] p Pout = α (1 − α)N −k−1 EQ (5) k V [Iinter /S] k=1   R ∞ y2 W N0 . ψ is the weight coefficient of In Eq.(5), Q(x) = √12π x e− 2 dy. κ = R Eb b v intracellular interference. which is calculated for the reverse and forward links, respectively. Rb is the information rate of the voice user. W is the spread bandwidth of the system. N is the system capacity defined as the maximun number of active users in one cell when the outage probability is equal to 0.01[7][8][9]. So the maximum ISR limitation of the CDMA cellular system, χ is χ = αψ(N − 1) + αη1 N
 
 (6)
 
 where, η1 is the equivalent intercellular interference coefficient according to the calculation of E[Iinter /S]. The numerical results of the CDMA cellular system with the voice users under IS-95-B protocol are depicted in Fig.3.
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 Fig. 4. Burst Admission Control Algorithm
 
 In Section 2, the burst admission control algorithm is explained. The analytical methodologies are provided in Section 3. According to the burst admission control algorithm, we give the numerical results for the system designers in Section 4. Finally, the conclusions are given in Section 5.
 
 2
 
 Burst Admission Control Algorithm
 
 The static analysis[3][10], concluded that the data rate permitted to the users who need data services is a function of its current path loss, shadow fading loss and the current load of the system. Because the load, traffic distribution and the current interference change dynamically due to the user mobility. The static analysis does not capture the relations among the voice users and effects of the data user due to the data user’s burst admission, the user mobility and the load variation. Here, we summarize the burst admission control algorithm[1][2]. In the CDMA cellular system, to provide a smooth migration path to serve burst data traffic, we follow the admission control scheme that accounts for the interference, load and soft-handoff in making the access and QOS in the system, which protects voice isochronous users, but can accommodate peak rate user’s admission as the interference and load on the assignment channel permits. It is important to derive a burst admission control algorithm in order to achieve the sharing of the same channel between the voice and data users, that both services are possible in the system without serious situations of outage probability and throughput occurred in the system. In current CDMA cellular system employing mobile assisted soft handoff, BS provides the mobile with a neighbor list of pilot signal levels[1][2]. MS periodically detects the pilot signal levels and transmits them to its BS. These pilot
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 signal strengths may be used for determining the data user’s admission as shown in Fig.4 which shows each voice user has a unique primary code. Then an active data user is assigned a fundamental code channel on the origination. According to all the pilot signal levels which are related to the interference, the load and the soft-handoff, its BS autonomously dertermines the maximum values of data rate or sets the user to maintain the origination. In particular, the data user will be granted a burst admission only if this burst admission will not affect the original voice users and data users. In the burst admission algorithm, because the reuse in CDMA cellular system is based on the average interference, its calculation is important whether the load and interference-based demand assignment (LIDA)[1][2] and interferencebased channel allocation (ICA)[11] schemes are used in the system. The burst admission from MS contains the data rate and required Eb /N0 . From the system management, the burst admission contains Rmax and the area where the burst admission is allowed in the coverage area. They are important problems for system designers. For this purpose to achieve the most important step 3 of the burst admission control algorithm in Fig.4, we provide detail numerical results for the design of the reverse and forward links, respectively.
 
 3
 
 Analysis of Performance
 
 3.1
 
 Rmax and the Constraint Set
 
 In the CDMA cellular system, let us now consider the interference change when a data user is introduced in the CDMA system. The intracellular and intercellular interference are critical in determining Rmax . The ISR constraint inequality for the reference cell is modified from Eq.(2), using “equivalent load” φ(l) as ISR = E[Iintra /S] + E[Iinter /S] + φ(l) ≤ χ where
 
 
 
 φ(l) =
 
 Eb N0 l /  Eb N0 v /
 
 PGl + PGv +
 
 (7)
 
 
 
 Eb N0 l   Eb N0 v
 
 (8)
 
 φ(l) is the “equivalent load” of one data user. It is considered that an active data user with data rate, Rl and required (Eb /I0 )l consumes φ(l) times greater equivalent resources of voice users if the data user is introduced in the system. In Eq.(8), PGv = W/Rb and PGl = W/Rl . The ISR constraint inequality for the adjacent cell is ISR = E[Iintra /S] + E[Iinter /S] + φ(l)E[Id (r1 , r2 , σ)] ≤ χ
 
 (9)
 
 where, E[Id (r1 , r2 , σ)] is the normalized means of interference ratio between the path losses of r1 and r2 shown in Fig.1. The data transmission is permitted to the users who require the data services depending on the locations of the user and the load of the system. According to
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 Eq.(9), Rmax for the number of the voice users in the reference cell, Nv can be obtained as   Eb E[Id (r1 , r2 , σ)] · PGv + N W Eb   E 0 v − (10) Rmax ≤ Eb  · l b N + η N ) · χ − α(ψN 0 v 1 N l N v 0
 
 0
 
 According to Eqs.(7) and (9), the ISR constraint inequality for the reference cell is Nv ≤
 
 χ − αη1 N − φ(l) αψ
 
 (11)
 
 and the ISR constraint inequality for the adjacent cell becomes Nv ≤
 
 χ − α(ψ + η2 )N − φ(l)E[Id (r1 , r2 , σ)] . α(η1 − η2 )
 
 (12)
 
 where η2 is the equivalent coefficient of total intercellular interference to the nearest adjacent cell, from all cells except for the reference cell as shown in Fig.1 for the reverse and forward links, respectively. 3.2
 
 Reverse Link Assignment Analysis
 
 Based on the standard propagation models[4][6], we obtain  r µ  r  1 1 F1 E[Id (r1 , r2 , σ)] = r2 r2
 
 (13)
 
 and V [Id (r1 , r2 , σ)] as V [Id (r1 , r2 , σ)] = 3.3
 
  r 2µ h 1
 
 r2
 
 H1
 
 r  1
 
 r2
 
 −F1
 
  r i 1
 
 r2
 
 (14)
 
 Forward Link Assignment Analysis
 
 Based on the distance-based power control scheme, the location of the data user is composed of two areas, such as, qR ≤ r1 ≤ R and 0 ≤ r1 < qR, respectively. When the data user is located in qR ≤ r1 ≤ R, we obtain E[Id (r1 , r2 , σ)] as[4][9]  r τ 1 1 E[Id (r1 , r2 , σ)] = rµ F2 (rs ) (15) R qτ s and V [Id (r1 , r2 , σ)] as V [Id (r1 , r2 , σ)] =
 
  r 2τ 1 h i 1 2µ r · H (r ) − F (r ) 2 s 2 s s R q 2τ
 
 (16)
 
 where in Eqs.(15) and (16), the explicit functions of F2 (rs ) and H2 (rs ) are expressed as in  10 h  1 µ  qR τ √ ln10 o F2 (rs ) = exp (σln10/10)2 1 − Q √ · log − 2σ 2 rs r1 10 2σ 2
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 Fig. 5. Nv versus the position of the data user, r1 /R about the reverse link (σ=8 dB, Eb Eb α=3/8, µ=4, ( N )v =7 dB, ( N )l =10 dB) 0 0
 
 and
 
 in  10 h  1 µ  qR τ √ ln10 o H2 (rs ) = exp (σln10/5)2 1 − Q √ · log − 2σ 2 rs r1 5 2σ 2
 
 In the other case, when the data user is located in 0 ≤ r1 < qR, we obtain E[Id (r1 , r2 , σ)] as E[Id (r1 , r2 , σ)] = rsµ F1 (rs )
 
 (17)
 
 h i V [Id (r1 , r2 , σ)] = rs2µ H1 (rs ) − F1 (rs )
 
 (18)
 
 and V [Id (r1 , r2 , σ)] as
 
 For the forward link, we will focus our analysis on the reference MS located at the ’hole’ [5][6][9].
 
 4 4.1
 
 Numerical Results and Discussions System Capacity and χ
 
 Figure 3 shows the system capacity and χ for the CDMA cellular system to various shadow fading environments. In Fig.3, we obtain the CDMA system capacity is equal to 36 users/cell for the reverse link, 38 users/cell under σ = 8dB. According to those results and Eq.(6), we can obtain the ISR limitation of the system as χ = 22.39 for the reverse link and χ = 23.14 for the forward link, respectively. We can also see the situations when σ is changed from 6 dB to 9 dB. The system capacity and χ decrease rapidly for the forward link. That means the effect of the shadow fading is more significant on the forward link, which should be carefully designed and managed.
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 The allowed maximum data rate R max [kbps]
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 Eb Fig. 6. Rmax versus Nv about the reverse link (σ=8 dB, α=3/8, µ=4, ( N )v =7 dB, 0 Eb (N )l =10 dB) 0
 
 4.2
 
 Effects of Burst Admission and Rmax
 
 Figures 5 and 6 show the impact of one high data user’s burst admission on the CDMA system reverse link. Notice that the curves in Fig.5 consist of two portions, i.e., the flat part and the rapid drop part. The first part is where the reference cell constraint dominates. The second part near the cell boundary is where the adjacent cell constraint becomes dominant. According to the figure, the important points are shown at near r1 /R = 0.55, we see if the data user with Rl is located at 0 ≤ r1 /R ≤ 0.55, Nv can be maintained as the same. when the data user is located at 0.55 ≤ r1 /R ≤ 1, the locations of the data user greatly affect the system capacity, then should be managed carefully. From this part, the data services should not be permitted to any users when Rl ≥ 38.4kbps. Based on the results, the high data transmission is available over a fraction of the cell coverage area as shown in Fig.5. It may be desirable to expand the coverage area for the high data transmission or at least to guarantee the minimum data rate. We consider the user located at 0 ≤ r1 /R ≤ 0.55 who is desiring to obtain the data services as shown in Fig.5, where in Fig.6 we investigated Rmax versus the load situation, Nv . It means keeping the value of Nv , we now determine Rmax which may be allowed to any one user located in this area, who want to obtain the correspondent data services. For example, the numerical results show Rmax with the required Eb /N0 = 10dB can reach 90 kbps when Nv =0. When Nv =18, half load of the system, Rmax reaches 35 kbps as σ = 8dB. For the forward link, the reference cell constraint is dominant wherever the burst admission of the data user occurs in the reference cell shown in Fig.7. We also notice that the curves consist of two portions, i.e., the flat part and the smoothly decreasing part. The transmission of each data rate analyzed in this paper is available over whole cell coverage area, but it gives significant effects
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 Fig. 7. Nv based the reference cell constraint versus the position of the data user, Eb Eb r1 /R about the forward link (σ=8 dB, α=3/8, µ=4, ( N )v =5 dB, ( N )l =10 dB, τ = 3, 0 0 q = 0.7)
 
 on the system when the data user is located in rR1 ≥ 0.7. It is also desirable to expand the coverage area for the high data rate transmission. When the user located in rR1 ≥ 0.7 is to obtain high data rate services, the allowed data rate needs to be carefully controlled and managed. When investigate Rmax of the forward link, we assumed the data user is located at the boundary between cells. According to the distance-based power control scheme, its allocated transmitting power is greatest. Rmax was estimated in Fig.8, in which Rmax can reach 70 kbps when Nv =0 and near 30 kbps as the load is in the half of the system for σ = 8dB. When the data user moves from the boundary to its BS, Rmax increases gradually.
 
 5
 
 Conclusion
 
 In this paper, we have proposed a solution employing “equivalent load” to the performance of the CDMA cellular system with the integrated services in IS-95B. Analysis is performed for the case when the burst admission of the data user occurs in the system. Especially, we estimated the characteristics of the forward link under the distance-based power control scheme and its optimal issue. Based on the numerical results, we can obtain our findings as follows: 1) Data users generate significant effects on the system because of its higher required Eb /N0 and its higher data rate, which means with lower processing gain in the same spreading bandwidth. If the data rate or the required Eb /N0 increases, the number of allowable voice users in the system decreases rapidly.
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 Fig. 8. Rmax versus Nv about the forward link when the high rate data user is located Eb Eb at the boundary between cells (σ=8 dB, α=3/8, µ=4, ( N )v =5 dB, ( N )l =10 dB), 0 0 τ = 3, q = 0.7)
 
 2) Based on the analytical results for the reverse and forward links, we suggest Rmax is less than 50 kbps in the reverse link and 100 kbps in the forward link, because the near half area of the cell is not available for the data transmission. 3) For wide band CDMA systems of the third-generation cellular system all over the world in the future, our results can be directly proportional to the times of increased spread bandwidth. 4) The “equivalent load” proposed in this paper makes it possible to analyze various systems with a good variety of lower data rate, lower required Eb /N0 and higher data rate, higher required Eb /N0 . Our studies demonstrate the feasibility of data users introduced in the CDMA cellular system. We have addressed several issues in some depth, such as Rmax studies, admission method and the constraint set of the system. The analytical method depicted in this paper could be easily extended to treat much additional performance works such as outage probability and throughput because the complete formulas have been given in this paper.
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 Abstract. For current cellular networks, two important Quality of Ser-
 
 vice (QoS) measures are the fractions of new and hando calls that are blocked due to unavailability of channels. Based on these QoS measures, we propose a queuing network model with impatient users for hando and new calls in cellular mobile networks. The number of simultaneous calls, that can be supported, is modeled by C identical servers with exponentially distributed session duration for each one of them. Priority is given to handos over new calls. We use for that a Guard Channel policy that reserves a set of CH channels for hando calls, new calls being served at their arrival if there are more than CH available channels. We derive loss probabilities, mean waiting times in the queues, and we show that the Guard Channel policy is optimal for minimizing a linear objective function of the new and hando calls. Simulation results illustrating the behavior of our system are given.
 
 1
 
 Introduction
 
 During the last few years there is a great demand for PCS (Personal Communication Services) which will provide reliable voice and data communications anytime and anywhere. The service area in a PCS network is partitioned into cells. In each cell, a Base Station (BS) is allocated a certain number of channels which is assigned to the mobile terminal MT enabling the MT to communicate with other MT's. As the MT moves from one cell to another, any active call needs to be allocated a channel in the destination cell. This event is called a hando. Allocating radio ressources to users with minimum blocking of new calls and dropping of hando calls has become a vital issue in a mobile communication system design. It is known that dynamic channel allocation schemes can reduce these blocking and dropping probabilities for a reasonable range of loadings [2, 9]. However, allocating channels to every user whenever the sources are available may not be the optimal strategy in term of system performance. The cellular network PCS have to be designed to guarantee the required Quality of Service (QoS) to each service or type of call (call meaning voice or data). Several policies and analysis are proposed in [4, 6] to minimize blocking G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 920-931, 2000  Springer-Verlag Berlin Heidelberg 2000
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 of hando calls. In our paper we investigate a call admission policy which gives priority to hando attempts over new call attempts. In this paper, we assume that the cellular network is homogeneous and thus, we can examine a single network cell in isolation. The radio ports are modeled by C identical servers with exponentially distributed session duration for each one of them. We use a Guard Channel policy that reserves a set of CH channels for hando calls, new calls being served at their arrival if there are more than CH available channels. Cellular networks performance was analysed in [6] using an approach where new and hando calls were assumed to be Poisson arrival Processes. This approach is acceptable for macro cellular networks where a call might request for hando only a few times. In this paper, we propose a Markov Modulated Poisson Process (MMPP) to describe voice handos (VH) arrival process because the arrival rate may depend on the state of the environment. The data Handos (DH) (as les transfer) and new calls (NC) arrive according to two dierent Poisson processes. Two separate nite buer size queues are considered, one for each type of calls (hando or new). The hando calls enter service if there are available channels or join its queue if no idle channels are available and the queue is not full. Otherwise, They are lost. An arriving new call rst checks the servers. It enters service if the number of busy servers is less than C , CH , otherwise it enters the queue if the buer is not full. Both hando and new calls are impatient. That is a hando leaves its queue and will be lost if it fails to get a channel before a Time Out (TO). And, in the same way, if a new user cannot get a channel before the end of the Patience Waiting Time (PWT), it leaves the queue. We derive loss probabilities, mean waiting times in both queues and we show that the Guard Channel policy is optimal for minimizing a linear objective function of the new and hando calls. This paper is organized as follows: the queueing model is precisely de ned in section 2. Loss probabilities and mean waiting time in queues are derived in section 3. In section 4, we show that the Guard Channel policy is optimal for minimizing a linear objective function of the new and hando calls. Simulation results illustrating the behavior of our system are given and discussed in section 4. Finally, we conclude with some remarks in section 5.
 
 2 The model We consider a system with two separate queues for hando and new calls with priority given to hando over new attempts. It is assumed that voice handos arrive according to an MMPP process AV H n with intensity (t) = i  1l[Y(t)=i] at time t where:
 
 X i=1
 
 {
 
 (Y (t)) is an irreducible Markov chain with state space f1,2,...,ng and an in nitesimal generator denoted by Qn;
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 { i ; i = 1::n; are
 
 and
 
 non-negative numbers;
 
 
 
 Y (t) = i 1l[Y (t)=i] = 10 ifotherwise. We suppose that the process of data hando attempts is a Poisson process denoted by ADH with arrival rate DH and that mobile new users generate calls with a Poisson arrival denoted by ANC with intensity NC . The service is provided by C channels with exponentially distributed session duration for each one of them. We use a Guard Channel policy that reserves a set of CH channels for hando calls, new calls being served at their arrival if there are more than CH available channels. The evolution of the system for both new {
 
 out after PWT
 
 i
 
 NC
 
 C-C
 
 H
 
 1
 
 VH DH C
 
 out after TO
 
 Fig. 1.
 
 The Model
 
 and hando trac ow is as follows : - An arriving hando call rst checks the servers. It enters service if one of them is available. Otherwise, it is queued if the buer is not full. A hando in the queue will be lost if it fails to get a channel before a Time Out (TO). - An arriving new call rst checks the servers. It enters service if the number of busy servers is less than C , CH , otherwise it enters its queue if the buer is not full. If a new user cannot get a channel before the end of the Patience Waiting
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 Time (PWT) it will be lost. The Patience Waiting Time (PWT) and the Time Out (TO) are distributed exponentially with mean 1=N and 1=H respectively. The queue buer sizes are nite and denoted by KH for hando trac and KN for new calls. Therefore, the new call generated by the mobile user calls may be lost at two cases: if the coresponding buer is full at its arriving time or if its waiting time is greater than PWT. A hando call may be lost if the corresponding buer is full or if it fails to get a channel before that the TO expires. The system is described by the multidimensional Markov Chain : (XV H (t); XDH (t); XNC (t); S(t); Y (t)) where : { XV H (t) (respectively XDH (t)) is the number of voice Handos (respectively data handos) in their queue at time t respectively, { XNC (t) is the number of new calls at time t in their queue, { S(t) is the number of busy servers at time t, and { Y (t) is the phase of the MMPP representing the state of the environment. In this paper, we analyse our system in the steady state.
 
 3 Performance analysis Let B = f(i; j; k; l; m)=0  i + j  KH ; 0  k  KN ; 0  l  C; 1  m  ng be the state space of the precedent multidimensional Markov Chain and P (i; j; k; l; m) be the stationary probability that the system is in the state (i; j; k; m; n). The P(i; j; k; l; m) ((i; j; k; l; m) 2 B) verify the normalization condition :
 
 X
 
 i;j;k;l;m)2B
 
 P(i; j; k; l; m) = 1
 
 (1)
 
 (
 
 A VH or DH call is lost if the corresponding buer is full or if its waiting time in the queue exceeds a Time Out (TO). The probability that a VH mobile user attempt nds the buer full is given by :
 
 X XK Xn mP (i; j; k; C; m) P~V H = i j K k mX n m m N
 
 + =
 
 H
 
 =0
 
 =1
 
 (2)
 
 m=1
 
 where Y = (1 ; :::; n) is the unique vector probability solution of Y Qn = 0
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 (where Qn is the in nitesimal generator of Y). A DH call nds the buer full upon arrival with probability P~DH given by :
 
 X XK Xn P(i; j; k; C; m) N
 
 P~DH =
 
 i+j =KH k=0 m=1
 
 (3)
 
 If the time out expires before that a hando gets a channel, the call is lost. The loss probability due to time out is given by :
 
 X iH P(i; j; k; l; m) B=i> PV TO = i;j;k;l;mX n ( m m )(1 , P~V H ) 2
 
 (
 
 )
 
 0
 
 (4)
 
 m=1
 
 for the voice handos
 
 X
 
 PDTO =
 
 jH P(i; j; k; l; m) i;j;k;l;m)2B=j>0 DH (1 , P~DH )
 
 (
 
 for the data handos
 
 (5)
 
 So, the total loss probability for voice and data handos is respectively : for the voice handos for the data handos
 
 PV H = P~V H + (1 , P~V H )PV TO
 
 (6)
 
 PDH = P~DH + (1 , P~DH )PDTO
 
 (7)
 
 In the same way, a new call is lost if at its arrival the corresponding buer is full or if its waiting time in the queue exceeds the Patience Waiting Time (PWT). The probability that a NC nds the buer full is given by : P~NC =
 
 XK Xn XC P(i; j; KN ; l; m) H
 
 i+j =0 m=1 l=CH
 
 (8)
 
 The loss probability P~NC due to PWT is given by :
 
 X
 
 P~PWT =
 
 kN P(i; j; k; l; m) i;j;k;l;m)2B=k>0 NC (1 , P~NC )
 
 (
 
 (9)
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 So, the total loss probability for new calls is given by : PNC = P~NC + (1 , P~NC )PPWT
 
 (10)
 
 The mean number of VH in the queue is given by :
 
 X
 
 E(V H) =
 
 i;j;k;l;m)2B
 
 iP(i; j; k; l; m)
 
 (11)
 
 (
 
 In the same way, we obtain the mean number of DH and NC in the queue :
 
 X
 
 E(DH) =
 
 i;j;k;l;m)2B
 
 jP(i; j; k; l; m)
 
 (12)
 
 kP(i; j; k; l; m)
 
 (13)
 
 lP(i; j; k; l; m)
 
 (14)
 
 (
 
 X
 
 E(NC) =
 
 i;j;k;l;m)2B
 
 (
 
 and
 
 X
 
 E(DN) =
 
 i;j;k;l;m)2B
 
 (
 
 The mean waiting time in the queue W , for voice handos, data handos and new calls can be obtained using Little's formula [1]. So, we have :
 
 X
 
 W(V H) = n E(V H) ( m m )(1 , P~V H )
 
 (15)
 
 m=1
 
 W(DH) = and
 
 E(DH) DH (1 , P~DH )
 
 (16)
 
 E(NC) (17) NC (1 , P~NC ) The probabilities P(i; j; k; l; m) are numerically obtained using DNAmaca [5] which provides performance analysis sequence including steady state solution. In section 4, we prove that the Guard Channel policy is an optimal policy. W(NC) =
 
 926
 
 A. Berqia and Noufissa Mikou
 
 4 Optimal Admission Policy In this section, we consider the problem of nding an optimal admission policy that determines the acceptance or rejection of new and hando calls. For the cellular system described in section 3, let S(t) be the Markov chain representing the number of busy channels at time t. If, at steady state, that Markov chain is in state l, the policy consists then to choose an action a(l) in a set A of acceptance/reject actions depending on the state l, as follows : a call will be rejected due to impatience time or if there is no available channel and the buer is full, otherwise it will be accepted. When the system is in state l and action a is chosen, then we incur a cost C (l; a) which will be Lh or Ln according to the action is a hando or a new call reject. Moreover, the next state of the system is chosen according to the transition probabilities Plj (a). Our problem is to nd a policy  over all call admission control policies  such that :  = min  (18) 
 
 X
 
 X
 
 where N ,1 N ,1  = limN !+1 E ( Lh hk + Ln nk) k=0 k=0 E represents the conditional expectation given that the policy  is employed and
 
 the binary mapping hk ,nk describing the actions for each state of the sytem are de ned by :  k'th hando is rejected hk = 10 ifotherwise.
 
  if k'th new call is rejected nk = 10 otherwise.
 
 we need the following :
 
 Lemma 1.
 
 If there exists a bounded function h(l), l=0,1,..., and a constant g
 
 such that :
 
 g + h(l) = min fC (l; a) + a then there exists a stationary policy
 
 1 X j =0
 
 Plj (a)h(j )g; l  0
 
 (19)
 
  such that :
 
 g =  (l) = min  (l) 
 
 (20)
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 For the proof of lemma 2, see [8], page 144. We obtain the following :
 
 Theorem 2. an optimal policy for the problem (18) is a Guard Channel policy. Now, we prove the existence of a bounded function h(l) and a constant g using the following construction: For a discount factor  2 (0; 1) and any policy , we de ne :
 
 X1  C(l ; a )jl0 = l]; l  0 n
 
 V (l) = E [
 
 n=0
 
 n n
 
 (21)
 
 where E represents the conditional expectation given that the policy  is employed and the initial state is l. Let, V (l) = inf V (l) (22) A policy  is said to be -optimal if : V (l) = V (l)8l  0 (23) For the proof of the theorem 2, we use the lemma 1. We denote Vk (l) the optimal cost for the k-stage starting in state l. The -optimal cost function V: (:) for 0  l  C satis es : Vk (l) = h min(Vk,1(l + 1); Lh + Vk,1(l)) +n min(Vk,1(l + 1); Ln + Vk,1(l)) +lVk,1(l , 1) + (C , l)Vk,1(l) Where h = V H + DH and n = NC . We consider that Vk (C + 1) = 1 and Vk (,1) = Vk (0). We de ne: V (l) = N ! lim+1 Vk (l)
 
 (24)
 
 It is shown in [10] that this function is non-decreasing and convex. Moreover, since the state space B of our system de ned in section 3 is nite and the Markov chain induced by the control policy is irreductible, V (l) , V(0) is bounded uniformly according to [8], page 146. Let us de ne : h (l) = V(l) , V (0) (25) to be the -cost of state l relative to state 0. Then, from equations (24) and (25), we obtain :
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 (1 , )V (0) + h (l) = h min(h (l + 1); Lh + h (l)) +n min(h (l + 1); Ln + h(l)) +lh (l , 1) + (C , l)h (l) Now, for some sequence n ! 1: hn converges to a function h(l) and (1 , n)Vn (0) conerges to a constant g, then we obtain that : g + h(l) = h min(h(l + 1); Lh + h(l)) + n min(h(l + 1); Ln + h(l)) + lh(l , 1) + (C , l)h(l) Now, we are able to apply lemma 1 to say that a stationary policy a(l) verifying a(l) =  (l) = min  (l)  
 
 (26)
 
 exists, and to give a:
 
 Proof of Theorem 2 The optimal policy a(l) that satis es (26) is given by :  h(l + 1) , h(l)  Ln a(l) = 10 ifotherwise. Since h(l) is non-decreasing and convex, h(l + 1) , h(l) is non-decreasing in l. Hence, there exist integers i0 and i1 where : and
 
 i0 = inf fl : h(l + 1) , h(l) > Ln g
 
 (27)
 
 i1 = inf fl : h(l + 1) , h(l) > Lh g
 
 (28)
 
 we note that i1 > i0 since Lh > Ln . So, the Guard channel policy that reserves C , i0 channels for hando calls is the optimal policy for our problem.
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 5 Numerical and Simulation results In this section, we present numerical and simulation results. For all experiments we consider C = 18 servers whith exponentially distributed session duration of parameter  = 1. Figures Fig.2 and Fig.3 represent loss probabilities versus Hando and new calls buer size respectively. In both cases, the parameters CH , PWT and TO are respectively 5, 40 and 30. When the buer size increases, we note that the loss probability of both Hando and new calls decreases, and the handos loss probability is lower. Figures Fig.4 and Fig.5 depict loss probabilities of hando Loss probability 3e-05 3 2.5e-05 + VHSIM 3 2e-05 VHNUM + 1.5e-05 3+ 1e-05 5e-06 3 +3 + + 3 3+ 0 40 42 44 46 48 50 buer size Fig. 2.
 
 Loss probability 4.5e-05 3 4e-05 + DHSIM 3 3.5e-05 3e-05 + DHNUM 2.5e-05 2e-05 3+ 1.5e-05 1e-05 + 3 3 5e-06 + + 3 +3 0 40 42 44 46 48 50 buer size
 
 handos loss probabilities vs. buer size, C = 18; CH = 5; P W T = 40; T O = 30
 
 Loss probability 0.00025 0.0002 3 NCSIM 3 + + NCNUM 0.00015 3 0.0001 + + 3 +3 5e-05 3 3+ + 0 40 42 44 46 48 50 buer size Fig. 3.
 
 new call loss probabilities vs. buers size, C = 18; CH = 5; P W T = 40; T O = 30
 
 and new calls versus number of guard channels CH . Loss probability decreases
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 for Hando mobile users when we increase the number of guard channels. The Loss probability of new calls increases when we increase the number of guard channels. In Figures Fig.4 and Fig.5 we see that if we reserve 3 or 4 channels from 18 channels, the Hando loss probability is lower than 10,6 , and the new call loss probability does not exceed the value 10,4. So, we propose to reserve 20% of channels to Handos. The eect of channel reservation on the response times is depicted in Fig.6. Loss probability 0.0001 +3 9e-05 8e-05 VHSIM 3 7e-05 + VHNUM 6e-05 5e-05 3 4e-05 + 3e-05 2e-05 + 3 +3 +3 1e-05 + 3 3+ 0 1 2 3 4 5 6 7 8 guard channels Fig. 4.
 
 Loss probability 0.0001 3 9e-05 + 8e-05 DHSIM 3 7e-05 + DHNUM 6e-05 5e-05 4e-05 3 3e-05 + 2e-05 3 +3 +3 + 1e-05 + 3 3+ 0 1 2 3 4 5 6 7 8 guard channels
 
 handos loss probabilities vs.guard channels,
 
 C = 18; P W T = 40; T O = 30
 
 Loss probability 0.0009 3+ 0.0008 NCSIM 3 0.0007 0.0006 NCNUM + 0.0005 3 0.0004 + 0.0003 0.0002 0.0001 +3 +3 +3 +3 +3 0 1 2 3 4 5 6 7 8 guard channels Fig. 5.
 
 new call loss probabilities vs.guard channels,
 
 C
 
 = 18; P W T = 40; T O = 30
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 response time + 0.3 0.25 HC 3 0.2 NC + 0.15 0.1 3 3 3 +3 3 0.05 + 0+ + 1 1.5 2 2.5 3 3.5 4 4.5 5 guard channels Fig. 6.
 
 6
 
 response time vs. number of guard channels
 
 Conclusion
 
 In this paper, we have considered a Guard channel policy that gives priority to hando over new calls in a cellular mobile network. We show that this policy is optimal for a linear objective function of the new and hando call blocking probabilities. Under this policy, performance for handos are optimal without serious degradation for new calls. Moreover, blocking probabilities and response times for both types of calls are obtained and numerical results show the impact of the buer size and the number of guard channels on the system behaviour. Finally Simulation results are conducted to validate our results. References 1. F. Bacceli and P. Bremaud, Elements of Queueing Theory, Springer Verlag, Series Applications, August 1993. 2. R. Beck and H. Panzer, Strategies for handover and dynamic channel allocation in micro-cellular mobile radio systems, Vehicular Technology Conference, 1989. 3. D. P. Bertsekas, Dynamic Programming : Deterministic and Stochastic models, Prentice Hall, Englewood Clis, NJ, 1987. 4. R. Guerin, Queueing Blocking System with Two Arrival Streams and Guard Channels, IEEE Trans. on Communication, vol. 36, no.2, pp. 153-163, Feb. 1988. 5. W. J. Knottenbelt, DNAmaca: A Generalized Performance Analyser for Timed Transition Systems, Master's Thesis, University of Cape Town, South Africa, 1995. 6. D. W. Mc Millan, Delay Analysis of a Cellular Mobile Priority Queueing System, IEEE/ ACM Trans. on Networking vol. 3, no. 3, pp. 310-319, Jun. 1995. 7. I. Mitrani Prbabilistic Modeling, Cambridge University PRESS 1998. 8. S. Ross, Applied Probability Models with Optimization Applications, Holden-Day, 1970. 9. M. Zhang and T. S. P. Yum, Comparisons of channel assigment startegies in cellular mobile telephone systems, IEEE Transactions on Vehicular Technology, 38(4), November 1989. 10. Jean Walrand, An introduction to queueing networks, Prentice-Hall, Englewood Clis, NH, 1988.
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 Abstract
 
 This paper contributes a new adaptive approach to prevent hando failure due to lack of resources in adjacent cells in a mobile cellular network. Known as the Measurementbased Pre-assignment (MPr) technique, the technique is useful for implementation in micro/pico cellular networks which oers a Quality of Service (QoS) guarantee against call dropping. The technique is fully automated, simple, ecient, robust and generic for implementation. The notable feature is that the technique accepts dierent QoS speci cations for dierent grades of hando calls and ensures that these QoS levels are preserved under changing load conditions. Subject Area: Hando Support, Quality of Service, Cellular Networks
 
 1
 
 Introduction
 
 The event of an un nished call being terminated by the system is known to infuriate users much more compared to a new call that is unable to get through. In fact, one such experience is good enough to nullify any good opinions the user might have on a number of other previous calls that was successfully made. These rude terminations often occur at cell boundaries when a hando request is being made to a cell that has insucient resources. With cell sizes being systematically decreased to promote better frequency reuse which, by the same token, also increases hando events, mechanisms that ensure that the probability of hando dropping events does not exceed a speci ed QoS level is certainly useful to micro-cell wireless networks [1]. To reduce hando failure due to lack of resources in adjacent cells, a basic approach is to reserve resources for handos in each cell. The well-known guard channel (GC) scheme and its variations [2, 3, 4] reserve a xed number of channels in each cell exclusively for handos in a single service environment. Generally, GC schemes are not adaptive to changing load conditions and no QoS guarantee is provided. A recent work [5] has shown that the guard channel scheme is unable to provide fair hando support to dierent service types, since more bandwidth has to be reserved for wide bandwidth calls. A variety of channel allocation strategies have been contributed for multi-service support in mobile networks. Based on multi-dimensional birth-death processes, the author in [5] developed G. Pujolle et al. (Eds.): NETWORKING 2000, LNCS 1815, pp. 932-944, 2000  Springer-Verlag Berlin Heidelberg 2000
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 a framework that is useful for teletrac performance analysis and modelling for a broad class of problems stemming from cellular communication architecture. In [6, 7], two-tier resource allocation schemes for two types of incoming new calls were considered, a narrow-band type and a wide-band type. Complete sharing (CS), complete partitioning (CP), and hybrid allocation were investigated. But both schemes assume that only the narrow-band call can request handos. In [8], resource management for an integrated mobile networks with real-time connections and nonreal-time connections is broken up into two independent issues, namely, class-based wireless call admission control, and bandwidth allocation to admitted connections according to their quality of service requirement. However, non-real-time connections are assumed not to request for hando and real-time connections are assumed to have the same bandwidth requirements. This limits the scope of the models. The schemes surveyed above have focused more on channel allocation as opposed to hando support which is more relevant in this paper. Existing techniques [9]-[17] utilises a combination of motion detection and load status broadcasting (to neighbouring cells) to support multi-service handos. Hando support schemes using motion prediction models can be found in [9, 10, 11]. The shadow cluster concept [12], and its event-based variation [13], exploit the network capability to predict the motion probability of every mobile. The servicing base station must maintain status of each active call, and delivery it to all cells in the shadow cluster, i.e. the cells that the mobile might visit in the future. The eciency of these schemes depends heavily on the accuracy of the network in predicting the potential movement of mobile hosts. The use of load status or number of active channels in neighbouring cells, to a determine local admission thresholds, are found in [15, 14, 17], etc. These schemes create dependencies on neighboring cells for local call admission process, which may not do too well on the issue of robustness, for example, the possible event of a neighbouring cell who are no longer compliant to the information exchange process due to some unforeseen circumstances. Three problems remain unanswered in supporting hando calls in a multi-service environment: 
 
 
 
 
 
 Implementation complexity. Most schemes assume additional function to be performed by the network (e.g. signalling and motion prediction), and require base station to have high computation capability and large buers to store call status or load status in neighbouring cells. The assignment of reserved channels is neglected. Most contributions have been focused on determining the total amount of resources to be reserved for all hando calls. It is not clear which of the reserved channels are for which class of calls. If reserved resources are not distinguished for dierent call classes, wide-band calls will encounter much higher hando dropping probabilities than narrow-band calls, as pointed out in [5] and illustrated later with numerical results. Complicated analytical model. Due to the modelling complexity of the multi-service system, a simple close-form formula to relate the desired QoS with the amount of resource to reserve is currently unavailable.
 
 In this paper, we propose a Measurement Pre-reservation (MPr) scheme for the support of multiservice hando with QoS guarantee on hando dropping. The MPr scheme is adaptive to changing load conditions, changing amount of reserved resources dynamically. The reserved resources for each type of call with dierent QoS requirement is dierentiated. A close-form solution relates the speci ed QoS levels with the amount of channels to reserve for each class of calls. This gives the wireless network provider full and easy control of the system even to the extent of changing the QoS level of any call type under widely varying load scenarios. Also, the MPr scheme preserves cell independence. It is a generic scheme that can be implemented in any cell even the adjacent cell is not compliant to the proposed scheme. It does not maintain the motion status for each call and there is no requirement for information exchanges amongst neighbouring cells. Consequently, issues leading to ineciency of the system like late or delayed arrivals of inter-cell information
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 cannot aect an MPr-compliant cell. Finally, the MPr scheme is practical for implementation as the operation for a base station is fairly simple. This paper is organised as follows. We start from illustration of basic measurement-based pre-reservation for hando a single service environment. Thereafter, we present the enhancement to support multiple QoS levels for dierent type of hando calls in a multi-service environment. Finally, simulation results will be presented to illustrate the usefulness of the technique.
 
 2 The Pre-Assignment Methodology in MPr A fundamental dierence between the GC scheme and the MPr scheme is the methodology of assigning the reserved channels. Figure 1 and 2 illustrates the resource management of the proposed MPr scheme, in comparison with the Guard Channel scheme, in a homogeneous call environment. The GC scheme employs a post-assignment methodology as illustrated in Figure 1 where hando calls and new calls are rst assigned to the common channels. In the event the common channels are depleted, new calls are blocked while hando calls are assigned to the reserved channels. In the pre-assignment methodology of Figure 2 that is commensurate with the MPr technique, hando calls are immediately assigned to reserved channels. If the reserved channels are depleted, hando calls will have to compete with new calls for the common channels. By using the pre-reservation metrology, the MPr scheme enjoys a desirable feature that a stated QoS can be easily \understood" and realised by the resource controller. The MPr scheme computes a reservation pool size for the stated QoS speci cation under the given loading conditions. It would also be clear later, that a smooth enhancement of the MPr scheme is found to support multiple QoS speci cation in a multi-service environment. In contrast, for a stated QoS, the number of Guard Channels to be reserved is cumbersome to determine, as it relies on state-transition queuing analysis as used in [2, 3] or looking up multiple tables with dierent loading parameters. Although the GC scheme is optimal for a evaluation function constructed by using the linear sum of call blocking probability and hando dropping probability [14], the analytical complexity may not be desirable to guarantee a stated QoS under changing load conditions. For the same reason, extending the guard channel scheme for hando support a multi-service environment will encounter considerable diculty [5].
 
 , , , ,
 
 to be used by new calls new call arrivals
 
 incoming handoffs
 
 shared common channels
 
 reserved channels
 
 call terminations or outgoing handoffs
 
 used channels
 
 to be used by handoffs
 
 Figure 1: Post-assignment in a Guard Channel scheme to be used by new calls new call arrivals
 
 incoming handoffs
 
 shared common channels
 
 reserved channels
 
 call terminations or outgoing handoffs
 
 used channels
 
 to be used by handoffs
 
 Figure 2: Pre-assignment in the proposed MPr scheme
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 Two mechanisms are required for the MPr scheme. The rst mechanism is described as follows: Given a target reservation pool size, i.e. RRPS , which provides the required call dropping QoS speci ed for the service, a mechanism is required to maintain the number of reserved channels at time t, R(t) , towards RRPS . As an illustration, consider the arrival of a hando call at time t. Due to the pre-assignment principle, the number of reserved channels will immediately shrink by one as follows:
 
 R(t+ ) = R(t, ) , 1 < RRPS (1) The second mechanism is, to determine RRPS in order to satisfy the desired call dropping QoS
 
 for the cell. The design of the second mechanism is rather challenging as it is constrained by the following factors:
 
  The mechanism is adaptive towards changing load conditions, shrinking/enlarging where nec-
 
 essary to ensure the speci ed call dropping QoS for the cell.  The mechanism can be deployed in the network in a distributed fashion where the mechanisms run independently of each other from cell to cell.  For generic and robust implementation, the mechanism should not require information exchanges amongst neighbouring cells.  The mechanism should also support multiple QoS requirements for dierent types of services. In the following section, we present the two mechanisms required to perform MPr in a wireless cellular network that is operating in a homogeneous call environment.
 
 3 MPr for a Homogeneous Call Environment A typical homogeneous service environment often assumes that each call, i.e. hando call or new call, occupies one unit of bandwidth, or a channel. It is also assumed that new call arrivals and hando call arrivals are Poisson processes [3, 4]. In addition, the call life time and call dwelling time within a cell are assumed to be exponentially distributed. 3.1
 
 Token-property Update of
 
 R(t)
 
 As mentioned before, a mechanism is required to update R(t) (the number of reserved channels at time t) towards a given RRPS (the reservation pool size). Figure 3 illustrates the update logic being adopted for the MPr algorithm. Figure 3 illustrates a very important property of the MPr scheme which we refer to as the token-property update. It is described as follows: A channel can only be reserved at time t if the following three conditions are true.
 
  At time t, , the channel was in the busy state, servicing a call.  At time t, , R(t, ) < RRPS .  At time t, the above channel is released by the call due to termination or hando. The token-property update, which will be more meaningful later, also indicates the following:
 
  A channel that has been designated to the common pool cannot transit directly to the reservation pool. It has to transit a busy state rst before it can be considered for designation in the reservation pool. See Figure 3.
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 busy channel
 
 A call terminates or handoffs at t1
 
 assign reserved channel first R(t2 +) = R(t2 -) - 1
 
 new call or handoff arrival
 
 n de id
 
 reserve the channel R(t1+) = R(t1 -) + 1
 
 R ( t1 - ) < R RPS
 
 rb
 
 Yes
 
 fo
 
 A handoff arrives at t2
 
 No
 
 leave it as a common channel
 
 Figure 3: State transition of a radio channel 
 
 
 
 If the number of reserved channels have not reached the desired the number, i.e. R(t, ) < RRPS , then a channel returned to the system, when a call terminates or handos, is immediately reserved. If the reservation pool is depleted, i.e. R(t) = 0, then a hando call at time t will have to compete with new calls for an idle channel in the common pool. A strict dropping policy may be employed, which drops a hando request under such condition, but is not encouraged for the same reasons as discussed in Section 1. Comparison of such a variation with the normal admission condition for hando calls will be presented in the numerical section.
 
 The token-property update policy holds the key to the simplicity of the MPr scheme and contributes, to a certain extent, some of the favourable features of the MPr scheme. This will be elaborated further in the next section. 3.2
 
 Update of
 
 RRPS
 
 With the token-bucket update policy of R(t) in place, it is now rather easy to develop a token bucket model for updating RRPS as illustrated in Figure 4. In the gure,  The size of the token bucket represents the RRPS , i.e. the reservation pool size.  Arriving tokens at the bucket ingress represent events where channels are released (by call hando or call termination).  If the bucket is full, i.e. R(t) = RRPS , then any arriving tokens are discarded, meaning that a released channel is designated to be a common channel.  Arriving hando calls are assigned reserved channels if tokens are available. If the token bucket is empty of tokens (i.e. reservation pool is depleted), then there is no guarantee the hando call will be admitted as it depends on the availability of common pool channels. The token bucket is essentially a M/M/1 queue system with nite capacity RRPS . We shall see that the possibility for a hando to be accepted when there is no channel reserved is fairly low in the proposed MPr scheme, although it is possible. Such case requires some conditions to be satis ed. Firstly, the free channel must be released at the time the reservation pool was full so that it was not captured. Another necessary condition is that during the period hando calls move in and use up all the reserved channels, no new call attempts within the radio cell utilise that particular free
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 admitted handoff calls
 
 R(t) = number of tokens in token bucket
 
 RRPS = size of token bucket
 
 arriving tokens (channel releasing events)
 
 Figure 4: The analytical model of the MPr scheme channel. Therefore, the probability that the reservation pool is empty eectively gives a tight upper bound for call dropping probability. If the call dropping QoS probability is speci ed to be PQoS , then the MPr scheme has to determine a suitable token bucket size to ensure that PQoS = P (hando call is droppped)  P (token bucket is empty) (2) Employing the M/M/1/k queue principles [18], we note that 1, P (token bucket is empty) = (3) 1 , RRPS ,1 channel releasing rate r where = (4) incoming hando rate = h Incorporating the above equations, we obtain the update condition for minimum RRPS as follows, +,1 ln PQoSPQoS RRPS  (5) ln  , 1 It is noted that the update for RRPS in 5 only requires local cell metrics r and h - this is precisely the strength of the MPr scheme in terms of robustness and generic deployment in a wireless network where not all cells are MPr compliant. 15
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