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 Version 5.0
 
 c 2011 Allen Downey. Copyright 
 
 Permission is granted to copy, distribute, transmit and adapt this work under a Creative Commons Attribution-NonCommercial-ShareAlike 3.0 Unported License: http://creativecommons.org/licenses/by-nc-sa/3.0/. If you are interested in distributing a commercial version of this work, please contact Allen B. Downey. The original form of this book is LATEX source code. Compiling this LATEX source has the effect of generating a device-independent representation of the book, which can be converted to other formats and printed. The LATEX source for this book is available from thinkapjava.com This book was typeset using LATEX. The illustrations were drawn in xfig. All of these are free, open-source programs.
 
 Preface “As we enjoy great Advantages from the Inventions of others, we should be glad of an Opportunity to serve others by any Invention of ours, and this we should do freely and generously.” —Benjamin Franklin, quoted in Benjamin Franklin by Edmund S. Morgan.
 
 Why I wrote this book This is the fifth edition of a book I started writing in 1999, when I was teaching at Colby College. I had taught an introductory computer science class using the Java programming language, but I had not found a textbook I was happy with. For one thing, they were all too big! There was no way my students would read 800 pages of dense, technical material, even if I wanted them to. And I didn’t want them to. Most of the material was too specific—details about Java and its libraries that would be obsolete by the end of the semester, and that obscured the material I really wanted to get to. The other problem I found was that the introduction to object oriented programming was too abrupt. Many students who were otherwise doing well just hit a wall when we got to objects, whether we did it at the beginning, middle or end. So I started writing. I wrote a chapter a day for 13 days, and on the 14th day I edited. Then I sent it to be photocopied and bound. When I handed it out on the first day of class, I told the students that they would be expected to read one chapter a week. In other words, they would read it seven times slower than I wrote it.
 
 The philosophy behind it Here are some of the ideas that make the book the way it is: • Vocabulary is important. Students need to be able to talk about programs and understand what I am saying. I try to introduce the minimum number of terms, to define them carefully when they are first used, and to organize
 
 vi
 
 Preface them in glossaries at the end of each chapter. In my class, I include vocabulary questions on quizzes and exams, and require students to use appropriate terms in short-answer responses. • In order to write a program, students have to understand the algorithm, know the programming language, and they have to be able to debug. I think too many books neglect debugging. This book includes an appendix on debugging and an appendix on program development (which can help avoid debugging). I recommend that students read this material early and come back to it often. • Some concepts take time to sink in. Some of the more difficult ideas in the book, like recursion, appear several times. By coming back to these ideas, I am trying to give students a chance to review and reinforce or, if they missed it the first time, a chance to catch up. • I try to use the minimum amount of Java to get the maximum amount of programming power. The purpose of this book is to teach programming and some introductory ideas from computer science, not Java. I left out some language features, like the switch statement, that are unnecessary, and avoided most of the libraries, especially the ones like the AWT that have been changing quickly or are likely to be replaced.
 
 The minimalism of my approach has some advantages. Each chapter is about ten pages, not including the exercises. In my classes I ask students to read each chapter before we discuss it, and I have found that they are willing to do that and their comprehension is good. Their preparation makes class time available for discussion of the more abstract material, in-class exercises, and additional topics that aren’t in the book. But minimalism has some disadvantages. There is not much here that is intrinsically fun. Most of my examples demonstrate the most basic use of a language feature, and many of the exercises involve string manipulation and mathematical ideas. I think some of them are fun, but many of the things that excite students about computer science, like graphics, sound and network applications, are given short shrift. The problem is that many of the more exciting features involve lots of details and not much concept. Pedagogically, that means a lot of effort for not much payoff. So there is a tradeoff between the material that students enjoy and the material that is most intellectually rich. I leave it to individual teachers to find the balance that is best for their classes. To help, the book includes appendices that cover graphics, keyboard input and file input.
 
 Object-oriented programming Some books introduce objects immediately; others warm up with a more procedural style and develop object-oriented style more gradually. This book is probably the extreme of the “objects late” approach.
 
 vii Many of Java’s object-oriented features are motivated by problems with previous languages, and their implementations are influenced by this history. Some of these features are hard to explain if students aren’t familiar with the problems they solve. It wasn’t my intention to postpone object-oriented programming. On the contrary, I got to it as quickly as I could, limited by my intention to introduce concepts one at a time, as clearly as possible, in a way that allows students to practice each idea in isolation before adding the next. It just happens that it takes 13 steps.
 
 The Computer Science AP Exam During Summer 2001 I worked with teachers at the Maine School of Science and Mathematics on a version of the book that would help students prepare for the Computer Science Advanced Placement Exam, which used C++ at the time. The translation went quickly because, as it turned out, the material I covered was almost identical to the AP Syllabus. Naturally, when the College Board announced that the AP Exam would switch to Java, I made plans to update the Java version of the book. Looking at the proposed AP Syllabus, I saw that their subset of Java was all but identical to the subset I had chosen. During January 2003, I worked on the Fourth Edition of the book, making these changes: • I added a new chapter covering Huffman codes. • I revised several sections that I had found problematic, including the transition to object-oriented programming and the discussion of heaps. • I improved the appendices on debugging and program development. • I added a few sections to improve coverage of the AP syllabus. • I collected the exercises, quizzes, and exam questions I had used in my classes and put them at the end of the appropriate chapters. I also made up some problems that are intended to help with AP Exam preparation.
 
 Free books! Since the beginning, this book and its descendents have been available under licenses that allow users to copy, distribute and modify the book. Readers can download the book in a variety of formats and print it or read it on screen. Teachers are free to send the book to a short-run printer and make as many copies as they need. And, maybe most importantly, anyone is free to customize the book for their needs. You can download the LATEX source code, and then
 
 viii
 
 Preface
 
 add, remove, edit, or rearrange material, and make the book that is best for you or your class. People have translated the book into other computer languages (including Python and Eiffel), and other natural languages (including Spanish, French and German). Many of these derivatives are also available under free licenses. This approach to publishing has a lot of advantages, but there is one drawback: my books have never been through a formal editing and proofreading process and sometimes it shows. Motivated by Open Source Software, I have adopted the philosophy of releasing the book early and updating it often. I do my best to minimize the number of errors, but I also depend on readers to help out. The response has been great. I get messages almost every day from people who have read the book and liked it enough to take the trouble to send in a “bug report.” Often I can correct an error and post an updated version almost immediately. I think of the book as a work in progress, improving a little whenever I have time to make a revision, or when readers take the time to send feedback.
 
 Oh, the title I get a lot of grief about the title of the book. Not everyone understands that it is—mostly—a joke. Reading this book will probably not make you think like a computer scientist. That takes time, experience, and probably a few more classes. But there is a kernel of truth in the title: this book is not about Java, and it is only partly about programming. If it is successful, this book is about a way of thinking. Computer scientists have an approach to problem-solving, and a way of crafting solutions, that is unique, versatile and powerful. I hope that this book gives you a sense of what that approach is, and that at some point you will find yourself thinking like a computer scientist. Allen Downey Needham, Massachusetts July 13, 2011
 
 Contributors List When I started writing free books, it didn’t occur to me to keep a contributors list. When Jeff Elkner suggested it, it seemed so obvious that I am embarassed by the omission. This list starts with the 4th Edition, so it omits many people who contributed suggestions and corrections to earlier versions. • Ellen Hildreth used this book to teach Data Structures at Wellesley College, and she gave me a whole stack of corrections, along with some great suggestions.
 
 ix • Tania Passfield pointed out that the glossary of Chapter 4 has some leftover terms that no longer appear in the text. 2
 
 • Elizabeth Wiethoff noticed that my series expansion of e−x was wrong. She is also working on a Ruby version of the book! • Matt Crawford sent in a whole patch file full of corrections! • Chi-Yu Li pointed out a typo and an error in one of the code examples. • Doan Thanh Nam corrected an example in Chapter 3.
 
 x
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 Chapter 1
 
 The way of the program The goal of this book is to teach you to think like a computer scientist. I like the way computer scientists think because they combine some of the best features of Mathematics, Engineering, and Natural Science. Like mathematicians, computer scientists use formal languages to denote ideas (specifically computations). Like engineers, they design things, assembling components into systems and evaluating tradeoffs among alternatives. Like scientists, they observe the behavior of complex systems, form hypotheses, and test predictions. The single most important skill for a computer scientist is problem-solving. By that I mean the ability to formulate problems, think creatively about solutions, and express a solution clearly and accurately. As it turns out, the process of learning to program is an excellent opportunity to practice problem-solving skills. That’s why this chapter is called “The way of the program.” On one level, you will be learning to program, which is a useful skill by itself. On another level you will use programming as a means to an end. As we go along, that end will become clearer.
 
 1.1
 
 What is a programming language?
 
 The programming language you will be learning is Java, which is relatively new (Sun released the first version in May, 1995). Java is an example of a high-level language; other high-level languages you might have heard of are Python, C or C++, and Perl. As you might infer from the name “high-level language,” there are also lowlevel languages, sometimes called machine language or assembly language. Loosely-speaking, computers can only run programs written in low-level languages. Thus, programs written in a high-level language have to be translated before they can run. This translation takes time, which is a small disadvantage of high-level languages.
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 The advantages are enormous. First, it is much easier to program in a highlevel language: the program takes less time to write, it’s shorter and easier to read, and it’s more likely to be correct. Second, high-level languages are portable, meaning that they can run on different kinds of computers with few or no modifications. Low-level programs can only run on one kind of computer, and have to be rewritten to run on another. Due to these advantages, almost all programs are written in high-level languages. Low-level languages are only used for a few special applications. There are two ways to translate a program; interpreting and compiling. An interpreter is a program that reads a high-level program and does what it says. In effect, it translates the program line-by-line, alternately reading lines and carrying out commands. A compiler is a program that reads a high-level program and translates it all at once, before running any of the commands. Often you compile the program as a separate step, and then run the compiled code later. In this case, the high-level program is called the source code, and the translated program is called the object code or the executable. The Java language is unusual because it is both compiled and interpreted. Instead of translating Java programs into machine language, the Java compiler generates Java byte code. Byte code is easy (and fast) to interpret, like machine language, but it is also portable, like a high-level language. Thus, it is possible to compile a Java program on one machine, transfer the byte code to another machine, and then interpret the byte code on the other machine. This ability is an advantage of Java over many other high-level languages.
 
 source code x.java The compiler reads the source code...
 
 compiler
 
 byte code
 
 interpreter
 
 x.class ... and generates Java byte code.
 
 A Java interpreter reads the byte code...
 
 ... and the result appears on the screen.
 
 Although this process may seem complicated, in most program development environments these steps are automated for you. Usually you will only have to write a program and press a button or type a single command to compile and run it. On the other hand, it is useful to know what steps are happening in the background, so if something goes wrong you can figure out what it is.
 
 1.2 What is a program?
 
 1.2
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 What is a program?
 
 A program is a sequence of instructions that specifies how to perform a computation1 . The computation might be something mathematical, like solving a system of equations or finding the roots of a polynomial, but it can also be a symbolic computation, like searching and replacing text in a document or (strangely enough) compiling a program. The instructions, which we will call statements, look different in different programming languages, but there are a few basic operations most languages perform: input: Get data from the keyboard, or a file, or some other device. output: Display data on the screen or send data to a file or other device. math: Perform basic mathematical operations like addition and multiplication. testing: Check for certain conditions and run the appropriate sequence of statements. repetition: Perform some action repeatedly, usually with some variation. That’s pretty much all there is to it. Every program you’ve ever used, no matter how complicated, is made up of statements that perform these operations. Thus, one way to describe programming is the process of breaking a large, complex task up into smaller and smaller subtasks until the subtasks are simple enough to be performed with one of these basic operations.
 
 1.3
 
 What is debugging?
 
 For whimsical reasons, programming errors are called bugs and the process of tracking them down and correcting them is called debugging. There are a three kinds of errors that can occur in a program, and it is useful to distinguish them to track them down more quickly.
 
 1.3.1
 
 Syntax errors
 
 The compiler can only translate a program if the program is syntactically correct; otherwise, the compilation fails and you will not be able to run your program. Syntax refers to the structure of your program and the rules about that structure. For example, in English, a sentence must begin with a capital letter and end with a period. this sentence contains a syntax error. So does this one 1 This definition does not apply to all programming languages; for alternatives, see http: //en.wikipedia.org/wiki/Declarative_programming.
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 For most readers, a few syntax errors are not a significant problem, which is why we can read the poetry of e e cummings without spewing error messages. Compilers are not so forgiving. If there is a single syntax error anywhere in your program, the compiler will print an error message and quit, and you will not be able to run your program. To make matters worse, there are more syntax rules in Java than there are in English, and the error messages you get from the compiler are often not very helpful. During the first weeks of your programming career, you will probably spend a lot of time tracking down syntax errors. As you gain experience, you will make fewer errors and find them faster.
 
 1.3.2
 
 Run-time errors
 
 The second type of error is a run-time error, so-called because the error does not appear until you run the program. In Java, run-time errors occur when the interpreter is running the byte code and something goes wrong. Java tends to be a safe language, which means that the compiler catches a lot of errors. So run-time errors are rare, especially for simple programs. In Java, run-time errors are called exceptions, and in most environments they appear as windows or dialog boxes that contain information about what happened and what the program was doing when it happened. This information is useful for debugging.
 
 1.3.3
 
 Logic errors and semantics
 
 The third type of error is the logic or semantic error. If there is a logic error in your program, it will compile and run without generating error messages, but it will not do the right thing. It will do something else. Specifically, it will do what you told it to do. The problem is that the program you wrote is not the program you wanted to write. The semantics, or meaning of the program, are wrong. Identifying logic errors can be tricky because you have to work backwards, looking at the output of the program and trying to figure out what it is doing.
 
 1.3.4
 
 Experimental debugging
 
 One of the most important skills you will acquire in this class is debugging. Although debugging can be frustrating, it is one of the most interesting, challenging, and valuable parts of programming. Debugging is like detective work. You are confronted with clues and you have to infer the processes and events that lead to the results you see.
 
 1.4 Formal and natural languages
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 Debugging is also like an experimental science. Once you have an idea what is going wrong, you modify your program and try again. If your hypothesis was correct, then you can predict the result of the modification, and you take a step closer to a working program. If your hypothesis was wrong, you have to come up with a new one. As Sherlock Holmes pointed out, “When you have eliminated the impossible, whatever remains, however improbable, must be the truth.” (from A. Conan Doyle’s The Sign of Four). For some people, programming and debugging are the same thing. That is, programming is the process of gradually debugging a program until it does what you want. The idea is that you should always start with a working program that does something, and make small modifications, debugging them as you go, so that you always have a working program. For example, Linux is an operating system that contains thousands of lines of code, but it started out as a simple program Linus Torvalds used to explore the Intel 80386 chip. According to Larry Greenfield, “One of Linus’s earlier projects was a program that would switch between printing AAAA and BBBB. This later evolved to Linux” (from The Linux Users’ Guide Beta Version 1). In later chapters I will make more suggestions about debugging and other programming practices.
 
 1.4
 
 Formal and natural languages
 
 Natural languages are the languages that people speak, like English, Spanish, and French. They were not designed by people (although people try to impose order on them); they evolved naturally. Formal languages are languages designed by people for specific applications. For example, the notation that mathematicians use is a formal language that is particularly good at denoting relationships among numbers and symbols. Chemists use a formal language to represent the chemical structure of molecules. And most importantly: Programming languages are formal languages that have been designed to express computations. Formal languages have strict rules about syntax. For example, 3 + 3 = 6 is a syntactically correct mathematical statement, but 3$ = is not. Also, H2 O is a syntactically correct chemical name, but 2 Zz is not. Syntax rules come in two flavors, pertaining to tokens and structure. Tokens are the basic elements of the language, like words and numbers and chemical elements. One of the problems with 3$ = is that $ is not a legal token in mathematics (at least as far as I know). Similarly, 2 Zz is not legal because there is no element with the abbreviation Zz. The second type of syntax rule pertains to the structure of a statement; that is, the way the tokens are arranged. The statement 3$ = is structurally illegal,
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 because you can’t have an equals sign at the end of an equation. Similarly, molecular formulas have to have subscripts after the element name, not before. When you read a sentence in English or a statement in a formal language, you have to figure out what the structure of the sentence is (although in a natural language you do this unconsciously). This process is called parsing. Although formal and natural languages have features in common—tokens, structure, syntax and semantics—there are differences. ambiguity: Natural languages are full of ambiguity, which people deal with by using contextual clues and other information. Formal languages are designed to be unambiguous, which means that any statement has exactly one meaning, regardless of context. redundancy: To make up for ambiguity and reduce misunderstandings, natural languages are often redundant. Formal languages are more concise. literalness: Natural languages are full of idiom and metaphor. Formal languages mean exactly what they say. People who grow up speaking a natural language (everyone) often have a hard time adjusting to formal languages. In some ways the difference between formal and natural language is like the difference between poetry and prose, but more so: Poetry: Words are used for their sounds as well as for their meaning, and the whole poem together creates an effect or emotional response. Ambiguity is common and deliberate. Prose: The literal meaning of words is more important and the structure contributes more meaning. Programs: The meaning of a computer program is unambiguous and literal, and can be understood entirely by analysis of the tokens and structure. Here are some suggestions for reading programs (and other formal languages). First, remember that formal languages are much more dense than natural languages, so it takes longer to read them. Also, the structure is important, so it is usually not a good idea to read from top to bottom, left to right. Instead, learn to parse the program in your head, identifying the tokens and interpreting the structure. Finally, remember that the details matter. Little things like spelling errors and bad punctuation, which you can get away with in natural languages, can make a big difference in a formal language.
 
 1.5
 
 The first program
 
 Traditionally the first program people write in a new language is called “Hello, World.” because all it does is display the words “Hello, World.” In Java, this program looks like this:
 
 1.6 Glossary
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 class Hello { // main: generate some simple output public static void main(String[] args) { System.out.println("Hello, world."); } } This program includes features that are hard to explain to beginners, but it provides a preview of topics we will see in detail later. Java programs are made up of class definitions, which have the form: class CLASSNAME { public static void main (String[] args) { STATEMENTS } } Here CLASSNAME indicates a name chosen by the programmer. The class name in the example is Hello. main is a method, which is a named collection of statements. The name main is special; it marks the place in the program where execution begins. When the program runs, it starts at the first statement in main and ends when it finishes the last statement. main can have any number of statements, but the example has one. It is a print statement, meaning that it displays a message on the screen. Confusingly, “print” can mean “display something on the screen,” or “send something to the printer.” In this book I won’t say much about sending things to the printer; we’ll do all our printing on the screen. The print statement ends with a semi-colon (;). System.out.println is a method provided by one of Java’s libraries. A library is a collection of class and method definitions. Java uses squiggly-braces ({ and }) to group things together. The outermost squiggly-braces (lines 1 and 8) contain the class definition, and the inner braces contain the definition of main. Line 3 begins with //. That means it’s a comment, which is a bit of English text that you can put a program, usually to explain what it does. When the compiler sees //, it ignores everything from there until the end of the line.
 
 1.6
 
 Glossary
 
 problem-solving: The process of formulating a problem, finding a solution, and expressing the solution.
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 high-level language: A programming language like Java that is designed to be easy for humans to read and write. low-level language: A programming language that is designed to be easy for a computer to run. Also called “machine language” or “assembly language.” formal language: Any of the languages people have designed for specific purposes, like representing mathematical ideas or computer programs. All programming languages are formal languages. natural language: Any of the languages people speak that have evolved naturally. portability: A property of a program that can run on more than one kind of computer. interpret: To run a program in a high-level language by translating it one line at a time. compile: To translate a program in a high-level language into a low-level language, all at once, in preparation for later execution. source code: A program in a high-level language, before being compiled. object code: The output of the compiler, after translating the program. executable: Another name for object code that is ready to run. byte code: A special kind of object code used for Java programs. Byte code is similar to a low-level language, but it is portable, like a high-level language. statement: A part of a program that specifies a computation. print statement: A statement that causes output to be displayed on the screen. comment: A part of a program that contains information about the program, but that has no effect when the program runs. method: A named collection of statements. library: A collection of class and method definitions. bug: An error in a program. syntax: The structure of a program. semantics: The meaning of a program. parse: To examine a program and analyze the syntactic structure. syntax error: An error in a program that makes it impossible to parse (and therefore impossible to compile).
 
 1.7 Exercises
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 exception: An error in a program that makes it fail at run-time. Also called a run-time error. logic error: An error in a program that makes it do something other than what the programmer intended. debugging: The process of finding and removing any of the three kinds of errors.
 
 1.7
 
 Exercises
 
 Exercise 1.1 Computer scientists have the annoying habit of using common English words to mean something different from their common English meaning. For example, in English, statements and comments are the same thing, but in programs they are different. The glossary at the end of each chapter is intended to highlight words and phrases that have special meanings in computer science. When you see familiar words, don’t assume that you know what they mean! a. In computer jargon, what’s the difference between a statement and a comment? b. What does it mean to say that a program is portable? c. What is an executable?
 
 Exercise 1.2 Before you do anything else, find out how to compile and run a Java program in your environment. Some environments provide sample programs similar to the example in Section 1.5. a. Type in the “Hello, world” program, then compile and run it. b. Add a print statement that prints a second message after the “Hello, world!”. Something witty like, “How are you?” Compile and run the program again. c. Add a comment to the program (anywhere), recompile, and run it again. The new comment should not affect the result. This exercise may seem trivial, but it is the starting place for many of the programs we will work with. In order to debug with confidence, you have to have confidence in your programming environment. In some environments, it is easy to lose track of which program is executing, and you might find yourself trying to debug one program while you are accidentally running another. Adding (and changing) print statements is a simple way to be sure that the program you are looking at is the program you are running.
 
 Exercise 1.3 It is a good idea to commit as many errors as you can think of, so that you see what error messages the compiler produces. Sometimes the compiler tells you exactly what
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 is wrong, and all you have to do is fix it. But sometimes the error messages are misleading. You will develop a sense for when you can trust the compiler and when you have to figure things out yourself. a. Remove one of the open squiggly-braces. b. Remove one of the close squiggly-braces. c. Instead of main, write mian. d. Remove the word static. e. Remove the word public. f. Remove the word System. g. Replace println with Println. h. Replace println with print. This one is tricky because it is a logic error, not a syntax error. The statement System.out.print is legal, but it may or may not do what you expect. i. Delete one of the parentheses. Add an extra one.
 
 Chapter 2
 
 Variables and types 2.1
 
 More printing
 
 You can put as many statements as you want in main; for example, to print more than one line: class Hello { // Generates some simple output. public static void main(String[] args) { System.out.println("Hello, world."); System.out.println("How are you?"); }
 
 // print one line // print another
 
 } As this example demonstrates, you can put comments at the end of a line, as well as on a line by themselves. The phrases that appear in quotation marks are called strings, because they are made up of a sequence (string) of characters. Strings can contain any combination of letters, numbers, punctuation marks, and other special characters. println is short for “print line,” because after each line it adds a special character, called a newline, that moves the cursor to the next line of the display. The next time println is invoked, the new text appears on the next line. To display the output from multiple print statements all on one line, use print: class Hello { // Generates some simple output. public static void main(String[] args) { System.out.print("Goodbye, ");
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 Variables and types System.out.println("cruel world!");
 
 } } The output appears on a single line as Goodbye, cruel world!. There is a space between the word “Goodbye” and the second quotation mark. This space appears in the output, so it affects the behavior of the program. Spaces that appear outside of quotation marks generally do not affect the behavior of the program. For example, I could have written: class Hello { public static void main(String[] args) { System.out.print("Goodbye, "); System.out.println("cruel world!"); } } This program would compile and run just as well as the original. The breaks at the ends of lines (newlines) do not affect the program’s behavior either, so I could have written: class Hello { public static void main(String[] args) { System.out.print("Goodbye, "); System.out.println ("cruel world!");}} That would work, too, but the program is getting harder and harder to read. Newlines and spaces are useful for organizing your program visually, making it easier to read the program and locate errors.
 
 2.2
 
 Variables
 
 One of the most powerful features of a programming language is the ability to manipulate variables. A variable is a named location that stores a value. Values are things that can be printed, stored and (as we’ll see later) operated on. The strings we have been printing ("Hello, World.", "Goodbye, ", etc.) are values. In order to store a value, you have to create a variable. Since the values we want to store are strings, we declare that the new variable is a string: String bob; This statement is a declaration, because it declares that the variable named bob has the type String. Each variable has a type that determines what kind of values it can store. For example, the int type can store integers, and the String type can store strings. Some types begin with a capital letter and some with lower-case. We will learn the significance of this distinction later, but for now you should take care to get it right. There is no such type as Int or string, and the compiler will object if you try to make one up.
 
 2.3 Assignment
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 To create an integer variable, the syntax is int bob;, where bob is the arbitrary name you made up for the variable. In general, you will want to make up variable names that indicate what you plan to do with the variable. For example, if you saw these variable declarations: String firstName; String lastName; int hour, minute; you could guess what values would be stored in them. This example also demonstrates the syntax for declaring multiple variables with the same type: hour and second are both integers (int type).
 
 2.3
 
 Assignment
 
 Now that we have created variables, we want to store values. We do that with an assignment statement. bob = "Hello."; // give bob the value "Hello." hour = 11; // assign the value 11 to hour minute = 59; // set minute to 59 This example shows three assignments, and the comments show three different ways people sometimes talk about assignment statements. The vocabulary can be confusing here, but the idea is straightforward: • When you declare a variable, you create a named storage location. • When you make an assignment to a variable, you give it a value. A common way to represent variables on paper is to draw a box with the name of the variable on the outside and the value of the variable on the inside. This figure shows the effect of the three assignment statements:
 
 fred "Hello." hour 11 minute 59 As a general rule, a variable has to have the same type as the value you assign it. You cannot store a String in minute or an integer in bob. On the other hand, that rule can be confusing, because there are many ways that you can convert values from one type to another, and Java sometimes converts things automatically. For now you should remember the general rule, and we’ll talk about exceptions later. Another source of confusion is that some strings look like integers, but they are not. For example, bob can contain the string "123", which is made up of the characters 1, 2 and 3, but that is not the same thing as the number 123. bob = "123"; // legal bob = 123; // not legal
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 2.4
 
 Variables and types
 
 Printing variables
 
 You can print the value of a variable using println or print: class Hello { public static void main(String[] args) { String firstLine; firstLine = "Hello, again!"; System.out.println(firstLine); } } This program creates a variable named firstLine, assigns it the value "Hello, again!" and then prints that value. When we talk about “printing a variable,” we mean printing the value of the variable. To print the name of a variable, you have to put it in quotes. For example: System.out.println("firstLine"); For example, you can write String firstLine; firstLine = "Hello, again!"; System.out.print("The value of firstLine is "); System.out.println(firstLine); The output of this program is The value of firstLine is Hello, again! I am happy to report that the syntax for printing a variable is the same regardless of the variable’s type. int hour, minute; hour = 11; minute = 59; System.out.print("The current time is "); System.out.print(hour); System.out.print(":"); System.out.print(minute); System.out.println("."); The output of this program is The current time is 11:59. WARNING: It is common practice to use several print statements followed by a println, in order to put multiple values on the same line. But you have to be careful to remember the println at the end. In many environments, the output from print is stored without being displayed until println is invoked, at which point the entire line is displayed at once. If you omit println, the program may terminate without ever displaying the stored output!
 
 2.5
 
 Keywords
 
 A few sections ago, I said that you can make up any name you want for your variables, but that’s not quite true. There are certain words that are reserved
 
 2.6 Operators
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 in Java because they are used by the compiler to parse the structure of your program, and if you use them as variable names, it will get confused. These words, called keywords, include public, class, void, int, and many more. The complete list is available at http://download.oracle.com/javase/ tutorial/java/nutsandbolts/_keywords.html. This site, provided by Oracle, includes Java documentation I refer to throughout the book. Rather than memorize the list, I suggest you take advantage of a feature provided in many Java development environments: code highlighting. As you type, parts of your program should appear in different colors. For example, keywords might be blue, strings red, and other code black. If you type a variable name and it turns blue, watch out! You might get some strange behavior from the compiler.
 
 2.6
 
 Operators
 
 Operators are symbols used to represent computations like addition and multiplication. Most operators in Java do what you expect them to do because they are common mathematical symbols. For example, the operator for addition is +. Subtraction is -, multiplication is *, and division is /. 1+1
 
 hour-1
 
 hour*60 + minute
 
 minute/60
 
 Expressions can contain both variable names and numbers. Variables are replaced with their values before the computation is performed. Addition, subtraction and multiplication all do what you expect, but you might be surprised by division. For example, this program: int hour, minute; hour = 11; minute = 59; System.out.print("Number of minutes since midnight: "); System.out.println(hour*60 + minute); System.out.print("Fraction of the hour that has passed: "); System.out.println(minute/60); generates this output: Number of minutes since midnight: 719 Fraction of the hour that has passed: 0 The first line is expected, but the second line is odd. The value of minute is 59, and 59 divided by 60 is 0.98333, not 0. The problem is that Java is performing integer division. When both operands are integers (operands are the things operators operate on), the result is also an integer, and by convention integer division always rounds down, even in cases like this where the next integer is so close. An alternative is to calculate a percentage rather than a fraction:
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 System.out.print("Percentage of the hour that has passed: "); System.out.println(minute*100/60); The result is: Percentage of the hour that has passed: 98 Again the result is rounded down, but at least now the answer is approximately correct. In order to get a more accurate answer, we can use a different type of variable, called floating-point, that can store fractional values. We’ll get to that in the next chapter.
 
 2.7
 
 Order of operations
 
 When more than one operator appears in an expression, the order of evaluation depends on the rules of precedence. A complete explanation of precedence can get complicated, but just to get you started: • Multiplication and division happen before addition and subtraction. So 2*3-1 yields 5, not 4, and 2/3-1 yields -1, not 1 (remember that in integer division 2/3 is 0). • If the operators have the same precedence they are evaluated from left to right. So in the expression minute*100/60, the multiplication happens first, yielding 5900/60, which in turn yields 98. If the operations had gone from right to left, the result would be 59*1 which is 59, which is wrong. • Any time you want to override the rules of precedence (or you are not sure what they are) you can use parentheses. Expressions in parentheses are evaluated first, so 2 *(3-1) is 4. You can also use parentheses to make an expression easier to read, as in (minute * 100) / 60, even though it doesn’t change the result.
 
 2.8
 
 Operators for Strings
 
 In general you cannot perform mathematical operations on Strings, even if the strings look like numbers. The following are illegal (if we know that bob has type String) bob - 1 "Hello"/123 bob * "Hello" By the way, can you tell by looking at those expressions whether bob is an integer or a string? Nope. The only way to tell the type of a variable is to look at the place where it is declared. Interestingly, the + operator does work with Strings, but it might not do what you expect. For Strings, the + operator represents concatenation, which means joining up the two operands by linking them end-to-end. So "Hello, " + "world." yields the string "Hello, world." and bob + "ism" adds the suffix ism to the end of whatever bob is, which is handy for naming new forms of bigotry.
 
 2.9 Composition
 
 2.9
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 Composition
 
 So far we have looked at the elements of a programming language—variables, expressions, and statements—in isolation, without talking about how to combine them. One of the most useful features of programming languages is their ability to take small building blocks and compose them. For example, we know how to multiply numbers and we know how to print; it turns out we can combine them in a single statement: System.out.println(17 * 3); Any expression involving numbers, strings and variables, can be used inside a print statement. We’ve already seen one example: System.out.println(hour*60 + minute); But you can also put arbitrary expressions on the right-hand side of an assignment statement: int percentage; percentage = (minute * 100) / 60; This ability may not seem impressive now, but we will see examples where composition expresses complex computations neatly and concisely. WARNING: The left side of an assignment has to be a variable name, not an expression. That’s because the left side indicates the storage location where the result will go. Expressions do not represent storage locations, only values. So the following is illegal: minute+1 = hour;.
 
 2.10
 
 Glossary
 
 variable: A named storage location for values. All variables have a type, which is declared when the variable is created. value: A number or string (or other thing to be named later) that can be stored in a variable. Every value belongs to a type. type: A set of values. The type of a variable determines which values can be stored there. So far, the types we have seen are integers (int in Java) and strings (String in Java). keyword: A reserved word used by the compiler to parse programs. You cannot use keywords, like public, class and void as variable names. declaration: A statement that creates a new variable and determines its type. assignment: A statement that assigns a value to a variable. expression: A combination of variables, operators and values that represents a single value. Expressions also have types, as determined by their operators and operands.
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 operator: A symbol that represents a computation like addition, multiplication or string concatenation. operand: One of the values on which an operator operates. precedence: The order in which operations are evaluated. concatenate: To join two operands end-to-end. composition: The ability to combine simple expressions and statements into compound statements and expressions in order to represent complex computations concisely.
 
 2.11
 
 Exercises
 
 Exercise 2.1 If you are using this book in a class, you might enjoy this exercise: find a partner and play ”Stump the Chump”: Start with a program that compiles and runs correctly. One player turns away while the other player adds an error to the program. Then the first player tries to find and fix the error. You get two points if you find the error without compiling the program, one point if you find it using the compiler, and your opponent gets a point if you don’t find it. Note: please don’t remove the “l” from “public.” It’s not as funny as you think. Exercise 2.2 a. Create a new program named Date.java. Copy or type in something like the “Hello, World” program and make sure you can compile and run it. b. Following the example in Section 2.4, write a program that creates variables named day, date, month and year. day will contain the day of the week and date will contain the day of the month. What type is each variable? Assign values to those variables that represent today’s date. c. Print the value of each variable on a line by itself. This is an intermediate step that is useful for checking that everything is working so far. d. Modify the program so that it prints the date in standard American form: Saturday, July 16, 2011. e. Modify the program again so that the total output is: American format: Saturday, July 16, 2011 European format: Saturday 16 July, 2011 The point of this exercise is to use string concatenation to display values with different types (int and String), and to practice developing programs gradually by adding a few statements at a time.
 
 Exercise 2.3
 
 2.11 Exercises
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 a. Create a new program called Time.java. From now on, I won’t remind you to start with a small, working program, but you should. b. Following the example in Section 2.6, create variables named hour, minute and second, and assign them values that are roughly the current time. Use a 24-hour clock, so that at 2pm the value of hour is 14. c. Make the program calculate and print the number of seconds since midnight. d. Make the program calculate and print the number of seconds remaining in the day. e. Make the program calculate and print the percentage of the day that has passed. f. Change the values of hour, minute and second to reflect the current time (I assume that some time has elapsed), and check to make sure that the program works correctly with different values. The point of this exercise is to use some of the arithmetic operations, and to start thinking about compound entities like the time of day that that are represented with multiple values. Also, you might run into problems computing percentages with ints, which is the motivation for floating point numbers in the next chapter. HINT: you may want to use additional variables to hold values temporarily during the computation. Variables like this, that are used in a computation but never printed, are sometimes called intermediate or temporary variables.
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 Chapter 3
 
 Methods 3.1
 
 Floating-point
 
 In the last chapter we had some problems dealing with numbers that were not integers. We worked around the problem by measuring percentages instead of fractions, but a more general solution is to use floating-point numbers, which can represent fractions as well as integers. In Java, the floating-point type is called double, which is short for “double-precision.” You can create floating-point variables and assign values to them using the same syntax we used for the other types. For example: double pi; pi = 3.14159; It is also legal to declare a variable and assign a value to it at the same time: int x = 1; String empty = ""; double pi = 3.14159; This syntax is common; a combined declaration and assignment is sometimes called an initialization. Although floating-point numbers are useful, they are a source of confusion because there seems to be an overlap between integers and floating-point numbers. For example, if you have the value 1, is that an integer, a floating-point number, or both? Java distinguishes the integer value 1 from the floating-point value 1.0, even though they seem to be the same number. They belong to different types, and strictly speaking, you are not allowed to make assignments between types. For example, the following is illegal: int x = 1.1;
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 because the variable on the left is an int and the value on the right is a double. But it is easy to forget this rule, especially because there are places where Java will automatically convert from one type to another. For example: double y = 1; should technically not be legal, but Java allows it by converting the int to a double automatically. This leniency is convenient, but it can cause problems; for example: double y = 1 / 3; You might expect the variable y to get the value 0.333333, which is a legal floating-point value, but in fact it gets 0.0. The reason is that the expression on the right is the ratio of two integers, so Java does integer division, which yields the integer value 0. Converted to floating-point, the result is 0.0. One way to solve this problem (once you figure out what it is) is to make the right-hand side a floating-point expression: double y = 1.0 / 3.0; This sets y to 0.333333, as expected. The operations we have seen so far—addition, subtraction, multiplication, and division—also work on floating-point values, although you might be interested to know that the underlying mechanism is completely different. In fact, most processors have special hardware just for performing floating-point operations.
 
 3.2
 
 Converting from double to int
 
 As I mentioned, Java converts ints to doubles automatically if necessary, because no information is lost in the translation. On the other hand, going from a double to an int requires rounding off. Java doesn’t perform this operation automatically, in order to make sure that you, as the programmer, are aware of the loss of the fractional part of the number. The simplest way to convert a floating-point value to an integer is to use a typecast. Typecasting is so called because it allows you to take a value that belongs to one type and “cast” it into another type (in the sense of molding or reforming). The syntax for typecasting is to put the name of the type in parentheses and use it as an operator. For example, double pi = 3.14159; int x = (int) pi; The (int) operator has the effect of converting what follows into an integer, so x gets the value 3. Typecasting takes precedence over arithmetic operations, so in the following example, the value of pi gets converted to an integer first, and the result is 60.0, not 62.
 
 3.3 Math methods
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 double pi = 3.14159; double x = (int) pi * 20.0; Converting to an integer always rounds down, even if the fraction part is 0.99999999. These behaviors (precedence and rounding) can make typecasting error-prone.
 
 3.3
 
 Math methods
 
 In mathematics, you have probably seen functions like sin and log, and you have learned to evaluate expressions like sin(π/2) and log(1/x). First, you evaluate the expression in parentheses, which is called the argument of the function. Then you can evaluate the function itself, either by looking it up in a table or by performing various computations. This process can be applied repeatedly to evaluate more complicated expressions like log(1/ sin(π/2)). First we evaluate the argument of the innermost function, then evaluate the function, and so on. Java provides functions that perform the most common mathematical operations. These functions are called methods. The math methods are invoked using a syntax that is similar to the print statements we have already seen: double root = Math.sqrt(17.0); double angle = 1.5; double height = Math.sin(angle); The first example sets root to the square root of 17. The second example finds the sine of the value of angle, which is 1.5. Java assumes that the values you use with sin and the other trigonometric functions (cos, tan) are in radians. To convert from degrees to radians, you can divide by 360 and multiply by 2π. Conveniently, Java provides Math.PI: double degrees = 90; double angle = degrees * 2 * Math.PI / 360.0; Notice that PI is in all capital letters. Java does not recognize Pi, pi, or pie. Another useful method in the Math class is round, which rounds a floating-point value off to the nearest integer and returns an int. int x = Math.round(Math.PI * 20.0); In this case the multiplication happens first, before the method is invoked. The result is 63 (rounded up from 62.8319).
 
 3.4
 
 Composition
 
 Just as with mathematical functions, Java methods can be composed, meaning that you use one expression as part of another. For example, you can use any expression as an argument to a method:
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 Methods double x = Math.cos(angle + Math.PI/2);
 
 This statement takes the value Math.PI, divides it by two and adds the result to the value of the variable angle. The sum is then passed as an argument to cos. (PI is the name of a variable, not a method, so there are no arguments, not even the empty argument ()). You can also take the result of one method and pass it as an argument to another: double x = Math.exp(Math.log(10.0)); In Java, the log method always uses base e, so this statement finds the log base e of 10 and then raises e to that power. The result gets assigned to x; I hope you know what it is.
 
 3.5
 
 Adding new methods
 
 So far we have used methods from the Java libraries, but it is also possible to add new methods. We have already seen one method definition: main. The method named main is special, but the syntax is the same for other methods: public static void NAME( LIST OF PARAMETERS ) { STATEMENTS } You can make up any name you want for your method, except that you can’t call it main or any other Java keyword. By convention, Java methods start with a lower case letter and use “camel caps,” which is a cute name for jammingWordsTogetherLikeThis. The list of parameters specifies what information, if any, you have to provide in order to use (or invoke) the new method. The parameter for main is String[] args, which means that whoever invokes main has to provide an array of Strings (we’ll get to arrays in Chapter 12). The first couple of methods we are going to write have no parameters, so the syntax looks like this: public static void newLine() { System.out.println(""); } This method is named newLine, and the empty parentheses mean that it takes no parameters. It contains one statement, which prints an empty String, indicated by "". Printing a String with no letters in it may not seem all that useful, but println skips to the next line after it prints, so this statement skips to the next line. In main we invoke this new method the same way we invoke Java methods: public static void main(String[] args) { System.out.println("First line.");
 
 3.5 Adding new methods
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 newLine(); System.out.println("Second line."); } The output of this program is First line. Second line. Notice the extra space between the lines. What if we wanted more space between the lines? We could invoke the same method repeatedly: public static void main(String[] args) { System.out.println("First line."); newLine(); newLine(); newLine(); System.out.println("Second line."); } Or we could write a new method, named threeLine, that prints three new lines: public static void threeLine() { newLine(); newLine(); newLine(); } public static void main(String[] args) { System.out.println("First line."); threeLine(); System.out.println("Second line."); } You should notice a few things about this program: • You can invoke the same procedure more than once. • You can have one method invoke another method. In this case, main invokes threeLine and threeLine invokes newLine. • In threeLine I wrote three statements all on the same line, which is syntactically legal (remember that spaces and new lines usually don’t change the meaning of a program). It is usually a good idea to put each statement on its own line, but I sometimes break that rule. So far, it may not be clear why it is worth the trouble to create all these new methods. There are several reasons; this example demonstrates two: 1. Creating a new method gives you an opportunity to give a name to a group of statements. Methods can simplify a program by hiding a complex computation behind a single statement, and by using English words in place of arcane code. Which is clearer, newLine or System.out.println("")?
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 Methods 2. Creating a new method can make a program smaller by eliminating repetitive code. For example, to print nine consecutive new lines, you could invoke threeLine three times.
 
 In Section 7.7 we will come back to this question and list some additional benefits of dividing programs into methods.
 
 3.6
 
 Classes and methods
 
 Pulling together the code fragments from the previous section, the class definition looks like this: class NewLine { public static void newLine() { System.out.println(""); } public static void threeLine() { newLine(); newLine(); newLine(); } public static void main(String[] args) { System.out.println("First line."); threeLine(); System.out.println("Second line."); } } The first line indicates that this is the class definition for a new class called NewLine. A class is a collection of related methods. In this case, the class named NewLine contains three methods, named newLine, threeLine, and main. The other class we’ve seen is the Math class. It contains methods named sqrt, sin, and others. When we invoke a mathematical method, we have to specify the name of the class (Math) and the name of the method. That’s why the syntax is slightly different for Java methods and the methods we write: Math.pow(2.0, 10.0); newLine(); The first statement invokes the pow method in the Math class (which raises the first argument to the power of the second argument). The second statement invokes the newLine method, which Java assumes is in the NewLine class, which is what we are writing. If you try to invoke a method from the wrong class, the compiler will generate an error. For example, if you type: pow(2.0, 10.0);
 
 3.7 Programs with multiple methods
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 The compiler will say something like, “Can’t find a method named pow in class NewLine.” If you have seen this message, you might have wondered why it was looking for pow in your class definition. Now you know.
 
 3.7
 
 Programs with multiple methods
 
 When you look at a class definition that contains several methods, it is tempting to read it from top to bottom, but that is likely to be confusing, because that is not the order of execution of the program. Execution always begins at the first statement of main, regardless of where it is in the program (in this example I deliberately put it at the bottom). Statements are executed one at a time, in order, until you reach a method invocation. Method invocations are like a detour in the flow of execution. Instead of going to the next statement, you go to the first line of the invoked method, execute all the statements there, and then come back and pick up again where you left off. That sounds simple enough, except that you have to remember that one method can invoke another. Thus, while we are in the middle of main, we might have to go off and execute the statements in threeLine. But while we are executing threeLine, we get interrupted three times to go off and execute newLine. For its part, newLine invokes the Java method println, which causes yet another detour. Fortunately, Java is adept at keeping track of where it is, so when println completes, it picks up where it left off in newLine, and then gets back to threeLine, and then finally gets back to main so the program can terminate. Technically, the program does not terminate at the end of main. Instead, execution picks up where it left off in the program that invoked main, which is the Java interpreter. The Java interpreter takes care of things like deleting windows and general cleanup, and then the program terminates. What’s the moral of this sordid tale? When you read a program, don’t read from top to bottom. Instead, follow the flow of execution.
 
 3.8
 
 Parameters and arguments
 
 Some of the Java methods we have used have parameters, which are values that you provide to let the method do its job. For example, if you want to find the sine of a number, you have to provide the number. So sin takes a double as a parameter. To print a string, you have to provide the string, which is why println takes a String as a parameter. Some methods take more than one parameter, like pow, which takes two doubles, the base and the exponent.
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 We have to specify not only how many parameters there are, but also what type they are. So it shouldn’t surprise you that when you write a class definition, the parameter list indicates the type of each parameter. For example: public static void printTwice(String s) { System.out.println(s); System.out.println(s); } This method takes a single parameter, named s, that has type String. Whatever that parameter is(and at this point we have no idea what it is), it gets printed twice. I chose the name s as a hint that the parameter is a string, but in general you can choose any name you want. In order to invoke this method, we have to provide a String. For example, we might have a main method like this: public static void main(String[] args) { printTwice("Don’t make me say this twice!"); } The string you provide is called an argument, and we say that the argument is passed to the method. In this case we are creating a string value that contains the text “Don’t make me say this twice!” and passing that string as an argument to printTwice where, contrary to its wishes, it will get printed twice. Alternatively, if we had a String variable, we could use it as an argument instead: public static void main(String[] args) { String argument = "Never say never."; printTwice(argument); } Notice something very important: the name of the variable we pass as an argument (argument) has nothing to do with the name of the parameter (s). Let me say that again: The name of the variable we pass as an argument has nothing to do with the name of the parameter. They can be the same or they can be different, but it is important to realize that they are not the same thing, except that they happen to have the same value (in this case the string "Never say never."). The value you provide as an argument must have the same type as the parameter of the method you invoke. This rule is important, but it gets complicated in Java for two reasons: • There are some methods that can accept arguments with many different types. For example, you can send any type to print and println, and it will do the right thing no matter what. This sort of thing is an exception, though.
 
 3.9 Stack diagrams
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 • If you violate this rule, the compiler often generates a confusing error message. Instead of saying something like, “You are passing the wrong kind of argument to this method,” it will probably say something to the effect that it could not find a method with that name that would accept an argument with that type. Once you have seen this error message a few times, though, you will figure out how to interpret it.
 
 3.9
 
 Stack diagrams
 
 Parameters and other variables only exist inside their own methods. Within the confines of main, there is no such thing as s. If you try to use it, the compiler will complain. Similarly, inside printTwice there is no such thing as argument. One way to keep track of where each variable is defined is with a stack diagram. The stack diagram for the previous example looks like this:
 
 main argument
 
 printTwice
 
 s
 
 "Never say never."
 
 "Never say never."
 
 For each method there is a gray box called a frame that contains the method’s parameters and variables. The name of the method appears outside the frame. As usual, the value of each variable is drawn inside a box with the name of the variable beside it.
 
 3.10
 
 Methods with multiple parameters
 
 The syntax for declaring and invoking methods with multiple parameters is a common source of errors. First, remember that you have to declare the type of every parameter. For example public static void printTime(int hour, int minute) { System.out.print(hour); System.out.print(":"); System.out.println(minute); } It might be tempting to write int hour, minute, but that format is only legal for variable declarations, not for parameters. Another common source of confusion is that you do not have to declare the types of arguments. The following is wrong!
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 Methods int hour = 11; int minute = 59; printTime(int hour, int minute);
 
 // WRONG!
 
 In this case, Java can tell the type of hour and minute by looking at their declarations. It is not necessary to include the type when you pass them as arguments. The correct syntax is printTime(hour, minute). Exercise 3.1 Draw a stack frame that shows the state of the program when main invokes printTime with the arguments 11 and 59.
 
 3.11
 
 Methods with results
 
 Some of the methods we are using, like the Math methods, yield results. Other methods, like println and newLine, perform an action but they don’t return a value. That raises some questions: • What happens if you invoke a method and you don’t do anything with the result (i.e. you don’t assign it to a variable or use it as part of a larger expression)? • What happens if you use a print method as part of an expression, like System.out.println("boo!") + 7? • Can we write methods that yield results, or are we stuck with things like newLine and printTwice? The answer to the third question is “yes, you can write methods that return values,” and we’ll do it in a couple of chapters. I will leave it up to you to answer the other two questions by trying them out. In fact, any time you have a question about what is legal or illegal in Java, a good way to find out is to ask the compiler.
 
 3.12
 
 Glossary
 
 initialization: A statement that declares a new variable and assigns a value to it at the same time. floating-point: A type of variable (or value) that can contain fractions as well as integers. The floating-point type we will use is double. class: A named collection of methods. So far, we have used the Math class and the System class, and we have written classes named Hello and NewLine. method: A named sequence of statements that performs a useful function. Methods may or may not take parameters, and may or may not produce a result.
 
 3.13 Exercises
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 parameter: A piece of information a method requires before it can run. Parameters are variables: they contain values and have types. argument: A value that you provide when you invoke a method. This value must have the same type as the corresponding parameter. frame: A structure (represented by a gray box in stack diagrams) that contains a method’s parameters and variables. invoke: Cause a method to execute.
 
 3.13
 
 Exercises
 
 Exercise 3.2 The point of this exercise is to practice reading code and to make sure that you understand the flow of execution through a program with multiple methods. a. What is the output of the following program? Be precise about where there are spaces and where there are newlines. HINT: Start by describing in words what ping and baffle do when they are invoked. b. Draw a stack diagram that shows the state of the program the first time ping is invoked. public static void zoop() { baffle(); System.out.print("You wugga "); baffle(); } public static void main(String[] args) { System.out.print("No, I "); zoop(); System.out.print("I "); baffle(); } public static void baffle() { System.out.print("wug"); ping(); } public static void ping() { System.out.println("."); }
 
 Exercise 3.3 The point of this exercise is to make sure you understand how to write and invoke methods that take parameters.
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 Methods a. Write the first line of a method named zool that takes three parameters: an int and two Strings. b. Write a line of code that invokes zool, passing as arguments the value 11, the name of your first pet, and the name of the street you grew up on.
 
 Exercise 3.4 The purpose of this exercise is to take code from a previous exercise and encapsulate it in a method that takes parameters. You should start with a working solution to Exercise 2.2. a. Write a method called printAmerican that takes the day, date, month and year as parameters and that prints them in American format. b. Test your method by invoking it from main and passing appropriate arguments. The output should look something like this (except that the date might be different): Saturday, July 16, 2011 c. Once you have debugged printAmerican, write another method called printEuropean that prints the date in European format.
 
 Chapter 4
 
 Conditionals and recursion 4.1
 
 The modulus operator
 
 The modulus operator works on integers (and integer expressions) and yields the remainder when the first operand is divided by the second. In Java, the modulus operator is a percent sign, %. The syntax is the same as for other operators: int quotient = 7 / 3; int remainder = 7 % 3; The first operator, integer division, yields 2. The second operator yields 1. Thus, 7 divided by 3 is 2 with 1 left over. The modulus operator turns out to be surprisingly useful. For example, you can check whether one number is divisible by another: if x % y is zero, then x is divisible by y. Also, you can use the modulus operator to extract the rightmost digit or digits from a number. For example, x % 10 yields the rightmost digit of x (in base 10). Similarly x % 100 yields the last two digits.
 
 4.2
 
 Conditional execution
 
 In order to write useful programs, we almost always need to check conditions and change the behavior of the program accordingly. Conditional statements give us this ability. The simplest form is the if statement: if (x > 0) { System.out.println("x is positive"); } The expression in parentheses is called the condition. If it is true, then the statements in brackets get executed. If the condition is not true, nothing happens.
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 The condition can contain any of the comparison operators, sometimes called relational operators: x x x x x x
 
 == y != y > y < y >= y . The two sides of a condition operator have to be the same type. You can only compare ints to ints and doubles to doubles. The operators == and != work with Strings, but they don’t do what you expect. And the other relational operators don’t do anything at all. We will see how to compare strings Section 8.10.
 
 4.3
 
 Alternative execution
 
 A second form of conditional execution is alternative execution, in which there are two possibilities, and the condition determines which one gets executed. The syntax looks like: if (x%2 == 0) { System.out.println("x is even"); } else { System.out.println("x is odd"); } If the remainder when x is divided by 2 is zero, then we know that x is even, and this code prints a message to that effect. If the condition is false, the second print statement is executed. Since the condition must be true or false, exactly one of the alternatives will be executed. As an aside, if you think you might want to check the parity (evenness or oddness) of numbers often, you might want to “wrap” this code up in a method, as follows: public static void printParity(int x) { if (x%2 == 0) { System.out.println("x is even"); } else { System.out.println("x is odd"); } }
 
 4.4 Chained conditionals
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 Now you have a method named printParity that will print an appropriate message for any integer you care to provide. In main you would invoke this method like this: printParity(17); Always remember that when you invoke a method, you do not have to declare the types of the arguments you provide. Java can figure out what type they are. You should resist the temptation to write things like: int number = 17; printParity(int number);
 
 4.4
 
 // WRONG!!!
 
 Chained conditionals
 
 Sometimes you want to check for a number of related conditions and choose one of several actions. One way to do this is by chaining a series of ifs and elses: if (x > 0) { System.out.println("x is positive"); } else if (x < 0) { System.out.println("x is negative"); } else { System.out.println("x is zero"); } These chains can be as long as you want, although they can be difficult to read if they get out of hand. One way to make them easier to read is to use standard indentation, as demonstrated in these examples. If you keep all the statements and squiggly-brackets lined up, you are less likely to make syntax errors and more likely to find them if you do.
 
 4.5
 
 Nested conditionals
 
 In addition to chaining, you can also nest one conditional within another. We could have written the previous example as: if (x == 0) { System.out.println("x is zero"); } else { if (x > 0) { System.out.println("x is positive"); } else { System.out.println("x is negative"); } } There is now an outer conditional that contains two branches. The first branch contains a simple print statement, but the second branch contains another conditional statement, which has two branches of its own. Those two branches
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 are both print statements, but they could have been conditional statements as well. Indentation helps make the structure apparent, but nevertheless, nested conditionals get difficult to read very quickly. Avoid them when you can. On the other hand, this kind of nested structure is common, and we will see it again, so you better get used to it.
 
 4.6
 
 The return statement
 
 The return statement allows you to terminate the execution of a method before you reach the end. One reason to use it is if you detect an error condition: public static void printLogarithm(double x) { if (x 0) { System.out.println(""); nLines(n-1); } } This program similar to countdown; as long as n is greater than zero, it prints a newline and then invokes itself to print n-1 additional newlines. The total number of newlines that get printed is 1 +(n-1), which usually comes out to roughly n. When a method invokes itself, that’s called recursion, and such methods are recursive.
 
 4.9
 
 Stack diagrams for recursive methods
 
 In the previous chapter we used a stack diagram to represent the state of a program during a method invocation. The same kind of diagram can make it easier to interpret a recursive method. Remember that every time a method gets called it creates a new frame that contains a new version of the method’s parameters and variables. The following figure is a stack diagram for countdown, called with n = 3:
 
 main countdown
 
 n
 
 3
 
 countdown
 
 n
 
 2
 
 countdown
 
 n
 
 1
 
 countdown
 
 n
 
 0
 
 There is one frame for main and four frames for countdown, each with a different value for the parameter n. The bottom of the stack, countdown with n=0 is called the base case. It does not make a recursive call, so there are no more frames for countdown.
 
 4.10 Glossary
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 The frame for main is empty because main does not have any parameters or variables. Exercise 4.1 Draw a stack diagram that shows the state of the program after main invokes nLines with the parameter n=4, just before the last invocation of nLines returns.
 
 4.10
 
 Glossary
 
 modulus: An operator that works on integers and yields the remainder when one number is divided by another. In Java it is denoted with a percent sign(%). conditional: A block of statements that may or may not be executed depending on some condition. chaining: A way of joining several conditional statements in sequence. nesting: Putting a conditional statement inside one or both branches of another conditional statement. coordinate: A variable or value that specifies a location in a two-dimensional graphical window. pixel: The unit in which coordinates are measured. bounding box: A common way to specify the coordinates of a rectangular area. typecast: An operator that converts from one type to another. In Java it appears as a type name in parentheses, like (int). interface: A description of the parameters required by a method and their types. prototype: A way of describing the interface to a method using Java-like syntax. recursion: The process of invoking the same method you are currently executing. base case: A condition that causes a recursive method not to make a recursive call.
 
 4.11
 
 Exercises
 
 Exercise 4.2 This exercise reviews the flow of execution through a program with multiple methods. Read the following code and answer the questions below.
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 public class Buzz { public static void baffle(String blimp) { System.out.println(blimp); zippo("ping", -5); } public static void zippo(String quince, int flag) { if (flag < 0) { System.out.println(quince + " zoop"); } else { System.out.println("ik"); baffle(quince); System.out.println("boo-wa-ha-ha"); } } public static void main(String[] args) { zippo("rattle", 13); } } a. Write the number 1 next to the first statement of this program that will be executed. Be careful to distinguish things that are statements from things that are not. b. Write the number 2 next to the second statement, and so on until the end of the program. If a statement is executed more than once, it might end up with more than one number next to it. c. What is the value of the parameter blimp when baffle gets invoked? d. What is the output of this program?
 
 Exercise 4.3
 
 The first verse of the song “99 Bottles of Beer” is:
 
 99 bottles of beer on the wall, 99 bottles of beer, ya’ take one down, ya’ pass it around, 98 bottles of beer on the wall. Subsequent verses are identical except that the number of bottles gets smaller by one in each verse, until the last verse: No bottles of beer on the wall, no bottles of beer, ya’ can’t take one down, ya’ can’t pass it around, ’cause there are no more bottles of beer on the wall! And then the song(finally) ends. Write a program that prints the entire lyrics of “99 Bottles of Beer.” Your program should include a recursive method that does the hard part, but you might want to write additional methods to separate the major functions of the program. As you develop your code, test it with a small number of verses, like “3 Bottles of Beer.”
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 The purpose of this exercise is to take a problem and break it into smaller problems, and to solve the smaller problems by writing simple methods. Exercise 4.4
 
 What is the output of the following program?
 
 public class Narf { public static void zoop(String fred, int bob) { System.out.println(fred); if (bob == 5) { ping("not "); } else { System.out.println("!"); } } public static void main(String[] args) { int bizz = 5; int buzz = 2; zoop("just for", bizz); clink(2*buzz); } public static void clink(int fork) { System.out.print("It’s "); zoop("breakfast ", fork) ; } public static void ping(String strangStrung) { System.out.println("any " + strangStrung + "more "); } }
 
 Exercise 4.5 such that
 
 Fermat’s Last Theorem says that there are no integers a, b, and c
 
 an + b n = c n except in the case when n = 2. Write a method named checkFermat that takes four integers as parameters—a, b, c and n—and that checks to see if Fermat’s theorem holds. If n is greater than 2 and it turns out to be true that an + bn = cn , the program should print “Holy smokes, Fermat was wrong!” Otherwise the program should print “No, that doesn’t work.” You should assume that there is a method named raiseToPow that takes two integers as arguments and that raises the first argument to the power of the second. For example: int x = raiseToPow(2, 3); would assign the value 8 to x, because 23 = 8.
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 Chapter 5
 
 GridWorld: Part One 5.1
 
 Getting started
 
 Now is a good time to start working with the AP Computer Science Case Study, which is a program called GridWorld. To get started, install GridWorld, which you can download from the College Board: http://www.collegeboard.com/ student/testing/ap/compsci_a/case.html. When you unpack this code, you should have a folder named GridWorldCode that contains projects/firstProject, which contains BugRunner.java. Make a copy of BugRunner.java in another folder and then import it into your development environment. There are instructions here that might help: http://www.collegeboard.com/prod_downloads/student/testing/ ap/compsci_a/ap07_gridworld_installation_guide.pdf. Once you run BugRunner.java, download the GridWorld Student Manual from http://www.collegeboard.com/prod_downloads/student/testing/ ap/compsci_a/ap07_gridworld_studmanual_appends_v3.pdf. The Student Manual uses vocabulary I have not presented yet, so to get you started, here is a quick preview: • The components of GridWorld, including Bugs, Rocks and the Grid itself, are objects. • A constructor is a special method that creates new objects. • A class is a set of objects; every object belongs to a class. • An object is also called an instance because it is a member, or instance, of a class. • An attribute is a piece of information about an object, like its color or location.
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 GridWorld: Part One • An accessor method is a method that returns an attribute of an object. • A modifier method changes an attribute of an object.
 
 Now you should be able to read Part 1 of the Student Manual and do the exercises.
 
 5.2
 
 BugRunner
 
 BugRunner.java contains this code: import info.gridworld.actor.ActorWorld; import info.gridworld.actor.Bug; import info.gridworld.actor.Rock; public class BugRunner { public static void main(String[] args) { ActorWorld world = new ActorWorld(); world.add(new Bug()); world.add(new Rock()); world.show(); } } The first three lines are import statements; they list the classes from GridWorld used in this program. You can find the documentation for these classes at http://www.greenteapress.com/thinkapjava/javadoc/gridworld/. Like the other programs we have seen, BugRunner defines a class that provides a main method. The first line of main creates an ActorWorld object. new is a Java keyword that creates new objects. The next two lines create a Bug and a Rock, and add them to world. The last line shows the world on the screen. Open BugRunner.java for editing and replace this line: world.add(new Bug()); with these lines: Bug redBug = new Bug(); world.add(redBug); The first line assigns the Bug to a variable named redBug; we can use redBug to invoke the Bug’s methods. Try this: System.out.println(redBug.getLocation()); Note: If you run this before adding the Bug to the world, the result is null, which means that the Bug doesn’t have a location yet.
 
 5.2 BugRunner
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 Invoke the other accessor methods and print the bug’s attributes. Invoke the methods canMove, move and turn and be sure you understand what they do. Now try these exercises: Exercise 5.1 a. Write a method named moveBug that takes a bug as a parameter and invokes move. Test your method by calling it from main. b. Modify moveBug so that it invokes canMove and moves the bug only if it can. c. Modify moveBug so that it takes an integer, n, as a parameter, and moves the bug n times (if it can). d. Modify moveBug so that if the bug can’t move, it invokes turn instead.
 
 Exercise 5.2 a. The Math class provides a method named random that returns a double between 0.0 and 1.0 (not including 1.0). b. Write a method named randomBug that takes a Bug as a parameter and sets the Bug’s direction to one of 0, 90, 180 or 270 with equal probability, and then moves the bug if it can. c. Modify randomBug to take an integer n and repeat n times. The result is a random walk, which you can read about at http://en. wikipedia.org/wiki/Random_walk. d. To see a longer random walk, you can give ActorWorld a bigger stage. At the top of BugRunner.java, add this import statement: import info.gridworld.grid.UnboundedGrid; Now replace the line that creates the ActorWorld with this: ActorWorld world = new ActorWorld(new UnboundedGrid()); You should be able to run your random walk for a few thousand steps (you might have to use the scrollbars to find the Bug).
 
 Exercise 5.3 GridWorld uses Color objects, which are defined in the Java libraries. You can read the documentation at http://download.oracle.com/javase/6/docs/api/java/awt/ Color.html. To create Bugs with different colors, we have to import Color: import java.awt.Color; Then you can access the predefined colors, like Color.blue, or create a new color like this: Color purple = new Color(148, 0, 211); Make a few bugs with different colors. Then write a method named colorBug that takes a Bug as a parameter, reads its location, and sets the color. The Location object you get from getLocation has methods named getRow and getCol that return integers. So you can get the x-coordinate of a Bug like this:
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 GridWorld: Part One int x = bug.getLocation().getCol();
 
 Write a method named makeBugs that takes an ActorWorld and an integer n and creates n bugs colored according to their location. Use the row number to control the red level and the column to control the blue.
 
 Chapter 6
 
 Fruitful methods 6.1
 
 Return values
 
 Some of the Java methods we have used, like the Math functions, produce results. That is, the effect of invoking the method is to generate a new value, which we usually assign to a variable or use as part of an expression. For example: double e = Math.exp(1.0); double height = radius * Math.sin(angle); But so far all the methods we have written have been void methods; that is, methods that return no value. When you invoke a void method, it is typically on a line by itself, with no assignment: countdown(3); nLines(3); In this chapter we write methods that return things, which I call fruitful methods. The first example is area, which takes a double as a parameter, and returns the area of a circle with the given radius: public static double area(double radius) { double area = Math.PI * radius * radius; return area; } The first thing you should notice is that the beginning of the method definition is different. Instead of public static void, which indicates a void method, we see public static double, which means that the return value from this method is a double. I still haven’t explained what public static means, but be patient. The last line is a new form of the return statement that includes a return value. This statement means, “return immediately from this method and use the following expression as a return value.” The expression you provide can be arbitrarily complicated, so we could have written this method more concisely:
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 public static double area(double radius) { return Math.PI * radius * radius; } On the other hand, temporary variables like area often make debugging easier. In either case, the type of the expression in the return statement must match the return type of the method. In other words, when you declare that the return type is double, you are making a promise that this method will eventually produce a double. If you try to return with no expression, or an expression with the wrong type, the compiler will take you to task. Sometimes it is useful to have multiple return statements, one in each branch of a conditional: public static double absoluteValue(double x) { if (x < 0) { return -x; } else { return x; } } Since these return statements are in an alternative conditional, only one will be executed. Although it is legal to have more than one return statement in a method, you should keep in mind that as soon as one is executed, the method terminates without executing any subsequent statements. Code that appears after a return statement, or any place else where it can never be executed, is called dead code. Some compilers warn you if part of your code is dead. If you put return statements inside a conditional, then you have to guarantee that every possible path through the program hits a return statement. For example: public static double absoluteValue(double x) { if (x < 0) { return -x; } else if (x > 0) { return x; } // WRONG!! } This program is not legal because if x is 0, neither condition is true and the method ends without hitting a return statement. A typical compiler message would be “return statement required in absoluteValue,” which is a confusing message since there are already two of them.
 
 6.2
 
 Program development
 
 At this point you should be able to look at complete Java methods and tell what they do. But it may not be clear yet how to go about writing them. I am going
 
 6.2 Program development
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 to suggest one technique that I call incremental development. As an example, imagine you want to find the distance between two points, given by the coordinates (x1 , y1 ) and (x2 , y2 ). By the usual definition, distance =
 
 p
 
 (x2 − x1 )2 + (y2 − y1 )2
 
 (6.1)
 
 The first step is to consider what a distance method should look like in Java. In other words, what are the inputs (parameters) and what is the output (return value)? In this case, the two points are the parameters, and it is natural to represent them using four doubles, although we will see later that there is a Point object in Java that we could use. The return value is the distance, which will have type double. Already we can write an outline of the method: public static double distance (double x1, double y1, double x2, double y2) { return 0.0; } The statement return 0.0; is a place-keeper that is necessary in order to compile the program. Obviously, at this stage the program doesn’t do anything useful, but it is worthwhile to try compiling it so we can identify any syntax errors before we add more code. In order to test the new method, we have to invoke it with sample values. Somewhere in main I would add: double dist = distance(1.0, 2.0, 4.0, 6.0); I chose these values so that the horizontal distance is 3 and the vertical distance is 4; that way, the result will be 5 (the hypotenuse of a 3-4-5 triangle). When you are testing a method, it is useful to know the right answer. Once we have checked the syntax of the method definition, we can start adding lines of code one at a time. After each incremental change, we recompile and run the program. If there is an error at any point, we have a good idea where to look: in the last line we added. The next step is to find the differences x2 − x1 and y2 − y1 . I will store those values in temporary variables named dx and dy. public static double distance (double x1, double y1, double x2, double y2) { double dx = x2 - x1; double dy = y2 - y1; System.out.println("dx is " + dx); System.out.println("dy is " + dy); return 0.0; }
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 I added print statements so we can check the intermediate values before proceeding. They should be 3.0 and 4.0. When the method is finished I will remove the print statements. Code like that is called scaffolding, because it is helpful for building the program, but it is not part of the final product. The next step is to square dx and dy. We could use the Math.pow method, but it is simpler to multiply each term by itself. public static double distance (double x1, double y1, double x2, double y2) { double dx = x2 - x1; double dy = y2 - y1; double dsquared = dx*dx + dy*dy; System.out.println("dsquared is " + dsquared); return 0.0; } Again, I would compile and run the program at this stage and check the intermediate value (which should be 25.0). Finally, we can use Math.sqrt to compute and return the result. public static double distance (double x1, double y1, double x2, double y2) { double dx = x2 - x1; double dy = y2 - y1; double dsquared = dx*dx + dy*dy; double result = Math.sqrt(dsquared); return result; } In main, we can print and check the value of the result. As you gain more experience programming, you might write and debug more than one line at a time. Nevertheless, this incremental development process can save you a lot of time. The key aspects of the process are: • Start with a working program and make small, incremental changes. At any point, if there is an error, you will know exactly where it is. • Use temporary variables to hold intermediate values so you can print and check them. • Once the program is working, you can remove scaffolding and consolidate multiple statements into compound expressions, but only if it does not make the program difficult to read.
 
 6.3 Composition
 
 6.3
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 Composition
 
 Once you define a new method, you can use it as part of an expression, and you can build new methods using existing methods. For example, what if someone gave you two points, the center of the circle and a point on the perimeter, and asked for the area of the circle? Let’s say the center point is stored in the variables xc and yc, and the perimeter point is in xp and yp. The first step is to find the radius of the circle, which is the distance between the two points. Fortunately, we have a method, distance that does that. double radius = distance(xc, yc, xp, yp); The second step is to find the area of a circle with that radius, and return it. double area = area(radius); return area; Wrapping that all up in a method, we get: public static double circleArea (double xc, double yc, double xp, double yp) { double radius = distance(xc, yc, xp, yp); double area = area(radius); return area; } The temporary variables radius and area are useful for development and debugging, but once the program is working we can make it more concise by composing the method invocations: public static double circleArea (double xc, double yc, double xp, double yp) { return area(distance(xc, yc, xp, yp)); }
 
 6.4
 
 Overloading
 
 You might have noticed that circleArea and area perform similar functions— finding the area of a circle—but take different parameters. For area, we have to provide the radius; for circleArea we provide two points. If two methods do the same thing, it is natural to give them the same name. Having more than one method with the same name, which is called overloading, is legal in Java as long as each version takes different parameters. So we could rename circleArea: public static double area (double x1, double y1, double x2, double y2) { return area(distance(xc, yc, xp, yp)); }
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 When you invoke an overloaded method, Java knows which version you want by looking at the arguments that you provide. If you write: double x = area(3.0); Java goes looking for a method named area that takes one double as an argument, and so it uses the first version, which interprets the argument as a radius. If you write: double x = area(1.0, 2.0, 4.0, 6.0); Java uses the second version of area. And notice that the second version of area actually invokes the first. Many Java methods are overloaded, meaning that there are different versions that accept different numbers or types of parameters. For example, there are versions of print and println that accept a single parameter of any type. In the Math class, there is a version of abs that works on doubles, and there is also a version for ints. Although overloading is a useful feature, it should be used with caution. You might get yourself nicely confused if you are trying to debug one version of a method while accidently invoking a different one. And that reminds me of one of the cardinal rules of debugging: make sure that the version of the program you are looking at is the version of the program that is running! Some day you may find yourself making one change after another in your program, and seeing the same thing every time you run it. This is a warning sign that you are not running the version of the program you think you are. To check, add a print statement (it doesn’t matter what you print) and make sure the behavior of the program changes accordingly.
 
 6.5
 
 Boolean expressions
 
 Most of the operations we have seen produce results that are the same type as their operands. For example, the + operator takes two ints and produces an int, or two doubles and produces a double, etc. The exceptions we have seen are the relational operators, which compare ints and floats and return either true or false. true and false are special values in Java, and together they make up a type called boolean. You might recall that when I defined a type, I said it was a set of values. In the case of ints, doubles and Strings, those sets are pretty big. For booleans, not so big. Boolean expressions and variables work just like other types of expressions and variables: boolean bob; bob = true; boolean testResult = false;
 
 6.6 Logical operators
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 The first example is a simple variable declaration; the second example is an assignment, and the third example is an initialization. The values true and false are keywords in Java, so they may appear in a different color, depending on your development environment. The result of a conditional operator is a boolean, so you can store the result of a comparison in a variable: boolean evenFlag = (n%2 == 0); boolean positiveFlag = (x > 0);
 
 // true if n is even // true if x is positive
 
 and then use it as part of a conditional statement later: if (evenFlag) { System.out.println("n was even when I checked it"); } A variable used in this way is called a flag because it flags the presence or absence of some condition.
 
 6.6
 
 Logical operators
 
 There are three logical operators in Java: AND, OR and NOT, which are denoted by the symbols &&, || and !. The semantics of these operators is similar to their meaning in English. For example x > 0 && x < 10 is true only if x is greater than zero AND less than 10. evenFlag || n%3 == 0 is true if either of the conditions is true, that is, if evenFlag is true OR the number is divisible by 3. Finally, the NOT operator inverts a boolean expression, so !evenFlag is true if evenFlag is false—if the number is odd. Logical operators can simplify nested conditional statements. For example, can you re-write this code using a single conditional? if (x > 0) { if (x < 10) { System.out.println("x is a positive single digit."); } }
 
 6.7
 
 Boolean methods
 
 Methods can return boolean values just like any other type, which is often convenient for hiding tests inside methods. For example: public static boolean isSingleDigit(int x) { if (x >= 0 && x < 10) { return true;
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 Fruitful methods } else { return false; }
 
 } The name of this method is isSingleDigit. It is common to give boolean methods names that sound like yes/no questions. The return type is boolean, which means that every return statement has to provide a boolean expression. The code itself is straightforward, although it is a bit longer than it needs to be. Remember that the expression x >= 0 && x < 10 has type boolean, so there is nothing wrong with returning it directly and avoiding the if statement altogether: public static boolean isSingleDigit(int x) { return (x >= 0 && x < 10); } In main you can invoke this method in the usual ways: boolean bigFlag = !isSingleDigit(17); System.out.println(isSingleDigit(2)); The first line sets bigFlag to true only if 17 is not a single-digit number. The second line prints true because 2 is a single-digit number. The most common use of boolean methods is inside conditional statements if (isSingleDigit(x)) { System.out.println("x is little"); } else { System.out.println("x is big"); }
 
 6.8
 
 More recursion
 
 Now that we have methods that return values, we have a Turing complete programming language, which means that we can compute anything computable, for any reasonable definition of “computable.” This idea was developed by Alonzo Church and Alan Turing, so it is known as the Church-Turing thesis. You can read more about it at http://en.wikipedia. org/wiki/Turing_thesis. To give you an idea of what you can do with the tools we have learned so far, let’s look at some methods for evaluating recursively-defined mathematical functions. A recursive definition is similar to a circular definition, in the sense that the definition contains a reference to the thing being defined. A truly circular definition is not very useful: recursive: an adjective used to describe a method that is recursive.
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 If you saw that definition in the dictionary, you might be annoyed. On the other hand, if you looked up the definition of the mathematical function factorial, you might get something like: 0! = 1 n! = n · (n − 1)! (Factorial is usually denoted with the symbol !, which is not to be confused with the Java logical operator ! which means NOT.) This definition says that the factorial of 0 is 1, and the factorial of any other value, n, is n multiplied by the factorial of n − 1. So 3! is 3 times 2!, which is 2 times 1!, which is 1 times 0!. Putting it all together, we get 3! equal to 3 times 2 times 1 times 1, which is 6. If you can write a recursive definition of something, you can usually write a Java method to evaluate it. The first step is to decide what the parameters are and what the return type is. Since factorial is defined for integers, the method takes an integer as a parameter and returns an integer: public static int factorial(int n) { } If the argument happens to be zero, return 1: public static int factorial(int n) { if (n == 0) { return 1; } } That’s the base case. Otherwise, and this is the interesting part, we have to make a recursive call to find the factorial of n − 1, and then multiply it by n. public static int factorial(int n) { if (n == 0) { return 1; } else { int recurse = factorial(n-1); int result = n * recurse; return result; } } The flow of execution for this program is similar to countdown from Section 4.8. If we invoke factorial with the value 3: Since 3 is not zero, we take the second branch and calculate the factorial of n − 1... Since 2 is not zero, we take the second branch and calculate the factorial of n − 1... Since 1 is not zero, we take the second branch and calculate the factorial of n − 1...
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 Fruitful methods Since 0 is zero, we take the first branch and return the value 1 immediately without making any more recursive invocations. The return value (1) gets multiplied by n, which is 1, and the result is returned. The return value (1) gets multiplied by n, which is 2, and the result is returned.
 
 The return value (2) gets multiplied by n, which is 3, and the result, 6, is returned to main, or whoever invoked factorial(3). Here is what the stack diagram looks like for this sequence of method invocations:
 
 main 6 factorial
 
 n 3
 
 recurse 2
 
 result 6 2
 
 factorial
 
 n 2
 
 recurse 1
 
 result 2 1
 
 factorial
 
 n 1
 
 recurse 1
 
 result 1 1
 
 factorial
 
 n 0
 
 The return values are shown being passed back up the stack. Notice that in the last frame recurse and result do not exist because when n=0 the branch that creates them does not execute.
 
 6.9
 
 Leap of faith
 
 Following the flow of execution is one way to read programs it can quickly become labarynthine. An alternative is what I call the “leap of faith.” When you come to a method invocation, instead of following the flow of execution, you assume that the method works correctly and returns the appropriate value. In fact, you are already practicing this leap of faith when you use Java methods. When you invoke Math.cos or System.out.println, you don’t examine the implementations of those methods. You just assume that they work. You can apply the same logic to your own methods. For example, in Section 6.7 we wrote a method called isSingleDigit that determines whether a number is between 0 and 9. Once we convince ourselves that this method is correct— by testing and examination of the code—we can use the method without ever looking at the code again.
 
 6.10 One more example
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 The same is true of recursive programs. When you get to the recursive invocation, instead of following the flow of execution, you should assume that the recursive invocation works, and then ask yourself, “Assuming that I can find the factorial of n − 1, can I compute the factorial of n?” Yes, you can, by multiplying by n. Of course, it is strange to assume that the method works correctly when you have not even finished writing it, but that’s why it’s called a leap of faith!
 
 6.10
 
 One more example
 
 The second most common example of a recursively-defined mathematical function is fibonacci, which has the following definition: f ibonacci(0) = 1 f ibonacci(1) = 1 f ibonacci(n) = f ibonacci(n − 1) + f ibonacci(n − 2); Translated into Java, this is public static int fibonacci(int n) { if (n == 0 || n == 1) { return 1; } else { return fibonacci(n-1) + fibonacci(n-2); } } values of n, your head explodes. But according to the leap of faith, if we assume that the two recursive invocations work correctly, then it is clear that we get the right result by adding them together.
 
 6.11
 
 Glossary
 
 return type: The part of a method declaration that indicates what type of value the method returns. return value: The value provided as the result of a method invocation. dead code: Part of a program that can never be executed, often because it appears after a return statement. scaffolding: Code that is used during program development but is not part of the final version. void: A special return type that indicates a void method; that is, one that does not return a value.
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 overloading: Having more than one method with the same name but different parameters. When you invoke an overloaded method, Java knows which version to use by looking at the arguments you provide. boolean: A type of variable that can contain only the two values true and false. flag: A variable(usually boolean) that records a condition or status information. conditional operator: An operator that compares two values and produces a boolean that indicates the relationship between the operands. logical operator: An operator that combines boolean values and produces boolean values.
 
 6.12
 
 Exercises
 
 Exercise 6.1 Write a class method named isDivisible that takes two integers, n and m and that returns true if n is divisible by m and false otherwise. Exercise 6.2 Many computations can be expressed concisely using the “multadd” operation, which takes three operands and computes a*b + c. Some processors even provide a hardware implementation of this operation for floating-point numbers. a. Create a new program called Multadd.java. b. Write a method called multadd that takes three doubles as parameters and that returns their multadditionization. c. Write a main method that tests multadd by invoking it with a few simple parameters, like 1.0, 2.0, 3.0. d. Also in main, use multadd to compute the following values: sin
 
 π 4
 
 +
 
 cos π 4 2
 
 log 10 + log 20 e. Write a method called yikes that takes a double as a parameter and that uses multadd to calculate xe−x +
 
 p
 
 1 − e−x
 
 HINT: the Math method for raising e to a power is Math.exp. In the last part, you get a chance to write a method that invokes a method you wrote. Whenever you do that, it is a good idea to test the first method carefully before you start working on the second. Otherwise, you might find yourself debugging two methods at the same time, which can be difficult. One of the purposes of this exercise is to practice pattern-matching: the ability to recognize a specific problem as an instance of a general category of problems.
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 Exercise 6.3 If you are given three sticks, you may or may not be able to arrange them in a triangle. For example, if one of the sticks is 12 inches long and the other two are one inch long, you will not be able to get the short sticks to meet in the middle. For any three lengths, there is a simple test to see if it is possible to form a triangle: “If any of the three lengths is greater than the sum of the other two, then you cannot form a triangle. Otherwise, you can.” Write a method named isTriangle that it takes three integers as arguments, and that returns either true or false, depending on whether you can or cannot form a triangle from sticks with the given lengths. The point of this exercise is to use conditional statements to write a fruitful method. Exercise 6.4 What is the output of the following program? The purpose of this exercise is to make sure you understand logical operators and the flow of execution through fruitful methods. public static void main(String[] args) { boolean flag1 = isHoopy(202); boolean flag2 = isFrabjuous(202); System.out.println(flag1); System.out.println(flag2); if (flag1 && flag2) { System.out.println("ping!"); } if (flag1 || flag2) { System.out.println("pong!"); } } public static boolean isHoopy(int x) { boolean hoopyFlag; if (x%2 == 0) { hoopyFlag = true; } else { hoopyFlag = false; } return hoopyFlag; } public static boolean isFrabjuous(int x) { boolean frabjuousFlag; if (x > 0) { frabjuousFlag = true; } else { frabjuousFlag = false; } return frabjuousFlag; }
 
 Exercise 6.5
 
 The distance between two points (x1 , y1 ) and (x2 , y2 ) is
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 Distance =
 
 p
 
 (x2 − x1 )2 + (y2 − y1 )2
 
 Write a method named distance that takes four doubles as parameters—x1, y1, x2 and y2—and that prints the distance between the points. You should assume that there is a method named sumSquares that calculates and returns the sum of the squares of its arguments. For example: double x = sumSquares(3.0, 4.0); would assign the value 25.0 to x. The point of this exercise is to write a new method that uses an existing one. You should write only one method: distance. You should not write sumSquares or main and you should not invoke distance. Exercise 6.6 The point of this exercise is to use a stack diagram to understand the execution of a recursive program. public class Prod { public static void main(String[] args) { System.out.println(prod(1, 4)); } public static int prod(int m, int n) { if (m == n) { return n; } else { int recurse = prod(m, n-1); int result = n * recurse; return result; } } } a. Draw a stack diagram showing the state of the program just before the last instance of prod completes. What is the output of this program? b. Explain in a few words what prod does. c. Rewrite prod without using the temporary variables recurse and result.
 
 Exercise 6.7 The purpose of this exercise is to translate a recursive definition into a Java method. The Ackerman function is defined for non-negative integers as follows:
 
 A(m, n) =
 
   n+1
 
 A(m − 1, 1)  A(m − 1, A(m, n − 1))
 
 if if if
 
 m=0 m > 0, n = 0 m > 0, n > 0
 
 Write a method called ack that takes two ints as parameters and that computes and returns the value of the Ackerman function.
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 Test your implementation of Ackerman by invoking it from main and printing the return value. WARNING: the return value gets very big very quickly. You should try it only for small values of m and n (not bigger than 2).
 
 Exercise 6.8 a. Create a program called Recurse.java and type in the following methods: // first: returns the first character of the given String public static char first(String s) { return s.charAt(0); } // last: returns a new String that contains all but the // first letter of the given String public static String rest(String s) { return s.substring(1, s.length()); } // length: returns the length of the given String public static int length(String s) { return s.length(); } b. Write some code in main that tests each of these methods. Make sure they work, and make sure you understand what they do. c. Write a method called printString that takes a String as a parameter and that prints the letters of the String, one on each line. It should be a void method. d. Write a method called printBackward that does the same thing as printString but that prints the String backward (one character per line). e. Write a method called reverseString that takes a String as a parameter and that returns a new String as a return value. The new String should contain the same letters as the parameter, but in reverse order. For example, the output of the following code String backwards = reverseString("Allen Downey"); System.out.println(backwards); should be yenwoD nellA
 
 Exercise 6.9 Write a recursive method called power that takes a double x and an integer n and that returns xn . Hint: a recursive definition of this operation is xn = x · xn−1 . Also, remember that anything raised to the zeroeth power is 1. Optional challenge: you can make this method more efficient, when n is even, using 2 xn = xn/2 .
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 Exercise 6.10 (This exercise is based on page 44 of Ableson and Sussman’s Structure and Interpretation of Computer Programs.) The following technique is known as Euclid’s Algorithm because it appears in Euclid’s Elements(Book 7, ca. 300 B.C.). It may be the oldest nontrivial algorithm1 . The process is based on the observation that, if r is the remainder when a is divided by b, then the common divisors of a and b are the same as the common divisors of b and r. Thus we can use the equation gcd(a, b) = gcd(b, r) to successively reduce the problem of computing a GCD to the problem of computing the GCD of smaller and smaller pairs of integers. For example, gcd(36, 20) = gcd(20, 16) = gcd(16, 4) = gcd(4, 0) = 4 implies that the GCD of 36 and 20 is 4. It can be shown that for any two starting numbers, this repeated reduction eventually produces a pair where the second number is 0. Then the GCD is the other number in the pair. Write a method called gcd that takes two integer parameters and that uses Euclid’s algorithm to compute and return the greatest common divisor of the two numbers.
 
 1 For
 
 a definition of “algorithm”, jump ahead to Section 11.14.
 
 Chapter 7
 
 Iteration 7.1
 
 Multiple assignment
 
 I haven’t said much about it, but it is legal in Java to make more than one assignment to the same variable. The effect of the second assignment is to replace the old value with the new. int bob = 5; System.out.print(bob); bob = 7; System.out.println(bob); The output of this program is 57, because the first time we print bob his value is 5, and the second time his value is 7. This kind of multiple assignment is the reason I described variables as a container for values. When you assign a value to a variable, you change the contents of the container, as shown in the figure:
 
 int fred = 5;
 
 fred
 
 5
 
 fred = 7;
 
 fred
 
 5 7
 
 When there are multiple assignments to a variable, it is especially important to distinguish between an assignment statement and a statement of equality. Because Java uses the = symbol for assignment, it is tempting to interpret a statement like a = b as a statement of equality. It is not! First of all, equality is commutative, and assignment is not. For example, in mathematics if a = 7 then 7 = a. But in Java a = 7; is a legal assignment statement, and 7 = a; is not. Furthermore, in mathematics, a statement of equality is true for all time. If a = b now, then a will always equal b. In Java, an assignment statement can make two variables equal, but they don’t have to stay that way!
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 Iteration int a = 5; int b = a; a = 3;
 
 // a and b are now equal // a and b are no longer equal
 
 The third line changes the value of a but it does not change the value of b, so they are no longer equal. In some programming languages a different symbol is used for assignment, such as 0) { System.out.println(n); n = n-1; } System.out.println("Blastoff!"); } You can almost read a while statement like English. What this means is, “While n is greater than zero, print the value of n and then reduce the value of n by 1. When you get to zero, print the word ‘Blastoff!”’ More formally, the flow of execution for a while statement is as follows: 1. Evaluate the condition in parentheses, yielding true or false. 2. If the condition is false, exit the while statement and continue execution at the next statement. 3. If the condition is true, execute the statements between the squigglybrackets, and then go back to step 1.
 
 7.4 Tables
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 This type of flow is called a loop because the third step loops back around to the top. The statements inside the loop are called the body of the loop. If the condition is false the first time through the loop, the statements inside the loop are never executed. The body of the loop should change the value of one or more variables so that, eventually, the condition becomes false and the loop terminates. Otherwise the loop will repeat forever, which is called an infinite loop. An endless source of amusement for computer scientists is the observation that the directions on shampoo, “Lather, rinse, repeat,” are an infinite loop. In the case of countdown, we can prove that the loop terminates if n is positive. In other cases it is not so easy to tell: public static void sequence(int n) { while (n != 1) { System.out.println(n); if (n%2 == 0) { // n is even n = n / 2; } else { // n is odd n = n*3 + 1; } } } The condition for this loop is n != 1, so the loop will continue until n is 1, which will make the condition false. At each iteration, the program prints the value of n and then checks whether it is even or odd. If it is even, the value of n is divided by two. If it is odd, the value is replaced by 3n + 1. For example, if the starting value (the argument passed to sequence) is 3, the resulting sequence is 3, 10, 5, 16, 8, 4, 2, 1. Since n sometimes increases and sometimes decreases, there is no obvious proof that n will ever reach 1, or that the program will terminate. For some particular values of n, we can prove termination. For example, if the starting value is a power of two, then the value of n will be even every time through the loop, until we get to 1. The previous example ends with such a sequence, starting with 16. Particular values aside, the interesting question is whether we can prove that this program terminates for all values of n. So far, no one has been able to prove it or disprove it! For more information, see http://en.wikipedia.org/ wiki/Collatz_conjecture.
 
 7.4
 
 Tables
 
 One of the things loops are good for is generating and printing tabular data. For example, before computers were readily available, people had to calculate
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 logarithms, sines and cosines, and other common mathematical functions by hand. To make that easier, there were books containing long tables where you could find the values of various functions. Creating these tables was slow and boring, and the results were full of errors. When computers appeared on the scene, one of the initial reactions was, “This is great! We can use the computers to generate the tables, so there will be no errors.” That turned out to be true (mostly), but shortsighted. Soon thereafter computers were so pervasive that the tables became obsolete. Well, almost. For some operations, computers use tables of values to get an approximate answer, and then perform computations to improve the approximation. In some cases, there have been errors in the underlying tables, most famously in the table the original Intel Pentium used to perform floating-point division1 . Although a “log table” is not as useful as it once was, it still makes a good example of iteration. The following program prints a sequence of values in the left column and their logarithms in the right column: double x = 1.0; while (x < 10.0) { System.out.println(x + " x = x + 1.0; }
 
 " + Math.log(x));
 
 The output of this program is 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0
 
 0.0 0.6931471805599453 1.0986122886681098 1.3862943611198906 1.6094379124341003 1.791759469228055 1.9459101490553132 2.0794415416798357 2.1972245773362196
 
 Looking at these values, can you tell what base the log method uses? Since powers of two are important in computer science, we often want logarithms with respect to base 2. To compute them, we can use the following formula: log2 x = loge x/loge 2
 
 (7.1)
 
 Changing the print statement to System.out.println(x + "
 
 " + Math.log(x) / Math.log(2.0));
 
 yields 1 See
 
 http://en.wikipedia.org/wiki/Pentium_FDIV_bug.
 
 7.5 Two-dimensional tables 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0
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 0.0 1.0 1.5849625007211563 2.0 2.321928094887362 2.584962500721156 2.807354922057604 3.0 3.1699250014423126
 
 We can see that 1, 2, 4 and 8 are powers of two, because their logarithms base 2 are round numbers. If we wanted to find the logarithms of other powers of two, we could modify the program like this: double x = 1.0; while (x < 100.0) { System.out.println(x + " x = x * 2.0; }
 
 " + Math.log(x) / Math.log(2.0));
 
 Now instead of adding something to x each time through the loop, which yields an arithmetic sequence, we multiply x by something, yielding a geometric sequence. The result is: 1.0 2.0 4.0 8.0 16.0 32.0 64.0
 
 0.0 1.0 2.0 3.0 4.0 5.0 6.0
 
 Log tables may not be useful any more, but for computer scientists, knowing the powers of two is! When you have an idle moment, you should memorize the powers of two up to 65536 (that’s 216 ).
 
 7.5
 
 Two-dimensional tables
 
 A two-dimensional table is a table where you choose a row and a column and read the value at the intersection. A multiplication table is a good example. Let’s say you wanted to print a multiplication table for the values from 1 to 6. A good way to start is to write a simple loop that prints the multiples of 2, all on one line. int i = 1; while (i time2.hour) return true; if (time1.hour < time2.hour) return false; if (time1.minute > time2.minute) return true; if (time1.minute < time2.minute) return false; if (time1.second > time2.second) return true; return false; } What is the result of this method if the two times are equal? Does that seem like the appropriate result for this method? If you were writing the documentation for this method, would you mention that case specifically?
 
 11.8 Pure functions
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 A second example is addTime, which calculates the sum of two times. For example, if it is 9:14:30, and your breadmaker takes 3 hours and 35 minutes, you could use addTime to figure out when the bread will be done. Here is a rough draft of this method that is not quite right: public static Time addTime(Time t1, Time t2) { Time sum = new Time(); sum.hour = t1.hour + t2.hour; sum.minute = t1.minute + t2.minute; sum.second = t1.second + t2.second; return sum; } Although this method returns a Time object, it is not a constructor. You should go back and compare the syntax of a method like this with the syntax of a constructor, because it is easy to get confused. Here is an example of how to use this method. If currentTime contains the current time and breadTime contains the amount of time it takes for your breadmaker to make bread, then you could use addTime to figure out when the bread will be done. Time currentTime = new Time(9, 14, 30.0); Time breadTime = new Time(3, 35, 0.0); Time doneTime = addTime(currentTime, breadTime); printTime(doneTime); The output of this program is 12:49:30.0, which is correct. On the other hand, there are cases where the result is not correct. Can you think of one? The problem is that this method does not deal with cases where the number of seconds or minutes adds up to more than 60. In that case, we have to “carry” the extra seconds into the minutes column, or extra minutes into the hours column. Here’s a second, corrected version of this method. public static Time addTime(Time t1, Time t2) { Time sum = new Time(); sum.hour = t1.hour + t2.hour; sum.minute = t1.minute + t2.minute; sum.second = t1.second + t2.second; if (sum.second >= 60.0) { sum.second -= 60.0; sum.minute += 1; } if (sum.minute >= 60) { sum.minute -= 60; sum.hour += 1; } return sum;
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 } Although it’s correct, it’s starting to get big. Later, I will suggest an alternative approach to this problem that will be much shorter. This code demonstrates two operators we have not seen before, += and -=. These operators provide a concise way to increment and decrement variables. They are similar to ++ and --, except(1) they work on doubles as well as ints, and(2) the amount of the increment does not have to be 1. The statement sum.second -= 60.0; is equivalent to sum.second = sum.second - 60;
 
 11.9
 
 Modifiers
 
 As an example of a modifier, consider increment, which adds a given number of seconds to a Time object. Again, a rough draft of this method looks like: public static void increment(Time time, double secs) { time.second += secs; if (time.second >= 60.0) { time.second -= 60.0; time.minute += 1; } if (time.minute >= 60) { time.minute -= 60; time.hour += 1; } } The first line performs the basic operation; the remainder deals with the same cases we saw before. Is this method correct? What happens if the argument secs is much greater than 60? In that case, it is not enough to subtract 60 once; we have to keep doing it until second is below 60. We can do that by simply replacing the if statements with while statements: public static void increment(Time time, double secs) { time.second += secs; while (time.second >= 60.0) { time.second -= 60.0; time.minute += 1; } while (time.minute >= 60) { time.minute -= 60; time.hour += 1; } } This solution is correct, but not very efficient. Can you think of a solution that does not require iteration?
 
 11.10 Fill-in methods
 
 11.10
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 Fill-in methods
 
 Occasionally you will see methods like addTime written with a different interface(different arguments and return values). Instead of creating a new object every time addTime is invoked, we could require the caller to provide an “empty” object where addTime should store the result. Compare the following with the previous version: public static void addTimeFill(Time t1, Time t2, Time sum) { sum.hour = t1.hour + t2.hour; sum.minute = t1.minute + t2.minute; sum.second = t1.second + t2.second; if (sum.second >= 60.0) { sum.second -= 60.0; sum.minute += 1; } if (sum.minute >= 60) { sum.minute -= 60; sum.hour += 1; } } One advantage of this approach is that the caller has the option of reusing the same object repeatedly to perform a series of additions. This can be slightly more efficient, although it can be confusing enough to cause subtle errors. For the vast majority of programming, it is worth spending a little run time to avoid a lot of debugging time.
 
 11.11
 
 Which is best?
 
 Anything that can be done with modifiers and fill-in methods can also be done with pure functions. In fact, there are programming languages, called functional programming languages, that only allow pure functions. Some programmers believe that programs that use pure functions are faster to develop and less error-prone than programs that use modifiers. Nevertheless, there are times when modifiers are convenient, and some cases where functional programs are less efficient. In general, I recommend that you write pure functions whenever it is reasonable to do so, and resort to modifiers only if there is a compelling advantage. This approach might be called a functional programming style.
 
 11.12
 
 Incremental development vs. planning
 
 In this chapter I have demonstrated an approach to program development I refer to as rapid prototyping with iterative improvement. In each case,
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 I wrote a rough draft(or prototype) that performed the basic calculation, and then tested it on a few cases, correcting flaws as I found them. Although this approach can be effective, it can lead to code that is unnecessarily complicated—since it deals with many special cases—and unreliable—since it is hard to convince yourself that you have found all the errors. An alternative is high-level planning, in which a little insight into the problem can make the programming much easier. In this case the insight is that a Time is really a three-digit number in base 60! The second is the “ones column,” the minute is the “60’s column”, and the hour is the “3600’s column.” When we wrote addTime and increment, we were effectively doing addition in base 60, which is why we had to “carry” from one column to the next. Thus an alternative approach to the whole problem is to convert Times into doubles and take advantage of the fact that the computer already knows how to do arithmetic with doubles. Here is a method that converts a Time into a double: public static double convertToSeconds(Time t) { int minutes = t.hour * 60 + t.minute; double seconds = minutes * 60 + t.second; return seconds; } Now all we need is a way to convert from a double to a Time object. We could write a method to do it, but it might make more sense to write it as a third constructor: public Time(double secs) { this.hour =(int)(secs / 3600.0); secs -= this.hour * 3600.0; this.minute =(int)(secs / 60.0); secs -= this.minute * 60; this.second = secs; } This constructor is a little different from the others, since it involves some calculation along with assignments to the instance variables. You might have to think a bit to convince yourself that the technique I am using to convert from one base to another is correct. Assuming you are convinced, we can use these methods to rewrite addTime: public static Time addTime(Time t1, Time t2) { double seconds = convertToSeconds(t1) + convertToSeconds(t2); return new Time(seconds); } This is much shorter than the original version, and it is much easier to demonstrate that it is correct(assuming, as usual, that the methods it invokes are correct). As an exercise, rewrite increment the same way.
 
 11.13 Generalization
 
 11.13
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 Generalization
 
 In some ways converting from base 60 to base 10 and back is harder than just dealing with times. Base conversion is more abstract; our intuition for dealing with times is better. But if we have the insight to treat times as base 60 numbers, and make the investment of writing the conversion methods (convertToSeconds and the third constructor), we get a program that is shorter, easier to read and debug, and more reliable. It is also easier to add more features later. For example, imagine subtracting two Times to find the duration between them. The naive approach would be to implement subtraction complete with “borrowing.” Using the conversion methods would be much easier. Ironically, sometimes making a problem harder(more general) makes it easier(fewer special cases, fewer opportunities for error).
 
 11.14
 
 Algorithms
 
 When you write a general solution for a class of problems, as opposed to a specific solution to a single problem, you have written an algorithm. I mentioned this word in Chapter 1, but did not define it carefully. It is not easy to define, so I will try a couple of approaches. First, consider some things that are not algorithms. For example, when you learned to multiply single-digit numbers, you probably memorized the multiplication table. In effect, you memorized 100 specific solutions, so that knowledge is not really algorithmic. But if you were “lazy,” you probably cheated by learning a few tricks. For example, to find the product of n and 9, you can write n − 1 as the first digit and 10 − n as the second digit. This trick is a general solution for multiplying any single-digit number by 9. That’s an algorithm! Similarly, the techniques you learned for addition with carrying, subtraction with borrowing, and long division are all algorithms. One of the characteristics of algorithms is that they do not require any intelligence to carry out. They are mechanical processes in which each step follows from the last according to a simple set of rules. In my opinion, it is embarrassing that humans spend so much time in school learning to execute algorithms that, quite literally, require no intelligence. On the other hand, the process of designing algorithms is interesting, intellectually challenging, and a central part of what we call programming. Some of the things that people do naturally, without difficulty or conscious thought, are the most difficult to express algorithmically. Understanding natural
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 language is a good example. We all do it, but so far no one has been able to explain how we do it, at least not in the form of an algorithm. Later you will have the opportunity to design simple algorithms for a variety of problems.
 
 11.15
 
 Glossary
 
 class: Previously, I defined a class as a collection of related methods. In this chapter we learned that a class definition is also a template for a new type of object. instance: A member of a class. Every object is an instance of some class. constructor: A special method that initializes the instance variables of a newly-constructed object. project: A collection of one or more class definitions (one per file) that make up a program. startup class: The class that contains the main method where execution of the program begins. function: A method whose result depends only on its parameters, and that has no side-effects other than returning a value. functional programming style: A style of program design in which the majority of methods are functions. modifier: A method that changes one or more of the objects it receives as parameters, and usually returns void. fill-in method: A type of method that takes an “empty” object as a parameter and fills in its instance variables instead of generating a return value. This type of method is usually not the best choice. algorithm: A set of instructions for solving a class of problems by a mechanical process.
 
 11.16
 
 Exercises
 
 Exercise 11.1 In the board game Scrabble1 , each tile contains a letter, which is used to spell words, and a score, which is used to determine the value of a word. a. Write a definition for a class named Tile that represents Scrabble tiles. The instance variables should be a character named letter and an integer named value. 1 Scrabble
 
 is a registered trademark owned in the U.S.A and Canada by Hasbro Inc., and in the rest of the world by J.W. Spear & Sons Limited of Maidenhead, Berkshire, England, a subsidiary of Mattel Inc.
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 b. Write a constructor that takes parameters named letter and value and initializes the instance variables. c. Write a method named printTile that takes a Tile object as a parameter and prints the instance variables in some reader-friendly format. d. Write a method named testTile that creates a Tile object with the letter Z and the value 10, and then uses printTile to print the state of the object. The point of this exercise is to practice the mechanical part of creating a new class definition and code that tests it. Exercise 11.2 Write a class definition for Date, an object type that contains three integers, year, month and day. This class should provide two constructors. The first should take no parameters. The second should take parameters named year, month and day, and use them to initialize the instance variables. Add code to main that creates a new Date object named birthday. The new object should contain your birthdate. You can use either constructor. Exercise 11.3 A rational number is a number that can be represented as the ratio of two integers. For example, 2/3 is a rational number, and you can think of 7 as a rational number with an implicit 1 in the denominator. For this assignment, you are going to write a class definition for rational numbers. a. Examine the following program and make sure you understand what it does: public class Complex { double real, imag; // simple constructor public Complex() { this.real = 0.0; this.imag = 0.0; } // constructor that takes arguments public Complex(double real, double imag) { this.real = real; this.imag = imag; } public static void printComplex(Complex c) { System.out.println(c.real + " + " + c.imag + "i"); } // conjugate is a modifier public static void conjugate(Complex c) { c.imag = -c.imag; } // abs is a function that returns a primitive public static double abs(Complex c) { return Math.sqrt(c.real * c.real + c.imag * c.imag);
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 Create your own objects } // add is a function that returns a new Complex object public static Complex add(Complex a, Complex b) { return new Complex(a.real + b.real, a.imag + b.imag); } public static void main(String args[]) { // use the first constructor Complex x = new Complex(); x.real = 1.0; x.imag = 2.0; // use the second constructor Complex y = new Complex(3.0, 4.0); System.out.println(Complex.abs(y)); Complex.conjugate(x); Complex.printComplex(x); Complex.printComplex(y); Complex s = Complex.add(x, y); Complex.printComplex(s); } }
 
 b. Create a new program called Rational.java that defines a class named Rational. A Rational object should have two integer instance variables to store the numerator and denominator of a rational number. c. Write a constructor that takes no arguments and that sets the two instance variables to zero. d. Write a method called printRational that takes a Rational object as an argument and prints it in some reasonable format. e. Write a main method that creates a new object with type Rational, sets its instance variables to some values, and prints the object. f. At this stage, you have a minimal testable(debuggable) program. Test it and, if necessary, debug it. g. Write a second constructor for your class that takes two arguments and that uses them to initalize the instance variables. h. Write a method called negate that reverses the sign of a rational number. This method should be a modifier, so it should return void. Add lines to main to test the new method. i. Write a method called invert that inverts the number by swapping the numerator and denominator. Remember the swap pattern we have seen before. Add lines to main to test the new method. j. Write a method called toDouble that converts the rational number to a double(floating-point number) and returns the result. This method is a pure function; it does not modify the object. As always, test the new method.
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 k. Write a modifier named reduce that reduces a rational number to its lowest terms by finding the GCD of the numerator and denominator and then dividing top and bottom by the GCD. This method should be a pure function; it should not modify the instance variables of the object on which it is invoked. You may want to write a method called gcd that finds the greatest common divisor of the numerator and the denominator (See Exercise 6.10). l. Write a method called add that takes two Rational numbers as arguments and returns a new Rational object. The return object, not surprisingly, should contain the sum of the arguments. There are several ways to add fractions. You can use any one you want, but you should make sure that the result of the operation is reduced so that the numerator and denominator have no common divisor (other than 1). The purpose of this exercise is to write a class definition that includes a variety of methods, including constructors, modifiers and pure functions.
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 Chapter 12
 
 Arrays An array is a set of values where each value is identified by an index. You can make an array of ints, doubles, or any other type, but all the values in an array have to have the same type. Syntactically, array types look like other Java types except they are followed by []. For example, int[] is the type “array of integers” and double[] is the type “array of doubles.” You can declare variables with these types in the usual ways: int[] count; double[] values; Until you initialize these variables, they are set to null. To create the array itself, use new. count = new int[4]; values = new double[size]; The first assignment makes count refer to an array of 4 integers; the second makes values refer to an array of doubles. The number of elements in values depends on size. You can use any integer expression as an array size. The following figure shows how arrays are represented in state diagrams:
 
 count
 
 0 0
 
 0 1
 
 0 2
 
 0 3
 
 The large numbers inside the boxes are the elements of the array. The small numbers outside the boxes are the indices used to identify each box. When you allocate a new array, the elements are initialized to zero.
 
 12.1
 
 Accessing elements
 
 To store values in the array, use the [] operator. For example count[0] refers to the “zeroeth” element of the array, and count[1] refers to the “oneth” element.
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 You can use the [] operator anywhere in an expression: count[0] = 7; count[1] = count[0] * 2; count[2]++; count[3] -= 60; All of these are legal assignment statements. Here is the effect of this code fragment:
 
 count
 
 7 0
 
 14 1
 
 1 −60 2
 
 3
 
 By now you should have noticed that the four elements of this array are numbered from 0 to 3, which means that there is no element with the index 4. This should sound familiar, since we saw the same thing with String indices. Nevertheless, it is a common error to go beyond the bounds of an array, which will cause an ArrayOutOfBoundsException. As with all exceptions, you get an error message and the program quits. You can use any expression as an index, as long as it has type int. One of the most common ways to index an array is with a loop variable. For example: int i = 0; while (i < 4) { System.out.println(count[i]); i++; } This is a standard while loop that counts from 0 up to 4, and when the loop variable i is 4, the condition fails and the loop terminates. Thus, the body of the loop is only executed when i is 0, 1, 2 and 3. Each time through the loop we use i as an index into the array, printing the ith element. This type of array traversal is very common. Arrays and loops go together like fava beans and a nice Chianti.
 
 12.2
 
 Copying arrays
 
 When you copy an array variable, remember that you are copying a reference to the array. For example: double[] a = new double [3]; double[] b = a; This code creates one array of three doubles, and sets two different variables to refer to it. This situation is a form of aliasing.
 
 a b
 
 0.0
 
 0.0
 
 0.0
 
 0
 
 1
 
 2
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 Any changes in either array will be reflected in the other. This is not usually the behavior you want; instead, you should make a copy of the array, by allocating a new array and copying each element from one to the other. double[] b = new double [3]; int i = 0; while (i < 4) { b[i] = a[i]; i++; }
 
 12.3
 
 for loops
 
 The loops we have written so far have a number of elements in common. All of them start by initializing a variable; they have a test, or condition, that depends on that variable; and inside the loop they do something to that variable, like increment it. This type of loop is so common that there is an alternative loop statement, called for, that expresses it more concisely. The general syntax looks like this: for(INITIALIZER; CONDITION; INCREMENTOR) { BODY } This statement is exactly equivalent to INITIALIZER; while (CONDITION) { BODY INCREMENTOR } except that it is more concise and, since it puts all the loop-related statements in one place, it is easier to read. For example: for(int i = 0; i < 4; i++) { System.out.println(count[i]); } is equivalent to int i = 0; while (i < 4) { System.out.println(count[i]); i++; } As an exercise, write a for loop to copy the elements of an array.
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 12.4
 
 Arrays and objects
 
 In many ways, arrays behave like objects: • When you declare an array variable, you get a reference to an array. • You have to use new to create the array itself. • When you pass an array as an argument, you pass a reference, which means that the invoked method can change the contents of the array. Some of the objects we have looked at, like Rectangles, are similar to arrays, in the sense that they are named collection of values. This raises the question, “How is an array of 4 integers different from a Rectangle object?” If you go back to the definition of “array” at the beginning of the chapter, you will see one difference, which is that the elements of an array are identified by indices, whereas the elements(instance variables) of an object have names (like x, width, etc.). Another difference between arrays and objects is that all the elements of an array have to be the same type. Although that is also true of Rectangles, we have seen other objects that have instance variables with different types(like Time).
 
 12.5
 
 Array length
 
 Actually, arrays do have one named instance variable: length. Not surprisingly, it contains the length of the array(number of elements). It is a good idea to use this value as the upper bound of a loop, rather than a constant value. That way, if the size of the array changes, you won’t have to go through the program changing all the loops; they will work correctly for any size array. for(int i = 0; i < a.length; i++) { b[i] = a[i]; } The last time the body of the loop gets executed, i is a.length - 1, which is the index of the last element. When i is equal to a.length, the condition fails and the body is not executed, which is a good thing, since it would cause an exception. This code assumes that the array b contains at least as many elements as a. As an exercise, write a method called cloneArray that takes an array of integers as a parameter, creates a new array that is the same size, copies the elements from the first array into the new one, and then returns a reference to the new array.
 
 12.6 Random numbers
 
 12.6
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 Random numbers
 
 Most computer programs do the same thing every time they are executed, so they are said to be deterministic. Usually, determinism is a good thing, since we expect the same calculation to yield the same result. For some applications, though, we would like the computer to be unpredictable. Games are an obvious example, but there are many more. Making a program truly nondeterministic turns out to be not so easy, but there are ways to make it at least seem nondeterministic. One of them is to generate random numbers and use them to determine the outcome of the program. Java provides a method that generates pseudorandom numbers, which are not truly random in the mathematical sense, but for our purposes, they will do. Check out the documentation of the random method in the Math class. The return value is a double between 0.0 and 1.0. To be precise, it is greater than or equal to 0.0 and strictly less than 1.0. Each time you invoke random you get the next number in a pseudorandom sequence. To see a sample, run this loop: for(int i = 0; i < 10; i++) { double x = Math.random(); System.out.println(x); } To generate a random double between 0.0 and an upper bound like high, you can multiply x by high. How would you generate a random number between low and high? How would you generate a random integer? Exercise 12.1 Write a method called randomDouble that takes two doubles, low and high, and that returns a random double x so that low ≤ x < high. Exercise 12.2 Write a method called randomInt that takes two arguments, low and high, and that returns a random integer between low and high(including both).
 
 12.7
 
 Array of random numbers
 
 If your implementation of randomInt is correct, then every value in the range from low to high should have the same probability. If you generate a long series of numbers, every value should appear, at least approximately, the same number of times. One way to test your method is to generate a large number of random values, store them in an array, and count the number of times each value occurs. The following method takes a single argument, the size of the array. It allocates a new array of integers, fills it with random values, and returns a reference to the new array. public static int[] randomArray(int n) { int[] a = new int[n];
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