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 Preface This book is based on three earlier books: Aage R. Møller: Evoked Potentials in Intraoperative Monitoring published in 1988 by Williams and Wilkens; and more directly by Aage R. Møller: Intraoperative Neurophysiologic Monitoring published in 1995 by Gordon and Breach under the imprint of Harwood Academic Publishers. This was followed by a Second Edition, published in 2006 by Humana Press. While the general organization of the book is preserved, the Third Edition of the book represents an expansion and extensive rewriting of the 2006 book. In particular, the coverage related to the monitoring of the spinal motor system and deep brain stimulation has been extended and new parts have been added. The description of the anatomical and physiological basis for these techniques has been largely rewritten, and many practical aspects of such monitoring have been added. The section on blood supply to the spinal cord has been extended. The chapters on peripheral nerves have been updated and extended. Anesthesia is now covered in more detail. Chapters on monitoring of sensory systems and monitoring in skull base surgery have also been revised. The section on techniques used in the operating room is also updated and many parts have been rewritten. This edition of the book describes many uses of intraoperative neurophysiology other than monitoring.
 
 monopolar and bipolar electrodes. This chapter also discusses far-field potentials and the responses from injured nerves and nuclei. Chapter 4 discusses practical aspects of recording evoked potentials from nerves, nuclei, and muscles including a discussion of various stimulus techniques. Part II covers sensory systems. Chapter 5 describes the anatomy and physiology of the somatosensory, auditory, and visual systems. Monitoring of the somatosensory system is covered in Chap. 6; Chap. 7 concerns monitoring of the auditory system and Chap. 8 concerns monitoring of the visual system. Part III discusses motor systems, beginning in Chap. 9 with a thorough description of the anatomy and basic physiology of the two main systems, the lateral and medial systems. Practical aspects of monitoring the spinal motor and brainstem motor systems are covered in Chaps. 10 and 11, respectively. Part IV is devoted to peripheral nerves; Chap. 12 describes the anatomy and physiology and Chap. 13 discusses practical aspects of monitoring peripheral nerves. Part V discusses different ways that intraoperative electrophysiological recordings can guide the surgeon in an operation, thus the use of neurophysiology in the operating room. Chapter 14 discusses methods to identify motor and sensory nerves and map the spinal cord and the floor of the fourth ventricle. Chapter 15 describes methods that can guide the surgeon in an operation such as MVD operations for HFS, placement of electrodes for DBS, and for removing lesions in the thalamus and basal ganglia. Intraoperative diagnosis of peripheral nerve disorders is also discussed in this chapter. Part VI discusses practical aspects of intraoperative monitoring. Chapter 16 discusses anesthesia and how it can affect the use of intraoperative neurophysiologic techniques in the operating room. Chapter 17 discusses general matters regarding intraoperative monitoring
 
 General Outline Chapter 1 is a general introduction to intraoperative neurophysiology and monitoring with some historical background. The general principles of intraoperative monitoring are discussed in Part I where Chap. 2 describes the basis for intraoperative monitoring. Chapter 3 discusses the various forms of electrical activity that can be recorded from nerve fibers and nerve cells; near-field activity from nerves, nuclei, and muscles that is recorded with
 
 v
 
 vi and neurophysiological recordings in anesthetized patients such as how to reduce the risk of mistakes and how to reduce the effect of electrical interference of recorded neuroelectric potentials. Chapter 18 discusses equipment and data analysis related to intraoperative monitoring including electrical stimulation of nervous
 
 Preface tissue. The final chapter, Chap. 19, discusses the importance of evaluation of the benefits from the use of intraoperative neurophysiologic monitoring to the patient, the surgeon, and the field of surgery in general. Aage R. Møller
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 1
 
 Introduction Surgery may generally be regarded as a risk-filled method for treating diseases, and many forms of surgery have a potential for causing injury to the nervous system. Since such injuries may not be detected by visual inspection of the operative field by the surgeon, they may occur and progress without the surgeon’s knowledge. Intraoperative neurophysiological monitoring involves the use of neurophysiological recordings for detecting changes in the function of the nervous system that are caused by surgically induced insults while the changes are still reversible. Intraoperative neurophysiological monitoring relates to the spirit of the Hippocratic Oath, namely, “Do no harm.” We may not be able to relieve suffering from illness, but we should at least not harm the patient in our attempts to relieve the patient from illness. Intraoperative neurophysiological monitoring provides an example in medicine and surgery of improvements accomplished specifically by reducing failures, and thus, improving performance by reducing failures, a principle that is now regarded with great importance in the design of complex applications, such as in military wargaming and in space exploration. Intraoperative neurophysiological monitoring is an inexpensive and effective method that provides real time monitoring of function, which can reduce the risk of permanent postoperative deficits in many different operations where nervous tissue is being manipulated. The benefits to the patient and to the surgeon of using appropriate neurophysiological monitoring methods during operations in which neural tissue is at risk of being injured are well recognized
 
 and intraoperative neurophysiological monitoring is now widely practiced in many hospitals in connection with such operations. Individuals on the neurophysiological monitoring team are now accepted as members of the operating room team. While the greatest benefit of intraoperative neurophysiological monitoring is that it provides the possibility to reduce the risk of postoperative neurological deficits, it can also be of great value to the surgeon by providing other information about the effects of the surgeon’s manipulations that is not otherwise available. Intraoperative recordings of neuroelectric potentials can help the surgeon identify specific neural structures, making it possible to determine the location of neural blockage on a nerve. Intraoperative neurophysiological recordings can often help the surgeon carry out the operation, and in some cases, it can determine when the therapeutic goal of the operation has been achieved. Intraoperative neurophysiological monitoring can often give the surgeon a justified, increased feeling of security. While monitoring of patients’ vital signs in the operating room has been done for many years, monitoring the function of the nervous system is a relatively new addition to the operating room, and it has a wide range of applications. During the late 1970s and early 1980s, electrophysiological methods in the operating room came into use within some university health centers and a few large hospitals. It soon after became evident that standard laboratory techniques transplanted to the operating room could reduce the risk of inadvertently injuring neural tissue and, thereby reduce the risk of permanent neurological deficits. This new use of standard laboratory techniques became known as intraoperative neurophysiological monitoring.
 
 From: Intraoperative Neurophysiological Monitoring: Third Edition, By A.R. Møller, DOI 10.1007/978-1-4419-7436-5_1, © Springer Science+Business Media, LLC 2011
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 Intraoperative Neurophysiological Monitoring
 
 Orthopedic surgery was one of the first specialties to make systematic use of intraoperative neurophysiological monitoring, particularly in operations involving the spine. In the 1970s, work by Dr. Richard Brown, a neurophysiologist, reduced the risk of damage to the spinal cord during scoliosis operations by using the recordings of somatosensory evoked potentials (1, 2). While it is assumed that the era of intraoperative neurophysiological monitoring started in the late 1970s, electrophysiological methods were used in the operating room in a few hospitals for the purpose of reducing the risk of permanent neurological deficits even before that time. In the early 1960s, monitoring of the facial nerve was performed to reduce the risks of facial paresis or palsy after operations for vestibular schwannoma (3, 4). Leonid Malis, a neurosurgeon who pioneered the use of microneurosurgical techniques, used the recordings of evoked potentials from the sensory cortex in his neurosurgical operations. Dr. Malis, fascinated by the development of microneurosurgery, stated later that microneurosurgery had made intraoperative monitoring unnecessary, (5) although others expressed the opposite opinion in support of the usefulness of intraoperative monitoring (6). Monitoring of auditory Techniques of intraoperative monitoring for spinal cord function: Their past, present and future directions (ABR) was also one of the earliest applications of intraoperative neurophysiological monitoring in the neurosurgical operating room. It was used first in microvascular decompression (MVD) operations for hemifacial spasm (HFS) and trigeminal neuralgia pioneered by Betty Grundy (7) and Peter Raudzens (8) in the early 1980s and others (9, 10) thereafter. Direct recordings from the exposed intracranial structures, such as the eighth cranial nerve and the cochlear nucleus, decreased the time to get an interpretable record (11, 12). Such recordings had been used earlier for research purposes (13). Later, intraoperative monitoring of the function of the auditory nerve came into general use by neurosurgeons, and its use spread to other surgical specialties, such as otoneurological surgery.
 
 In the 1980s, intraoperative neurophysiological monitoring was introduced in operations for large skull base tumors (14–16). Monitoring in such operations could involve many cranial nerves depending on the location of the tumor. Intraoperative neurophysiological monitoring got its own society in the USA (the American Society for Neurophysiological Monitoring, ASNM) and soon after the establishment of ASNM, there followed the creation of certification processes, established by the American Board for Neurophysiologic Monitoring (ABNM), which certifies Diplomats of the American Board for Neurophysiologic Monitoring (DABNM). The Certification of Neurophysiologic Intraoperative Monitoring (CNIM) is provided through the American Board of Registration of Electroencephalographic and Evoked Potential Technologists (ABRET). Methods for the monitoring of spinal motor systems advanced during the 1990s with the development of techniques using magnetic (17) and electrical stimulation (18) of the motor cortex and stimulation of the spinal cord (19). Methods that provided satisfactory anesthesia and, at the same time permitted activation of motor system by stimulation of the motor cortex were developed (20, 21). We are now seeing the beginning of an era of treatment of certain movement disorders and severe pain that moves away from the use of medications and towards the use of procedures, such as deep brain stimulation (DBS), that aim treatment at specific structures of the CNS. Other forms of functional intervention using neuromodulation of various kinds are coming into increasing use. Common for these methods is their dependence on intraoperative neurophysiology. Thus, using neurophysiological methods is as critical for the placement of electrodes for DBS as it is for selective lesioning of brain tissue for treating movement disorders and severe pain. The obvious advantage of such procedures as DBS and selective lesions is that the treatment is directed specifically to structures that are involved in producing the symptoms while other
 
 Chapter 1  Introduction general medical (pharmaceutical) treatments, even when applied in accordance with the best known experience, are much less specific and often have severe side effects and limited beneficial effects. While any licensed physician can prescribe any drug, even such drugs that have complex actions and known and unknown side effects, procedures, such as DBS, can only be done, at least adequately, by teams of experts, which include members with a thorough understanding of neuroscience and pathophysiology of the disorders that are to be treated. There is little doubt that the use of procedures, such as DBS expands to include disorders that are currently treated with medication alone. The treatments using neuromodulation increase and become broadened and consequently, increase the demands on neurosurgeons who perform these procedures as well as neurophysiologists who are providing the neurophysiological guidance for proper placement of such stimulating electrodes. Research in the operating room can uncover new knowledge about normal and pathological conditions and provide immediate improvement of treatment, including the reduction of postoperative deficits, but no direct benefit to patients is expected. However, experience has taught us that even basic research can provide (unexpected) immediate as well as long-term benefits to patient treatment. There are several advantages of doing research in the operating room. To begin with, humans are different from animals, but the results of research in the operating room are directly applicable to humans. Secondly, it is easier to study the physiology of diseased systems in humans than trying to make animal models of diseases. Research in the operating room has a longer history than intraoperative neurophysiological monitoring. One of the first surgeons–scientists who understood the value of research in the neurosurgical operating room was Wilder Penfield (1891–1976), who founded the Montreal Neurological Institute in 1934. Penfield, a neurosurgeon with a
 
 3 solid background in neurophysiology, was inspired by neurophysiologist Sherrington during a Rhodes scholarship to Oxford, England. He later stated, “Brain surgery is a terrible profession. If I did not feel it will become different in my lifetime, I should hate it.” (1921). Penfield may be regarded as the founder of intraoperative neurophysiological research, and he did groundbreaking work in many areas of neuroscience. His work on the somatosensory system is especially recognized (22, 23). In the 1950s, he used electrical stimulation to find epileptic foci, and in connection with these operations, he conducted extensive studies of the temporal lobe, especially with regard to memory. Other neurosurgeons have followed Penfield’s tradition. George A. Ojemann contributed much to understanding pathologies related to the temporal lobe as well as conducting basic research on memory and large individual variations of the brain. Like Penfield, he operated upon many patients for epilepsy, and during those operations, he mapped the temporal lobe and studied the centers for memory and speech using electrical current to inactivate specific regions of the brain in patients who were awake and were able to respond and perform memory tasks. Dr. Ojemann, working with Dr. Otto Creutzfeldt from Germany, studied neuronal activity during face recognition, and their studies also contributed to the development of the use of microelectrodes in recordings from the human brain. A neurologist, Dr. Gaston Celesia (24, 25), mapped the auditory cortex in humans and studied somatosensory evoked potentials from the thalamus and primary somatosensory cortex (26). Other investigators have studied other structures, such as the dorsal column nuclei, the cochlear nucleus, and the inferior colliculus, in patients undergoing neurosurgical operations where these structures became exposed (27–30). The methods used to record evoked potentials from the surface of the cochlear nucleus by inserting an electrode into the lateral recess of the fourth ventricle (28, 31) became a useful method for monitoring the integrity of the auditory nerve
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 in operations for vestibular schwannoma where the preservation of hearing was attempted (32) as well as in MVD operations for trigeminal neuralgia, HFS, and disabling positional vertigo. Studies of the neural generators of the auditory brainstem response (ABR) have likewise benefited from recordings from structures that became exposed during neurosurgical operations. Recordings from the auditory nerve were first published in 1981 by two groups, one in Japan (Isao Hashimoto, neurosurgeon) (33), and one in the USA (13), which showed that the auditory nerve is the generator of two vertex positive deflections in the auditory brainstem-evoked responses, while the auditory nerve in small animals is the generator of only one (major) peak (34–36). The neurosurgeon Fred Lenz has studied the responses from nerve cells in the thalamus in awake humans using microelectrodes and mapped the thalamus with regard to the involvement in painful stimulation as well as in response to innocuous somatosensory stimulation (37–39). Electrophysiological studies of patients undergoing MVD operations for HFS have supported the hypothesis that the anatomical location of the physiological abnormalities that cause the symptoms of HFS is central to the location of vascular contact with the facial nerve (the facial motonucleus) involving mechanisms similar to the kindling phenomenon (40) described by Goddard and Wada (41, 42) and was not primarily caused by ephaptic transmission at the location of the vascular contact that caused the symptoms as another hypothesis had postulated. The findings extend our understanding of how activation of neural plasticity can cause symptoms of disease (43). These studies showed that a specific sign, the abnormal muscle response (or lateral spread response), disappears when the offending blood vessel is moved off the facial nerve (44), and that technique is now widely used in such operations as a guide to the surgeon in finding the vessel that is the culprit and in effectively decompressing the facial nerve. It has increased the success rate of the operation, decreased the operating time, and
 
 reduced the risk that a reoperation would be necessary. This is again an example of how studies undertaken for pure, basic science purposes can result in practical methods that can improve specific kinds of treatment. These examples show clearly that there is no sharp border between basic and applied research. The method used for studies of neural generators for the ABR came into use for monitoring the auditory nerve. Research on speech and language centers in the brain has proven to be important for epilepsy operations. Research on HFS provided better outcomes of MVD operations. While it has been difficult to use exact scientific methods for assessing the benefits of intraoperative neurophysiological monitoring, it is my opinion, based on many years of experience, that the skill of the surgeon together with good use of electrophysiology in the operating room can benefit the patient who is undergoing surgery, and it can benefit many future patients by the progress in treatment that an effective collaboration between surgeons and neurophysiologists promotes.
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 Part I
 
 Principles of Intraoperative Neurophysiological Monitoring
 
 Chapter 2 Basis of Intraoperative Neurophysiological Monitoring Chapter 3 Generation of Electrical Activity in the Nervous System and Muscles Chapter 4 Practical Aspects of Recording Evoked Activity from Nerves, Fiber Tracts, and Nuclei The basic principles of recording and stimulation of the nervous system used in intraoperative neurophysiological monitoring resemble techniques used in the clinical diagnostic laboratory with some very important differences. The electrical potentials that are recorded from the nervous system in the operating room must be interpreted immediately and are recorded under circumstances of interference of various kinds. This means that the person who does intraoperative neurophysiological monitoring must be knowledgeable about the function of the neurological systems that are monitored, how electrical potentials are generated by the nervous system, and how such potentials change as a result of pathologies that occur because of surgical manipulations. This section provides basic information about the principles of intraoperative neurophysiological monitoring. Chapter 2 discusses the basis for neurophysiological monitoring and intraoperative neurophysiology. Chapter 3 describes how electrical activity is generated in the nervous system and how such electrical activity can be recorded and used as the basis for detecting injuries to specific parts of the peripheral and central nervous system. Chapter 4 provides practical information about recording of neuroelectric potentials from the nervous system and how to stimulate the nervous system in anesthetized patients. This chapter also discusses how to record very small electrical potentials in an electrically hostile environment such as the operating room.
 
 2
 
 Basis of Intraoperative Neurophysiological Monitoring Introduction Reducing the Risk of Neurological Deficits Techniques for Reducing Postoperative Neurological Deficits Interpretation of Neuroelectric Potentials When to Inform the Surgeon False Alarms Nonsurgical Causes of Changes in Recorded Potentials How to Evaluate Neurological Deficits Aiding the Surgeon in the Operation Working in the Operating Room How to Reduce the Risk of Mistakes in Intraoperative Neurophysiological Monitoring Reliability of Intraoperative Neurophysiological Monitoring Electrical Safety and Intraoperative Neurophysiological Monitoring How to Evaluate the Benefits of Intraoperative Neurophysiological Monitoring Assessment of Reduction of Neurological Deficits Which Surgeons Benefit Most from Intraoperative Monitoring? Research Opportunities
 
 electrophysiological methods are now in increasing use for other purposes. For example, electrophysiological methods are now regarded a necessity for guidance in placement of electrodes for deep brain stimulation (DBP) or for making lesions in specific structures for treating movement disorders and pain. Intraoperative electrophysiological recordings can also help the surgeon in carrying out other surgical procedures. Finding specific neural tissue such as cranial nerves or specific regions of the cerebral cortex are examples of tasks that are included in the subspecialty of intraoperative neurophysiological
 
 Introduction Intraoperative neurophysiological monitoring is often associated with reducing the risk of postoperative neurological deficits in operations where the nervous system is at risk of being permanently injured. While the main use of electrophysiological methods in the operating room may be for reducing the risk of postoperative neurological deficits, From: Intraoperative Neurophysiological Monitoring: Third Edition, By A.R. Møller, DOI 10.1007/978-1-4419-7436-5_2, © Springer Science+Business Media, LLC 2011
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 monitoring. Neurophysiological methods are increasingly used for diagnostic support in operations such as those involving peripheral nerves. In certain operations, intraoperative neurophysiology can increase the likelihood of achieving the therapeutical goal of an operation. Intraoperative neurophysiological recordings have shown to be of help identifying the offending blood vessel in a cranial nerve disorder (hemifacial spasm, HFS).
 
 Reducing the Risk of Neurological Deficits The use of intraoperative neurophysiological monitoring to reduce the risk of loss of function in portions of the nervous system is based on the observation that the function of neural structures usually changes in a measurable way before being permanently damaged. Reversing the surgical manipulation that caused the change within a certain time will result in a recovery to normal or near normal function, whereas if no intervention is taken, there will be a risk of permanent postoperative neurological deficit. Surgical manipulations such as stretching, compressing, or heating from electrocoagulation are insults that can injure neural tissue. Ischemia, caused by impairment of blood supply due to surgical manipulations or intentional clamping of arteries, may also result in permanent (ischemic) injury to neural structures causing a risk of noticeable postoperative neural deficits. The effect of such insults represents a continuum; at one end, function decreases during the time of the insult, and at the other end of this continuum, nervous tissue is permanently damaged, and normal function never recovers and results in permanent postoperative deficits. Between these extremes, there is a large range over which recovery may occur either totally or partially. Thus, up to a certain degree of injury, there can be total recovery, but thereafter, the neural function may be affected for some time. Following a more severe injury, the recovery of normal function not only takes a longer time,
 
 but the final recovery would be partial with the degree of recovery depending on the nature, degree, and duration of the insult. Injuries acquired during operations that result in a permanent neurologic deficit will most likely reduce the quality of life for the patient for many years to come and maybe for a lifetime. It is, therefore, important that the person who is responsible for interpreting the results of monitoring is aware that the neurophysiologist has a great degree of responsibility, together with the surgeon and the anesthesiologist, in reducing the risk of injury to the patient during the operation.
 
 Techniques for Reducing Postoperative Neurological Deficits The general principle of intraoperative neurophysiological monitoring is to apply a stimulus and then to record the electrical response from specific neural structures along the neural pathway that are at risk of being injured. This can be performed by recording near-field evoked potentials by placing a recording electrode on a specific neural structure that becomes exposed during the operation, or, as more commonly done, by recording far-field evoked potentials from, for instance, electrodes placed on the surface of the scalp. Intraoperative neurophysiological monitoring that is done for the purpose of reducing the risk of postoperative neurological deficits makes use of relatively standard and well-developed methods for stimulation and recordings of electrical activity in the nervous system. Most of the methods that are used in intraoperative neurophysiological monitoring are similar to those that have been used in the physiologic laboratory and in the clinical testing laboratory for many years. Sensory System.  Intraoperative neurophys iological monitoring of the function of sensory systems has been widely practiced since the middle of the 1980s. The earliest uses of intraoperative neurophysiological monitoring of sensory systems were modeled after the
 
 Chapter 2  Basis of Intraoperative Neurophysiological Monitoring clinical practice of recording sensory evoked potentials for diagnostic purposes. Sensory systems are monitored by applying an appropriate stimulus and recording the response from the ascending neural pathway, usually by placing recording electrodes on the surface of the scalp to pick up evoked far-field potentials from nerve tracts and nuclei in the brain (far-field responses). It has been mainly somatosensory evoked potentials (SSEP) and auditory brainstem responses (ABR) that have been recorded in the operating room for monitoring the function of these sensory systems for the purpose of reducing the risk of postoperative neurological deficits. Visual evoked potentials (VEP) are also monitored in some operations. When intraoperative neurophysiological monitoring was introduced, it was first SSEP that were monitored routinely (1), followed by ABR (2–4). While the technique used for recording sensory evoked potentials in the operating room is similar to that used in the clinical diagnostic laboratory, there are important differences. In the operating room, it is only changes in the recorded potentials that occur during the operation that are of interest, while in the clinical testing laboratory, the deviation from normal values (laboratory standard) are important measures. Another important difference is that results obtained in the operating room must be interpreted instantly, which places different demands on the personnel who are responsible for intraoperative neurophysiological monitoring than those working in the clinical laboratory. In the operating room, it is sometimes possible to record evoked potentials directly from neural structures of sensory pathways (near-field responses) when such structures are exposed during an operation. The use of evoked potentials in intraoperative neurophysiological monitoring for the purpose of reducing the risk of postoperative permanent sensory deficits is based on the following: 1. Electrical potentials can be recorded in response to a stimulus.
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 2. These potentials change in a noticeable way before permanent damage occurs from surgical manipulations of heating from electrocoagulation. 3. Proper surgical intervention, such as reversal of the manipulation that caused the change, will reduce the risk that the observed change in function develops into a permanent neurological deficit or, at least, will reduce the degree of the postoperative deficits. Motor Systems.  Intraoperative neurophys iological monitoring of the facial nerve was probably the first motor system that was monitored (5, 6). Systematic monitoring came later (7, 8). The introduction of skull base surgery in the beginning of the 1980s (9) caused an increased demand for monitoring of other cranial systems, and the use of monitoring for many cranial motor nerves spread rapidly (10, 11). Intraoperative neurophysiological monitoring of spinal motor systems was delayed because of technical difficulties, mainly in eliciting recordable evoked motor responses to stimulation of the motor cortex in anesthetized patients. After these technical obstacles in activating descending spinal motor pathways were resolved in the 1990s, intraoperative neurophysiological monitoring of spinal motor systems gained widespread use (12). Monitoring of cranial nerve motor systems commonly relies on electrical stimulation of specific cranial motor nerves while recording electromyographic (EMG) potentials from muscles that are innervated by the motor nerves in question. Monitoring of spinal motor systems makes use of stimulation of the motor cortex (or cortices) by transcranial electrical stimu lation or (rarely) by transcranial magnetic stimulation while recording directly from the descending motor pathways of the spinal cord or EMG potentials from specific muscles (Chaps. 10 and 11). Peripheral Nerves.  Monitoring of motor nerves is often accomplished by observing the electrical activity that can be recorded from one
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 or more of the muscles that are innervated by the motor nerve or motor system that is to be monitored (evoked EMG potentials). The respective motor nerve may be stimulated electrically or by the electrical current that is induced by a strong magnetic impulse (magnetic stimulation). Recordings of muscle activity that is elicited by mechanical stimulation of a motor nerve or by injury to a motor nerve are important parts of many forms of monitoring of the motor system. Such muscle activity is monitored by the continuous recording of EMG potentials (“free running EMG”). When such activity is made audible, it can provide important feedback to the surgeon, and the surgeon can then modify his/her operative technique accordingly. Monitoring peripheral nerves intraoperatively may be done by electrically stimulating the nerve in question at one point and recording compound action potentials (CAP) at a different location. Changes in neural conduction that may occur between these two locations will result in changes in the latency of the CAP and/ or in the waveform and amplitude of the CAP. The latency of the CAP is inversely related to conduction velocity, and decreased conduction velocity is a typical sign of injury to a nerve. The latency of the recorded CAP typically increases as a result of many kinds of insults to a nerve and its waveform changes.
 
 Interpretation of Neuroelectric Potentials The success of intraoperative neurophysiological monitoring depends greatly on the correct interpretation of the recorded neuroelectric potentials. In most situations, the usefulness of intraoperative neurophysiological monitoring depends on the person who watches the display, makes the interpretation, and decides what information should be given to the surgeon. It is, therefore, imperative for success in intraoperative neurophysiological monitoring that the person who is responsible for the monitoring be well trained. It is also important that he/she is familiar with the different steps in the operation, the kind of anesthesia used, and well informed in advance about the patient who is to be monitored.
 
 It is important that information about changes in recorded potentials be presented to the surgeon in a way that contributes specific descriptive details that the surgeon will find useful and actionable. Surgeons are not neurophysiologists, and the knowledge about neurophysiology varies among surgeons. Neurophysiologists who provide results of monitoring to the surgeon must, therefore, present their skilled interpretation of the recorded potentials. The surgeon may not always appreciate data, such as latency values, because the surgeon may not understand what such data represent. Monitoring is of no value if the surgeon does not take action accordingly. If the surgeon does not understand what the information provided by the neurophysiologist means, then there is little chance that he/she will take appropriate action. Correct and prompt interpretation of changes in the waveforms of the recorded potentials is essential for such monitoring to be useful. The far-field potentials, such as ABR, SSEP, and VEP, are often complex and consist of a series of peaks and troughs that represent the electrical activity that is generated by successively activated nerve tracts and nuclei of the ascending neural pathways of the sensory system. Exact descriptions of the implications of the changes in such potentials that may occur as a result of various kinds of surgical insults, therefore, requires thorough knowledge about the anatomy and physiology of the systems that are monitored and how the recorded potentials are generated. The most reliable indicators of changes in neural function are changes (increases) in the latencies of specific components of sensory evoked potentials, but surgically induced insults to nervous tissue often cause changes in the amplitude of sensory evoked potentials as well. It must be remembered that the recorded sensory evoked potentials do not measure the function (or changes in function) of the sensory system that is being tested. For example, there is no direct relationship between the change in the ABR and the change in the patient’s hearing threshold or change in speech discrimination. This is one reason why it has been difficult to establish guidelines for how
 
 Chapter 2  Basis of Intraoperative Neurophysiological Monitoring much evoked potentials may vary during an operation without presenting a noticeable risk for postoperative deficits. Interpretation of sensory evoked potentials is based on knowledge about the anatomical location of the generators of the individual components of SSEP, ABR, and VEP in relation to the structures that are being manipulated in a specific operation. Interpretation of sensory evoked potentials also depends on the processing of the recorded potentials; for example, filters or filtering techniques of various kinds that are used affect the waveform of the potentials. The amplitude of these sensory evoked potentials is smaller than the background noise (ongoing brain activity such as electroencephalographic potentials) and electrical noise that enters recording amplifiers from the environment (see Chap. 18). It is, therefore, necessary to use signal averaging to enhance the signalto-noise ratio of far-field potentials such as sensory evoked potentials. Signal averaging (adding the responses to many stimuli) is based on the assumption that the responses to every stimulus are identical and that they always occur at the same time following stimulation. Since the sensory evoked potentials that are recorded in the operating room are likely to change during the time that responses are being averaged, the averaging process may produce unpredictable results. These matters are important to take into consideration when interpreting sensory evoked potentials. Signal averaging and filtering are discussed in detail in Chap. 18. This chapter also discusses different ways to reduce the time necessary to obtain an interpretable recording. The specific techniques that are suitable for intraoperative neurophysiological monitoring of the auditory, somatosensory, and visual systems are dealt with in detail in Part II (Chaps. 6, 7, and 8, respectively). In some instance, it is possible to record evoked potentials from the structures that actually generate the recorded potentials in question (near-field potentials). Such potentials often have sufficiently large amplitudes allowing observation of the potentials directly without
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 signal averaging. If it is possible to base the intraoperative neurophysiological monitoring on recording of evoked potentials directly from an active neural structure (nerve, nerve tract, or nucleus), little or no signal averaging may be necessary because the amplitudes of such potentials are much larger than those of far-field potentials such as the ABR and SSEP. Such near-field potentials can often be viewed in real time on a computer screen or after only a few responses have been averaged. These matters are also discussed in detail in the chapters on sensory evoked potentials (Part II). The design of the monitoring system, the way the recorded potentials are processed, and the way the recorded potentials are displayed are important factors in facilitating proper interpretation of the recorded neuroelectric potentials (see Chap. 17). The proper choice of stimulus parameters and the selection of the location along the nervous pathways where the responses are recorded also facilitate prompt interpretation of recorded neuroelectric potentials. When recording EMG potentials, it is often advantageous to make the recorded response audible (7, 13) so that the neurophysiologist who is responsible for the monitoring and the surgeon can hear the response and make his or her own interpretation. Still, the possibilities to present the recorded potentials directly to the surgeon are currently few, and it is questionable whether it would be advantageous. Few surgeons are physiologists, and most surgeons prefer the results of monitoring to be presented in a descriptive form rather than raw data. The importance of being able to detect a change in function as soon as possible cannot be emphasized enough. Prompt interpretation of changes in recorded potentials makes it possible for the surgeon to accurately identify the step in the operation that caused the change, which is a prerequisite for proper and prompt surgical intervention and thus, the ability to reduce the risk of postoperative neurological deficits! Correct identification of the step in an operation that entails a risk of complications
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 may make it possible to modify the way such an operation is carried out in the future and to reduce the risk of complications in subsequent operations. In this way, intraoperative neurophysiological monitoring may also contribute to the development of safer operating methods by making it possible to identify which steps in an operation may cause neurologic deficits, and it thereby, naturally, plays an important role in teaching surgical residents and fellows.
 
 When to Inform the Surgeon It has been debated extensively whether the surgeon should be informed of all changes in the recorded electrical activity that could be regarded as caused by surgical manipulations or only when such changes reach a level that indicate a noticeable risk for permanent neurological deficits. The dilemma is thus: should the information that is gained be used only as a warning (alarm) that implies that if no intervention is made there is a likelihood that the patient will get a permanent postoperative neurological deficit, or should all information about changes in function be conveyed to the surgeon? If only information that is presumed to indicate a high risk of neurological deficits is given to the surgeon, then it must be known how large a change in the recorded neuroelectric potentials can be permitted without causing any (detectable) permanent damage. So far, this question has largely remained unanswered. The degree of the change, the nature of the change, and the length of time that the adverse effect has persisted are all factors that are likely to affect the outcome, and the effect of these factors on the risk of postoperative neurological deficits is largely unknown. Individual variation in susceptibility to surgical insults to the nervous system and many other factors affect the risk of neurological deficits in mostly unknown ways and degrees. An individual’s disposition, the patient’s homeostatic condition, and perhaps the effect of anesthesia on the patient are likely to affect the susceptibility to surgically induced injuries. This all means that it is not possible to define general rules about the level of changes in recorded potentials that
 
 does not have any (small) likelihood of causing permanent effects, and thus, it is not possible to know what changes are “safe.” If the surgeon is given information about any noticeable change in the recorded potentials that may be related to his/her action, it is not necessary to know how large a change in recorded potentials can be permitted to occur before any action is taken to reverse the change. Such information is in itself important because it tells the surgeon that the functions of specific structures have been affected. The surgeon can use such information in the planning and the decision making of how to proceed with the operation. This means that changes in the recorded potentials that are larger than the (small) normal variations typically seen in these recordings should be reported to the surgeon if there is reasonable certainty that these changes are related to surgical manipulations. In that way, intraoperative neurophysiological monitoring provides information rather than warnings. Some authors find that the best use of intraoperative neurophysiological monitoring is for the purpose of decreasing the risk of neurological deficits. If the surgeon is made aware of any change in the recorded potentials that is larger than those normally occurring, it can help the surgeon to carry out the operation in an optimal way with as little risk of adverse effect on neural function as possible. Providing such information gives the surgeon the option of altering his or her course of action in a wide range of time. If the change in the recorded potentials is small, it is likely that the surgeon would be able to reverse the effect by a slight change in the surgical approach or by avoiding further manipulation of the neural tissue affected. Alternatively, the surgeon may choose not to alter technique if the surgical manipulations that caused the changes in the recorded neurophysiological potentials are essential to carrying out the operation in the anticipated way. However, even in such a case, the knowledge that the surgical procedure is affecting neural function in a measurable way is valuable to the surgeon, and continuous monitoring of
 
 Chapter 2  Basis of Intraoperative Neurophysiological Monitoring the change allows the surgeon the ability to modify or not modify the procedure because monitoring has identified which step in the operation caused the change in function. Other authors have expressed that it is desirable to have general rules (alarm criteria) about the size of changes in the recorded potentials that are allowed and that only when the changes reach such levels should the surgeon be informed. However, if information about a change in the recorded potentials is withheld until the change in the recorded electrical potentials have reached such “alarm” levels, it would be difficult for the surgeon to determine which step in the surgical procedure caused the adverse effect, and thus, it would not be possible for the surgeon to intervene appropriately because he or she would not know which step in the procedure had caused the change. In such a situation, the surgeon would not have had the freedom of delaying his or her action to reverse the change because the problem the change signaled had already reached dangerous levels. When conveying information about early changes in the recorded potentials, it is important that it be made clear to the surgeon that such information represents guidance details, as opposed to a warning, that the surgical manipulations are likely to result in a high risk of serious consequences if appropriate action is not taken promptly by the surgeon. Warnings are justified, if, for instance, there is a sudden large change in the evoked potentials or if the surgeon has disregarded the need to reverse a manipulation that has caused a slow change in the recorded electrical potentials. Some patients will likely experience neurological deficits when changes in recorded potentials during an operation are below such alarm levels. The more knowledge that is gathered about the effect of mechanical manipulation on nerves, the more it seems apparent that even slight changes in measures of electrical activity (such as the CAP) may be signs of permanent injury. However, studies that relate changes in evoked potentials to morphological changes and changes in postoperative function
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 are still rare. Thus, relatively little is known quantitatively about the degree to which a nerve can be stretched, heated, or deprived of oxygen before a permanent injury results, but there is no doubt that different nerves respond in different ways to injury due to mechanical manipulations or heat. Even less is known about the relationship between changes in sensory and motor evoked potentials and deficits from deprivation of oxygen. Presenting information about changes in the recorded neuroelectric potentials as soon as they reach a level where they are detectable also has an educational benefit in that it tells the surgeon precisely which steps in an operation might result in neurologic deficit. It is often possible on the basis of such knowledge to modify an operation to avoid similar injuries in future operations. The surgeon should be informed of the possibility of a surgically induced injury even in cases in which the change (or total disappearance of the recorded potentials) could be caused by equipment or electrode malfunction. Thus, only after assuming that the problem is biological in nature can equipment failure be considered as a possible cause of the change. Some authors have advocated that if sudden large changes occur, technical problems should be ruled out before the surgeon is notified. Other authors are of the opinion that the surgeon must be informed immediately, and then the neurophysiologist can check the equipment. Technical problems are rare, and if the observed change is caused by equipment failure after the surgeon was informed the only loss would be a few minutes of the surgeon’s time. If, on the other hand, the observed change was caused by some major functional change, precious time would have been wasted if the surgeon’s action was delayed by the search of a technical cause.
 
 False Alarms The question of false-positive and falsenegative responses in intraoperative neurophysiological monitoring has been extensively debated. In some of these discussions, a falsepositive response meant that the surgeon was
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 alerted to a situation that would not have led to any noticeable risk of neurological deficits if no action had been taken. Before discussing false-positive and falsenegative responses in intraoperative neurophysiological monitoring, the meaning of false-positive and false-negative responses should be clarified. A typical example of a false-positive result of a test for a specific disease occurs when the test showed the presence of a disease while there was, in fact, no disease present. Using the same analogy, a false-negative test would mean that the test failed to show that a certain individual, in fact, had the specific disease. In the clinic or in screening of individuals without symptoms, false-negative results are more serious than false-positive results. False-positive results may lead to an incorrect diagnosis or unnecessary treatment, while false-negative results may have the dire consequence of no treatment being given for an existing disease. These definitions cannot be transposed directly to the field of intraoperative neurophysiological monitoring. One reason is that the purpose of intraoperative neurophysiological monitoring is not to detect when a certain surgical manipulation will cause a permanent neurological deficit. Instead, the purpose is to provide information that a (noticeable) risk of permanent neurological deficit may occur. In fact, in most cases when intraoperative neurophysiological monitoring shows changes in function that indicate a risk of causing neurological deficits, no permanent deficits occur. There are no serious consequences associated with these kinds of false-positive responses in intraoperative neurophysiological monitoring. A situation in which the surgeon was mistakenly alerted to a change in the recorded potentials that was afterward shown to be a result of a technical fault or a harmless change in the nervous system rather than being caused by surgical manipulations may be regarded as a true false-positive response. The occurrences of false-negative results, which mean that a serious risk has occurred without being noticed, indicate a failure in reaching the goal of intraoperative neurophysiological
 
 monitoring, and these failures may have serious consequences. The conventional definition of false-positive and false-negative results can, therefore, not be applied to intraoperative neurophysiological monitoring because the purpose of monitoring is to identify signs that have a certain risk of leading to such deficits if no action is taken, not to identify individuals with neurological deficits.
 
 Nonsurgical Causes of Changes in Recorded Potentials Alerting the surgeon as soon as a change occurs implies a faint possibility that a change in evoked potentials may be caused by technical problems that affected some part of the equipment that is used or by a loss of contact of one or more of the electrodes that are used. The characteristics of changes caused by technical problems are usually so different from those of changes in the function of some part of the nervous system caused by injury from surgical manipulations that these two phenomena can easily be distinguished by an experienced neurophysiologist. It is possible that a total loss of recorded potentials can be caused by a technical failure, but it could also be caused by a major failure in the part of the nervous system that is being monitored. However, if such an event should occur, it is much better to first assume that the cause is biologic and to promptly alert the surgeon. Equipment trouble-shooting activities are secondary actions. In general, when something unusual happens it is advisable to alert the surgeon promptly that something serious may have happened instead of beginning to check the equipment and electrodes. It is highly unlikely that a technical failure will occur and cause a change in the recorded potentials that may be confused with a biological cause for the change. The neurophysiologist should explain to the surgeon that a potentially serious event has occurred, and then after alerting the surgeon, check the equipment and the electrodes for malfunction. The surgeon should not wait for the completion of this equipment check. Instead, he/she should immediately begin his/her own
 
 Chapter 2  Basis of Intraoperative Neurophysiological Monitoring investigation to ascertain whether a surgically induced injury has occurred. If it is discovered that the change in the recorded potentials was caused by equipment malfunction, the surgeon can then be notified, and thus, the only loss that the incident would have caused was a few minutes of the surgeon’s time. If such an occurrence is regarded as a “false alarm”, then the price for tolerating such “false alarms,” namely, that the operation may be delayed unnecessarily for a brief time, seems small compared with what could occur if the equipment was checked before alerting the surgeon. If the cause of the change in the recorded neuroelectric potentials was indeed a result of an injury that was caused by surgical manipulation of neural structures, and appropriate action was not taken immediately by the surgeon, precious time would have been lost. This would occur if the neurophysiologist had assumed that the cause of the change was technical in nature. Not only would the opportunity to identify the cause of the change be missed by taking the time to check the equipment first, but such a delay could also have allowed the change in function to progress, thus increasing the risk of a permanent neurological deficit. The opportunity to properly reverse the cause of the observed change in the recorded neuroelectric potentials may be lost if action is delayed while searching for technical problems. In accepting this way of performing intraoperative neurophysiological monitoring, it must also be assumed that everything is done that can be done to keep technical failures that may mimic surgically induced changes in the recorded potentials to an absolute minimum. Actually, high-quality equipment very seldomly malfunctions, and if needle electrodes are used in the way described in the following chapters and care is taken when placing the electrodes, incidents of electrode failure will be rare. There are factors other than surgical manipulations or equipment failure that can cause changes in the waveform of the recorded potentials, for example, changes in the level of anesthesia, a change in the patient’s blood pressure, or change in the patient’s body temperature.
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 It is, therefore, important that the person who is responsible for the intraoperative neurophysiological monitoring be knowledgeable about how these factors may affect the neuroelectric potentials that are being recorded. The physiologist should maintain consistent and frequent communication with the anesthesiologist to keep informed about any changes in the level of anesthesia and changes in the anesthesia regimen that may affect the electrophysiological parameters that are to be monitored.
 
 How to Evaluate Neurological Deficits To assess the success in avoiding neurological deficits, it is important that patients are properly examined and tested both pre- and postoperatively so that changes can be verified quantitatively. In some cases, an injury is detectable only by specific neurologic testing, while in other cases, injury causes impaired sensory function that is noticeable by the patient. Other patients may suffer alterations in neural function that are noticeable to the patient as well as to others in everyday situations. It is, therefore, important that careful objective testing and examination of the patient be performed before and after operations to make accurate quantitative assessments of sensory or neurological deficits. There is no doubt that the degree to which different types of neurological deficits affect individuals varies, but reducing the risk of any measurable or noticeable deficit as much as possible must be the goal of intraoperative neurophysiological monitoring. (See Chap. 19 for further discussion on these matters.)
 
 Aiding the Surgeon in the Operation In addition to reducing the risk of neurological deficits, the use of neurophysiological techniques in the operating room (intraoperative neurophysiology) can provide information and guidance that can help the surgeon carry out the operation and make better decisions about the next step in the operation. In its simplest form,
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 this may consist of identifying the exact anatomical location of a nerve that cannot be identified visually, or it may consist of identifying where in a peripheral nerve a block of transmission has occurred (14). In operations to repair peripheral nerves, intraoperative diagnosis of the nature of the injury and its exact location using neurophysiological methods have improved the outcome of such operations. An example of a more complex role of intraoperative recording is the recording of the abnormal muscle response in patients undergoing microvascular decompression operations to relieve HFS (15, 16). This abnormal muscle response disappears when the facial nerve is adequately decompressed (17), and by observing this response, it is possible to identify the blood vessel or blood vessels that caused the symptoms of HFS, as well as to ensure that the facial nerve has been adequately decompressed. Electrophysiological guidance for placement of lesions in the basal ganglia and the thalamus for treatment of movement disorders and pain is absolutely essential for the success of such treatment. More recently, making lesions in these structures has been replaced by electrical DBS, and electrophysiological methods are equally important for guiding the placement of electrodes for DBS (18, 19). There is no doubt that implantation of electrodes for DBS and for stimulation of specific structures in the spinal cord will expand during the coming years. Such treatments are attractive in comparison with pharmacological (drug) treatments in that electrophysiological treatments are more specific and have fewer side effects than drug treatments. While a physician with a license to practice medicine can prescribe many complex medications, procedures such as electrode implantation for DBS require expertise in both surgery and neurophysiology, and intraoperative neurophysiological monitoring must be performed adequately. This means that the need for people with neurophysiological knowledge and operating room experience will be in increasing demand for the foreseeable future. The future will see the development of many other presently unexplored areas in which
 
 intraoperative neurophysiological recordings will become an aid to the surgeon in specific operations, and the use of neurophysiological methods in the operating room will expand as a means to study normal as well as pathological functions of the nervous system.
 
 Working in the Operating Room Intraoperative neurophysiological monitoring should interfere minimally with other activities in the operating room. If monitoring causes more than minimal interference, there is a risk that it will not be requested as often as it should. There is so much activity in modern neurosurgical, otologic, and orthopedic operating rooms that adding activity that consumes time will naturally be met with a negative attitude from all involved and may result in the omission of intraoperative neurophysiological monitoring in certain cases. Careful planning is necessary to ensure that intraoperative neurophysiological monitoring interferes with other forms of monitoring and the use of life-support equipment as little as possible.
 
 How to Reduce the Risk of Mistakes in Intraoperative Neurophysiological Monitoring The importance of selecting the appropriate modality of neuroelectric potentials for monitoring purposes cannot be overemphasized, and making sure that the structures of the nervous system that are at risk are included in the monitoring is essential. Thus, monitoring SSEP elicited by stimulating the median nerve while operating on the thoracic or lumbar spine may lead to a disaster because it is the thoracic lumbar spinal portion of the somatosensory pathway that is at risk of being injured while only the cervical portion of the somatosensory pathway is being monitored. Monitoring the wrong side of the patient’s nervous system is also a serious mistake. An example of this monitoring error is presenting the sound stimulus to the ear opposite to the
 
 Chapter 2  Basis of Intraoperative Neurophysiological Monitoring side on which the operation is being performed while monitoring ABR. This kind of mistake may occur when earphones are fitted in both ears and selection of which earphone to be used is controlled by the neurophysiologist. A user error may select the wrong earphone to be used. Since the ABR is not fundamentally different when elicited from the opposite side, such a mistake will not be immediately obvious, but it will naturally prevent the detection of any change in the ear or auditory nerve as a result of surgical manipulation. The possible catastrophic consequence of failing to detect any change in the recorded potentials when the auditory nerve is injured by surgical manipulation is obvious. Generally speaking, if a mistake can be made by the action of the user (neurophysiologist), it will be made, but it may be rare. Mistakes may be tolerated, depending on the consequences and the frequency of their expected occurrence. Mistakes can only be avoided if it is physically impossible to make the mistake. Thus, only by placing an earphone solely in the ear on the operated side can the risk of stimulating the wrong ear be eliminated. If earphones are placed in each ear, the risk of making mistakes can be reduced by clearly marking the right and left earphone and only having properly trained people operate the stimulus equipment. This will reduce the risk of mistakes but not eliminate mistakes. In a similar way, monitoring the wrong part of the spinal cord may cause serious neurologic deficits since no change in the recorded neuroelectric potentials would be noticed during the operation. When an operation involves the spinal cord distal to the cervical spine and stimulating electrodes are placed in the median nerve as well as in a nerve of the lower limb, the median nerve may mistakenly be stimulated when the intention was to elicit evoked potentials from the lower limb. It is, however, valuable to monitor median nerve SSEP because it is a check that the positioning does not injury the brachial plexus. The considerable difference between the waveform of the upper limb SSEP and that of the lower limb SSEP may
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 make the mistake of watching median nerve SSEP instead of lower limb SSEP during the operation more easily detectable than mistakes made eliciting ABR by stimulating the wrong ear or when eliciting SSEP from the wrong part of the spine.
 
 Reliability of Intraoperative Neurophysiological Monitoring Like any other new addition to the operating room armamentaria, intraoperative neurophysiological monitoring must be reliable to enjoy routine use. It is not unreasonable to assume that if intraoperative neurophysiological monitoring cannot always be carried out (and consequently, operations are performed without the aid of monitoring), it may be assumed by the surgeon that it is not necessary at all to have such monitoring. Reliability can best be achieved if only routines that are well thought through and which have been thoroughly tested are used in the operating room. The same methods that have been found to work well over a long time should be used consistently. New routines, or modifications of old routines, should only be introduced in the operating room after thorough consideration and testing. Procedures of intraoperative neurophysiological monitoring should be kept as simple as possible. The KISS (Keep it Simple (and) Stupid or Keep it Simple and Straightforward) principle is applicable to intraoperative neurophysiological monitoring. These matters are discussed in detail in Chaps. 17 and 18. Electrical Safety and Intraoperative Neurophysiological Monitoring A final, but not inconsiderable, concern is that intraoperative neurophysiological monitoring should not add risks to the safety, particularly electrical safety, of any operation. Intraoperative neurophysiological monitoring requires the addition of complex electrical equipment to an operating room already crowded with a variety of complex electrical equipment. Electrical safety is naturally of great concern whenever electronic equipment
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 is in direct galvanic contact with patients, but this is particularly true in the operating room, where many pieces of electrical equipment are operated together, often in crowded conditions, and frequently under wet conditions. The equipment and procedures used for intraoperative neurophysiological monitoring must, therefore, be chosen with consideration for the protection of the patient as well as of the personnel in the operating room from electrical hazard. Accidents can best be avoided when those who work in the operating room and who use the electronic equipment are knowledgeable about the function of the equipment and how risks of electrical hazards that are associated with specific equipment may arise. For the neurophysiologist, it is important to have a basic understanding of how electrical hazards may occur and to specifically have an understanding of the basic functions of the various pieces of equipment used in electrophysiological monitoring. The area of greatest concern in maintaining electrical safety for the patient is the placement of stimulating and recording electrodes on the patient. It is particularly important to consider the safety of the patient that is connected to equipment by electrodes placed intracranially for either recording or stimulation (for details, see Chap. 17).
 
 How to Evaluate the Benefits of Intraoperative Neurophysiological Monitoring It is the patient that can gain the most from intraoperative neurophysiological monitoring. Many of the severe postoperative neurological deficits that were common before the introduction of intraoperative neurophysiological monitoring are now rare occurrences. It is not only the use of intraoperative neurophysiological monitoring that has enabled these improvements of medical care; better surgical techniques and various technological advancements have led to significant progress as well. There is no doubt that the introduction of microneurosurgery
 
 (and more recently, minimally invasive surgery) has made operations that affect the nervous system less brutal than they were 25 years ago, and even the last decade has seen steady improvements in reducing complications (see also Chap. 19).
 
 Assessment of Reduction of Neurological Deficits It has been difficult to accurately assess the value of intraoperative neurophysiological monitoring with regard to reducing the risk of postoperative neurological deficits. One of the reasons for these difficulties is that it has not been possible to apply a commonly used method, such as double-blind methods, to determine the value of intraoperative neurophysiological monitoring. Surgeons who have experienced the advantages of intraoperative neurophysiological monitoring are reluctant to deprive their patients of the benefits provided by an aid in the operation that they believe can improve the outcome. The use of historical data for comparison of outcomes before and after the introduction of monitoring has been described in a few reports, but such methods are criticized because advancements in surgical techniques other than intraoperative neurophysiological monitoring may have contributed to the observed improvement of outcomes. Even more difficult to evaluate is the increased feeling of security that surgeons note while operating with the aid of intraoperative neurophysiological monitoring. For the sake of evaluating future benefits from monitoring, it is important that all patients who are monitored intraoperatively be evaluated objectively before and after the operation and that the results obtained during monitoring be well documented. (For more details about evaluation of the benefit from intraoperative monitoring and neurophysiology, see Chap. 19.) Which Surgeons Benefit Most from Intraoperative Monitoring? Surgeons at all levels of competence may benefit in one way or another from the use of intraoperative neurophysiological monitoring, but the degree and the kind of benefit depends
 
 Chapter 2  Basis of Intraoperative Neurophysiological Monitoring on the experience of the surgeon in the particular kind of operation being performed. While an extremely experienced surgeon may benefit from monitoring only in unusual situations or for confirming the anatomy, a surgeon with moderate-to-extensive experience may feel more secure and may have additional help in identifying specific neural structures when using monitoring. A surgeon with moderate-to-extensive experience will also benefit from knowing when surgical manipulations have injured neural tissue. A less-experienced surgeon who has performed only a few of a specific type of operations is likely to benefit more extensively from using intraoperative neurophysiological monitoring, and surgeons at this level of experience will learn from intraoperative monitoring and, through that, improve his/her surgical skills. Even some extremely experienced surgeons declare the benefit from neurophysiological monitoring and appreciate the increased feeling of security when operating with the assistance of monitoring. Many very experienced surgeons are in fact not willing to operate without the use of monitoring. In fact, most surgeons can benefit from intraoperative neurophysiological monitoring mainly by its aid in reducing the risk of postoperative neurological deficits as well as by its ability to provide the surgeon with a feeling of security from knowing when neural tissue is being adversely manipulated. Most surgeons will appreciate the aid that monitoring can provide in confirming the anatomy when it deviates from normal as a result of tumors, other pathologies, or extreme variations.
 
 Research Opportunities The operating room offers a wealth of research opportunities. In fact, many important discoveries about the function of the normal nervous system, as well as about the function of the pathological nervous system, have been derived from research activities within the operating room. Neurophysiological recordings are almost the only way to study the pathophysiology of
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 many disorders. Many important discoveries were made by applying neurophysiological methods to work in the operating room, but many discoveries were made before the introduction of intraoperative neurophysiological monitoring (20, 21), and many studies were made in connection with intraoperative neurophysiological monitoring (17, 22, 23). Some studies have concerned basic research (24), other studies have been directly related to the development of better treatment and better surgical methods (17, 22, 23), and some studies have served both purposes (17, 20, 22, 24–29).
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 understand the nature of the responses that may be elicited by surgical manipulations of neural tissue and from surgically-induced injuries. Further, it is important to know where in the nervous system specific components of the recorded evoked potentials are generated, so that the exact anatomical location of an injury can be identified on the basis of changes in specific components of the electrical potentials that are being monitored. The potentials that can be recorded from nerves and structures of the central nervous system can be divided into three large categories: unit (or multiunit), near-field, and far-field potentials. Unit potentials are neural discharges recorded from single nerve fibers or nerve cells; multiunit potentials are recordings of discharges from small groups of nerve fibers
 
 Introduction To understand why and how neuroelectric potentials, such as evoked potentials, may change as a result of surgical manipulations, it is necessary to understand the basic principles underlying the generation of such neuroelectric potentials that can be recorded from various parts of the nervous system. In this book, we discuss electrical potentials that are generated in response to intentional stimulation, and we will describe how the waveform of such recorded potentials may change as a result of injury to nerves or nuclei. It is also important to From: Intraoperative Neurophysiological Monitoring: Third Edition, By A.R. Møller, DOI 10.1007/978-1-4419-7436-5_3, © Springer Science+Business Media, LLC 2011
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 or nerve cells. Such potentials can be either spontaneous activity that occurs without any intentional stimulation or activity evoked by some form of stimulation. Unit or multiunit responses are recorded by placing small electrodes (microelectrodes) in direct contact with or close to nerve fibers or nerve cells. Recordings of such potentials have played important roles in animal studies of the function of the nervous system. These techniques have only recently been introduced for use in the operating room. Near-field evoked potentials are recorded by placing a much larger recording electrode directly on or close to a nerve, a nucleus or a muscle, and these potentials represent the sum of the activity in many nerve cells or fibers in one or only a few structures. It is not always possible to record near-field potentials because it is not possible to place a recording electrode directly on the structure in question; instead, one often has to rely on far-field potentials. Far-field potentials are recorded from electrodes that are placed at a (long) distance from the structures that generate the potentials that are being recorded. While near-field potentials, such as those recorded by placing an electrode directly on a nerve, nucleus, or muscle, reflect electrical activity in that specific structure, farfield potentials are usually mixtures of potentials that are generated by several different anatomical structures. Far-field potentials have smaller amplitudes than near-field potentials, and their waveforms are more difficult to interpret because they represent more than one generator. The generation of far-field potentials is complex, and it is not completely understood. The contribution from such different structures depends on the distance from the recording electrode(s), as well as the properties of the sources. For example, only under certain circumstances can propagated neural activity in a long nerve generate stationary peaks in potentials recorded at a distance from the nerve. The far-field potentials generated by nuclei depend on the orientation of the dendrites of the cells in the nuclei. The
 
 contributions from different structures to recorded far-field potentials are, therefore, weighted by factors such as the distance from the source and the rate at which the amplitudes of the recorded potentials decrease with distance to the source, which depends on the properties of the source. Components of evoked potentials often appear as a series of temporarily separated peaks and valleys because the different anatomical structures that contribute to the potentials are activated in succession. However, components of evoked potentials from different sources may overlap, depending on whether they appear with the same, or different, latencies from the stimulus that was used to evoke the response. Therefore, the waveform of farfield potentials is usually different from that of near-field potentials, and far-field potentials are generally more difficult to interpret than nearfield potentials. Because of their small amplitude, far-field evoked potentials are usually not directly discernable from the background noise that always exists when recording neuroelectric potentials; it is, therefore, necessary to add many responses using the method of signal averaging (described in Chap. 18) so that an interpretable waveform may be obtained. The use of signal averaging to enhance a signal (evoked response) that is corrupted by noise assumes that the waveforms of all the responses that are added are the same and occur in exact time relation (latency) to the stimulus. This may not be the case when the neural system that is being monitored is affected by surgical manipulation, excess heat or anoxia. The necessity to average many responses may distort the waveform if the responses being added change (slowly) over the time during which the data are being collected and averaged and, therefore, makes the averaged response difficult to interpret. This is another reason why changes in far field-evoked potentials are more difficult to interpret than are changes in near-field potentials. In this chapter we will discuss in greater detail, the three categories of neuroelectric
 
 Chapter 3  Generation of Electrical Activity in the Nervous System and Muscles potentials that are often recorded in the operating room, unit or (multiunit) potentials, near-field and far-field potentials.
 
 Unit Responses Unit potentials reflect the activity of a single neural element or the activities from a small group of elements (multiunit recordings). Action potentials from individual nerve fibers and from nerve cells are recorded by placing microelectrodes, the tips of which may be from a few microns to a fraction of a micron in diameter, in or near individual nerve fibers. The waveform of such action potentials is always the same in a specific nerve fiber or cell body, regardless of how it has been elicited, but the waveform of the recorded potentials depends on several factors such as the relationship between the location of the recording electrode and the nerve fiber or nerve cell from which the recording is made. Information that is transmitted in a nerve fiber is coded at the rate and the time pattern of the occurrence of such action potentials. This means that it is the occurrence of nerve impulses and their frequency (rate) that is important rather than their waveform. The action potentials of nerve fibers are the result of depolarization of a nerve fiber. Usually, the electrical potential inside a nerve fiber is about −70 millivolts (mV). When this intracellular potential becomes less negative (“depolarized”), a complex exchange of ions occurs between the interior of the nerve fiber and the surrounding fluid through the membrane. When the electrical potential inside an axon becomes sufficiently less negative than the resting potential, a nerve impulse (action potential) will be generated, and the depolarization propagates along the nerve fiber. This depolarization (and subsequent repolarization) is associated with the generation of an action potential (also known as a nerve impulse, nerve discharge, or nerve spike). In myelinated nerve fibers (such as those in mammalian sensory and motor nerves), neural propagation occurs along a nerve fiber by saltatory conduction between the
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 nodes of Ranvier, which can be recognized as small interruptions in the myelin sheath that covers the nerve fiber. Unit potentials have the character of nerve discharges (spikes) and are recorded by fine tipped metal electrodes that are insulated except for the tip.
 
 The main intraoperative use of recording unit potentials is to guide the surgeon in the placement of lesions in brain structures, such as the basal ganglia or thalamus, for treatment of movement disorders and pain. More recently, lesions have been replaced by the implantation of electrodes for electrical stimulation (deep brain stimulation, DBS), which have similar beneficial effects as lesions, but with the advantage of being reversible. The responses that are observed in such operations are either spontaneous activity that occurs without any intentional stimulation, such as natural stimulation of the skin (touch), or from voluntary or passive movement of the patient’s limbs. For such purposes, usually multiunit recordings are made using electrodes with slightly larger tips than those used for recording of the responses from single fibers of cell bodies. These responses represent the activity of small groups of cells or fibers. (For details see Chap. 15.)
 
 Near-Field Responses Near-field evoked potentials are defined as potentials recorded with the recording electrode(s) placed directly on the surface of a specific neurological structure such as a nerve, fiber tracts, a nucleus, or a specific part of the cerebral cortex. Such potentials reflect neural activity in many nerve fibers or cells, but typically only in a single structure. The responses are usually elicited by transient stimuli that activate many fibers of cells at about the same time. Such responses are known as compound action potentials (CAPs) because they are the sum of many action potentials. The potentials are graded potentials, and their waveforms are specific for nerves and nuclei; the waveform changes in a characteristic way when the structure, from
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 which recordings are made, is injured. Responses recorded from fiber tracts and nuclei are the most important for intraoperative monitoring, but recordings from specific regions of the cerebral cortex are also regarded as near-field evoked potentials.
 
 Responses from Nerves Near-field potentials from nerves reflect the activity in many nerve fibers; hence, it is obtained as a sum of the action potentials of many nerve fibers. The CAP recorded from a nerve or fiber tract reflect the propagation of action potentials along individual nerve fibers (axons). When a depolarization is initiated at a certain point along a nerve fiber, the depolarization propagates along the nerve fiber with a (propagation) velocity that is approximately proportional to the diameter of the axons of the nerve. The relation between neural conduction velocity (in meter per sec, m/s), and fiber diameter (in micrometers, mm) is approximately 4.5  cm/ms/(mm) (1) corresponding to 4.5  cm/ms. Older data (2) indicate a slightly higher velocity: 6  cm/ms/(mm). The conduction velocity of peripheral sensory and motor nerves typically ranges from 40 to 60  m/s (4–6 cm/ms). The auditory nerve has an unusually low propagation velocity of about 20  m/s (2  cm/ms) (3). Normally, depolarization of nerve fibers is initiated at one end of a nerve fiber (peripheral end of sensory fibers and central end of motor fibers), but neural propagation can occur in both directions of a nerve fiber, and it does so with about the same conduction velocity. Initiation of Nerve Impulses.  Initiation of nerve impulses in sensory nerves normally occurs through activation of sensory receptors (4), and motor nerves are activated through motoneurons either in the spinal cord for somatic nerves or in the brainstem for cranial motor nerves (5). In the operating room, sensory nerves are almost always activated by sensory stimuli, and motor nerves may be activated by (electrical or magnetic) stimulation of the motor cortex or the brainstem. For monitoring
 
 purpose, peripheral nerves and cranial motor nerves are also activated by electrical stimulation. Such stimulation depolarizes axons at the location of stimulation of a nerve. Natural Stimulation.  The frequency of the action potentials in individual nerve fibers (discharge rate) is a function of the strength of the sensory stimulation (4). The time pattern of the occurrence of action potentials in a fiber of a sensory nerve elicited by sensory stimulation also carries information about the sensory stimulus in the somatosensory and the auditory nerves because the discharge pattern is statistically related to the time pattern of the stimuli, which means that the probability of the occurrence of a discharge varies along the waveform of the stimulus. This neural coding of the stimulus time pattern is of particular importance in the auditory system, in which much information about sound is coded in the time pattern of the discharges in auditory nerve fibers. The deficits in speech discrimination from injuries to the auditory nerve have been assumed to be caused by corruption of the temporal coding from uneven injuries to different nerve fibers of the auditory nerve. (The ability of the auditory nervous system to use the temporal coding of sounds for interpretation of complex sounds, such as in speech, is important for the success of cochlear and cochlear nucleus prosthesis (6), although it has been shown that speech discrimination can be obtained from the (power) spectrum of speech sounds alone (7). In the visual system, the temporal pattern of nerve impulses seems to have little importance, as is also the case in the olfactory and gustatory sensory systems. When sensory nerves are stimulated with natural stimuli, the latency of the response from a sensory nerve decreases with increasing stimulus intensity, and this dependence exists over a large range of stimulus intensities. One reason for this stimulus-dependent latency is the neural transduction in sensory cells (such as the hair cells in the auditory system) where the excitatory postsynaptic potential (EPSP)
 
 Chapter 3  Generation of Electrical Activity in the Nervous System and Muscles rises from below threshold at a rate that increases with increasing stimulus intensity, and the EPSP, thereby, reaches the threshold faster when the stimulus intensity is high, as compared to when it is low (8). Another reason for stimulusdependent latency is the nonlinear properties of the sensory organs such as the cochlea (see Chap. 4) (9).
 
 Electrical Stimulation.  While sound stimuli (click sounds) are the most common stimulation for monitoring the auditory system, electrical stimulation of peripheral nerves is the most common way to stimulate the somatosensory system for monitoring and intraoperative diagnosis of peripheral nerves. Electrical stimulation is also in general use for stimulation of the motor cortex for monitoring motor systems (transcranial electrical stimulation). The electrical stimulation that is used to depolarize the fibers of a peripheral nerve consists of brief (0.1–0.2  ms) electrical current impulses that are passed through the nerve that is to be stimulated. A negative current is excitatory because it causes the interior of the axons to become less negative, thus causing depolarization. This may sound paradoxical, but in fact, a negative electrical current flowing through the cross-section of a nerve fiber will cause the outside area of that nerve fiber to become more negative than the inside area, and the interior of the axon will become more positive (less negative) than its outer surface; thus depolarization occurs. When a nerve is stimulated by placing two electrodes on the same nerve, a small distance apart, the negative electrode (cathode) is the active stimulating electrode, and the positive (anode) electrode may block propagation of nerve impulses (known as anodal block) so that depolarization will only propagate in one direction, namely away from the negative electrode. The amount of electrical current that is necessary to depolarize the axons of a peripheral nerve and initiate nerve impulses depends on the properties of the individual nerve fibers. Large diameter axons have lower thresholds than nerve fibers with small diameters. The
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 threshold for depolarization also depends on the duration of the electrical impulses that are used to stimulate a nerve. Current intensity and current duration are inversely related. The necessary current to activate nerve fibers decreases when the duration of the current impulses is increased. This relationship holds until a point is reached (asymptotically) where further increases in duration have little effect on the current needed to reach threshold for depolarization. This phenomenon occurs at shorter durations for large fibers than for axons of smaller diameter. The diameters of axons of a peripheral nerve can vary considerably, and stimulation with impulses of a certain duration and at a certain intensity may, therefore, depolarize different populations of nerve fibers in a peripheral nerve. When stimulating a nerve consisting of many nerve fibers, increasing the stimulus intensity does not change the way an electrical stimulus activates an individual axon, but it affects the number of axons that become depolarized. More axons will be depolarized when the stimulus strength is increased to just above the threshold of the most sensitive nerve fibers. The anatomical location of a nerve fiber in relation to the stimulating electrodes is a factor because the effectiveness of stimulation decreases with increasing distance. When a normal peripheral nerve is electrically stimulated, supramaximal stimulation is usually desired, which means that the applied electrical stimulation should depolarize all axons of the nerve. It is a general rule for intraoperative neurophysiological monitoring to increase the stimulus current to approximately one-third above the current that produced a response with the maximal amplitude. This may require stimulus strength of 100  V (10–20  mA) when the stimulus duration is 0.1  ms, and the stimulating electrodes are located close to a peripheral nerve. Damaged or impaired nerves may require as much as 300 V (30–60 mA) in order to depolarize all fibers. In clinical settings, in which the patient is conscious, it is not possible to reach supramaximal stimulus levels because of
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 unacceptable pain that such stimulation incurs, but that is not a limitation in the anesthetized patient. Activation of individual nerve fibers of a peripheral nerve by electrical stimulation with short impulses is an “all-or-none” process and therefore, the latency of the response is little dependent, if at all, on the stimulus intensity. Only the number of nerve fibers that are activated depends on the stimulus intensity.
 
 Monopolar Recording Compound Action Potentials from a Long Nerve An electrode that is much larger than the size of individual nerve fibers records the sum of the nerve impulses of many nerve fibers (CAP). When a single electrode (monopolar) is placed on a nerve in which a depolarization has been initiated by a transient stimulation, the CAP has a triphasic shape (Fig.  3.1) with an initial (small) positive deflection that is followed by a large negative peak, which is then followed by a small positive peak. In the example illustrated in Fig.  3.1, the potentials were recorded differentially between one electrode, which was placed on a nerve, and
 
 the other electrode – the reference electrode – that was placed at a distance from the recording electrode in the electrically conducting fluid that surrounded the nerve. This is an example of a monopolar recording of the CAP from a long nerve. The CAP occurs with a certain delay after the stimulus, which reflects the neural travel time from the location where the stimulus is applied and the location where the potentials are recorded. The latency of the negative peak depicts the time it takes for the depolarization of the nerve fibers to travel from the site of stimulation to the site of recording. The depolarization of nerve fibers that elicited the CAP, such as that shown in Fig.  3.1, was initiated by electrical stimulation at a distance from the recording site. Similar depolarization could be initiated by a natural transient stimulus such as that of a receptor that is innervated by the nerve. When a click stimulus is applied to the ear, transient excitation of auditory nerve fibers occurs, and a CAP similar to the one shown in Fig.  3.1 can be recorded from the exposed auditory nerve (see Chaps. 5 and 7). The initial positive deflection of the CAP recorded from a long nerve occurs when the
 
 Figure 3.1:  Monopolar recording from a long nerve of propagated neural activity elicited by electrical stimulation with a brief impulse of current passed through the nerve far from the location of recording. Notice the stimulus artifact at the beginning of the trace. The electrode placed on the nerve was connected to the inverting input of the amplifier, and the electrode that was placed away from the nerve was connected to the non-inverting input. This arrangement caused negativity to be shown as an upward deflection (as it is in all illustrations in this book).
 
 Chapter 3  Generation of Electrical Activity in the Nervous System and Muscles depolarization in the nerve approaches the location of the recording electrode (Fig. 3.2A). The large negative peak is generated when the depolarized portion of the nerve is directly under the recording electrode (Fig.  3.2B). The small positive deflection that follows is generated when the zone of depolarization moves away from the recording electrode (Fig. 3.2C). The width of the negative peak is related to the length of the depolarization and the propagation velocity of the nerve. A long
 
 Figure  3.2:  Illustration of how the CAP recorded from a long nerve by a monopolar electrode develops. The nerve is being stimulated electrically at a location to the far left (not shown), and the resulting area of membrane depolarization (marked by the cross-hatched area) travels from left to right. The recorded electrical potentials that develop as the area of depolarization propagates along the nerve are shown to the right. The electrode that is placed on the nerve was connected to the inverting input to the amplifier and the inactive electrode placed in the saline bath away from the nerve was connected to the non-inverting input of the amplifier.
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 area of depolarization or a slowly moving region of depolarization yields a CAP with a wide negative peak. Since recording of CAP in Figs.  3.1 and 3.2 is done using differential recording techniques, it is the difference in the potentials recorded between two recording electrodes that is measured. To make a true monopolar recording, it must be assured that the reference electrode will not record any potential that is related to activity in the nerve. In real recording situations, this is often difficult to achieve because the reference electrode will also record evoked potentials, although of a lesser amplitude, than the active electrode will record.
 
 Effects of Temporal Dispersion of Action Potentials.  When a nerve is stimulated by an electrical impulse, and all the nerve fibers that discharge (depolarize) have identical properties so that the action potentials in all of the nerve fibers occur simultaneously, then the waveform of the CAP recorded by a monopolar recording electrode placed on a long nerve is mathematically described as the second derivative of the waveform of an action potential of an individual nerve fiber (10). The action potentials of different nerve fibers elicited by electrical stimulation are assumed to arrive at the site of recording simultaneously, so that the action potentials of different nerve fibers coincide. In such a situation, the amplitude of the negative peak in the CAP is a measure of the number of nerve fibers that have been activated (11). The situation that exists when recording from mammalian peripheral nerves is different because such nerves are composed of nerve fibers with different conduction velocities. The action potentials in individual nerve fibers, therefore, do not occur exactly at the same time at a certain point along a nerve. The shape of the CAP, therefore, depends on the distribution of the arrival time of the discharges in the different nerve fibers at the site of recording. This in turn is a function of the conduction velocity and the length of travel of nerve impulses in the fibers that make up the nerve
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 from which the recording is made. This means that the waveform of the CAP will reflect the distribution of the differing diameters of nerve fibers (conduction velocities) and the distance between the site of stimulation and that of the recording. Such time dispersion will broaden the recorded CAP compared to what it would have been if the action potentials in all the nerve fibers arrived at the recording site accurately aligned in time. Also, the amplitude of the CAP will be lower than it would have been if all nerve impulses traveled at the same velocity. The mathematical description of the recorded CAP in such a situation is the convolution between the waveform of an individual action potential of a nerve fiber and the distribution of action potentials in the nerve fibers that make up the respective nerve (11). This assumes that the waveforms of the action potentials of all nerve fibers are identical. In such a situation, it is the area under the negative peak of the CAP that is a measure of the number of nerve fibers that have been activated rather than the amplitude of the negative peak. Depending on how great the dispersion is, the waveform of the CAP may differ from a triphasic waveform to a waveform with several peaks. If there are specific subgroups of nerve fibers in a nerve with similar conduction velocities, the activity in such subgroups may give rise to multiple peaks in the CAP. The late peaks move further away from the initial peak when recorded at a longer distance from the location of stimulation (Fig. 3.3). The effect on the waveform of the recorded CAP from a nerve with subgroups of nerve fibers with different conduction velocities is dependent on the size of the variations in neural conduction velocity in the individual nerve fibers, and the distance between the site of stimulation and the site of recording (Fig. 3.3). Not all nerve fibers of a peripheral nerve may contribute equally to the CAP; depending on the recording situation, some nerve fibers may contribute more than others. The mathematical solution of the generation of the CAP from a peripheral nerve may, therefore, require that different weighting factors be applied to
 
 Figure 3.3:  Recording of CAP from a nerve in which there are groups of fibers with different conduction velocities. Recordings at different distances from the site of electrical stimulation (S) are shown (Reprinted from (12) with the permission from Elsevier). the contribution to the CAP from different populations of the nerve fibers that make up a peripheral nerve. Determining the Number of Active Nerve Fibers.  In the operating room, the task is not to determine the absolute number of active nerve fibers, but rather to obtain an estimate of the proportion of nerve fibers of a specific nerve that has been rendered inactive due to surgical insults. An increase in the latency of the response and/or a change in the waveform of the recorded CAP are perhaps the two most important indicators of injury to a nerve, and these measures are therefore used extensively
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 in intraoperative monitoring as indicators of injury to a nerve and fiber tracts. Monitoring the amplitude of the CAP is also important in intraoperative monitoring because of its relation to how many fibers are activated and how close together in time the action potentials of individual nerve fibers appear. The area of the negative peak in the CAP offers an accurate measure of the number of nerve fibers that have been activated. Because it is the change in the number of active nerve fibers that is of interest in connection with intraoperative monitoring, measuring changes in the amplitude of the negative peak provides a sufficiently accurate measurement for most tasks in the operating room, although this measure also includes the effect of increased dispersion due to increased difference in conduction velocity of individual nerve fibers.
 
 It is worth mentioning that a monopolar recording electrode placed on a nerve will also record potentials that are conducted passively to the recording site. This is because a nerve, in addition to conducting propagated neural activity, also conducts other kinds of activity because it is an electrical conductor. For a sensory nerve, this would mean that a monopolar recording electrode may record electrical activity that is generated in the target nucleus. This is, for example, the case when recording from the intracranial exposed auditory nerve in response to click stimulations. Such a recording includes the triphasic potentials generated by the propagated activity in the nerve and activity generated in the cochlear nucleus (see Chap. 7).
 
 Bipolar Recording from a Nerve Bipolar recordings from a long nerve can be realized by placing a pair of recording electrodes that are connected to the two inputs of a differential amplifier close together on the nerve in question (Fig. 3.4). The output of the differential amplifier will be the difference between the potentials that are recorded by each individual electrode. A bipolar recording from a nerve in which neural activity is propagated produces a waveform that differs from
 
 Figure  3.4:  Bipolar recording from a long nerve, illustrated in the same way as the monopolar recording in Fig.  3.2. The two electrodes are connected to the two inputs of the differential amplifier in such a way that a negative potential at the electrode closest to the recording site (left-hand electrode) will result in an upward deflection (inverting input). that of monopolar recordings. Two such electrodes act as two monopolar electrodes that are placed on a nerve, and the output of the amplifier is the difference between these two “monopolar” recordings. When a wave of depolarization approaches the electrode, the one closest to the depolarization will record a
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 larger positive potential than the electrode that is further away (Fig.  3.4). A large negative potential will be recorded by the electrode that is close to the site of stimulation when the region of depolarization reaches the site of that electrode, and an upward (negative) deflection in the output of the differential amplifier will be produced. As the area of depolarization reaches the second electrode, the output of the amplifier will be a downward deflection because a large negative potential will be subtracted from a positive potential recorded by the electrode closest to the stimulation site. When the depolarization progresses further along the nerve, the output of the differential amplifier may show a small, upward deflection (negative potential) because the second electrode records a positive potential, while the first electrode records a smaller positive potential. A bipolar electrode placed on a long nerve generally records only propagated neural activity. Passively conducted electrical potentials will appear at both electrodes with the same amplitude and exactly the same waveform and thus, do not generate any output of the differential amplifier that is connected to the bipolar electrodes. Propagated activity on the other hand will appear at the two electrodes with a certain time delay and, therefore, will generate a noticeable output at the differential amplifier. This means that the output of the differential amplifier (that is connected to such a pair of electrodes that are placed close together on a long nerve) would be equal to the difference between the potentials recorded by one of the electrodes and the potentials’ delayed replicas, the delay being the time it takes for the propagated neural activity to travel the distance between the two electrodes. If the distance is 2  mm and the propagation velocity is 20  m/s or 20  mm/ms (as it approximately is in the intracranial portion of the auditory nerve in humans), the delay would be 1/10 ms = 100 mS. The waveform and amplitude of the recorded potentials that appear at the output of the differential
 
 amplifier, connected at its input to a pair of electrodes, will thus depend on the distance between the two recording electrodes in relation to the length of the area of the nerve that is depolarized. The waveform of the recorded potentials will change in a specific way when the distance between the two electrodes is varied. Fig.  3.5 shows the waveform of a simulated bipolar recording during which the distance between the two electrodes was varied. This simulation was realized by subtracting the response recorded by a monopolar recording electrode from that same response after it had been delayed. The delay was varied to simulate different distances between two electrodes. It was assumed that a bipolar recording electrode records the difference between the potentials that are recorded at two locations along a nerve, and that the only difference between the potentials recorded by two such electrodes would be that they appear with a small difference in latency, the amount of which would be equal to the distance between the two electrodes divided by the propagation velocity. If there is a difference between such calculated (simulated) bipolar recordings and actual bipolar recordings (Fig.  3.5B), it would mean that either the bipolar electrodes recorded other potentials than the propagated neural activity, or that the propagated neural activity had undergone a change while it traveled the distance between the two tips of the bipolar electrode so that it appeared with different waveforms or amplitudes at the two electrodes. The latter seems unlikely, and it may be justified to assume that any difference between actual and simulated bipolar recordings is a result of both of the bipolar recording electrodes picking up passively conducted neural activity. A difference in the actual recorded bipolar response versus that calculated on the basis of recording from only one electrode and shifting that recording in time could occur if the two electrode tips were placed on slightly different parts of the nerve (i.e., the two tips of the bipolar electrode not being properly aligned with regard to the course of the nerve fibers of the nerve), or because the two electrodes were different in size or geometry.
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 Figure 3.5:  (A) Simulated bipolar recording from a long nerve on which the distance between the recording electrodes was varied. (B) Comparison between an actual bipolar recording (lower tracing) and a simulated bipolar recording using one of the bipolar electrode tips as a monopolar electrode (middle tracing). The upper tracing shows the monopolar recording together with a timeshifted version (dashed lines). The reference electrode was placed a long distance from the monopolar recording (13). Unfortunately, it is often more difficult in practice to use bipolar recordings from a nerve when monitoring neural conduction intraoperatively and therefore, many operations limit the use of bipolar recording electrodes. (For more details about practical arrangements for recording from nerves, see Chap. 4.)
 
 Responses from Muscles Individual muscle fibers are organized into motor units, which are groups of muscle fibers that are activated by the same motor endplate. When nerve fibers of a motor nerve are activated normally or are electrically stimulated, motor endplates are activated, and the motor units that are innervated by the fibers that are activated will contract. Transmission of
 
 impulses from a motor nerve to a muscle is chemical in nature. The impulses elicit the release of a transmitter substance (acetylcholine) from the motor nerve. Acetylcholine binds to receptors on the motor endplate and initiates a series of events, which cause muscle fibers to contract and the generation of electrical events that are similar to those generated in single nerve fibers (for details in this process, see textbooks in neuroscience such as (14)). Because the process that occurs in the muscle endplates takes 0.5–0.7 ms, the earliest electrical activity that can be recorded from the muscle is delayed relative to the arrival of the neural activity at the muscle endplate. The electrical events that can be recorded in connection with contraction of muscles are electromyographic (EMG) potentials or compound muscle action potentials
 
 34
 
 Intraoperative Neurophysiological Monitoring
 
 (CMAPs). The CMAPs are equivalent to the CAP recorded from a nerve. It is important to note that the paralyzing agents that are used in many anesthesia regimens abolish such muscle potentials. Use of such agents makes recording of EMG potentials impossible. Muscle relaxants used in connection with anesthesia are of two types: substances that block transmission in muscle endplates (the curare type of substances), and succinylcholine that causes a constant depolarization of the muscle endplates and thereby, prevents muscle contractions. Such drugs can, therefore, not be used when recordings of muscle activity are to be done as a part of intraoperative monitoring (see Chaps. 10 and 16). EMG potentials and CMAP can be recorded by placing electrodes on the surface of the skin close to the muscle, or from needle or wire hook electrodes placed in a muscle, or by surface electrodes placed on the skin over the muscles in question. The use of needle or wire hook electrodes for recording EMG potentials is usually preferred for intraoperative monitoring because it is more specific and yields larger and more stable potentials than recordings
 
 using surface electrodes, which also are likely to include responses from several muscles. Recording from surface electrodes, therefore, makes it difficult to differentiate the responses from individual muscles compared with recording differentially from a pair of needle electrodes placed in the same muscle. EMG recordings may be made by placing a single electrode on or in a muscle (monopolar recording) or by placing two electrodes in a specific muscle (bipolar recording). These two forms of recordings produce EMG potentials with different waveforms when a muscle is activated by a single electrical impulse applied to its motor nerve (Fig. 3.6).
 
 Responses from Fiber Tracts The neural activity that propagates in individual nerve fibers in a fiber tract in the central nervous system is similar to that in a peripheral nerve, namely, as a series of neural discharges. Recordings may be made directly from fiber tracts in the spinal cord in intraoperative neurophysiological monitoring of the motor system, such as from the corticospinal tract, which are done routinely (see Chap. 10).
 
 Figure 3.6:  Comparison between the waveform of EMG potentials that are recorded by a single electrode (monopolar recording) and a pair of electrodes (bipolar recording).
 
 Chapter 3  Generation of Electrical Activity in the Nervous System and Muscles Response from Nuclei The near-field response from clusters of nerve cells (nuclei) is more complex than those from a nerve or a nerve tract because the nerve cells of a nucleus generate different kinds of electrical potentials. Generally, a nucleus generates two distinctly different kinds of electrical potentials when activated by a transient volley of neural activity in the nerve or fiber tract that serves as its input. One kind of potential is fast, and one is slow. When recorded by a monopolar electrode, the initial component of the response to transient activation is a sharp, positive–negative complex, which is usually followed by a slow potential (Fig. 3.7A). Several peaks may be riding on the
 
 35
 
 slow potential (Fig. 3.7B). The slow potential is generated by dendrites, and the sharp peaks that are riding on that slow wave are generated by firings of cells (somaspikes). The duration of the initial sharp peaks of the response is about the same as that of the CAP recorded from a nerve (0.5–2  ms). These initial fast components are generated when neural activity in the fiber tract that serves as the input to the nucleus reaches the nucleus. The initial, fast potentials are generated by the termination of the nerve in the nucleus, and this component shows a similar waveform no matter where on the surface of the nucleus the component is recorded (Fig.  3.7A). The size
 
 Figure 3.7:  Responses that can be recorded from the surface of a nucleus. (A) Schematic illustration of the potentials that may be recorded from the surface of a sensory nucleus in response to transient stimulation such as a click stimulation for the auditory system. The three waveforms shown refer to recordings at different locations on the nucleus to illustrate the dipole concept for describing the potentials that are generated by a nucleus. The waveform of the response that can be recorded from the nerve that terminates in the nucleus is also shown. (B) Schematic illustration of the responses that may be obtained from the cunate nucleus to stimulation of the median nerve at the wrist. The recording electrode was passed through the nucleus, and the traces to the right show the recorded potentials at different locations (From Andersen P, Eccles JC, Schmidt RF and Yokota T. Slow potential wave produced by the cunate nucleus by cutaneous volleys and by cortical stimulation (15) with permission from the American Physiological Society).
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 and the polarity of the slow potential, however, depend on the location on a nucleus from which the slow potential is recorded (Fig. 3.7A). The slow potential is assumed to be generated by dendrites, and it has the property of a dipole. An electrode placed on one side of a nucleus will record a negative slow potential (top recording in Fig. 3.7A), while an electrode placed on the opposite side will record a positive potential. Placed in between these two locations, the electrode will record very little of the slow potential (Fig. 3.7A), but only the initial positive–negative deflection is seen. When the recording electrode is placed close to cell bodies, it records a positive potential because the electrode has been placed close to a source of current. A negative potential is recorded when the electrode is placed away from the cell bodies, but close to their dendritic trees because the electrode is then close to a “current sink.” The amplitude and the distribution of the potentials on the surface of a nucleus depend on the internal organization of the nucleus. Nuclei in which there is an orderly arrangement of the cells with dendrites pointing in the same direction produce responses of higher amplitude than nuclei in which the dendrites point in different directions. Recordings from the cuneate nucleus of the cat (15) have helped understand how nuclei can generate near-field potentials (Fig.  3.7B). An electrode is passed through a nucleus; the polarity of this slow potential will reverse at a certain point along the course of the recording electrode (Fig. 3.7B). This is why the generator of evoked potentials from a nucleus is often likened with that of a dipole source: positive if recordings are made from one side of the nucleus and negative if the recordings are made from the opposite side. If the recording electrode is placed at a point equidistant from these two sides of the imaginary dipole, it will not record any response because the positive and negative contributions are equal (Fig. 3.7A). The description of the response from a nucleus shown in Fig. 3.7A applies generally to sensory nuclei (such as the cochlear nucleus and the
 
 Figure  3.8:  Typical response from nuclei recorded by a monopolar electrode. (A) The recordings obtained from the surface of the cochlear nucleus in a patient undergoing an operation to relieve HFS. The stimuli used to elicit the response were click sounds. The solid lines show the response to rarefaction clicks and the interrupted line shows the response to condensation clicks. (Reprinted from (16) with permission from Elsevier.) (B) Responses recorded from the exposed inferior colliculus in a patient operated on to remove a pineal body tumor. The responses were elicited by 2-kHz tone bursts (Reprinted from (17) with permission from Elsevier). inferior colliculus in humans) in response to click stimulation are seen in Fig.  3.8A, B, respectively. The sharp peaks that often are seen riding on the slow potentials in recordings from the
 
 Chapter 3  Generation of Electrical Activity in the Nervous System and Muscles surface of a nucleus such as those seen in Fig.  3.8A, B are assumed to be generated by firings of cells (somaspikes). These sharp peaks occur with longer latencies than the initial positive–negative deflection because of the delay in synaptic transmission in the nucleus.
 
 Far-Field Potentials The response that can be recorded from an electrode placed at a long distance from a nerve or a nucleus that is surrounded by an electrically conductive medium is known as a far-field response. For the purpose of intraoperative monitoring recording, far-field potentials are recorded when it is not possible to place electrodes directly on the active structures. Generally, the amplitudes of far-field potentials are much smaller than those of near-field potentials, and the waveforms of far-field potentials differ from those of near-field potentials. Farfield potentials often have contributions from several different sources. If these sources are activated sequentially, the contributions will appear in the recorded potentials with different latencies because of the delays in neural transmission. Contributions from individual sources that are activated simultaneously may not be easily discernable in the recordings because they are likely to overlap in time. Most theories about how far-field potentials are related to the electrical activity of nerves, fiber tracts, and nuclei have been based on the concept that different neural structures can be regarded as independent generators of electrical activity in a way similar to that of a dipole. This means that nerves, fiber tracts, and nuclei, can be viewed as sources of electrical current that at any given time are positive at one anatomical location and negative at another. When this theory is applied to the electrical activity that is generated by a nerve, the dipole in question is not stationary, but moves along the nerve with the propagation of the neural activity in the nerve. The dipoles of nuclei are mainly stationary, but may change after the initial activation because different parts of a nucleus may
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 be activated sequentially in response to a transient stimulus. The amplitude of the potentials that can be recorded from an electrode placed on the scalp in response to transient stimulation of a sensory system, such as the auditory system, depends not only on the strength of the dipoles that represent the neural activity in the different structures of the auditory pathways, but also on the (three dimensional) orientation of these dipoles in relation to the placement of the recording electrodes. The distance from the recording electrodes to the structures in question also plays a role, as does the electrical properties of the medium between the recording site and the active neural structures. The electrical resistance of the skull bone affects far-field potentials recorded from the brain by electrodes placed on the scalp. While various recording techniques are discussed later in this book, some basic principles of recording far-field evoked potentials must be mentioned here. Ideally, when recording farfield potentials, one of the two recording electrodes connected to a differential amplifier should be placed as close to the source as possible (even though this location may be at a considerable distance), while the other recording electrode (often called the “reference electrode” or the “indifferent electrode”) should be placed far away from the source from which the recordings are being made so that it records as little as possible of the potentials that are generated by the part of the nervous system that is being studied. When recording neural activity from the brain, the best way to achieve that is by placing the reference electrode outside the head (noncephalic reference) (18–20). The practice of using such a noncephalic reference makes interpretation of the potentials easier, and it provides better correspondence between the farfield potentials and the near-field potentials, thus, facilitating identification of the neural generators of the different components of farfield potentials. However, it is not always possible to achieve this ideal situation, and in many instances both of the two recording electrodes that are connected to a differential amplifier
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 will record considerable evoked potentials from the system that is being tested, and the recording will show the difference between the potentials that appears at the two locations where the recording electrodes are placed.
 
 Nerves and Fiber Tracts The neural activity that is propagated in a nerve or a fiber tract does not always generate stationary peaks in a far-field recording. This is because the neural depolarization that is elicited by a single transient stimulation propagates continuously along the nerve and does not generate any stationary peaks in a far-field recording unless certain conditions are filled (21): 1. The propagated activity stops as it does when a nerve terminates in a nucleus. 2. A nerve is bent (22). 3. The electrical conductivity of the medium that surrounds the nerve in question changes (23–25). Stationary peaks in far-field potentials can, therefore, be produced when a nerve or a fiber tract passes through a bony canal from one fluid-filled space to another, which, for example, occurs when the spinal cord passes through the foramen magnum or the auditory nerve where it emerges from the internal auditory meatus (porus acusticus).
 
 Nuclei A nucleus may be regarded as one, or several, stationary electrical dipoles with a certain orientation in space. If the neuron’s dendrites are all oriented in nearly the same direction, the (slow) far-field potentials that are generated by these dendrites will be large (Fig.  3.9). The cerebral cortex is one example of a neural structure with a highly organized dendritic field in which large dendritic trees point in nearly the same direction (Fig.  3.9A), and this orientation results in the generation of a large far-field potential. The amplitudes of the far-field potentials generated by a nucleus, with dendrites pointing in all directions (Fig. 3.9B), will be small and may not
 
 Figure 3.9:  Two different types of organization of cells in a nucleus. (A) Open field. (B) Closed field. Modified from (26). (Reprinted with the permission from Wiley). be measurable at all. Such a nucleus is said to have a closed electrical field (26). A seemingly paradoxical situation may, therefore, arise in which a nucleus, despite the fact that it may have a large near-field potential, may not contribute measurably to the far-field potentials because of its internal organization; whereas another nucleus, in which many dendrites point in the same direction, may contribute significantly to the far-field potentials, although it may produce smaller nearfield potentials. In practice, it is difficult to find nuclei with an internal organization of just one such type; most nuclei have an organization that is somewhere between these two extremes. In addition to potentials generated by dendrites, cell bodies in a nucleus may produce sharp peaks in the far-field potential when discharging (somaspikes).
 
 Effect of Insults to NERVES, Fiber Tracts and Nuclei The changes in the recorded neuroelectric potentials that are caused by changes in function of specific parts of the nervous system are the basis for interpreting the results of intraoperative neurophysiological monitoring. Various forms of surgical insults to nerves and nuclei result in characteristic changes in recorded neuroelectric potentials, which can make it possible to diagnose different forms of injury.
 
 Chapter 3  Generation of Electrical Activity in the Nervous System and Muscles The Injured Nerves The responses (CAP) from injured nerves have different waveforms than those recorded from a normal nerve. It is important to understand the meaning of these differences for proper diagnosis of injuries to peripheral nerves. (Trauma to peripheral nerves is discussed in detail in Chap. 12.) Most forms of insults to a nerve reduce its conduction velocity, thus, increasing the latency of the CAP recorded proximal to the injury when elicited by stimulation at a location that is distal to the recording site. If neural conduction in a fraction of the nerve fibers of a nerve is blocked, the amplitude of the negative peak in the CAP decreases. Similar changes in the CAP may occur when nerves are subjected to mechanical manipulation or injury from, for instance, heating such as may occur from electrocoagulation near the nerve. The magnitude of the decrease in amplitude of the negative peak is a measure of approximately how large a fraction of the nerve fibers have ceased to conduct nerve impulses. If the conduction velocity in different nerve fibers is affected differently by an insult, such as stretching or heating, temporal dispersion of the nerve impulses will occur and cause the negative peak of the CAP to become broader because the action potentials in different nerve fibers will appear at different times at the site of recording. Stretching of a nerve can increase the conduction time (decrease the conduction velocity) of all nerve fibers or a fraction of the fibers of a nerve. The decreased conduction velocity causes the latency of the CAP to increase. The waveform of the recorded CAP may become more complex and have multiple peaks as a result of insults to a nerve if the injury causes different groups of nerve fibers to have different degrees of prolonged conduction times. If a total conduction block in all nerve fibers in a peripheral nerve occurs between the stimulation site and the recording site, it will abolish the negative peak of the CAP that is recorded
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 Figure 3.10:  Monopolar recording from an injured nerve in which the propagation of a zone of depolarization stops before it reaches the recording electrode. by a monopolar recording electrode because the depolarization caused by the stimulation will not pass under the recording electrode as it does normally. A total conduction block causes the initial positivity in the CAP to dominate the recorded waveform (Fig. 3.10). This is known as the “cut-end” potential. Likewise, a single positive deflection will be recorded if the recording electrode is placed beyond the end point of a nerve. Thus, the CAP recorded from a nerve where the neural conduction is blocked by, for instance, crushing of the nerve so that the propagation of the zone of depolarization no longer passes under the recording electrode, the waveform of the recorded potentials changes from the typical triphasic shape to a single positive deflection. If the site of injury occurs beyond the location of the (monopolar) recording electrode, little change in the recorded potentials may be seen. Such a situation could occur, for example, when recording evoked potentials from the peripheral portion of the auditory nerve (at the ear) in response to click stimulation during operations in which the intracranial portion of the auditory nerve is being surgically manipulated. No change in the response recorded from the distal portion of a nerve is likely to be detected even after the occurrence of a severe injury to the proximal (central) portion of the nerve, or even severance of the proximal portion of the nerve (see Chap. 7).
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 The Injured Nuclei Insult to nuclei can cause complex changes in the recorded evoked potentials. Synaptic transmission is more sensitive to insults such as anoxia and cooling than is the neural conduction in nerves and fiber tracts. Insults that affect synaptic transmission will cause a change in the slow potentials, but leave the fast, positive– negative deflection in the beginning of the response unchanged. Anesthetics act on synapses and may, thus, affect the function of nuclei (see Chap. 16).
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 neurophysiology laboratory, but there are several important differences between recording sensory evoked potentials and EMG potentials for diagnostic purposes in the clinic and for doing so in order to detect changes in neural function during an operation. The operating room is usually regarded as an electrically hostile environment, which differs
 
 Introduction Intraoperative neurophysiological monitoring employs methods and techniques similar to those currently used in the clinical From: Intraoperative Neurophysiological Monitoring: Third Edition, By A.R. Møller, DOI 10.1007/978-1-4419-7436-5_4, © Springer Science+Business Media, LLC 2011
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 from the clinical neurophysiological laboratory where the recording of EMG responses and sensory evoked potentials, such as ABR, SSEP, and VEP, are usually made in electrically and acoustically shielded rooms. In the operating room, many other kinds of electronic equipment are connected to the patient. Equipment, which is used to monitor the patient’s vital parameters for electrocoagulation, drilling of bone, etc., may interfere with neurophysiological monitoring. In the clinic, however, usually only the equipment used for the recordings in question is connected to the patient. Therefore, knowing how to identify and reduce electrical interference is another important matter in connection with intraoperative monitoring (discussed in detail in Chap. 17). Another difference between work in the operating room and in the clinical physiological laboratory is related to the fact that in the operating room it is difficult to correct the placement of electrodes, earphones, and other equipment on the patient after the patient is draped. This, of course, puts great importance on the correct placement of electrodes for recording neuroelectric potentials and for electrical stimulation, as well as of other devices involved in stimulation (such as earphones), before the operation begins. Reducing the potential for making mistakes is of critical importance when performing intraoperative neurophysiological monitoring. Since the results of monitoring must be available immediately, there are few possibilities for correcting mistakes. Advanced planning and organization is essential for successful execution of any form of intraoperative neurophysiological monitoring. It is of significant importance that everything that is needed for monitoring is available and brought into the operating room before the operation begins, including spares of sterile items that may get contaminated during the operation. Using a checklist reduces the risks of making potential mistakes. Everything that is needed for the monitoring to be performed should be prepared and ready
 
 well in advance of the operation. The computer, stimulators, and amplifiers should be set up for the particular recording to be made in each individual case so that the collection of data can begin immediately after the placement of the electrodes, earphones, etc. Intraoperative neurophysiological monitoring equipment is constantly moved in and out of operating rooms, and this movement exerts strain on equipment, especially cables and connectors. It is important to bring the equipment into the operating room well in advance of the beginning of an operation so that the equipment can be checked and possible malfunctions can be corrected before it is to be used.
 
 Preparing the Patient for Monitoring When sensory evoked potentials are to be monitored, preoperative assessment of the patient’s sensory functions should be obtained before the operation. If auditory evoked potentials are to be monitored, the patient must have a hearing test which includes pure tone audiograms and speech discrimination tests before the operation. If SSEP are to be monitored intraoperatively, the patient must have similar recordings of SSEP performed preoperatively. In a similar way, if motor systems are to be monitored, it must be ensured that the patients (preoperatively) have the motor functions that are to be monitored. The motor functions must be assessed before the operation. Before the patient is brought to the operating room, it must be planned what to monitor and how to monitor, and the placement of electrodes for recording and stimulation must be planned in detail. When the patient is brought to the operating room, the monitoring team should introduce themselves and briefly explain what they are going to do and why which is important for the patient. It is naturally better for the monitoring team to introduce themselves to the  patient the evening before the operation if the patient is in the hospital at that time.
 
 Chapter 4  Practical Aspects of Recording Evoked Activity Careful planning of the details of the intraoperative monitoring makes it possible to stimulate and record promptly when the patient has been anesthetized. In this way, the necessary setup and patient preparations are performed without interference from, or delay to, the rest of the surgical team. In some cases, it is possible to place the stimulating and recording electrodes before the patient is anesthetized.
 
 Recording and Stimulating Electrodes Several different types of electrodes are used for electrical stimulation and for recording of near-field and far-field potentials, and all have advantages and disadvantages. Needle electrodes and wire hooks that are applied percutaneously are often used, but surface electrodes that are applied to the skin are commonly used as well. Which type of electrode is chosen depends on factors such as safety concerns and the possibility of obtaining reliable stable recordings over a long period of time. Surface electrodes can conveniently be applied before the patient is brought to sleep. However, the electrode wires must be taped to the patient so they are not affected by moving the patient to the operating table. Needle or wire hook electrodes should not be applied before the patient is brought to sleep. Regardless of the type of electrodes that are chosen, it is important that all electrodes stay in place throughout the entire operation because it is often not possible to gain access to the location where they were applied after the sterile drape has been placed. If recording or stimulating electrodes are to be applied after the patient has been anesthetized, it is also important that the electrodes can be applied quickly so that precious operating time is not wasted. At this time, before the operation begins, there are usually other preparations, such as shaving the head or preparing the skin, that must be performed by the operating room staff, and there is usually enough time to place even a large number of needle or wire hook electrodes in different locations while these other prepara3M Center, St. Paul, MN 55144-1000.
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 tions are being made. Surface electrodes can be applied before the patient is anesthetized and even before the patient is brought into the operating room so that this task does not interfere with other activities involving the patient. Platinum or steel needle electrodes or wire hook electrodes are suitable for recordings as well as for delivering electrical stimulation. It is important to observe the risks of acquiring potentially serious diseases in the operating room through contact with blood and accidentally acquired needle punctures. It is, therefore, recommended to use disposable needle electrodes. If platinum reusable needle electrodes are used, they must be cleaned and prepared according to the manufacturer’s recommendations and handled carefully after use for the safety of the operating room personnel. Attention should also be made to the safe disposal of disposable needle and wire hook electrodes. The same precautions as are taken for hypodermic needles should be used. When placed percutaneously to record from the body surface and secured with a good-quality plastic adhesive tape (such as, BlendermTM1), needle or wire hook electrodes provide stable recordings and electrical stimulation for many hours. Such electrodes are practically impossible to remove from the skin unintentionally. It is rare to have a needle electrode dislodge accidentally during an operation. The impedance of such electrodes may be slightly higher than that of some types of surface electrodes. Usually, this does not create any problems, and the impedance of needle or hook wire electrodes rarely increases noticeably during an operation. The most common malfunction of electrodes is caused by the electrode becoming partly or completely disengaged from the patient, which increases the electrode impedance. Electrodes that are used for recording pick up more electrical interference; therefore, a sign that the electrode is coming loose is the display of an increased noise level on a recording channel. Determination of which one of the two electrodes that are connected to a differential amplifier is faulty can be
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 determined by using the option provided by most modern amplifiers to measure electrode impedance. A  malfunctioning electrode has a higher than normal electrode impedance. Adverse effects of using needle electrodes in the form of infection or postoperative marks on the skin are rare. Within a few days after the operation, it is usually impossible to identify the sites where the needle electrodes had been placed. When using needle electrodes or wire hook electrodes during operations, it is important that the electrocautery equipment that is used during the procedure is of high quality and has an efficient return electrode pad placed on the patient (usually the thigh). If the return connection is faulty, any electrodes placed on the patient that are in contact with grounded (electronic) equipment may carry some of the high-frequency current that is used for electrocautery back to the electrocautery generator. This may cause burns where the electrophysiological recording electrodes are placed on the skin (and possibly lead to the destruction of the electronic recording equipment as well). The degree of skin injury is inversely related to the surface area of the electrodes, and because needle electrodes or wire hook electrodes have a much smaller surface area than surface electrodes, the burns can be expected to be more severe when needle electrodes or wire hook electrodes are used compared with surface electrodes. Nevertheless, while performing intraoperative monitoring in several thousand patients, sometimes with as many as 20 electrodes placed on the same patient, this author has never seen any burn marks from electrodes or any indication that excessive current had passed through the recording electrodes, despite the fact that the recording electrodes in nearly all of these patients were in place during the first phase of the operation, when high-powered monopolar electrocautery was used for cutting purposes. Before the recording electrodes are applied to the patient and connected to the respective amplifiers, the power to the amplifiers should be switched on because electrical surges may result from switching recording amplifiers on.
 
 If the patient is first connected to the amplifier and then the amplifier is turned on, these electrical surges may be harmful. In the same way, equipment should not be turned off before all electrodes have been removed from the patient. When needle electrodes or wire hook electrodes are used, they must be removed carefully from the patient when the operation is completed in order to avoid injury to the patient’s skin. This is naturally of particular importance when electrodes are placed in the face. Needle electrodes and wire hook electrodes should be removed one at a time, first removing the adhesive tape that holds them in place and then pulling the needle out while gently pulling the wire in the opposite direction in which the needle was inserted. With some experience this can be done in a short time, even in cases in which many electrodes are placed in the face or in other places on the body. Disposable needle electrodes or wire hook electrodes should be disposed of in a safe way (such as in a sharps box) in order to minimize the possibility of anyone being stuck by electrode needles that have been inserted into a patient. Reusable needles or wire hook electrodes should be dropped in a solution of sodium hypochlorite for a few minutes. It is practical to place a bucket with sodium hypochlorite solution under the operating table so that the needle electrodes can be dropped into the bucket immediately after they are removed from the patient without being touched. Afterward, the electrodes may be washed, rinsed, and then sterilized (either using an autoclave or gas sterilization) in accordance with the manufacturer’s directions. When handling needle electrodes or wire hook electrodes, it must always be assumed that any patient can have a disease, such as hepatitis B or C and HIV, etc., which can be transmitted through blood borne pathogens. The same precautions that are taken when handling hypodermic needles used for injection purposes must be taken when handling needle electrodes or wire hook electrodes. The person who places and removes needles from patients before and after intraoperative monitoring must be adequately trained in handling infected
 
 Chapter 4  Practical Aspects of Recording Evoked Activity n eedles and informed about the protocols that must be followed.
 
 Earphones Earphones used when recording auditory evoked potentials can be placed while other activity involving the patient is in progress. When miniature stereo earphones are used, they should be secured in the ear with adhesive tape in a watertight fashion to prevent fluids from reaching the ear canal. The earphone should be placed so that the sound-emitting surface of the earphone faces the opening of the ear canal. Before an earphone is placed in the ear, the ear canal should be inspected. In some elderly persons, the ear canal opening is nearly a narrow slit that may occlude when an earphone is placed in the ear. A short plastic tube of a suitable diameter placed in the ear canal can hold it open before the earphone is placed in the ear. When insert earphones are used, this is not a problem because the ear canal is kept open by the tube that is inserted in the ear canal and conducts the sound to the ear. When insert earphones are used, it is important that the tube that is inserted in the ear canal fits well and is well secured so that it is not accidentally pulled out during the operation. The person who is to apply the earphones to the patient should inspect the patient’s ear beforehand to assess any special needs. Light Stimulators Commercially available goggles with built-in light-emitting diodes are used in the clinic, but are not suitable for use in the operating room. Protective contact lenses with light-emitting diodes are a better option for eliciting VEP in anesthetized patients. The pattern-reversal visual stimulators that are used clinically cannot be used intraoperatively because it is not possible to focus the conventionally used checkerboard pattern on the retina of a patient who is anesthetized and draped for surgery. Only flash stimulation can be used in the operating room. Other forms of light sources suitable for eliciting VEP in the operating room use fiber optic
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 cables to connect the light from a source to the eye. This makes it possible to use high intensity light (see Chap. 18).
 
 Electrical Stimulation of Nervous Tissue Electrical stimulation of peripheral nerves and cranial nerves is perhaps the most common way of activating nervous tissue for monitoring purpose. For stimulating peripheral nerves, needles are suitable as are wire hook electrodes, and for transdermal stimulation surface electrodes can be used. Intracranial stimulation can be accomplished with hand-held stimulators; either monopolar or bipolar electrodes are used, depending on how specific stimulation is anticipated. Some investigators have developed surgical instruments with built-in electrical stimulators for the purpose of detecting when specific nervous tissue is manipulated with the surgical instrument (1). Electrical stimulation of the motor cortex is in increasing use for monitoring motor systems. The most commonly used technique is TES using electrodes placed on the scalp (see Chap. 10). The voltages used are in the ranges from 500– 1,000 V, thus much higher than what is used for the stimulation of nerves, and special precautions are necessary to ensure safety. Various kinds of stimulating electrodes have been used, but “cork screw” types of electrodes are probably the most commonly used types of stimulating electrodes. Such stimulation can only be used in anesthetized patients because of the excessive pain that it would cause in an awake individual. In operations where the motor cortex is exposed, direct stimulation that requires much less voltage can be applied. Recordings from the exposed cerebral cortex are made for identifying the location of the central sulcus. For that purpose, plastic strips with a string of four to eight electrodes or fields of 4 × 4 or 8 × 8 electrodes are used and placed directly on the exposed cerebral cortex (Chap. 14). The stimulators that deliver constant current or (semi) constant voltage impulses should be chosen depending on the circumstances. For stimulating peripheral nerves, constant current stimulators are most suitable, and for
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 intracranial stimulation, constant voltage stimulators are most suitable. (The choice of stimulator type is discussed in detail in Chap. 18).
 
 Magnetic Stimulation of Nervous Tissue Magnetic stimulation is used to stimulate peripheral nerves or CNS structures, such as the cerebral cortex (transcranial magnetic stimulation, TMS). Magnetic stimulation involves applying an impulse or a train of impulses of a strong magnetic field to the structure in question and is accomplished by placing a coil through which a strong electrical current is passed over the structure that is to be stimulated. It is not the magnetic field that causes the activation of neural tissue, but rather the induced electrical current. Magnetic stimulation has advantages over electrical stimulation in that it can activate nerve and brain tissue noninvasively (extracranial) and without causing any pain. Disadvantages, such as the equipment being bulky, difficulties of generating trains of impulses, and effect on metallic objects nearby, has almost eliminated its use in the operating room.
 
 Display of Results Modern equipment offers a wealth of different ways of displaying evoked potentials, such as “water fall” or “stack” displays, that show successive records stacked on top of each other. Various forms of trend analysis, such as the change in amplitude and latency of specified components, are also often included in commercially available equipment. However, probably the most useful way of displaying evoked potentials is a single curve that is superimposed on a similar recording obtained at the beginning of the operation (baseline). It is practical to use auto-scaling of the recorded potentials so that the averaged potentials can be viewed on a full screen in order to detect changes in the amplitudes of the evoked potentials. When auto-scaling is used, the amplitude must be displayed numerically on the screen so that the amplitude of the baseline
 
 recording can be compared with the amplitudes of the averaged potentials that are recorded during the operation. (Using autoscaling makes the waveform of the recorded potentials appear on the screen as if it always had the same amplitude.)
 
 Recording of Near-Field Potentials Near-field potentials can almost always be recorded from muscles and peripheral nerves while near-field potentials from the central nervous system can only be recorded intraoperatively in special situations. Therefore, evoked potentials from the central nervous system are normally recorded at a distance from the sources, thus “far-field” potentials.
 
 Recording from Muscles Recording of electromyographic potentials is now the most common way of recording responses from muscles, although other methods that make use of the measurements of movement of muscles have also been in use (2–5). Recordings of EMG potentials provide accurate information about which muscle is being activated, and such recordings make it possible to detect muscle contractions that are too small to be detected visually. EMG potential recordings also offer a quantitative way to assess not only if a specific muscle is activated or not, but it also assesses the degree to which the muscle is activated. EMG recordings permit accurate measurement of latencies, thus, making it possible to determine neural conduction velocities (and particular, changes in neural conduction velocity) during an operation. EMG recordings thereby make it possible to assess neural conduction in motor nerves and to detect conduction blocks in portions of nerves. Continuous monitoring of neural activity in motor nerves by recording EMG activity from muscles innervated by both spinal and cranial motor nerves is useful for detecting the effects of surgical manipulations of motor nerves. Monitoring of EMG activity can also detect
 
 Chapter 4  Practical Aspects of Recording Evoked Activity muscle activity elicited by mechanical stimulation of motor nerves and neural activity that may occur as a result of injury to the respective motor nerve. Detection of such mechanicallyevoked EMG activity or activity caused by injury makes it possible to alert the surgeon so that the particular manipulation can be stopped. Such information can also help to avoid a similar injury in the remaining course of the operation and in future operations. Making the recorded EMG activity audible is important because it can relate information about manipulations of motor nerves to the surgeon directly. The character of the sounds that EMG signals emit provides important information about the nature of the effects of surgical manipulations on the function of the motor nerve. Listening to the EMG sounds helps distinguish between severe injury and benign stimulation of a motor nerve. Making the muscle responses audible can alert the neurophysiologist without the necessity of continuously monitoring a computer screen, and it makes it possible for the surgeon to hear the continuous muscle activity that often results from surgical manipulation of a motor nerve (such as the facial nerve), which may indicate that the manipulation is causing injury to the nerve. Making EMG activity audible provides rapid feed-back to the surgeon about surgical manipulation that may be harmful to a nerve. Rapid feedback to the surgeon is also important when mapping the surgical field with an electrical stimulating handheld electrode to determine where a motor nerve is located. Such mapping of the surgical field is important when removing tumors that adhere to a motor nerve. It may be even more important for finding regions of a tumor that do not contain a motor nerve so that the tumor can be removed safely one section after another without the fear of injuring a nerve. Some commercial equipment have the option of allowing the EMG signal to trigger a tone signal intended to warn that the amplitude of the EMG potentials has exceeded some preset value. However, the unprocessed EMG signal contains much information that such
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 tone signals cannot communicate. Having EMG activity trigger tone signals may also be confusing because other equipment in the operating room often generates similar “beeps,” and it may be difficult to distinguish EMG-elicited “beeps” from that of equipment such as that used by the anesthesia team. Electrodes that are used for recording EMG potentials from superficial muscles may be needle electrodes, wire hook electrodes, or surface electrodes. Needle electrodes or wire hook electrodes tend to provide more stable recordings over a longer time than surface electrodes. Needle electrodes can be placed more precisely than surface electrodes, and needle electrodes can reach muscles that are located beneath the body surface such as, for example, the extraocular muscles (Chap. 11).
 
 Monitoring the Function of Peripheral Nerves In the operating room, the most common way of monitoring the function of peripheral nerves involves electrical stimulation of the nerves and recording of the CAPs from the nerves in question. Needle electrodes are suitable for both purposes. When recording from nerves that are surgically exposed, other kinds of stimulating and recording electrodes may be used (see Chap. 13). Recordings from Fiber Tracts, Nuclei, and the Cerebral Cortex For intraoperative monitoring, near-field potentials have been recorded from the intracranial portion of the auditory nerve, the cochlear nucleus, the cerebral cortex, and from the surface of the spinal cord to record from the corticospinal tract. Such recordings can be made by placing a single electrode on the structure in question, which allows the recording of evoked potentials from specific portions of the nervous system without including the recordings of potentials from other parts of that same system that may also respond to the stimulus. Using bipolar recording electrodes provides more spatial specificity than using monopolar recording electrodes. However, it is not always practical
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 or possible to place a bipolar recording electrode on the structure from which recording is to be made. Electrodes for intracranial stimulation and recording are placed by the surgeon, and the tasks of the monitoring team are, therefore, reduced to make sure that electrodes are available and transferred to the sterile field at the time they are to be placed by the surgeon and that the recording electrode is properly connected to the amplifier via the electrode box. Although the electrodes and a part of their connecting wires are located within the sterile field, the electrode box that is used to connect the electrodes to the amplifier is outside the sterile field. The wires connecting the intracranial electrodes to the electrode box must be carried in and out of the sterile field in a safe way. It is important that the wires are secured well so that the intracranial electrodes cannot be disengaged from the wound by an accidental pull of the wires that connect them to their respective electronic equipment. The parts of these electrodes that have been in contact with the patient must be discarded, but all other parts may be cleaned carefully at the end of the operation and sterilized (gas) before being used again.
 
 Recording of Far-Field Potentials Far-field evoked potentials are recorded from electrodes placed on the surface of the body. Sensory evoked potentials, such as ABR and SSEP, are commonly recorded modalities for intraoperative monitoring, while VEP are monitored in fewer operations. Such potentials typically contain responses from many different sources, which make interpretation more difficult than near-field potentials. Of practical importance is the fact that far-field potentials have a much smaller amplitude than near-field potentials; more important, however, is that the amplitude is often smaller than that of the background activity, thus a low SNR. This requires the use of signal processing methods,
 
 such as signal averaging and filtering, to increase the SNR sufficiently to make it possible to interpret the recorded potentials (Chap. 18).
 
 Placement of Recording Electrodes The interpretation of far-field evoked potentials depends on the electrode placement. Far-field sensory evoked potentials are traditionally recorded differentially from two electrodes that both record the evoked potentials in question, although to a different degree; these kinds of recordings contribute to the difficulties in interpreting sensory evoked far-field potentials. Interpretation of far-field sensory evoked potentials are also complicated by the fact that several neural generators contribute to the response, and some of these components may overlap in time. Electrodes placed at different locations on the scalp record the various components differently, not only because of the different distances to the individual sources, but also more so because of the orientation of the dipoles of these sources. These matters are discussed in more detail in Chaps. 6, 7, and 8. A few investigators have used electrode placement where the evoked potential that is recorded with one of the two electrodes is negligible (noncephalic reference). Recorded in this way, sensory evoked potentials are easier to interpret. It is practical to always use the same electrode montage for a particular type of monitoring.
 
 Electrical Interference One of the greatest differences between recording neuroelectric potentials in the operating room and the clinical physiology laboratory is the presence of many sources of electrical and magnetic interference in the operating room. Some forms of such electrical interferences can be reduced with appropriate measures while other kinds of interference cannot be reduced so their effect on recordings of electrical potentials from the nervous system and muscles must be reduced by other means, such as signal averaging and filtering (see Chap. 17).
 
 Chapter 4  Practical Aspects of Recording Evoked Activity There are two main kinds of electrical interference that appear in an operating room. One kind is always present in a specific operating room while the other kind occurs only occasionally.
 
 Continuous Electrical Interference Continuous interference signals should be reduced as much as possible at the source and should be done well in advance of doing actual intraoperative monitoring. Ideally, the operating room should be examined when it is not in use and without any time constraints, such as late afternoon the day before monitoring is scheduled in an operating room in which the monitoring team does not have the experience of monitoring (as described in Chap. 17). Interference that Appears Intermittently During an Operation Interference that can appear suddenly during an operation must be dealt with promptly. Its source must be identified and the interference eliminated with as short a delay as possible because monitoring cannot be done while the interference exist. The operation is not going to stop and that means that the patient does not have the protection of intraoperative monitoring until the interference is eliminated and recordings resume. Intermittent interference may be caused by any one of the numerous pieces of equipment used by the anesthesia team. For example, switching on a blood warmer that had not been used previously in the operation can generate interference. Another example of intermittent interference during the course of an operation is biological interference. Intraoperative monitoring of neuroelectric potentials involves the level of anesthesia of the patient, which may vary during an operation and can fall so low that spontaneous muscle contractions occur. Such muscle contractions cause interference in the recorded neuroelectric potentials if the EMG potentials are picked up by the electrodes used to record the evoked potentials. If intraoperative monitoring is going to be successful, it is necessary to identify the sources
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 and the natures of interferences within a very short time. It is, therefore, important that the neurophysiologist observe not only the averaged potentials, but also directly observe the recorded potentials continuously, and that he/ she be able to distinguish between external electrical interference and interference that is of a biological origin, such as muscle activity. Promptly remedying problems related to suddenly appearing interference is one of the most challenging tasks of a monitoring team. It is important that the person who does the neurophysiological monitoring has enough experience to be able to quickly identify the source of the interference. The use of electrocoagulation is an example of a strong intermittent kind of electrical interference that in most cases makes it impossible to do recordings of neuroelectric potentials. It cannot be avoided, and the only way to reduce its effect is to exclude recordings when electrocoagulation is done. The fact that the electrical interference almost invariably exceeds the dynamic range of the amplifiers used to record sensory evoked potentials may make it necessary to take special precautions in addition to the normally used artifact rejection options that are included in equipment to be used in the operating room (Chap. 17).
 
 How to Achieve Optimal Recordings Several factors affect the time it takes to obtain an interpretable record and there are many ways to shorten the time needed to obtain an interpretable recording of sensory evoked potentials and other small amplitude evoked potentials. The following list summarizes the factors that are important for obtaining a clean interpretable record in as short a time as possible: 1. Decrease the electrical interference that reaches the recording electrodes. 2. Use optimal stimulus repetition rate. 3. Use optimal stimulus strength.
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 4. Use optimal filtering of the recorded potentials. 5. Use optimal placement of recording electrodes. 6. Use quality control that does not require replicating records.
 
 Decrease the Electrical Interference that Reaches the Recording Electrodes Electrical interference increases the time it takes to obtain an interpretable recording of sensory evoked potentials, and it can influence many other kinds of recordings. The background signal noise can be electrical interference and/or biological signals, such as EMG potentials, from nearby muscles. Also, ongoing brain activity (electroencephalographic, EEG activity) is a source of interference that can obscure evoked potentials when recording from electrodes placed on the head. Reducing electrical interference that reaches the recording amplifiers is, therefore, very important, especially when monitoring sensory evoked potentials. There are many sources of such interference in the modern operating room. Sources of interference and ways to reduce the effect of electrical interference on the recordings that are done for monitoring sensory systems and other kinds of recordings are discussed in detail in Chap. 17. Selection of Stimulus and Recording Parameters Optimizing stimulation, the selection of optimal recording parameters, and the reduction of electrical interference are all factors that can increase the SNR of the recorded responses and, thereby, shorten the time it takes to obtain an interpretable record when signal averaging is used such as for the recording of far-field sensory evoked potentials. However, these factors have received less attention than deserved. We discuss how to select the optimal stimulus and recording parameters in the chapters that cover monitoring of the different sensory systems (Chaps. 6, 7, and 8).
 
 Optimal Processing of Recorded Responses It would be ideal to be able to record responses that are clearly discernable from that of the background signal noise that always exists in recordings taken in the operating room so that the responses may be interpreted directly when recorded. Normally though, special processing of the recorded responses, such as signal averaging and/or appropriate filtering, must be performed in order to obtain an interpretable record. These matters are discussed in Chap. 18. The equipment should be set up according to such requirements, and appropriate parameters for amplification and filtering should be selected and set before the placement of electrodes on the patient. Optimal Placement of Recording Electrodes The amplitude of the recorded responses depends on the placement of the recording electrodes. Since it is not the level of the background noise that is important, but rather the ratio between the amplitude of the signal and the noise (SNR) that is important, the improvement of recorded evoked potentials, such as far-field sensory evoked potentials, can be achieved by increasing the amplitude of the recorded potentials. It is, therefore, important to use the optimal placement of the recording electrodes. Quality Control of Evoked Potentials Quality control of evoked potentials is performed in the clinical laboratory by repeating the recording to see if it replicates. This obviously implies doubling of the recording time, and since it is important to obtain an interpretable record as soon as possible when evoked potentials are used in intraoperative monitoring, other methods for quality control that do not require extra recording time have been described. These matters are discussed in Chap. 18. In general, it is important that the recording strategy is planned ahead of the time when the operation begins and that recording and stimulation parameters are set before the patient is brought into the operating room. Baseline recording, of ABR, SSEP, or VEP should be
 
 Chapter 4  Practical Aspects of Recording Evoked Activity made after the patient is anesthetized, but before the operation begins, and it is best done while the sterile drape is being placed, but before the use of electrocautery starts.
 
 Reliability of Intraoperative Monitoring Another important difference between p erforming neurophysiological recordings in the clinical neurophysiological laboratory and in the operating room is that in the clinic, there is always time to replace an electrode that has slipped off or to repair or replace a piece of equipment if it fails to function, and if this is not possible within a reasonable time, the patient can usually be rescheduled for the test, or there could be another test room available where the test can be performed. No such possibility exists during intraoperative neurophysiological monitoring; if some equipment malfunctions, it either has to be fixed within a very short time or the operation continues without the aid of intraoperative neurophysiological monitoring. The most common problem of this type is that one or more of the electrodes used for the monitoring may stop functioning (having a high resistance). Also, the breakdown of any part of the electronic equipment used for monitoring may make it impossible to complete the intraoperative monitoring. In addition, in the operating room the sudden appearance of electrical interference, the cause of which cannot be ascertained, results in the neurophysiologist having to stop the intraoperative monitoring, whereas in the clinical laboratory such an occurrence almost never occurs because electrical interference from other equipment is not a factor. Since any one of these problems may make continued monitoring in the operating room more difficult or impossible, it is very important that the person who is actually performing
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 the monitoring (neurophysiologist) be prepared for a variety of problems and knows beforehand how to solve each problem. In the clinic, a technician can be called, but in the operating room there is no time for waiting on a technician to arrive. The person who is responsible for intraoperative neurophysiological monitoring must have sufficient experience and knowledge to be able to identify sources of electrical interference and to locate malfunctioning electrodes or equipment and solve the problem. Naturally, the highest quality electronic equipment provides the most reliable service, but it is important that backup electronic equipment be available for use within a very short time. Having spare cables and electrodes available in the operating room is important, and it is wise to have redundant electrodes placed on the patient where manipulation during the operation may occur. A common factor for all such problems is that they appear when not expected.
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 Part II
 
 Sensory Systems
 
 Chapter 5 Anatomy and Physiology of Sensory Systems Chapter 6 Monitoring Somatosensory Evoked Potentials Chapter 7 Monitoring Auditory Evoked Potentials Chapter 8 Monitoring Visual Evoked Potentials Understanding the anatomy and physiology of sensory systems is a prerequisite for understanding the changes in recorded responses from sensory systems that may occur as a result of surgical manipulation. Without understanding the anatomy of the systems that are being tested during various kinds of operations and their normal physiology, it is not possible to evaluate changes that may occur during operations and relate such recordings to the potential risk of permanent postoperative deficits. The auditory and the somatosensory systems are the sensory systems that are most often monitored intraoperatively, while the visual system is monitored in operations to a lesser degree. The other sensory systems (olfaction and taste) have not been the object of intraoperative monitoring. In addition to describing the anatomy and physiology of sensory systems (Chap. 5), this section also includes chapters that explain the technique of monitoring both far- and near-field sensory evoked potentials. Specifically, the technique of monitoring somatosensory evoked potentials (SSEP) (Chap. 6), auditory brainstem responses (ABR) (Chap. 7), and visual evoked potentials (VEP) (Chap. 8) are described.
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 Anatomy and Physiology of Sensory Systems Introduction The Somatosensory System Sensory Receptors Ascending Somatosensory Pathways Electrical Potentials Generated by the Somatosensory Nervous System Neural Generators of the SSEP The Auditory System The Ear The Cochlea Auditory Nervous System Descending Auditory Nervous System Electrical Potentials from the Auditory Nervous System The Visual System The Eye Ascending Visual Pathways Visual Evoked Potentials
 
 the  somatosensory system. A second type of sensory activation, exteroception, is concerned with events from outside the body such as touch, vibration, heat, and cold. Hearing, vision, taste, and olfaction are also senses of events from outside the body, thus, they too are included as sensations of exteroception. When the stimuli for these senses exceed the threshold for activation, they almost always cause awareness. Proprioception, such as that which occurs in the somatosensory system, can take place without creating any awareness, or it can cause awareness, for example, of the position of a limb. Conscious proprioception provides information about orientation of the body, movements of limbs, etc. The unconscious proprioception provides feedback to the motor
 
 Introduction The receptors and the nervous system of our five sensory systems report events that occur outside the body to the brain as well as events that occur inside the body. Some of these events create conscious awareness while others do not. Some of the activation of sensory systems produces conscious awareness, whereas other sensory activation occurs without producing any awareness. Sensory information from the body itself is known as unconscious proprioception, and this kind of sensory activation occurs in From: Intraoperative Neurophysiological Monitoring: Third Edition, By A.R. Møller, DOI 10.1007/978-1-4419-7436-5_5, © Springer Science+Business Media, LLC 2011
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 system from receptors in muscles, tendons, and joints. This part of the somatosensory system is essential for controlling movements, and the loss of such feedback causes serious movement faults. Unconscious proprioception might be regarded as a part of the motor system rather than a part of the somatosensory system. The somatosensory system is, therefore, closely associated with the motor system. Monitoring the sensory system is an important part of intraoperative monitoring. Knowing the anatomy and physiology of sensory systems is essential for being able to deliver highquality intraoperative monitoring. Of our five sensory systems, the somatosensory system is probably the most important from a monitoring point of view because of its association with the motor system. It is monitored in many kinds of operations on the spine and the spinal cord. It is also monitored in aneurysm surgery associated with the middle cerebral artery. The reason that hearing is monitored is often for reducing the risk of injury to the auditory nerve, but it also plays a role for monitoring the general condition of the brainstem. Monitoring of the visual system is performed only in a few operations, such as those to resect pituitary tumors. Intraoperative monitoring of taste and olfaction has not been described.
 
 The Somatosensory System Intraoperative monitoring of somatosensory evoked potentials (SSEP) has mainly been employed in operations on the spine and the spinal cord such as operations that include fixation with instrumentation after trauma, corrective operations (for instance, scoliosis), and other operations on the spine where the spinal cord may be at risk due to surgical manipulation. Monitoring of SSEP is also essential in operations on the spinal cord, such as resection of spinal tumors, tethered cord syndrome (tissue attachment of the cord), and for syringomyelia (a cyst in the spinal cord). The spinal cord can also be at risk of being damaged in
 
 operations that affect its blood supply, which pose risks to the spinal cord from ischemia, such as in operations for aorta aneurysms. Compromised blood supply to the part of the spinal cord that generates the SSEP (mainly the dorsal part) can be detected by monitoring SSEP. Ischemia to parts of the brain that is involved in the generation of SSEP can also be detected by monitoring SSEP. The somatosensory system includes the sense of touch, vibration, heat, cold, and pain, and not to forget, unconscious and conscious proprioception from muscles, tendons, and joints. This part of the somatosensory system is essential for normal motor function, which depends on proper feedback provided by the proprioceptive system. This part of this chapter describes the anatomy and physiology of the somatosensory system that is important as a basis for intraoperative recordings of SSEP for monitoring the integrity of the somatosensory nervous system.
 
 Sensory Receptors The normal input to the somatosensory system is mechanical stimulation of receptors in the skin, muscles, tendons, and joints. This means that the somatosensory system has input from receptors that sense both external (exteroception) and internal events (proprioception). Exteroception that the somatosensory system receives is mediated by receptors in the skin that are sensitive to touch, vibration, and warm and cool temperatures. The different types of receptors that provide the input to the somatosensory system respond to different forms of mechanical stimulation. Receptors in the skin respond to touch, vibration, and temperature (warmth and cold), and nociceptors respond to painful stimuli including hot and cold. Receptors in muscles provide unconscious proprioception and respond to the length of the muscles. Receptors in tendons measure the stretch of tendons, and receptors in joints are sensitive to pressure. Receptors in internal organs, such as the intestines, are sensitive to stretching and chemicals such as those associated with ischemia.
 
 Chapter 5  Anatomy and Physiology of Sensory Systems The particular aspects of the receptors that provide the input to the somatosensory system are of minor importance for intraoperative monitoring where electrical stimulation of sensory nerves is the common way of stimulation. For a detailed description of sensory receptors, see for example Møller 2003, (1).
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 Ascending Somatosensory Pathways The peripheral nerve fibers that receive input from sensory receptors of the body enter the dorsal horn of the spinal cord as dorsal roots (Fig.  5.1) and ascend in the dorsal column of the spinal cord on the ipsilateral side to terminate in cells in the dorsal column nuclei
 
 Figure 5.1:  (a) Different types of sensory nerve fibers terminating on cells in the different lamina of the horn of the spinal cord (Rexed’s classification (2)). (b) Anatomical localization of ascending tracts in the spinal cord. Based on Brodal 2004 (74). (c) Illustration of how dorsal root sensory fibers send ascending and descending branches to two adjacent segments of the spinal cord.
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 Figure 5.2:  (a) Schematic diagram showing the neural pathway of the portion of the somatosensory system that travels in the dorsal column. GN gracilis nucleus, CN cuneate nucleus, Pl-VN Posteriolateral ventral nucleus of the thalamus, ML middle lemniscus. (Reprinted from (75)). (b) Schematic diagram showing the anatomical locations of the main components of the ascending somatosensory pathways (Reprinted from (1) with permission from Elsevier). (Fig.  5.2). The cell bodies of these fibers are located in the dorsal root ganglia (DRG). (Sensory receptors of the head are innervated by cranial nerves.) Several types of nerve fibers mediate sensory information to the spinal cord. Low threshold cutaneous receptors are innervated by Ab fibers (6–12  mm diameter) with conduction velocities between 30 and 70 m/s. Proprioceptive fibers from muscle spindles, tendon organs, and receptors monitoring joint movements are large (Aa) fibers, but pain fibers are the smallest myelinated fibers (Ad). Unmyelinated fibers (C fibers) also mediate pain.
 
 The spinal horn has been divided into laminae (2). The dorsal roots of sensory nerve fibers enter the spinal cord, and some make synaptic contact with cells in different laminae of the dorsal horn of the spinal cord (Fig.  5.2A), whereas other fibers that travel in the dorsal column reach the dorsal column nuclei located in the lower medulla. The dorsal roots that enter the spinal cord branch several times, and the different branches make synaptic contact with cells in different parts of the dorsal horn of the segment on which they enter as well as on several adjacent segments. Some branches ascend uninterrupted on the same side of the spinal
 
 Chapter 5  Anatomy and Physiology of Sensory Systems cord as they entered to form the dorsal column, and these axons make synaptic contact with cells in the dorsal column nuclei (Fig.  5.1). Some small, myelinated fibers that mediate pain (Ad fibers) terminate on cells in lamina I and IV of the dorsal horn, and the axons of these cells cross the midline and ascend on the opposite side of the spinal cord as the spinothalamic tracts to reach the thalamus (Fig. 5.1B). Dorsal Root Fiber Collaterals.  The sensory nerve fibers that enter a segment of the spinal cord send collateral fibers to several adjacent segments (Fig. 5.1C), where they can activate cells in the dorsal horns of these segments. Fig. 5.1C only shows three adjacent segments of the spinal cord, one above and one below the segment, where the dorsal root enters, but there is anatomical evidence that these branches continue up and down the spinal cord to several more segments (3). The efficacy of the synapses that connect these fibers to cells decreases with the distance from the segment where the nerve fibers enter the spinal cord, but the efficacy can change as a result of the activation of neural plasticity. The branches that terminate on cells in the first few of the neighboring segments can normally activate cells in the dorsal horn, while the branches that terminate on cells in segments that are more distant cannot normally activate cells because of insufficient synaptic efficacy. The efficacy of the synapses that connect these collaterals to cells in the dorsal horns gradually decreases with the distance from the segment where the dorsal root enters. The synapses that normally are “dormant” can be “unmasked” when neural plasticity is activated. This may occur when the dorsal root that enters a segment is severed or when the input is otherwise reduced. Such increased synaptic efficacy caused by injury and subsequent lack of input to the segment to which the dorsal root was damaged occurs as a result of the activation of neural plasticity (4). This means that injury to a sensory nerve can have widespread effect on the excitability of dorsal horn neurons and cause an abnormal
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 spread of sensory activity to more segments of the spinal cord than what normally occurs. This is one reason for the complex reactions that often occur from damage of a single dorsal root or a peripheral nerve. Dorsal Column System.  The dorsal column is entirely an anatomical structure with many kinds of nerve fibers, not a single tract. The majority of fibers are primary afferents and collaterals of primary afferents from sensory receptors. These first-order nerve fibers that receive input from receptors in the skin and muscles enter the dorsal horn of the spinal cord and ascend in the dorsal column (posterior funiculus consisting of the cuneate and gracilis funiculi) of the spinal cord on the ipsilateral side to terminate in cells in the dorsal column nuclei (Fig. 5.3). The dorsal column has two parts, the funiculus cuneatus and the funiculus gracilis. The fibers of these two parts terminate on cells in the cuneate and gracilis nuclei, respectively. In addition, the dorsal column contains ascending fibers that originate in cell bodies of the dorsal horn of the spinal cord. These constitute what is known as the second order dorsal column pathway. The fibers of the dorsal column that originate in the upper portion of the body (thoracic and cervical segments) terminate in the neurons of the cuneate nucleus, while some of the nerve fibers that innervate receptors of the lower body terminate in the gracilis nucleus of the dorsal column nuclei. The fibers of the second order dorsal column pathway mainly originate from cells in lamina IV of the spinal horn in the cervical enlargement of the spinal cord and from cells in lamina V and VI in the lumbosacral cord. Many of the fibers in the second order pathways are activated by receptors in joint and muscle receptors (5). The primary afferents of the dorsal column system mediate fine touch (from skin receptors) and unconscious proprioception (from muscle spindles and tendon organs) from the upper and lower limbs, respectively. The cuneate nucleus also relays impulses from
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 Figure 5.3:  Simplified diagram of the most important ascending pathways of the somatosensory system. slowly adapting receptors in muscles also from the lower body, and there are indications that damage to the dorsal column system may impair movement control. The nucleus cuneatus and the nucleus gracilis, together known as the dorsal column nuclei, are located in the caudal portion of the medulla. The nucleus Z is located slightly rostral and medial to the dorsal column nuclei. Nucleus Z receives proprioceptive fibers from the lower body and low threshold skin receptors (6). It is
 
 assumed to be mainly involved in unconscious proprioception. Fibers that leave the dorsal column nuclei and the nucleus Z cross over to the other side of the medulla and ascend to form the medial lemniscus. The medial lemniscus ascends in the brainstem, first near the midline and later, more laterally, to terminate in the somatosensory nuclei (the ventral posterior lateral (VPL) nucleus, also known as the ventrobasal (VB) thalamus comprising the VPL and ventral
 
 Chapter 5  Anatomy and Physiology of Sensory Systems posterior medial (VPM) nuclei, Fig. 5.2) of the thalamus, which is the second main relay nucleus of the somatosensory system. It is mainly the dorsal column that is monitored when using SSEP; (see Chap. 6). This difference between the ascending pathways of the somatosensory system of the lower and upper body has important implications for the interpretation of the SSEP recorded in response to electrical stimulation of peripheral nerves of the lower limbs (peroneal or posterior tibial nerves) as well as when dermatomal stimulation is used, as we shall discuss later in this chapter. (When dermatomes of the lower body are stimulated electrically to elicit SSEP, it is probably mainly skin receptors that are activated, and such neural activity probably mainly travels in the dorsal column system; (see Chap. 6)).
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 capsule and disburse over the somatosensory cortex (postcentral gyrus of the parietal cortex) in a somatotopic fashion, with the legs represented closest to the midline, followed in the lateral direction by the representation of the trunk, forearm, and hand (Fig. 5.4). Neurons in the primary cortex send axons to the secondary somatosensory cortex and to association cortices. Secondary somatosensory cortices occupy large parts of the somatosensory cortical areas (for details see (1)). The primary somatosensory cortex also receives unconscious proprioceptive input, and evoked potentials have been recorded in response to electrical stimulation of deep tissue such as joints. Single cell recordings have confirmed that tracts that carry unconscious proprioception indeed project to cells in areas of the primary somatosensory cortex that are different from
 
 Some of the fibers of the second order pathway terminate in the dorsal column nuclei and some terminate in nucleus Z in the cat and the external cuneate nucleus of the monkey. These fibers mediate proprioception that does not cause awareness such as information from muscle spindles and joint receptors (proprioception) in the lower body. These fibers travel ipsilaterally in the lateral fasciculi of the spinal cord and terminate in the nucleus Z, which is located more medially and rostral to the nucleus gracilis (6). Fibers that leave nucleus Z cross the midline and join the medial lemniscus. Nucleus Z of the cat medulla has been shown to act as a relay between the spinal cord and the ventral lateral (VL) nucleus of the motor thalamus (6). In one study, the authors presented evidence that group I muscle afferents from the hind limbs in the cat enter the dorsal lateral fasciculi at the L3 level and terminate in nucleus Z (7). Tracey (1982) (5) showed that in the cat and the monkey, the fast-conducting group I muscle afferents from the lower limbs are likely to transverse the posterolateral funiculus.
 
 Organization of the Somatosensory Cortex.  The primary somatosensory cortex receives its input from the VPL nuclei of the thalamus as third-order neurons. These neurons travel in the posterior limb of the internal
 
 Figure  5.4:   Somatotopic organization (homunculus) of the body surface on the somatosensory cortex by Penfield and coworkers (Reprinted from (76)).
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 those that receive conscious somatosensory input, such as from cutaneous receptors (8). In  primates, it is area 2 (Brodmann’s area, see Appendix A) of the primary somatosensory cortex that receives proprioceptive input (9). Humans may be assumed to have a similar organization. The secondary cortex has been the target of attempts to modulate pain and tinnitus, and its connections may, therefore, become directly important for intraoperative monitoring where proper localization of the placement of recording electrodes may be facilitated by intraoperative recordings. Neurons in the S2 cortical region receive input from S1 and bilateral input from the thalamus. S2 neurons are topographically organized with the homunculus of the body surface similar to S1. These neurons also receive input from cells in the VB nuclei of the thalamus. There are also connections from S1 and S2 to the insular cortex. Neurons in area 5, located in proximity to area 2, receive input from proprioceptors, such as muscle spindles and joint receptors, through input from the lateral posterior nucleus and the anterior nucleus of the pulvinar of the thalamus and corticocortical input from area 3a (5). Neurons in S2 also receive input from the anterior lateral system (thus pain information, see below) (Fig. 5.5).
 
 Anterior Lateral System.  Temperature and pain information travel in the anterior lateral system consisting of the spinothalamic tract, the spinomesencephalic tract, and the spinoreticular tract. The spinothalamic tract is the largest and probably the most important of these tracts. The anterior lateral system is concerned with less localized and more general tactile sensation in contrast to the dorsal column system, which communicates fine touch and has an almost 1:1 synaptic ratio, which provides for much more precise localization and discrimination. The lateral and anterior spinothalamic tracts terminate on cells in the dorsal and medial thalamic (VPL) nuclei. The axons of these cells terminate in the secondary somatosensory cortex and association cortices (1). The anterior lateral system has great clinical importance, but intraoperative monitoring of this system has not been described (Fig. 5.6). Anterior and Posterior Spinocerebellar System.  The third ascending system consists of the anterior and the posterior spinocerebellar tracts (Figs. 5.2 and 5.3). This system furnishes unconscious proprioception and provides important feedback to the motor system, but it is not monitored intraoperatively either. The spinocerebellar tract may be regarded as belonging more to the motor system than to
 
 Figure  5.5:  Somatosensory cortices, SI and SII (Reprinted from (74) with permission from Oxford University Press).
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 Figure 5.6:  Illustration of the termination of the Ab, Ad fibers, and C fibers in the dorsal horn and their ascending connections that carry innocuous information to the dorsal column nuclei and pain pathways (spinothalamic tract). DRG Dorsal root ganglion. Lamina II is also known as substantia gelantinosa. sensory systems. Both the anterior and posterior spinoreticular tracts receive their input not only from receptors in muscles (muscle spindles), tendons, and joints, but also from skin receptors. The fibers travel in peripheral nerves and enter the spinal cord as dorsal root fibers that terminate on cells in the central part of the spinal horn. The axons of these cells travel on both sides of the spinal cord and reach cells in the cerebellum without interruption. Collateral from the fibers in this tract reach nucleus Z of Brodal and Pompeiano (7) and terminate on its cells. These cells send axons to the thalamus where they terminate in the VPL. The Trigeminal System.  Tactile information from the face is mediated by the trigeminal system. The cell bodies of the trigeminal nerve (fifth cranial nerve) are located in the trigeminal ganglion (ganglion of Gasser or semilunar ganglion) where the trigeminal nerve central branches enter the sensory trigeminal nucleus that extends from the midbrain to the upper part of the spinal cord (Fig.  5.7). The ascending fibers from that nucleus join the medial lemniscus
 
 on the contralateral side and extend to the thalamic nucleus (medial portion of the ventral posterior nucleus, VPN). The fibers from the VPN project to the somatosensory cortex (postcentral gyrus) lateral to the homunculus projection of the hand (Fig.  5.4). The rostral portion of the trigeminal nucleus is concerned with touch, warmth, and cool sensations, while the most caudal portion, the spinal nucleus of the trigeminal nerve, is mainly concerned with pain and cold and hot sensations. This part of the nucleus is involved in the generation of pain in patients with trigeminal neuralgia. Treatment may involve operations that involve microvascular decompression of the trigeminal nerve or operations where a small cut is made in the nerve. In such operations, it may be useful to map the trigeminal nerve using intraoperative neurophysiology (see Chap. 14).
 
 Electrical Potentials Generated by the Somatosensory Nervous System Recordings of evoked potentials from the somatosensory system play an important role in intraoperative monitoring of the spinal cord
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 Figure 5.7:  Schematic drawings of the pathways through the trigeminal sensory nucleus. The upper part is the sensory part and the lower (shaded) part is mainly involved in processing noxious stimuli (pain processing). RF Reticular formation. (Adapted from (77)). and the brain, and both near-field and far-field potentials are used in various kinds of monitoring of SSEP. In somatosensory system monitoring, peripheral nerves are often stimulated electrically while evoked potentials are recorded from electrodes placed on the scalp. There is a distinction between upper limb SSEP recorded in response to stimulation of the nerves at the wrist and lower limb SSEP stimulation performed at the knee or the foot. Responses from electrodes placed on the skin (dermatomes) are also used in intraoperative monitoring. Practical aspects regarding the monitoring of SSEP are detailed in Chap. 6.
 
 Near-Field Evoked Potentials.  Typical recordings made directly from the surface of the dorsal column nuclei in response to stimulation of the median nerve at the wrist are shown in Fig.  5.8 compared with far-field SSEP recorded from electrodes placed on the vertex and the upper neck in a patient undergoing an operation where the dorsal column nuclei were exposed. It is seen that electrical stimulation of the median nerve gives a large response from the dorsal column nuclei (the cuneate nucleus) with a waveform that is typical for responses from a nucleus with an initial positive–negative potential followed by  a broad negative potential (see Chap. 3).
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 Figure 5.8:  Responses to electrical stimulation by an electrode placed over the median nerve at the wrist. Upper curves: Far-field recordings (vertex-inion) obtained after the patient was anesthetized, but before the operation began (a), during direct recording (b), and during closure (c). Middle curves: Recordings from the surface of the cuneate nucleus using the opposite earlobe as a reference (DC). (Reprinted from (20) with permission from Wolters Kluwer Lippincott Williams & Wilkins).
 
 Figure 5.9:  Recordings are similar to those in Fig. 5.8, but were obtained from the gracilis nucleus in response to electrical stimulation of the peroneal nerve at the knee. As in Fig. 5.8, the top tracings were obtained by recording from electrodes placed on the scalp (vertexinion) before the operation began. (Reprinted from (20) with permission from Wolters Kluwer Lippincott Williams & Wilkins).
 
 The response from the gracilis nucleus to stimulation of the peroneal nerve has a similar waveform, but with longer latencies containing a series of wavelets (Fig. 5.9) that indicate that the neural pathway that is activated is longer than that involved in the response from
 
 stimulation of the median nerve, and that there is a larger variation in fiber diameter. Therefore, the neural activity that arrives at the level of the upper spinal cord is dispersed in time. The stimuli used to evoke the responses shown in Fig. 5.8 and 5.9 were presented at a rate of 20 pps
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 and the recording filters were set at 3–3,000  Hz. Sampling intervals were 160 ms, and each recording had 512 data points. Negativity is shown as an upward deflection. The results were obtained in a patient undergoing microvascular decompression to relieve spasmodic torticollis.
 
 Far-Field Evoked Potentials.  When periph eral nerves, such as the median nerve of the upper limb or the posterior tibial nerves and peroneal nerves of the lower limb, are electrically stimulated for the purpose of recording SSEP, both the dorsal column system and the anterior lateral system are most likely activated, but it is generally assumed that the anterior lateral system is not represented to any noticeable degree in the responses that are recorded, nor is the spinocerebellar tract contributing noticeably to the far-field potentials. Upper Limb SSEP.  SSEP recorded from electrodes placed on the scalp in response to
 
 electrical stimulation of the median nerve at the wrist have a series of peaks and troughs. In recordings of such responses, the negative peaks are labeled with an “N” followed by the normal latency in milliseconds. The positive peaks (or valleys) of the SSEP are usually labeled with a “P” followed by a number that is the normal latency of that peak. The SSEP recorded from electrodes placed on the scalp on the side contralateral to the stimulation, in an awake or lightly anesthetized person, are dominated by potentials that originate in the primary somatosensory cortex. These potentials are communicated through the dorsal column system and have a latency of ~20  ms (N20), but potentials with shorter latencies can also be identified (Fig. 5.10). The waveform as well as the amplitude of the recorded potentials depends on the placement of the recording electrodes. A negative peak with latency of 18 ms
 
 Figure  5.10:  SSEP recorded in response to stimulation of the median nerve at the wrist. (a) Noncephalic reference. (b) Frontal references. NC Noncephalic; P4 and Fz (see 10–20 system, Fig. 6.1). (Reprinted from (12) with the permission from Elsevier).
 
 Chapter 5  Anatomy and Physiology of Sensory Systems (N18) can be recorded from large areas of the scalp on both sides. These negative peaks are preceded by a series of positive peaks (P9, P11, P14, P16) which are best recorded from electrodes that are placed on the neck with a noncephalic reference (for instance, placed on the shoulder), but they can also be recorded from electrodes placed over the parietal region of the scalp and the upper neck (Fig.  5.10). Such electrode placement (contralateral–parietal to the upper dorsal neck) is practical for intraoperative monitoring and yields a clear representation of the P13–16 peaks as well as the N18 and N20 peaks (see also Chaps. 6 and 17 for discussions of various recording techniques). The two main negative peaks – N18 and N20 – are followed by a positive deflection (P22), a large negative peak (N30), and another positive deflection (P45) that is broader than the P22 peak (not seen in Fig. 5.10). The N20, P22, and P45 peaks are localized to the contralateral parietal region (3 cm behind C3 or C4), while the N18 and P14–16 components can be recorded from large regions of the scalp, including that of the contralateral side (Fig. 5.10). Subtracting the recordings from the ipsilateral and the contralateral sides yields more clearly identifiable N20, P22, and P45 peaks. Evoked potentials that are generated by the brachial plexus in response to electrical stimulation of the median nerve may be recorded by placing an electrode at Erb’s point (Erb’s point is found just above the mid-portion of clavicle). These potentials are indicators of the degree of activation of the brachial plexus and are valuable in intraoperative monitoring of SSEP because their presence confirms that the electrical stimulation excites the median nerve. Measuring the difference between the latencies of the different peaks in the SSEP and those of the potentials recorded from Erb’s point eliminates the effect of changes in the conduction time of the median nerve in the arm (due, e.g., to changes in temperature). If the absolute value of the latencies of the various peaks in the SSEP is used, a prolongation in the conduction time of the central portion of the somatosensory pathway cannot be distinguished from a prolongation in the conduction time of the median nerve. Another
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 measure that eliminates the influence of neural conduction in the peripheral (median) nerve, as well as that in the dorsal column, is the frequently used central conduction time (CCT), which is the interval between the P14–16 and the N20 peaks (10) (Fig.  5.11). (Further details on this subject are discussed in Chap. 6). Lower Limb SSEP.  The latencies of the individual components of the lower limb SSEP depend on the height of the individual in whom they are recorded to a much greater extent than what is the case for upper limb SSEP. Large differences in these latencies are seen in children (11). The SSEP elicited by stimulation of the posterior tibial or the peroneal nerves at the knee do not exhibit SSEP peaks as distinct and early as those elicited by median nerve stimulation. Because the nerve tracts involved in lower limb stimulation are much longer than those involved in median nerve stimulation, the latencies of the peaks in the lower limb SSEP are much longer than those of the peaks in the upper limb SSEP. The individual variability of these responses is much greater than the upper limb SSEP, and they are more affected by peripheral nerve neuropathy such as seen with age and diseases such as diabetes. Recording of cortical responses elicited by lower limb stimulation may be performed using electrodes placed on the midline scalp (at Cz) level, or better yet, 3–4 cm posterior to Cz using Fpz or the ipsilateral mastoid as reference (Fig. 5.12). An electrode location 3–4 cm posterior to Cz with a noncephalic reference placed on the upper neck is also often used. When recording potentials that are generated in the upper spinal cord and lower medulla, it may be advantageous to place the reference electrode on the upper neck, similar to that described for recording upper limb SSEP. However, the amplitudes of such early components are small and individually variable. From experience it is known that the earliest peaks in the lower limb SSEP (P17 and P24) can only be recorded reliably from an electrode placed on the lower portion of the body, over the T12
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 Figure 5.11:  Illustration of how the CCT is determined based on recordings of the SSEP with two different electrode placements. The onset of the CCT is defined as the time of the earliest response from the spinal entry of the neural activity; the end is the beginning of the N20 component. (a) Recordings from a contralateral parietal location (behind C3 or C4) using a frontal reference. (b) Recording from a noncephalic (spinal C6) location using the same frontal reference as in (a). (Modified from (22) with permission from Elsevier). vertebra or below the hip (e.g., on a lower limb). Such an arrangement may be difficult to use for intraoperative monitoring because it often results in noisy recordings from electrical interference (11). The response from the popliteal fossa (at the knee) to stimulation of the posterior tibial
 
 Figure 5.12:  SSEP in response to stimulation of the left posterior tibial nerve using various locations for the recording electrodes (a)  Recordings from a frontal location, Fpz. (b)  Recording from a midline position, Pz. A noncephalic reference (on left shoulder) was used in both recordings. (c) The difference between the recording in (a) and the one in (b), mimicking a differential recording between Fpz and Pz. (Reprinted from (22) with the permission from Elsevier). nerve shows the activation of the peripheral nerve that is being stimulated, similar to that which is noted in recordings from Erb’s point in upper limb SSEP. These responses indicate that proper stimulation has been applied to the respective (posterior tibial) nerve.
 
 Neural Generators of the SSEP The SSEP elicited by stimulation of the median nerve (upper limbs) and the peroneal or posterior tibial nerves (lower limbs) are fundamentally different, and the neural generators of  these two types of SSEP are discussed separately.
 
 Chapter 5  Anatomy and Physiology of Sensory Systems Upper Limb SSEP.  Studies of the neural generators of the SSEP confirm that the major contributions to the SSEP recorded from electrodes placed on the scalp originate in the dorsal column system. The short latency evoked potentials, in response to electrical stimulation of the median nerve, are generated by the peripheral nerves, the spinal cord (the dorsal column fibers) and possibly by the medial lemniscus (12–15) while the dorsal column nuclei seems to produce very small far-field potentials (16). Recordings from different locations along the spine have shown that the P9 peak dominates at the spinal C7 level, and it has been concluded that P9 of the scalp-recorded SSEP represents the neural volley that enters the spinal cord from the brachial plexus. Evidence has been presented that the P11 peak is generated in the dorsal horn by neural structures that are not parts of the ascending somatosensory pathway. This is important to consider when the recordings of SSEP are used in intraoperative monitoring; it means that the P11 peak may be preserved, despite the compromise of ascending somatosensory tracts at the level of the foramen magnum. The introduction of the use of a noncephalic reference for recording upper limb SSEP (13, 17) was a major breakthrough in studies of the neural generators of the SSEP studies because it made it possible to identify the early components of the SSEP and enabled investigators to study the origin of these potentials in more detail (12, 13). Some of these studies compared recordings from the scalp with recordings from the ventral side of the spinal cord using a recording electrode that was placed in the esophagus. The origin of the P14–16 peaks is not entirely clear. Some investigators (18) assumed that P14 was generated in the medial lemniscus. These results are supported by work by other investigators, such as Allison and coworkers (19), while yet other investigators have arrived at different interpretations of the origins of these early components. These authors described the peaks as P13–16 peaks, thus assuming that the
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 first of these occurred 1  ms earlier than other investigators. Some investigators (14) found evidence that P13 was generated more peripherally, namely, where the dorsal column passes through the foramen magnum and that P11 was generated by the dorsal root at the spinal C2 level. It has been suggested that what these investigators Lueders et  al. (14) identified as P13 was, in fact, the same peak as identified by the other investigators (the Desmedt group) and labeled P14. The confusion between which peaks were P13 and which were P14 could have been a result of slightly different electrode placements and a small difference in the ways in which recordings were filtered by these two separate groups of investigators. Studies comparing the responses from the exposed surface of the dorsal column nuclei evoked by electrical stimulation of the median nerve in patients undergoing neurosurgical operations, with those recorded from the scalp (SSEP) (20) (Fig.  5.8) recorded simultaneously with the intracranial recordings, indicate that P 14 is most likely generated by the fiber tract that terminates in the cuneate nucleus. Studies in the monkey (16) where the dorsal column nuclei were stimulated electrically and the elicited antidromic activity in the median nerve was recorded have provided accurate determinations of the neural conduction time in the median nerve. These studies indicated that the initial components of the potentials that are recorded from the surface of the dorsal column nuclei reflect ascending activity in the dorsal column (16) and support the assumption that the P14 peak in humans is generated by the termination of the dorsal column fibers on the cells of the cuneate nucleus.
 
 Most studies, however, agree that the dorsal column nuclei themselves contribute little to the far-field potentials possibly because the organization of these nuclei is such that they produce a closed, or nearly closed, electrical field (21) (see Chap. 3). This is similar to the conclusions regarding the neural generators of the auditory brainstem responses (ABR), where the nucleus of the inferior c olliculus was found to produce only a weak far-field response (see page 84).
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 The N18 peak that can be recorded over large regions of the scalp has a different origin than the N20 peak. The N18 is generated by bilateral brainstem structures while the somatosensory cortex generates N20, which is specifically localized contralaterally to the side that is stimulated. The N18 peak is assumed to be the result of excitatory postsynaptic potentials in several nuclei that receive input from the medial lemniscus, such as the superior colliculus (22, 23). (It is important to keep in mind that fibers that constitute tracts such as the fibers of the medial lemniscus have many collaterals that connect to neurons in different parts of the CNS). The N20 peak can only be recorded from a small area of the contralateral parietal scalp, and it is assumed to be generated by the primary somatosensory cortex, where it represents the early response of the input from the thalamus (22). The generators of the components (positive and negative peaks) that follow N20 (P22, N30, and P45) are not known in detail, but the generators of these components are assumed to be higher brain structures that receive input from the primary somatosensory cortex, such as the secondary cortices and perhaps association cortices. There is considerable neural processing in the primary somatosensory cortex, and the result of that processing may contribute to some of the components in the SSEP that have latencies longer than 20  ms. These peaks are more individually variable, and they are more sensitive to anesthesia than earlier peaks, a sign that more synapses are involved. Lower Limb SSEP.  The generators of the lower limb SSEP (elicited by stimulation of the posterior tibial or the common peroneal nerves) have been studied much less comprehensively than the upper limb SSEP (elicited by stimulation of the median nerve). Likewise, the origins of the components of the lower limb SSEP are incompletely known. The N17 peak that can be seen in some recordings is assumed to be generated near the hip joint, and the P24 peak is assumed to be generated at the level of the twelfth thoracic vertebra. The P31 peak is probably generated where the spinal cord passes through the foramen magnum, and together
 
 with the P34 peak, these potentials may correspond to the P14–16 complex of the upper limb SSEP. The P34 peak is thus, assumed to be generated by structures in the brainstem (medial lemniscus), but this peak could also be analogous to the N18 peak of the upper limb SSEP (24) (see Figs.  5.12 and 5.13). The negative deflection (N34) following these positive peaks may be generated in brainstem structures or in the thalamus. The lower limb response elicited by electrical stimulation of the posterior tibial nerve has a main positive peak with a latency of ~40 ms (P40) followed by a large negative peak at a latency of 45 ms (N45). (The exact latency of these peaks depends on the height of the person in question, but there are other causes for the considerable variations seen in lower limb SSEP.) This negative peak is generally assumed to be generated by cortical structures, and it is best recorded with an active electrode at the midline, 3–4  cm behind the Cz (22). A  frontal reference is usually used for such recordings. However, as discussed in Chap. 6, this is not an optimal electrode placement for intraoperative monitoring. One reason that interpretation of the neural generators of the different components of the lower limb SSEP is less certain than for those of the upper limb SSEP is that anatomical structures of the ascending somatosensory pathway from the lower portion of the body are more complex and diverse compared to structures in the upper portion of the body (page 69). The early peaks in the SSEP evoked by lower limb stimulation are less distinct than those evoked by upper limb stimulation because of the greater temporal dispersion of the neural activity that arrives at the brain from the lower portion of the body due to the longer pathway than those of the upper limb SSEP. When nerve fibers have different conduction velocities, the temporal coherence of neural activity decreases along such nerves. Long nerves, therefore, tend to deliver less temporally coherent neural activity to central neural structures than shorter pathways. Since the amplitudes of the various peaks in the far-field response depend on the degree of temporal coherence of the neural activity, such temporal dispersion results in the
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 Figure 5.13:  Response from stimulation of the posterior tibial nerve. Upper trace: Subcortical recording, Fpz-C2S. Lower trace: Cortical response, recorded from Cz-Fpz. peaks becoming broader and of smaller amplitudes compared to similar peaks in systems that have shorter pathways – such as the upper limb SSEP (see also discussion about the effect of temporal dispersion in Chap. 6, Fig. 6.4).
 
 The Auditory System Knowledge about the anatomy and physiology of the auditory system is a prerequisite for understanding not only the normal function of the auditory system, but also for understanding that changes in function may result from surgical manipulations of the auditory nerve and other, more central, structures of the auditory nervous system. This section of this chapter describes the anatomy and physiology of the auditory sys-
 
 tem as applicable to intraoperative monitoring of different kinds of auditory evoked potentials (AEP). Generation of far-field auditory evoked potentials, auditory brainstem responses (ABR), near-field AEP, and compound action potentials (CAP) from the auditory nerve and cochlear nucleus are discussed. The practical aspects of hearing preservation in various types of operations and far-field/near-field recordings of ABR are discussed in detail in Chap. 7.
 
 The Ear The ear consists of the outer ear, the middle ear, and the inner ear (cochlea) where the first processing of sounds occurs and where the sensory receptors are located (Fig. 5.14).
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 Figure 5.14:  Anatomy of the ear. (a) Cross-section of the human ear. (Reprinted from (78)). (b) Schematic drawing of the ear. (Reprinted from (79)). (c) Cross-sectional drawing of the cochlea illustrating the fluid-filled canals and the basilar membrane with hair cells. (Reprinted from (79) with the permission from the Royal Swedish Academy of Science).
 
 Chapter 5  Anatomy and Physiology of Sensory Systems Sound Conduction to the Cochlea.  The middle ear functions as an impedance transformer that facilitates transmission of airborne sound into vibrations of the fluid in the cochlea. This transformer action is the result of a difference between the area of the tympanic membrane and the area of the stapes footplate. The stapes footplate, which is located in the oval window, performs a piston-like, in–out motion that sets the fluid in the cochlea into motion. The middle ear cavity is filled with air and acts as a cushion behind the tympanic membrane. The proper function of the middle ear depends on the air pressure in the middle ear cavity being equal to the ambient pressure (25). This pressure equalization is normally maintained by the opening and closing of the Eustachian tube (Fig.  5.14A), which occurs naturally by the swallowing action. Since anesthetized individuals do not swallow, a negative pressure may build up in the middle ear cavity during anesthesia and that can cause a reduction in sound transmission for low-frequency sounds. Although the effect of such a reduction on the results of intraoperative monitoring of auditory evoked potentials has been discussed, there is no substantial evidence of any noticeable effect on the results of monitoring click-evoked auditory potentials. The reason is likely that negative pressure in the middle ear cavity mainly affects the transmission of low frequencies, and AEP elicited by click sounds mainly depend on the high frequency components of the sounds. The acoustic middle ear reflex that normally reduces the transmission of mainly low frequency sounds through the middle ear is inactivated by the commonly used anesthetics. (For more details about the anatomy and physiology of the middle ear and the acoustic middle ear reflex, refer to books on the physiology of the ear, for instance, (25, 26).)
 
 The Cochlea The cochlea is shaped like a snail shell and has three fluid-filled compartments (scalae), which are separated by the cochlear partition (or basilar membrane) and the Reissner’s membrane (Fig. 5.14c). The cochlea separates sounds
 
 75
 
 according to their spectra, and it transforms each sound into a neural code in the individual fibers of the auditory portion of CN VIII. Another important function of the cochlea is that it compresses the amplitude range of sounds. Frequency Analysis in the Cochlea.  The special micromechanical properties of the basilar membrane are the basis for the frequency analysis that takes place in the cochlea. The basilar membrane is set into vibration by the fluid in the cochlea, which in turn is set into motion by the in-and-out motion of the stapes footplate. The particular properties of the basilar membrane and its surrounding fluid create a motion of the basilar membrane like that of a traveling wave. This traveling wave starts at the base of the cochlea and progresses relatively slowly toward the apex of the cochlea, and at a certain point along the basilar membrane, its amplitude decreases abruptly. The distance that this wave travels before its amplitude decreases is a direct function of the frequency of the sound. A low-frequency sound travels a long distance before being extinguished, while a high-frequency sound gives rise to a wave that only travels a short distance before its amplitude decreases abruptly. Thus, a frequency scale can be topographically mapped along the basilar membrane, with low frequencies at the apex and high frequencies at the base of the cochlea. Each point on the basilar membrane may be regarded as being “tuned” to a specific frequency (Fig.  5.15). The region of the basilar membrane nearest the base is tuned to the highest frequencies, and the frequency to which the membrane is tuned decreases toward the top (apex) of the cochlea. The highest audible frequencies produce maximal vibration amplitude of the basilar membrane near the base of the cochlea. The frequency tuning of the basilar membrane depends on the intensity of the sounds that reach the ear (27, 28). The basilar membrane is more frequency-selective for low intensity sounds than high intensity sounds as revealed by measuring the vibration amplitude
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 Figure  5.15:  Schematic drawing of an ear with the cochlea uncoiled and shown as a straight tube to illustrate the traveling wave. (Reprinted from (80) with the permission of the American Institute of Physics). of a single point of the basilar membrane when tones of different frequencies and different intensities are applied to the ear of an animal (guinea pig) (Fig. 5.16). Sensory Transduction in the Cochlea.  Sensory cells, known as hair cells (because of their hair-like stereocilia), are arranged in rows located along the basilar membrane. There are two types of hair cells – outer and inner – and they are arranged along the basilar membrane as one row of inner hair cells and three to five rows of outer hair cells (Fig.  5.17). The human cochlea has ~30,000 hair cells. The axons of the cochlear portion of CN VIII connect to the two types of hair cells in distinctly different ways: each inner hair cell connects with several axons, while several outer hair cells connect with one nerve fiber (29) (Fig.  5.18) (for details see (25)). About 95% of the nerve fibers of the cochlear nerve connect to inner hair cells, while about 5% of the nerve fibers connect to outer hair cells. The motion of the basilar membrane deflects the hairs on the hair cells – deflection in one direction causes the intracellular potentials of the hair cells to become less negative (depolari-
 
 Figure  5.16:  Frequency tuning of a point on the basilar membrane; the vibration amplitude of a point on the basilar membrane in a guinea pig is shown as a function of frequency. (Modified from (81), which was based on (28) with the permission of the American Institute of Physics). zation), while a deflection in the opposite direction causes hyperpolarization (more positive). The function of inner hair cells and that of outer hair cells is fundamentally different. Thus, while the inner hair cells function as transducers, which allow the motion of the basilar membrane to control the discharges of the individual auditory nerve fibers that connect to these hair cells, the outer hair cells function as “motors” that amplify the motion of the basilar membrane. Unlike the inner hair cells, outer hair
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 thereby exciting the hair cells in that region to a greater extent than they do hair cells in other regions of the basilar membrane. An otoacoustic emission is a sound generated by the cochlea as a result of the active function of the outer hair cells, and it can be measured in the ear canal. The otoacoustic emission is increasingly becoming a valuable clinical test, but it has not yet been found to be of specific use in intraoperative monitoring.
 
 Figure 5.17:  Scanning electron micrograph of hair cells along a small segment of the basilar membrane. IH inner hair cells, OH outer hair cells. (Courtesy of Dr. David Lim). cells, as far as we know, do not participate in communicating information about the motion of the basilar membrane to higher auditory nervous centers. The active motion of the outer hair cells injects energy into the motion of the basilar membrane, and this injected energy compensates for the frictional losses in the basilar membrane that would have dampened the motion of the basilar membrane. Amplification by outer hair cells improves the sensitivity of the ear by about 50 dB, and it increases the frequency selectivity of the basilar membrane considerably, more so for weak sounds than for more intense sounds (see (25)). Since low-frequency sounds give rise to the largest vibration amplitude of the apical portion of the basilar membrane, a low-frequency sound stimulates hair cells located in that region more than it stimulates hair cells in other regions. In a similar way, high-frequency sounds produce the largest vibration amplitude of more basal portions of the basilar membrane,
 
 Electrical Potentials Generated in the Cochlea.  Several different types of electrical potentials can be recorded from the cochlea or in its vicinity as a result of excitation of the hair cells. The cochlear microphonics (CM) potential follows the waveform of a sound closely (hence, its name), and the summating potential (SP) follows the envelope of a sound. Excitation of the auditory nerve is the source of the action potentials (AP), which can best be elicited in response to click sounds or the sharp onset of a tone burst. Although all of these potentials can be evoked by the same sounds, each type responds best to specific types of sounds. Thus, the AP is most prominent in response to transient sounds, while the CM is most prominent in response to a pure tone of low-tomedium high frequency. The SP is most prominent when elicited in response to highfrequency tone bursts. Fig. 5.19 shows how the sharp onset of the tone burst elicits a prominent AP, and the CM from the sinusoidal wave of the tone is seen over the entire duration of the tone. The baseline shift seen during the tone burst is the SP (see (25)). Clinically, these potentials are recorded from the cochlear capsule or the ear canal near the tympanic membrane, and in the clinic they are known as electrocochleographic (ECoG) potentials (for details see (30, 31)). These evoked potentials have gained little use in intraoperative monitoring. Some investigators have suggested that recording ECoG potentials can monitor the function of the auditory nerve, but the most common source of intraoperative damage to the auditory nerve is found in its intracranial
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 Figure  5.18:  Schematic drawing of hair cells located along the basilar membrane with their connections to the ascending fibers of the auditory nerve (solid lines). Also shown are the efferent fibers (dashed lines). OH outer hair cells, IH inner hair cells, HA habenula perforate, SG spinal ganglion. (Reprinted from (29)). course proximal to the generation of the ECoG (see Chap. 7).
 
 Auditory Nervous System The auditory nerve is longer in humans than in the small animals used for auditory research, which has had implications for the interpretation of human ABR (see page 79). The anatomy
 
 of the ascending auditory pathway is more complex than that of other sensory systems, such as the visual and somatosensory systems. There are two main, mostly parallel, ascending auditory pathways: the classical (or lemniscal pathways) and the nonclassical (or extralemniscal pathways). These two pathways are also known as the specific and the nonspecific or
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 Figure  5.19:  Different sound-elicited potentials that can be recorded from the round window of the cochlea. The recordings were obtained in a rat. The stimulus was a 5-kHz tone burst (10 ms). The cochlear microphonics appears as an oscillation with the frequency of the stimulus, the nerve action potentials appear as two upward peaks (N1 and N2), and the summating potential appears as the shift (upward) in the baseline recording that is seen during the time the stimulus was on. (From (82) with the permission from Elsevier). polysensory pathways (1, 25). Much less is known about the anatomy and physiology of the nonclassical pathways than the classical pathways. In parallel to the ascending pathways are descending pathways. Although the descending pathways are more abundant than the ascending pathways, much less is known about the descending pathways than the ascending pathways (1, 25, 32). The descending pathways may be regarded as reciprocal to the ascending pathways, and these two parts of the auditory pathways form loops in which information can circulate. Anatomy Classical (Lemniscal) Pathways.  The most important nuclei of the ascending auditory pathway and their connections are shown in Fig.  5.20. The first relay nucleus of the ascending auditory pathway is the cochlear
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 nucleus. All fibers of the auditory nerve (AN) are interrupted in this nucleus, which has three main divisions: the dorsal cochlear nucleus (DCN), the posterior ventral cochlear nucleus (PVCN), and the anterior ventral cochlear nucleus (AVCN). Each fiber of the cochlear nerve bifurcates to terminate in the PVCN and the AVCN. The fibers that reach the PVCN send collateral fibers to the DCN. In that way, all auditory nerve fibers reach cells in all three divisions of cochlear nucleus. Recordings from the surface of the cochlear nucleus are used for monitoring the function of the auditory nerve in operations where the nerve is at risk of being injured. Implantation of stimulating electrodes on the surface of the cochlear nucleus is used as auditory prostheses in individuals who have congenital malformations that make the auditory nerve nonfunctional and in individuals with damage to the auditory nerve bilaterally from, for example, the removal of bilateral vestibular schwannoma. The neurons of cochlear nucleus connect to the central nucleus (ICC) of the IC via several fiber tracts that cross the midline: the dorsal acoustic stria (DAS), the ventral acoustic stria (VAS), and the trapezoidal body (TB). There are also connections from cochlear nucleus to the IC that do not cross the midline. Some of the crossed fibers that originate in the cochlear nucleus reach the ICC without any synaptic interruption while other connections from the cochlear nucleus are interrupted in the nuclei of the superior olivary complex (SOC) (medial superior olivary nucleus, or MSO, lateral olivary nucleus, or LSO) or the TB. The fibers from these nuclei as well as those from cochlear nucleus proceed to the ICC as the fiber tract of the lateral lemniscus (LL). Some of the fibers of the LL reach the dorsal or ventral nuclei of the LL. All fibers that reach the ICC are interrupted in the ICC. The output fibers of the ICC form the brachia of the ICC and connect to the thalamic auditory relay nucleus, namely, the medial geniculate body (MGB). The MGB furnishes auditory information to the primary auditory cortex (A1) (Fig. 5.20A). (For details, see (1, 25, 32).) The lengths of the different tracts of the ascending auditory pathways in humans
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 Chapter 5  Anatomy and Physiology of Sensory Systems (Fig.  5.20D) are longer than those in the animals that are commonly used for the studies of the auditory system. This means that the travel time throughout the ascending auditory pathways is longer in humans than in animals and results in longer latencies of the different components of the ABR in humans compared with that in animals. Auditory Cortex.  The auditory cortex in humans is located deep in Hechel’s gyrus in the lateral fissure of the temporal lobe (Brodmann’s area 41). The different areas of the auditory cortex are labeled primary cortex (A1), secondary cortex (A2), anterior auditory field (AAF), and posterior auditory field (PAF). The A1 area receives input from the ventral part of the auditory nucleus (MGB) of the thalamus and sends a large fiber tract back to the MGB (33). These descending connections from the cerebral cortex to the MGB are important in connection with recent developments where the auditory cortex is stimulated electrically to treat hyperactive auditory disorders, such as tinnitus and hyperacusis (34). The electrical stimulation that is applied to the cerebral cortex may have its effect by activating cells in the MGB via these descending pathways. The connections from the MGB to the cortex and back again form a loop, the cortico-thalamic loop that may play an important role in creation of some forms of tinnitus (35).
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 Nonclassical (Extralemniscal) Pathways.  Nonclassical pathways project to the secondary and association cortices, thus bypassing the primary auditory cortex. These pathways use the dorsal thalamus whereas the classical pathways use the ventral thalamic nuclei. Many of the neurons in the nonclassical pathways respond to other sensory modalities, and other sensory modalities can modulate the response to sound. Intraoperative neurophysiological monitoring does not involve nonclassical pathways as far as is known (for details about the nonclassical pathways, (1, 25, 36)). Physiology.  The physiology of the auditory system is covered only briefly here; more detailed descriptions can be found in Møller 2006 (25) and Møller 2003 (1). Frequency Tuning.  Frequency or spectral selectivity is a prominent feature of the response from single auditory nerve fibers. Since each nerve fiber is tuned to a specific frequency, nerve cells in the nuclei of the ascending auditory pathway are tuned to a specific frequency as well. Complex processing of information takes place in the various nuclei of the ascending auditory pathway; the nature of the processing is not completely understood, but for the most part, processing seems to enhance changes in amplitude and frequency of sounds.
 
 Figure 5.20:  Anatomy of the ascending auditory pathway. (a) Illustration of how the main nuclei and fiber tracts are located in the brain. AN auditory nerve, CN cochlear nucleus, SOC superior olivary complex, LL lateral lemniscus, IC inferior colliculus, MG medial geniculate body. (From (75)). (b) Schematic drawing of the ascending auditory pathway. The crossed pathways are shown. VCN ventral cochlear nucleus, DCN dorsal cochlear nucleus, IC inferior colliculus, MGB medial geniculate body. (c) Schematic drawing of the pathways from the cochlear nucleus to the inferior colliculus. DCN Dorsal cochlear nucleus, PVCN Posterior ventral cochlear nucleus, AVCN Anterior ventral cochlear nucleus, LSO lateral superior olive, NTB nucleus of the trapezoidal body (NTB), MSO medial superior olive, SH stria of Held (intermediate stria), SM stria of Monakow (dorsal stria), LL lateral lemniscus, DNLL dorsal nucleus of the lateral lemniscus, VNLL ventral nucleus of the lateral lemniscus, IC inferior colliculus (Reprinted from (25) with permission from Elsevier). (d) Schematic drawing of the ascending auditory pathway showing the length of the auditory nerve and the various fiber tracts. Results from 30 specimens (Modified from (55) with the permission from Elsevier).
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 The temporal pattern of a sound is coded in the timing of the discharges of single auditory nerve fibers. Temporal coding of sounds provides information about the spectrum of a sound, as does the place code that is represented by the tuning of various neural elements. Both place and temporal coding of auditory information are important for the discrimination of complex sounds, such as speech and music, but either one alone can provide speech discrimination. It is evidenced from the efficacy of cochlear implants that place coding alone is sufficient for speech discrimination (37, 38), but temporal coding alone has been shown to suffice for speech discrimination also (37). Under normal circumstances, both temporal and place coding is used, and the fact that either one is sufficient for speech discrimination is an indication of redundancy in the auditory system. Tonotopic Organization.  Nerve fibers of the auditory nerve as well as those of nerve cells of the nuclei of the ascending auditory pathway are arranged anatomically in accordance with the frequency at which their threshold is lowest (tonotopic organization). Thus, all neural structures of the classical ascending auditory pathway can be mapped to the frequency to which the neurons of these neural structures respond best (for details see (25)).
 
 Descending Auditory Nervous System Descending auditory pathways are abundant, and while the anatomy is relatively well understood, the function of these systems is not understood to any great detail (32, 39). As mentioned above, the descending pathways may be regarded as reciprocal to the ascending pathways, and together these two pathways form loops where information may circulate. Anatomy.  Efferent pathways extend from the auditory cerebral cortex to the hair cells in the cochlea (32). These pathways have been regarded as several separate systems, but it may be more appropriate to regard the descending systems as reciprocal to the ascending pathways. The best-known parts of these descending
 
 pathways are the peripheral parts. Thus, the auditory nerve contains efferent nerve fibers that originate in the SOC and terminate mainly at the outer hair cells. These efferent fibers, also known as the olivocochlear bundle, consist of both crossed and uncrossed fibers. The efferent nerve fibers travel in the vestibular portion of the eighth cranial nerve (CN VIII) from the brainstem to Ort’s anastomosis located deep in the internal auditory meatus, where they shift over to the cochlear portion of the CN VIII (for more details see (1, 25)). Physiology.  The function of the descending pathways is poorly understood. The abundant descending system from the primary auditory cortex to the thalamus may function to change the way the thalamus processes sounds. Electrical stimulation of the primary auditory cortex may therefore affect the thalamus, which is important to consider when such stimulation is used to control tinnitus (40). The olivocochlear bundles seem to influence outer hair cells, which are involved in “otoacoustic” emission. Therefore, measurements of otoacoustic emission can be used to investigate the function of this part of the efferent system.
 
 Electrical Potentials from the Auditory Nervous System For intraoperative monitoring, it is most important to know how the various nuclei of the ascending auditory pathways are connected, and how these nuclei, together with the fiber tracts that connect them, produce electrical activity when the ear is stimulated with transient sounds. Factors that are important for interpreting the responses used in intraoperative monitoring include the design of the auditory nervous system in parallel pathways and the architecture of various auditory nuclei that contribute to farfield potentials, which are recorded from electrodes placed on the scalp. The function of the descending system, as well as matters regarding coding of complex sounds in the nuclei of the ascending auditory nervous system, are described in textbooks on
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 hearing (25) but are probably of relatively little importance to the understanding of how neural activity in these structures contributes to the electrical activity that is recorded from electrodes placed on the scalp (ABR). The sounds commonly used to elicit such responses are simple sounds, such as tone bursts and click sounds, and the complex processing that occurs in the auditory system of sounds, such as speech and music, probably does not affect the response to such simple sounds to any noticeable degree. Auditory Brainstem Responses.  ABR (also known as brainstem auditory evoked potentials, BAEP) are generated by the activity in structures of the ascending auditory pathways that occurs during the first 8–10  ms after a transient sound, such as a click sound, has been applied to the ear. Traditionally, the ABR are recorded between electrodes placed at the vertex. When the ABR is recorded in the traditional way with one electrode placed on the vertex and another one placed on the earlobe or mastoid and each connected to the input of a differential amplifier, both of these electrodes are active (record sound-evoked potentials). The potentials that are recorded by each one of these two electrodes contribute to the recorded ABR. The standard way of displaying evoked potentials is to show negativity at the active electrode as an upward deflection. Since both electrodes are active, the ABR can be displayed in two different ways. A negative potential at the vertex electrode produces an upward deflection (as shown in the bottom tracing in Fig. 5.21) if the vertex electrode is connected to the inverting input (G2) of the amplifier (see Chap. 18). If the vertex electrode is connected to the noninverting input (G1), then a positive potential at the electrode placed at the vertex results in an upward deflection (Fig. 5.21, top tracing). Obtained that way, in a person with normal hearing, the waveform is characterized by five or six (vertex-positive) peaks. These peaks are traditionally numbered consecutively using Roman numerals from I to VI (41) (Fig. 5.21).
 
 Figure  5.21:  Typical recording of ABR obtained in a person with normal hearing. The recording is the summation of 4,096 responses to rarefaction clicks recorded differentially between the forehead and the ipsilateral mastoid with a band-pass of 10–3,000 Hz. The top recording is shown with vertex-positivity as an upward deflection, and the bottom curve is the same recording, but with vertex-positivity shown as a downward deflection. Reprinted from (75). The earlobe electrode contributes mainly to the first two (or three) peaks of the ABR while the vertex electrode makes the greatest contribution to peak V. The waveform of the ABR depends on three key factors: the electrode placement used for recording ABR (the much used vertex-earlobe, or mastoid placement is not ideal), the stimuli used to elicit the responses, and how the recorded potentials are processed (filtered). (Discussed in Chaps. 7 and 18). There is a certain distinct individual variation in the wave shape of the ABR – even in individuals with normal hearing. Pathologies that affect the auditory system (42) may result in abnormalities in the ABR that are specific for different pathologies. Hearing loss of various kinds may affect ABR in a complex way. The fact that only the vertex-positive peaks in ABR are labeled (with Roman numerals) could imply that only vertex-positive peaks are important. This choice of labeling was, however,
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 not based on any experimental evidence showing that the vertex-positive peaks of ABR are more important in diagnostics than the negative valleys, nor was this choice in labeling related to the neural generators of these peaks. This arbitrary choice of labeling only the vertex-positive peaks of ABR is unfortunate because it focuses only on vertex-positive peaks while the vertex negative peaks may be just as important for detecting functional abnormalities of the auditory system both in the clinic and in the operating room. (Studies of the neural generators of ABR have supported the assumption that vertex-negative peaks (or valleys) are indeed important (42)). Only a few studies have made use of the traditional way of labeling the different components of the ABR using “N” for negative peaks, followed by the normal value of the latency of the peak; conversely, positive peaks are labeled with a “P” followed by a number that is the peak’s normal latency. Since the convention of labeling the vertexpositive peaks of the ABR with Roman numerals has been in use for a long time, this book uses this method for labeling ABR peaks. Neural Generators of the ABR.  Because of the (mainly) sequential activation of neural structures of the auditory pathways, ABR consist of a series of components that are separated in time. The peaks and valleys that form the ABR generally appear with different latencies in accordance with the anatomical location of their respective neural generators. Fig.  5.22 shows a schematic and simplified picture of the present concept of the neural generators of the human ABR. This depiction is a simplified description of the relationship between the different components of the ABR and the anatomy of the ascending auditory pathway. It can only serve as a first approximation because of the complexity of the ascending auditory pathway with its extensive parallel systems of neural pathways. Neural activation of some nuclei may, therefore occur simultaneously, and the electrical activity of different nuclei and fiber tracts that is
 
 elicited by a transient sound may, therefore overlap in time. Comparisons between ABR made directly from the capsule of the cochlea in humans (ECoG) have shown evidence that peak I in the ABR is generated by the auditory nerve (distal portion). The finding that the negative peak of the CAP recorded from the exposed intracranial portion of the auditory nerve in humans has a latency close to that of peak II in the ABR (43–45) indicates that wave II is generated by the proximal portion of the auditory nerve, and this finding has been supported by later studies (46–48). This means that the auditory nerve in humans is the generator of both peaks I and II of the ABR and that no other neural structure contributes to either of these two peaks. These are the only components of the ABR that are generated from a single anatomical structure. Peak II may be generated because neural activity propagates in the auditory nerve, where the electrical conductivity of the surrounding medium changes (14, 49) or when the propagation of neural activity stops (as it does when it reaches the cochlear nucleus). The importance of the electrical conductivity of the medium that surrounds the auditory nerve intracranially has been shown in studies of patients undergoing operations in the cerebella pontine angle (CPA) (50). The auditory nerve in animals commonly used in experimental research only generates one peak in the ABR (peak I). Peak II in such animals is generated by the cochlear nucleus (see, e.g. (51–54)). This difference between humans and animals commonly used in auditory research is due to the fact that the auditory nerve is much longer in humans (~26 mm (55, 56); Fig.  5.20D) than it is in many research animals, 8 mm in the cat (57), and similarly in monkeys (54).
 
 The average diameter of axons in the auditory nerve in children is 2.5 mm with a narrow distribution in young individuals. With increasing age, the diameter increases and the variation becomes larger – 0.5–7 mm by the age of 40–50  years ((58) Fig.  5.23). Because the diameters of the fibers of the auditory nerve are relatively small, the conduction velocity in the
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 Figure 5.22:  Schematic illustration of the neural generators of the ABR recorded in the traditional way and displayed with vertex positive potentials as an upward deflection. Reprinted from (25), by permission from Elsevier. auditory nerve is only about 20 m/s (59). The time it takes for neural activity in the human auditory nerve to travel a distance of 2.6  cm from the ear to the brainstem is, therefore a little more than 1 ms. The fact that the amplitude of ABR decreases with age in humans may be explained by the greater variations in the diameter of the axons and thus, larger variations in conduction velocity and consequently, larger temporal dispersion of the nerve impulses that arrive at the cochlear nucleus. The generators of the vertex positive peaks of the ABR with latencies that are longer than
 
 that of peak II are more complex, and these peaks most likely have multiple sources. The high degree of parallel processing in the auditory nervous system may result in different structures being activated simultaneously, and this may cause an individual component of the ABR, for example, peak IV, to receive contributions from fundamentally different structures of the ascending auditory pathway. Intracranial recordings in patients undergoing neurosurgical operations have shown evidence that the earliest component in the ABR that originates in brainstem nuclei is peak III (25).
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 Figure  5.23:  Distribution of the diameters of the axons of auditory nerve fibers for a child and an adult. (Reprinted from (58) by permission from Elsevier). While the cochlear nucleus is most likely the main generator of that peak (60), there is evidence that the vertex-negative component between peaks III and IV also receive contributions from the cochlear nucleus (42, 60). Peak IV is not always visible, and the vertex negative component between peak III and peal IV is not always a prominent valley. The contralateral cochlear nucleus may contribute to the ABR (42, 61) through connections between the cochlear nuclei on the two sides. Less is known about the source of peak IV than the sources of peaks I–III and peak V of the ABR. Peaks I, II, and III receive input from only the ipsilateral side (see Fig.  5.23) (42), while peak IV is likely to be the earliest positive peak of the ABR that receives contribu-
 
 tions from contralateral structures of the ascending auditory pathway (see also (25)). Thus, peak IV may thus receive contributions from both sides of the brainstem. There is evidence that the anatomical location of the source of peak IV is deep in the brainstem (near the midline), maybe in the pons (the SOC) (42, 62). Most likely, other structures contribute to peak IV, such as the cochlear nucleus and the distal parts of the lateral lemniscus. Comparisons between the latencies of the different components of responses recorded intracranially and the vertex-positive and vertex-negative peaks of the ABR (42, 63) also emphasize that it is not only the vertex-positive peaks of the ABR that have anatomically distinct neural generators, but also the vertexnegative valleys in the ABR recorded in the conventional way. In fact, the vertex-negative components may be just as important as indicators of pathologies. Some studies (42) show that the response recorded from the dorsal acoustic stria, on the floor of the fourth ventricle, generates a peak that is slightly shorter than that of peak V. This indicates that if the lateral lemniscus is interrupted along its more rostral course (by surgically induced injury or by disease processes), the lateral lemniscus, and maybe even the DAS itself, may generate a peak in the ABR that is indistinguishable from the normal peak V of the ABR (except for a slightly shorter latency than the normal peak V). Peak V of the ABR in humans has a complex origin. There is evidence that the sharp tip of peak V is generated by the lateral lemniscus, where it terminates in the inferior colliculus (64). There is also evidence from animal experiments that the inferior colliculus itself generates only a very small far-field response, even though a large evoked potential can be recorded from its surface (54). The reason for this phenomenon may be found in the anatomical organization of the inferior colliculus, where its dendrites may point in many directions so that the nucleus generates a “closed field” (21). The slow negative potential in the ABR in humans that occurs with a latency of ~10 ms (SN10) (65)
 
 Chapter 5  Anatomy and Physiology of Sensory Systems most likely represents postsynaptic potentials generated by the dendrites of the cells of the inferior colliculus. The amplitude of this component varies widely from individual-toindividual, but the filters used in the recordings of ABR often attenuate it. Studies in patients undergoing neurosurgical operations that included comparisons among the ABR and intracranial potentials recorded from different locations along the lateral side of the brainstem have confirmed that peaks I–III receive contributions mainly from ipsilateral structures of the ascending auditory pathway, while peak V receives its major contributions from contralateral structures (42). Little is known about the generators of peaks VI and VII, but these components of the ABR may be generated by neural firing in cells of the inferior colliculus (somaspikes) (48, 64, 66).
 
 The Visual System Visual evoked potentials (VEP) have been used in connection with intraoperative monitoring during operations in which the optic nerve or optic tract is involved, such as those to remove pituitary tumors, tumors of the cavernous sinus, and aneurysms in this area (67). However, intraoperative monitoring of the visual system plays a much smaller role than monitoring of the auditory and somatosensory systems because of technical difficulties in presenting adequate stimuli to the eye of anesthetized individuals (68, 69). The adequate stimulus for the visual system is a pattern that changes in contrast (for details see (1)), such as a reversing checkerboard pattern. The use of such a stimulus requires that the pattern be focused on the retina, which is not possible in an anesthetized patient. Therefore, flash stimulation is the only form of stimulation that can be used in an anesthetized patient, and that is not an appropriate stimulus for evoking VEP for the purpose of detecting changes in the function of the visual nervous system (see Chap. 8).
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 The Eye Before it reaches the retina, light passes through the conductive apparatus of the eye consisting of the cornea, the lens, and the pupil. The optic apparatus of the eye projects a sharp image on the retina, where the light-sensitive receptors are located together with a complex neural network that enhances the contrast between areas with different degrees of illumination. Much of the neural processing of visual stimuli takes place in the neural network in the retina of the eye itself. This processing is also the basis for the representation of differences in illumination over the visual field, and there are optic nerve fibers that have small excitatory fields that are surrounded by inhibitory areas, while others have inhibitory center areas that are surrounded by excitatory areas. The position of the eye is controlled by six extraocular eye muscles that are innervated by three cranial nerves (CN III, CN IV, and CN VI) (see Chap. 11 and Appendix B). Receptors.  There are two kinds of sensory cells, cones and rods, in the human retina. The outer segments of cones and rods contain light sensitive substances (photo pigment) (1). The three different kinds of photo pigment in the cones, one for each of the three principal colors, blue, green, and red, provide the eye’s color sensitivity (photopic vision). Rods are more sensitive than cones and provide vision in low light (scotopic vision). Adaptation of the photoreceptors plays an important role for the processing of information in the visual system, as it does in other sensory organs. Adaptation of the eye is a form of automatic gain control that adapts the sensitivity of the eye to the ambient illumination. The adaptation of photoreceptors provides most of the eye’s automatic gain control. The pupil also provides some automatic gain control, the range of which varies among species. Adaptation of the eye is often referred to as dark adaptation, which refers to the recovery of sensitivity that occurs after the exposure to bright light. The first part of the dark-adaptation curve is steeper than the following segment
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 and represents the dark-adaptation of cones; the second segment is related to the function of rods. Light adaptation (the opposite of dark adaptation) is caused by the exposure to bright light causing reduced sensitivity of the eye.
 
 Ascending Visual Pathways Two different afferent pathways have been identified, the classical and the nonclassical pathways, which are similar to that of the auditory and the somatic sensory systems (1). In this book, only the classical pathway, known as the retino-geniculo-cortical pathway, is described. This pathway involves the lateral geniculate nucleus (LGN) of the thalamus and the primary visual cortex (striate cortex, V1) (Fig. 5.24).
 
 Figure  5.24:  Schematic drawing of the major visual pathways. OC, optic chiasm; SC, superior colliculus; LV, lateral ventricle. (Reprinted from (75)).
 
 After processing in the neural network in the retina, all visual information travels in the optic nerve (CN II) that enters the optic chiasm, where the fibers of the optic nerve reorganize. From the optic chiasm, the information travels in the optic tracts to the LGN in the thalamus, from which there are connections to the visual cortex (V1), which is located in the posterior portion of the brain. The organization of the part of the optic nerve that belongs to the classical visual pathways is best illustrated by the effect on vision from visual defects that are caused by lesions of the optic nerve and the optic tract at different locations. If the optic nerve from one eye is severed, no visual information from that eye will reach the LGN. If the optic tract is severed on one side between the optic chiasm and the LGN in animals with forward pointed eyes, the result is homonymous hemianopsia. Visual information from the nasal field on the same side and the temporal field of the opposite eye does not reach the LGN, but visual information from the temporal field on the same side and the nasal field of the opposite eye is unaffected. Midline sectioning of the optic chiasm causes loss of vision in the temporal field in both eyes (the crossed pathways) causing “tunnel vision.” Lesions at more central locations of the visual pathways, such as the LGN or the visual cortex, can cause complex visual defects such as scotoma that manifest by blind (black) spots in the visual fields.
 
 Visual Evoked Potentials VEP show large individual variations and depend on the stimuli used to elicit the responses and the placement of recording electrodes. A  positive peak with a latency of 75–100  ms (P100) usually dominates the VEP recorded from electrodes placed on the scalp (70), and sometimes a small peak with a latency of 45–50 ms and a negative peak with a latency of ~70 ms (N70) can be recognized (Fig. 5.25). Neural Generators of the VEP.  Years of intensive research on coding in the visual system have resulted in the accumulation of wealth of
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 Figure 5.25:  Recordings from an electrode placed directly on the optic nerve and from an electrode placed on the scalp at a location approximately overlying the visual cortex in response to stimulation with flashes of light delivered by light-emitting diodes (LED) attached to a contact lens (Reprinted from (72) with the permission from Futura Publishing Co.).
 
 knowledge about the responses from single nerve cells in the visual cortex and the LGN as well as from the neural network in the retina. Unfortunately, the information about the gener ators of the evoked response from the optic nerve and LGN is sparse, and the relationship between the different components of the VEP and the potentials that can be recorded directly from the different parts of the visual system (near-field potentials) is poorly understood. It is assumed that the N70 and P100 peaks are somehow generated in the visual cortex (striate cortex, Broadman’s area 17, see Appendix A) (1, 71), but little is known about how these potentials relate to the normal functioning of the visual system. The exact anatomical location of the generators of early components of the VEP is poorly understood. Intraoperative recordings from the optic nerve show an early positive deflection with a latency of 75 ms followed by a broad negative potential with a latency of ~55  ms, in response to short light flashes (72) (Fig. 5.25). These poten-
 
 tials do not seem to have any corresponding components in the scalp recorded far-field potentials. The reason that the optic nerve produces such a small far-field potential may be that the medium surrounding the optic nerve and the optic tract is relatively homogeneous with regard to electrical conductivity. The abrupt change in conductivity of the medium around the nerve, which is regarded to be a prerequisite for a nerve to generate stationary far-field peaks (14, 49, 73), does not seem to exist for the optic nerve.
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 Introduction Intraoperative recordings of somatosensory evoked potentials (SSEP) were recorded among the earliest used electrophysiological methods for monitoring function of the spinal cord, and for that matter, of any neurological system. Orthopedics was the first specialty of surgery where this method was used, beginning in the 1970s in operations for scoliosis (1–3). When SSEP are monitored during operations involving the spinal cord, the responses are usually elicited by electrical stimulation of a peripheral nerve and recorded from electrodes placed on the scalp. The SSEP obtained in that way are generated by successive excitation of neural structures of the ascending somatosensory pathway. These potentials, thus, consist of different components that appear with different latencies (see the description of the neural generators of the SSEP in Chap. 5). SSEP elicited by electrical stimulation of areas of the skin (dermatomes) that are innervated by part of peripheral nerves that originate in specific dorsal roots of the spinal cord were later introduced for more specific monitoring of the spinal cord segments and spinal nerve roots. Intraoperative recordings of SSEP are also used for monitoring peripheral nerves (see Chap. 13). When used for monitoring of the function of the spinal cord, it must be considered that SSEP only represent the dorsal (sensory) portion of the spinal cord. When suitable methods developed for monitoring the ventral (motor) portion of the spinal cord, such monitoring became an important part of intraoperative monitoring in operations where the spinal cord is at risk of being injured. The value of SSEP monitoring should not be ignored, however, because changes in the recorded SSEP indicate that somatosensory functions have been affected by surgical manipulations or by changes in blood supply to parts of the spinal cord or the brain. More specifically, when used in operations on the spine or in operations on the spinal cord, the SSEP mainly represent the integrity of the dorsal horn of the spinal cord
 
 and the ascending somatosensory tracts in the spinal cord. It is assumed that SSEP represent activity in the dorsal column system and the primary somatosensory cortex. However, it is known that at least one component of the SSEP is generated by other structures, namely, the rostral brainstem (Peak N18 – see Chap. 10). Damage to dorsal column structures is primarily associated with the loss of sensation of touch, vibration, heat, cold, and pain. It should not, however, be ignored that the same areas also serve unconscious proprioception. Unconscious proprioception provides feedback to the spinal cord and the brain of body movements (muscle contraction, tendon stretch, and joint pressure), but does not produce any conscious awareness. This kind of proprioception is absolutely essential for motor control and loss or impairment causes serious movement deficits. This is just another example of overlap between sensory and motor functions. This also means that monitoring the ventral spinal cord that is usually associated with motor functions is not sufficient to reduce the risk of postoperative motor deficits – damage to the dorsal spinal cord causes severe motor deficits if structures that are involved in proprioception are injured. No intraoperative monitoring has been described that specifically is directed to monitor proprioception, but monitoring SSEP is assumed to also cover proprioception at least partly when the SSEP are elicited from peripheral nerves, though the details about what structures contribute to the SSEP as it is commonly recorded are unknown. Monitoring of SSEP is also used for detecting brain ischemia (4), and changes in the recorded SSEP have been used to estimate cerebral blood flow in areas of the brain that generate the SSEP (5). The use of intraoperative monitoring of SSEP as an indicator of brain ischemia is valuable during operations on aneurysms in which the anterior circulation of the brain may be affected (6). In such operations, upper limb SSEP, elicited from the median nerve of the wrist, are used. The component of the recorded SSEP that is generated
 
 Chapter 6  Monitoring Somatosensory Evoked Potentials by the primary somatosensory cortex (N20) is used as an indicator of ischemia. In some operations, SSEP have also been used to monitor brainstem function, although auditory brainstem responses (ABR) are usually found to be superior to SSEP for this purpose (see Chap. 7) or may provide additional information. The ascending auditory pathway has several nuclei located in the brainstem, which can explain why ABR seem to be more sensitive for detecting the effect of ischemia and surgical manipulations of the brainstem than SSEP; the somatosensory system has basically only a fiber tract (the medial lemniscus) passing through the brainstem. Recording of SSEP is used intraoperatively for mapping of the cerebral cortex to confirm the location of the central sulcus before resection is attempted, such as in operations for intractable epilepsy and pain (7).
 
 SSEP in Monitoring of the Spinal Cord Intraoperative monitoring of spinal cord function is indicated in operations in which the blood supply to the spinal cord may be compromised as well as in surgical procedures in which the spinal cord may be manipulated. Manipulations of the spinal cord and ischemia may occur in operations on the spine, such as corrective surgery for scoliosis, operations for spinal stenosis, disc removal, in trauma surgery, operations on the spinal cord to remove spinal cord tumors, tethered cord, and syringomyelia are the most frequently performed operations. Beginning in the 1970s, orthopedic surgery was the first surgical specialty to introduce intraoperative monitoring of the spinal cord using the recordings of SSEP (1–3). This was the only technique available at that time for monitoring spinal cord function; motor systems could not be monitored because it was not possible to activate descending motor
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 pathways in anesthetized individuals. Intraoperative monitoring of SSEP only monitors the sensory pathways of the spinal cord and thus, theoretically, the nonsensory pathways, such as the descending motor pathways, may be injured without any noticeable change occurring in the recorded SSEP. This has been regarded to be a serious problem, especially because the blood supply to the part of the spinal cord where the ascending sensory pathways travel (the dorsal portion of the spinal cord) differs from the blood supply of the anterior (ventral) portion of the spinal cord where the descending motor pathways are located, and there are large individual variations. Thus, a deficiency of blood supply causing ischemia or injury to the ventral portion of the spinal cord may cause impairment of motor function (such as paraplegia) without any noticeable changes in the recorded SSEP. This matter has been discussed in much detail, and many efforts were made to remedy this problem by developing methods for monitoring of the motor system. It is now possible to monitor the descending motor pathway intraoperatively due to the development of practical ways to activate the descending spinal motor pathways (8) (see Chap. 10).
 
 There are three limitations in this theoretical argument regarding the separation of the motor and sensory parts of the spinal cord that are important to understand. First, ischemic injury does not always exactly respect the division between the ventral and dorsal spinal cord so that vascular injuries to the ventral portion of the spinal cord can be reflected in changes in the SSEP (9). There are considerable individual variations in the blood supply to the spinal cord that contribute to the uncertainty regarding the blood supply to the spinal cord. Second, in surgery on the spinal cord, mechanical injury to the cord outside of the anatomical location of intramedullary surgery often affects both the ventral and dorsal portions of the spinal cord. Third, insults to the ventral portion of the spinal cord may cause a “spinal shock,” and thereby, affect the SSEP transiently because of the abundant connections in the spinal cord that connect different parts of the spinal cord.
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 Finally, the pathways contributing to the SSEP are not purely limited to the dorsal column system (10), and pathways in the lateral cord, such as the dorsal spinocerebellar tract that involves proprioception, but does not produce awareness, may contribute to the SSEP. Areas 1 and 2 of the somatosensory cortex receive input from deep pressure, limb position, and joint movement receptors, and areas 3 and 4 receive input from active and passive movement of forelimbs (in monkeys) probably from group I muscle afferents (muscle spindles) (for a review see York 1985 (10)). This would mean that SSEP evoked by stimulation of peripheral nerves (but probably not from stimulation of dermatomes) and recordings from the scalp include proprioception that travels in ascending fiber tracts that are located in the lateral spinal cord, which is a different location than tactile sensation and vibration that travels in the dorsal column (see Chap. 5). Many studies have shown evidence that intraoperative monitoring of SSEP reduces the risk of postoperative deficits in many different operations on the spine, most prominently, in corrective operations not only for scoliosis and other deformities of the spine, but also for other spine operations and in operations on the spinal cord such as those for tumors, syringomyelia, and adhesion (tethered cord) (11–15). Only a few studies have concerned the use of SSEP in vascular and cardiac operations (16). Combining monitoring of motor evoked potentials (MEP) and SSEP is now common in corrective spine operations (17, 18) and in operations on the spinal cord (19) (Chap. 10). SSEP and MEP monitoring in vascular operations, such as thoracic aneurysm repair, is controversial (20). Practical experience, obtained from thousands of spine operations in which SSEP were monitored intraoperatively, has shown that monitoring of the SSEP reduces the risk of paralysis and pareses in operations on the spine (21). Of the 184 patients who suffered postoperative deficits in 51,263 operations, injuries in 150 of these 184 patients were predicted on the basis of the results obtained in intraoperative SSEP monitoring.
 
 SSEP failed to detect abnormalities in 34 patients (false negatives). While that represents a very small incidence of false negative results of monitoring (34 of 51,263 operations, or 0.063%), the false negative responses in the 184 who suffered postoperative deficits was high (34 in 184, 18.5%).
 
 Recordings of SSEP are sensitive methods to detect changes in neural conduction, and small changes in the function of the dorsal column pathway in the spinal cord can be easily detected. However, changes in the waveform of such recordings may not only occur as a result of manipulations of the spinal cord that imply a risk of postoperative neurological deficits, but also harmless events such as changes in body temperature or changes in the anesthetic level may cause changes in the recorded potentials.
 
 Stimulation Electrical stimulation of peripheral nerves on the limbs is used almost exclusively to elicit the SSEP for intraoperative monitoring, but SSEP elicited by electrical stimulation of specific areas of the skin (dermatomes) offers advantages in some operations. Monitoring the sensory part of the upper cervical portion of the spinal cord or the somatosensory pathways in the brainstem can be performed by observing SSEP elicited by electrical stimulation of the median nerve at the wrist. The median nerve contributes to dorsal roots of C6–8 and T1. The potentials that are evoked by stimulation of the ulnar nerve may be used as well. The ulnar nerve contributes to the dorsal roots of C8 and T1, whereas the radial nerve, which is rarely stimulated for evoking SSEP, contributes to C5–8, and somewhat to T1. Since the median nerve at the wrist contributes to C8 (and T1) dorsal roots, the SSEP that are elicited by stimulation of the median nerve should be sensitive to injury of the spinal cord at and above the C8 level. If the spinal cord below C8 is at risk, the SSEP must be elicited by stimulation of a peripheral nerve on a lower limb (or an appropriate dermatome). It has also been shown that mechanical stimulation of the skin to activate receptors can
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 be used to elicit SSEP responses (22), but this way of eliciting SSEP is not in general use in the operating room at present – mainly because the responses are of lower amplitude and have higher variability than those produced by electrical stimulation of a peripheral nerve.
 
 Upper Limb SSEP When SSEP are recorded in a clinical setting, several recording channels are used to differentiate between the different components of the response (23); similar recordings can be made in the operating room because most of the equipment used in the operating room has 16 amplifiers and can, thus, record in up to 16 channels simultaneously. However, for monitoring purposes, it suffices to record SSEP in a few channels only. The cortical (N20) and midbrain (N18) potentials evoked by stimulation of the upper limb SSEP may be recorded with the active electrode placed over the contralateral parietal cortex; 2 cm behind C3 or C4 called C3¢ or C4¢ (10–20 system (24), Fig.  6.1). The reference electrodes for such recordings are often placed on the forehead. A derivation involving an active electrode on the scalp and a noncephalic reference electrode placed on the shoulder or sternum (25, 26) provides a better identification of early subcortical components of the SSEP in response to median nerve stimulation (P9, P11, P14–16). SSEP have been effectively recorded with the reference electrode placed on the upper neck in the midline (Fig. 6.2) and the active electrode placed on the contralateral parietal scalp about 7 cm lateral to the midline and 2–3  cm behind the plane of the Cz level (corresponding to C3¢ or C4¢) (25). The P9, P11, and P14–16 and the N18 are also of value for monitoring the cervical spinal cord. The P9 is generated where the nerves from the brachial plexus enter the spinal cord; P11 is generated internally in the dorsal horn of the spinal cord. P14–16 are generated close to the termination of the dorsal column or in the dorsal column nuclei (27). Although the P14 is classically thought of as generated at the cervico-medullary junction, there is evidence that it has generators
 
 Figure 6.1:  The 10–20 electrode system as described by the International Federation of Clinical Neurophysiology. Reprinted from (24) with permission from Elsevier. in many locations in the cord, and hence, this component of the SSEP may not always change dramatically with injury to the cord (28). The N18 of the upper limb SSEP that is generated by structures of the rostral brainstem can be recorded over a large part of the scalp. The N20 of the SSEP that is generated in the primary somatosensory cortex can only be recorded on the side of the scalp that is contralateral to the stimulus site (median nerve at the wrist). Recordings from Erb’s point reflect activity in
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 Figure 6.2:  Typical SSEP obtained by stimulating the median nerve at the wrist while recording on two channels from the two parietal positions 3  cm behind C3 and C4 (X in Fig.  6.1A), with the reference electrode placed on the upper back, in a patient undergoing microvascular decompression to relieve spasmodic torticollis. The middle curve is the difference between the two recordings. The curve is, thus, similar to recording differentially between the two parietal locations, and it shows mainly peak N20. Also shown is the response from Erb’s point (response from the brachial plexus). the brachial plexus and thus, are of value for ensuring effective stimulation of the median nerve (Fig. 6.2).
 
 Lower Limb SSEP Recordings of lower limb SSEP are usually performed with the active electrode placed on Cz (or 2 cm behind) and the reference electrode either at a frontal scalp position or at a noncephalic location (shoulder or upper neck).
 
 Figure 6.3:  Recordings in response to stimulation of the posterior tibial nerve. Top traces: Recordings from the common peroneal nerve in the popilitery fossa. Middle traces: Recordings of subcortical components of the SSEP from Fpz-C2S. Lower trace: Recordings of cortical components of the SSEP from Cz-Fpz. Positive potentials in the recordings (with one replication) are shown with positive potentials at the active electrode on the upper neck (C2S) and Cz as an upward deflection. The reference electrodes were placed at a frontal midline position (Fpz). There are cortical components (P40 or P37) and subcortical components (N34, N21) of the lower limb SSEP that can have value for intraoperative monitoring (see Fig. 6.3). The waveform of the recorded potentials depends on the placements of the recording electrodes (see also Chap. 5, Fig. 5.12). Recordings of the cortical components of the lower limb SSEP are usually made with the active electrode placed 2  cm posterior to the vertex (Cz¢) and the reference electrode placed at the forehead. The N34 component of the subcortical component of the SSEP originates in the brainstem. It is typically recorded using electrodes placed at Fpz and the upper neck. It is readily recorded in most patients, but can be of low amplitude. The advantage of monitoring this component during spine surgery is that it is much less sensitive to anesthetic effects than the components that
 
 Chapter 6  Monitoring Somatosensory Evoked Potentials originate from the cortex. The subcortical N21 component of the SSEP is elicited by lower limb stimulation and recorded from an electrode placed at T12 vertebra with the reference electrode on the iliac crest. This early component has, however, not found wide use in intraoperative monitoring, and the electrode placement for recording this potential usually causes unacceptable levels of electrical interference. Recordings from peripheral nerves in the popliteal fossa can be used to record the action potential volley traveling cranially in the nerve that is being stimulated at more distal locations, such as the posterior tibial nerve. This is of value for demonstrating that the stimulation produced an effective activation of the peripheral nerve. Which Nerves Should Be Stimulated?.  For lower limb SSEP, it is common praxis to stimulate the posterior tibial nerve at the ankle as recommended by the American Clinical Neurophysiology Society (2006) Guideline 9D: guidelines on short-latency SSEP (29) and in the report of an IFCN committee, 1994 (30) and by a position statement by the American Society of Neurophysiological Monitoring (ASNM) (31). One would think that it would be better to stimulate the common peroneal nerve at the knee because the length of the peripheral nerve that the nerve impulses have to travel before reaching the spinal cord is shorter than when the posterior tibial nerve is used. Using a shorter path to the spinal cord by stimulating at a more proximal location makes the dispersion of the neural activity that arrives at the spinal cord less than when elicited by stimulation of a more distal location, such as the posterior tibial nerve, which is the traditional location for stimulation. It would, therefore, seem to be better to stimulate the peroneal nerve at the knee (the popliteal fossa). However, the common praxis of stimulating the posterior tibial nerve is based on laboratory studies that show that scalp SSEP have larger amplitudes when elicited from the posterior tibial nerve compared with SSEP elicited by stimulating the common peroneal nerve (32).
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 Another advantage of stimulating the posterior tibial nerve is that recording the response from the popliteal fossa at the knee provides a convenient check that the stimulation is adequate; it can detect conduction blocks such as from ischemia of the leg, which would cause deterioration of the SSEP response. One other reason for stimulating the posterior tibial nerve instead of the common peroneal nerve is that it is often easier to access the ankle than the knee in a person placed on the operating table. Therefore, based on laboratory studies in participants without neurological disorders (such as peripheral nerve disorders), stimulation of the posterior tibial nerve is the best choice in most patients. Verification of these results by studies in the operating room has not been published. Stimulation of the common peroneal nerve should be reserved for use in patients with peripheral nerve neuropathy, where it may be better to stimulate the common peroneal nerve at the knee because of the shorter peripheral nerve path that would be involved and would be less effected from the neuropathy. It is also important to consider that conduction deficits from neuropathy are the greatest in the distal portions of a nerve, and neuropathy’s effect on the dispersion of neural activity at the target neuron increases with the length of the nerve that is involved causing temporal dispersion of the neural activity that arrives at cells in the spinal cord. There is little doubt that the volleys of nerve impulses elicited from stimulation of a nerve on the foot arrive at the brainstem level more dispersed in time (lower degree of temporal coherence) than activity that is elicited from sites on nerves that are closer to the spinal cord, such as the common peroneal nerve, because of the longer nerves involved. It is generally assumed that temporally dispersed neural activity is less effective in activating the target neuron because it causes an excitatory post synaptic potential (EPSP) with a lower amplitude than neural activity that is less temporally dispersed (Fig.  6.4). Experimental studies of SSEP elicited from the
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 Intraoperative Neurophysiological Monitoring may cause greater activation of the somatosensory system. The reason could be that prolonged EPSPs at the target neuron can cause more than one nerve impulse in the axon of this neuron (see Fig. 6.4C) (33).
 
 Figure 6.4:  Hypothetical illustration of the effect of spatial integration by a cell on which many axons converge. (A) Little spatial dispersion, one stimulus impulse elicits one impulse in the target neuron’s axon. (B) Increased spatial dispersion causing broadening of the EPSP and lower amplitude. The high threshold of the target neuron prevents it from firing. (C) The same degree of spatial dispersion as in (B), but threshold of the target neuron is lower. The prolonged EPSP makes the neuron fire twice. Reprinted from (33) with the permission of Cambridge University Press. posterior tibial nerve compared with SSEP elicited from stimulation of the common peroneal nerve, however, show that stimulation of the posterior tibial nerve is more effective in eliciting SSEP responses by Pelosi et al. (32). There seems to be little doubt that the neural activity that reaches the first neuron (in the dorsal column nuclei) is more dispersed when elicited from the posterior tibial nerve compared with the activity elicited from the common peroneal nerve (because of the longer distance). The study by Pelosi et al., thus, seems to show that increased temporal dispersion is advantageous and indicates that activity that is more dispersed
 
 The increased temporal dispersion of the neural volley elicited by electrical stimulation of peripheral nerves on the lower limbs is greater in older individuals and is usually regarded as the cause of the difficulties experienced in eliciting SSEP in older individuals. The effect is amplified by different kinds of neuropathies, such as those seen in diabetic patients or in postpoliomyelitis patients. This would indicate that a broadening of the elicited EPSP and subsequent lower amplitude would be the cause of the reduced activation of the somatosensory system, thus in accordance with the hypothetical situation illustrated in Fig. 6.4B. Recording SSEP in response to upper limb (median nerve) stimulation usually can be recorded without difficulty in patients, where recordings of lower limb SSEP fail because of such neuropathies. In situations where neuropathy makes it difficult to obtain satisfactory SSEP responses, it might be worth trying double impulses or short pulse trains for the stimulation. It is evident from the hypothetical situations displayed in Fig. 6.4 that both the intensity and the duration of the stimulation are important for synaptic activation. There are two ways of increasing neural excitation, increasing the stimulus intensity, thus increasing the number of nerve fibers being activated, or increasing the number of nerve impulses in individual nerve fibers. This means that not only the intensity of electrical stimulation of a peripheral nerve to elicit SSEP is important, but also the duration of the activation of nerve fibers is important. Thus, if electrical stimulation with a single impulse causes nerve fibers to fire more than one nerve impulse, it may increase the activation of the target neuron in the spinal cord. While it is well known that stimulation with a train of impulses is more effective for eliciting motor
 
 Chapter 6  Monitoring Somatosensory Evoked Potentials responses than single impulses (Chap. 10), increasing the duration of the activation of a peripheral nerve by using trains of impulses instead of a single impulse has not been described for SSEP.
 
 Dermatomal Evoked SSEP Monitoring of the spinal cord by SSEP recordings that are elicited by stimulation of peripheral nerves as described above represents the sum of the neural conduction in many spinal nerve roots. Peripheral nerves receive input from large areas of the body, and electrical stimulation of peripheral nerves, therefore, simulates the normal activation of sensory receptors (muscle receptors, joint receptors, and skin receptors) located in many different parts of the body. Such stimulation activates the spinal cord in a spatially unspecific manner because the peripheral nerve that is stimulated provides input to many segments of the spinal cord. Injury to a specific dorsal root or segment of the spinal cord may not affect the recorded SSEP to a great extent because the contributions from intact dorsal roots mask the deficit in a single dorsal root or a single segment of the spinal cord. The neural conduction in one or a few dorsal roots or spinal cord segments can be monitored by applying the stimulation to a well-defined small part (skin) of the body. Individual dorsal roots of the spinal cord carry the sensory nerve supply to patches of the skin, known as dermatomes, as illustrated in Fig.  6.5. SSEP obtained in response to electrical stimulation of individual dermatomes provide a way to monitor the function of specific dorsal roots and specific parts of the spinal cord (Fig. 6.6). Stimulation of dermatomes provides a more specific form of monitoring of spinal nerves and their roots than that which can be obtained by stimulation of peripheral nerves that activate many roots. If one root is injured, the SSEP will only decrease by a small amount, whereas such an injury has a large effect on the SSEP when elicited from the dermatome that is innervated by nerve fibers from the root that is damaged.
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 Dermatomal SSEP are much more sensitive to localized changes in neural conduction in dorsal roots and injury to a single spinal cord segment than the SSEP that are elicited by stimulation of peripheral nerves, although dermatomes overlap to some extent, and more than one dorsal root may be activated when a dermatome is stimulated. However, the amplitude of dermatomal SSEP tend to be lower, and the response exhibits a greater degree of variability than those obtained in response to stimulation of peripheral nerves (Fig. 6.6).
 
 Recording SSEP for Monitoring Peripheral Nerves If an operation is performed distally on the arm or the leg, it is possible to record from the respective nerve proximal to the location of the operation while stimulating the nerve electrically at a location that is distal to the site of the operation. This method is described in detail in Chap. 13. However, it is often more practical to monitor SSEP elicited by electrical stimulation of the nerve in question at a location distal to that where the nerve is being operated upon. In that way, the recorded SSEP can serve to monitor neural conduction in peripheral sensory nerves. Vrahas et al. (34) described the technique of monitoring the sciatic nerve during operations for pelvic and acetabular fractures, during which surgical manipulations may injure the sciatic nerve. Any component of the SSEP can be used to detect changes in neural conduction in a peripheral nerve. The signs of injuries to a peripheral nerve, like the sciatic nerve, are prolonged latencies and the reduction of the evoked potentials’ amplitudes. Prolongation of neural conduction in the peripheral nerve from which the SSEP are elicited affects the latencies of all peaks equally. The amplitude of the response (CAP) recorded directly from a nerve in response to electrical stimulation decreases in direct proportion to the relative
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 Figure 6.5:  Dermatomes. (Reprinted from (80) with the permission from the Mayo Foundation: Rochester, Minnesota). number of nerve fibers in which neural conduction is blocked, but the amplitude of the different components of the SSEP decreases to a lesser degree. The amplitude of the components of the SSEP that are of cortical origin is likely to decrease less than those of earlier components. It is, therefore, appropriate to use components of the SSEP that are generated by more peripheral structures than the cortex for monitoring. The response recorded from the T12 location is an example of a peripherally generated evoked potential that is assumed to originate in
 
 the dorsal column and thus, represents neural activity that has not undergone any neural transformation in a nucleus. The amplitude of this response, therefore, accurately reflects the number of fibers of a nerve that is conducting, providing that supramaximal stimulation is used. A reduction in the amplitude of the T12 response by, for instance, 30% can be assumed to indicate that 30% of the nerve fibers are no longer active. Since the variation in conduction velocity of the different nerve fibers that make up the nerve in question is likely to increase, the CAP recorded from the nerve broadens.
 
 Chapter 6  Monitoring Somatosensory Evoked Potentials
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 Figure 6.6:  Comparison between responses elicited by stimulation of the S1 and L5 dermatome and the posterior tibial nerve. (Reprinted from (81) with permission from the British Medical Journal Publishing Group). The amplitude of the CAP is, therefore, not an accurate measure of the number of active nerve fibers, but the area of the CAP is a better measure. Other factors than injury may affect the CAP recorded from a nerve. Thus, the CAP, as well as the far-field evoked potentials (SSEP), may be affected by changes in the course of the peripheral nerve that is being tested or by changes in the geometry of the nerve, which, for example, may occur if the leg is abducted. Such manipulations may cause changes in the amplitude of the response (35) that should not be mistaken for signs of injuries to nervous tissue. It may be practical to use sequential stimulation of the sciatic nerve on both sides so that the SSEP that are elicited by stimulation of the sciatic nerve on the operated side can be compared with that from the (assumed) unaffected side. Using the difference in the SSEP that are recorded from the two sides eliminates any influ ence caused from changes in the temperature of
 
 the limbs and other general changes, such as in the level of anesthesia or blood pressure. Such changes would affect both sides equally. Neural conduction in peripheral nerves of the arm and in the brachial plexus can be monitored by recording SSEP and using methods similar to those described above for the lower limb. In such cases, it is practical to use the P14–16 complex of the SSEP elicited by stimulation of the median nerve or the ulnar nerve, depending on which of these two nerves is at risk of being affected by the operation. Injuries to the brachial plexus may occur from positioning of the patient on the operating table. Such injuries may occur even in operations that are not affecting peripheral nerves on the arm or the brachial plexus at all. Injuries to the brachial plexus from positioning of the patient are rather common, and it is justified to record SSEP in response to median nerve stimulation during the positioning of patients where the arm and shoulder are involved.
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 Recording from Erb’s point may also be useful because such recordings yield responses from the brachial plexus and thus, reflect changes in neural conduction of a peripheral nerve on the area that is proximal to the site of stimulation (Fig. 6.2). Peripheral nerves of the arm and leg are mixed nerves in which the same nerve carries both sensory and motor fibers. When SSEP are used to monitor neural conduction in such nerves, it is the sensory fibers that are tested. When direct recordings from nerves are used for monitoring, then it is neural conduction in both sensory and motor fibers that is tested, and when muscle responses are recorded in response to electrical stimulation of a mixed nerve, then it is the motor portion of the nerve that is tested. It is useful to record responses from muscles that are innervated by nerves that are at risk of being injured during an operation; this may serve to monitor neural conduction in peripheral nerves as a supplement or replacement for recording of SSEP. The amplitudes of the responses that are obtained at the end of an operation may serve as a prognostic measure of the extent of an injury to a peripheral nerve; although such information should be treated cautiously because the responses obtained at the end of the operation cannot distinguish a temporary injury from a permanent injury. For stimulation and recording, needle electrodes or wire hook electrodes should be used; they should be placed percutaneously to reach the nerves in question, or within their close proximity. In operations to repair brachial plexus injuries, it may be of value to stimulate spinal roots electrically in the surgical field while observing the cortical component of the SSEP for the purpose of discriminating a root avulsion.
 
 Pedicle Screws Pedicle screws are used to hold spinal instrumentation in place, and when inserted, there is a risk that these screws injure spinal nerve roots. Recording of SSEP has been used
 
 for monitoring sensory nerve roots of the spinal cord during the placement of pedicle screws. However, as discussed above, SSEP elicited by electrical stimulation of a peripheral nerve activate several nerve roots that enter the spinal cord; if one is damaged (for example by the pedicle screw), the input to the spinal cord will only decrease marginally and may not cause a sufficient change in the SSEP to be detected. The specificity of such monitoring can be improved by using stimulation of dermatomes instead of peripheral nerves (see page 101). Both forms of monitoring of SSEP have shortcomings for monitoring insertion of pedicle screws, and these two methods of recording SSEP are now largely replaced by recording of motor (muscle) potentials (electromyographic potentials (EMG), either stimulated or freerunning) (36, 37) as discussed in Chap. 10.
 
 Stimulation Technique and Parameters for SSEP Monitoring SSEP are commonly elicited by electrical stimulation of peripheral nerves on the limbs or by stimulation of dermatomes.
 
 Peripheral Nerves Electrical stimulation of peripheral nerves can be accomplished using surface electrodes, subdermal needle electrodes or wire hook electrodes. The electrodes should be placed close to the nerves that are to be stimulated. The distance between the two stimulating electrodes should be 1–2  cm. The negative electrode should be placed closest to the trunk (most proximal). For stimulation of specific dermatomes, surface electrodes (such as EKG pads) should be placed on the skin within the dermatome that is to be stimulated, 5–10  cm apart on one side of the body. A constant-current stimulator is the best choice for stimulation of peripheral nerves and dermatomes because changes in the electrode impedance do not affect the current that is delivered to the nerve.
 
 Chapter 6  Monitoring Somatosensory Evoked Potentials When stimulating a peripheral and mixed nerve in an anesthetized patient who is not paralyzed, the stimulus current should be increased to a level where a noticeable muscle twitch can be seen (a twitch of the thumb when stimulating the median nerve, a twitch of the muscles on the leg when stimulating the peroneal nerve at the knee, or a twitch of the big toe when stimulating the posterior tibial nerves). If the anesthesia regime includes a muscle relaxant, a muscle response will not be detectable, and the stimulus current level should be set to three to four times the threshold for a preoperative twitch. (Muscle relaxants do not influence the effectiveness of stimulation since muscle relaxants do not affect neural conduction in peripheral nerves.) If the optimal stimulus intensity cannot be determined in an individual patient, a setting of 20  mA has been recommended (38), although others use current levels as high as 100 mA. The number of nerve fibers that are activated by electrical stimulation increases with increasing stimulus strength up to the level at which the stimulation depolarizes all nerve fibers in the nerve that contribute to the SSEP. A strong stimulus, therefore, produces a response with the highest possible amplitude. The optimal level of stimulation cannot be used in patients who are conscious because it causes intolerable pain, but in anesthetized patients it is possible to use optimal stimulus strength. Optimal Stimulus Rate.  The stimulus rate should be set so that an interpretable record can be obtained in as short a time as possible. The number of responses that can be collected in a certain time increases with increasing stimulus rate (Fig. 6.7). A high stimulus rate, therefore, allows faster collection of an interpretable response. However, when the stimulus rate is increased above a certain value, the amplitude of each individual response decreases. There is, therefore, an optimal choice of the stimulus rate at which an interpretable record can be obtained within the shortest amount of time, namely, the rate at which the product of the
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 Figure 6.7:  Effect of increasing the rate of the stimulus presentation (filled circles) on the amplitude of the SSEP in response to electrical stimulation of the posterior tibial nerve. Open circles show the product of the amplitude of the SSEP and the stimulus rate. (Reprinted from (39) with permission from Elsevier). amplitude of the response and the stimulus rate has its maximal value (38, 39). The stimulus rate affects various components of the SSEP differently, and the optimal rates are, therefore, different for the different components. The optimal rate is lower when the evoked responses are elicited from the lower limbs than it is when elicited from the upper limbs. In most patients, the optimal stimulus rate for observing the primary cortical components (N20 peak for upper limb SSEP and N45 peak for lower limb) in the SSEP is ~10 pulses per second (pps) when elicited by stimulation of a nerve on the upper limbs (medial nerve) and approximately 5 pps when elicited by stimulation of the lower limbs (posterior tibial nerve) (Fig. 6.7). There is, however, considerable individual variation in the optimal stimulus rate. In patients with peripheral neuropathy, such as may be caused by diabetes mellitus, a lower stimulus rate yields a better response. In all situations, avoid selecting rates that are multiples of 60 Hz in North America and 50 Hz in Europe in order
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 to reduce contamination of the recordings with power line frequency signals (see Chap. 18). If nerves on both extremities are to be stimulated, the nerve on each extremity should be stimulated, one at a time, or the stimulation of the two extremities should be alternated and the responses displayed separately. Although some investigators have described the use of bilateral stimulation, this is not recommended because injury to one side only causes a small change in such bilaterally elicited potentials because the response from the intact side dominates, and it may be impossible to detect even severe changes in the response from one side if the response from the other side were unchanged.
 
 Dermatomes The stimulus strength used for stimulation of dermatomes should be adjusted so that it does not stimulate underlying structures (muscles) in patients who are not paralyzed. Stimulation of dermatomes may produce smaller response amplitudes, and thus, more responses may need to be collected and averaged to obtain an interpretable record (Fig. 6.6). It may be practical to alternate between stimulating dermatomes that correspond to the level of the spinal cord that is being operated upon and stimulating a peripheral nerve that includes that same area of the spinal cord. Recording of SSEP Recording SSEP from the scalp can be performed using needle or wire hook electrodes or surface electrodes. Needle or wire hook electrodes should be applied after the patient is anesthetized. Surface electrodes can be applied before the patient is anesthetized. Needle and wire hook electrodes can provide stable recordings over many hours. The response to stimulation of the median nerve (upper limb SSEP) is best recorded from electrodes placed over the contralateral parietal region of the scalp, 3–4 cm behind the central plane through C3 and C4 and 7 cm lateral from the midline (C3¢ and C4¢) (10–20 system, see Fig. 6.1). It is helpful in distinguishing between
 
 N18 and N20 to record two channels of SSEP, one channel differentially between an electrode on the right parietal scalp with a reference at the upper neck, and the other channel from the left parietal scalp with the same reference (Fig.  6.1). (Most modern equipment offer as many as 16 channels for recordings, see Chap. 18). It is practical to record SSEP from both sides simultaneously, with a shared reference at the upper neck. This yields a clear N20 from the contralateral recording and a clear N18 on the recording from the side ipsilateral to the one where the stimulation is applied. If recorded with the active electrode placed at Cz, the N20 peak of the SSEP is much more attenuated, and the N18 peak may dominate that region of the recording. The N20 peak may not be noticeable at all if the active electrode is placed on the ipsilateral parietal region of the scalp. Thus, recording from different locations on the scalp makes it possible to differentiate between the N18 and the N20 peaks. A clear representation of the potentials generated in the dorsal column nuclei (P14–16) can be obtained by placing the reference electrode at the inion or the upper neck. If the reference electrode is placed at the frontal portion of the scalp (Fz) or the forehead, these potentials are not prominent at all, and the recorded potentials will be dominated by potentials of cortical origin (N20) when the contralateral median nerve is stimulated. With the reference electrode placed at the neck the recordings also yield earlier peaks, such as P9, which is generated by the activity entering the spinal cord, and P11, which is generated internally in the spinal cord (see Chap. 5). When recording the responses elicited by stimulation of the lower limbs, the active electrode should be placed in the midline, 3–4 cm posterior to the plane of the Cz and the reference electrode placed either at a frontal location in the midline (Fpz) or on the upper neck. Since the potentials are recorded from the midline, the same electrode position can be used regardless of which side is being stimulated. To visualize early components of the lower limb
 
 Chapter 6  Monitoring Somatosensory Evoked Potentials SSEP, the reference electrode should be placed over the T12 vertebra. Recording differentially between Cz and T12 can be noisy due to the long distance between the two electrodes, and, therefore, more responses must be averaged to get an interpretable record than when recording between Cz and a frontal location. In many situations, it is not possible to obtain useable recordings from T12. Optimization of SSEP Recordings.  Optimization of recording conditions can make it possible to record SSEP from lower limbs without the use of signal averaging (40) as illustrated in Fig. 6.8. Optimization of recordings of SSEP is most important for lower limb SSEP, which show greater individual variations than upper limb SSEP. Optimization involves achieving the best signal-to-noise ratio (SNR) by reducing noise (see Chap. 18) and achieving the largest signal amplitude (40, 41). The amplitude of the recorded potentials depends on the placement of the recording electrodes, the anesthesia, and the stimulation. Different kinds of anesthesia suppress the recorded potentials to different degrees; total intravenous anesthesia (TIVA) consisting of Propofol, benzodiazepines, Ketamine, Etomidate, and opioids as favorable agents that seem to suppress SSEP the least (40) (similar anesthesia regimen is favorable for use in connection with the monitoring of MEP (42, 43) as such monitoring is often performed together with SSEP monitoring, see Chap. 10). The best SNR is achieved by reducing electrical noise from the environment, biological noise from the patient, and reducing the amount of noise picked up by the electrodes, which depends on their placement (distance between electrodes and electrode impedance) (see Chaps. 17 and 18). The amplitude and the waveform of the recorded SSEP depend on the placement of the recording electrodes, and the electrical interference and the spontaneous EEG that are picked up by the recording electrodes also depend on the electrode placement (41), as seen in the
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 recordings in Fig.  6.7, where the amplitude of the P37 component had a maximum when the active electrode was placed at Cz for each nerve. This is the case where the pathways have a normal crossing of the midline (decussation) as confirmed by the presence of ipsilateral P37 fields and contralateral N37 potentials. Fig. 6.7 also shows that bipolar recording from locations Cz–Cp4 and Cz–Cp3 was optimal regarding the amplitude of the recorded SSEP. The recordings in Fig. 6.8 also reveal greater noise in -Fpz derivations resulting in less reproducibility of the recorded waveform. This means that it is worth paying attention to the placement of recording electrodes. Optimal placement can decrease the number of responses that must be collected to obtain an interpretable response, and it can focus on the components of the SSEP that are most important for the actual monitoring. Using optimal stimulation is also important (see Fig. 6.8). In some individuals, the somatosensory pathways are not crossed as they are normally, and that affects the recordings of SSEP. In a study of 206 consecutively monitored thoracolumbar spine surgeries involving 173 patients MacDonald et al. (40) found that sensorimotor pathways were not crossed in four patients with horizontal gaze palsy and progressive scoliosis (HGPPS) (six surgeries, one patient had three surgeries) as they are normally. SSEP monitoring in such patients must take that into account and use a different electrode placement. The waveform of the SSEP is not only influenced by electrode positions, but it also depends on the recording parameters. The filter settings of the amplifiers affect the waveform of the recorded potentials considerably, and it affects the contamination of the recorded potentials from electrical interference and from biologic signals, such as spontaneous EEG and muscle activity. It is, therefore, important to use optimal filtering to minimize the number of responses that must be averaged in order to obtain an interpretable record. As is described in detail in the chapter on monitoring of auditory brainstem responses (ABR) (Chap. 7), zero phase finite impulse response digital filters have advantages
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 Chapter 6  Monitoring Somatosensory Evoked Potentials over the traditionally used analog filters, including the digital filters that emulate such analog filters (see Chap. 18). Similar filters as those described in the chapter on ABR may be used for filtering SSEP. If only analog filters are used, the low cutoff should be set at between 1 and 5  Hz (high-pass filter) and for the high cutoff (low-pass filter), a setting of between 125 and 250 Hz will reproduce cortical responses clearly. These filter settings may cause smoothing and attenuation of early components, such as the P14–16 peak of the SSEP elicited by stimulation of the median nerve. If these components are important for the interpretation of the SSEP, a higher low-pass cutoff setting should be chosen, for instance, between 500 and 1,000 Hz. Responses elicited by median nerve stimulation should be viewed in a 40 or 50-ms wide time window, while potentials that are elicited by lower limb stimulation should be viewed in an 80- to 100-ms wide time window. The sampling rate for the analog-to-digital conversion should be at least 2,000  Hz (0.5  ms sampling time) when a low-pass filter setting of 500 Hz is used, but it is more appropriate to use a 5–10 kHz sampling rate (see Chap. 10). Most modern equipment uses a sampling rate that is assumed to be adequate and which the user cannot normally alter (and it may not even be known to the user). All modern equipment has the possibility for artifact rejection, which is based on the amplitude of the response. If the response includes an initial artifact from electrical stimulation, the first part of the recording should not be used for determining whether a record should be rejected or not (see Chap. 18). It is imperative to be able to display the output of the amplifiers directly so that the source of interference that may occur suddenly during
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 an operation can be identified. A prerequisite for being able to eliminate such intermittent interferences is that its source is identified. The waveform of the averaged response cannot be used for this purpose; only the directly recorded waveform can reveal the source of the interference. If the interference is so strong that it activates the artifact rejection all the time, there is no way to characterize the nature of the interference. Only examination of the waveform of the raw output from the amplifiers can lead to the identification of the interference. For the detection of changes that may occur during an operation, it is important to be able to compare every recording made during an operation with a baseline. The continuous comparison between the baseline and the actual recordings is the most effective way of detecting changes in the SSEP. The popular “waterfall” (or “stack”) display is useful for documentation, but not for the detection of changes during an operation. Rather, such a display may miss slow changes and distract from observing changes that occur during an operation. Baseline recordings should be made for the individual patient preferably after the patient has been anesthetized, but before the operation is begun. The recordings made during the operation should be compared to that of the baseline. The display of the baseline recording should be superimposed on the current recordings.
 
 Interpretation of SSEP In some operations, monitoring of the amplitude of any component is sufficient; whereas in other operations, it is of importance to be able to identify the structures that are affected. Knowledge about the neural generators of the
 
 Figure 6.8:  (A) Illustration of the waveform and amplitude of cortical SSEP elicited by electrical stimulation of the tibial nerve and recorded from the scalp using surface electrodes (impedance					    
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